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Exponential Distribution
Let ‘X’ be a positive continuous random variable with interval (0,o) is said to be
Exponential distribution, having its p.d.f

1 2
f(x)==e? 0<x<w
0
It is only one parametere.
1
If 5 =0 then it is also exponential distribution
f(x) =6
If #=1 then it follow standard exponential distribution
f(x)=e"

This is also known as negative exponential distribution or single parameter exponential
distribution.
Properties
1) Exponential distribution is a continuous distribution.
ii) The total area under the curve is unity.
iii) The range of the distribution is 0 to co.

iv) It has one parameter 6 .
v) The mean of the exponential distribution is E(X) =0,

vi) The variance of the exponential distribution is Var(x) = 92.
-1
vii) The m.g.f of the exponential distribution is m.g.f = (1—9) :
Prove that total area under the curve is unity
Proof: Let by definition:

Area = j f (x)dx
As x~ exp(0)

f(x)=§e‘9 0<x<o0

Area = jleedx
] 0

17 >
_~ a0
Area-eje dx (A)
0
As we know that gamma function is

0

Jab = xtle gy ®)

0
Comparing (A) & (B) and we get

a=1 &b=10
Jab* =)16" Put in (A)
1
Area = 5 g=1 Hence Prove
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Find mean & variance
Solution: Let by definition:

E(x)= j Xf (X)dlx = %T e iy

0
E(x)= %sz_le_adx A)
0

As we know that gamma function is

0

ﬁba :J' Xailei%dx (B)

0
Comparing (A) & (B) and we get
a=2 &b=0

o

Putin (A)
E(1)-)26
E(x)=6

Var (x) = E(XZ)—[E(X)]2

E(x2)= sz f(x)dx = %Ixzef’dx

E(x?)= %jx“e“’dx )

As we know that gamma function is

0

ﬁba :J‘ Xa_le_%dx (B)
0
Comparing (A) & (B) and we get

a=3 &b=10
Jab* =)3¢° Put in (A)
1
Elx*)==)3¢° = 26°
-2
Var (x) = E(x? )~ [E(x)F ==26% - (6) = 6

Find r'" moments about origin. By use it finds mean & variance
Solution: Let by definition

4, =E(x)
p, =[x 1 ()

' :|_°c _y
=—|x'e "%dx
m 95
’ 100 r-1, %
U, :5IX 1le bex (A)
0

As we know that gamma function is
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0

=X
ﬁba :J' Xa_le AdX (B)
0
Comparing (A) & (B) and we get
a=r+l &b=0

Jab® =)r+10™ Put in (A)

4

U, = %) r+1.0™

,ur’ :% r+1.6""

4

U, =)r+16" ©)
Use rth moments to find mean & variance

!
mean =z =E(x)

4

u =)r+16"
Putr=1ineq (C)

,ul’ =m.t91 =0

Now, putr =2 ineq.(C)
4

H, =)2+16° =2)2.0° =206

14 4 2
=ty ~( ) =2.6% (6)* =0 =Var(X)

Find m.g.f of exponential distribution. Also find mean & variance by using m.g.f
Solution: Let by definition

M., (t) =m, (t) = E(e*) = j e"f (x)dx

As x~ exp()

f(x)=£e_9 0<x<o
0
Lt

Mo(t)_g'[e e /dx

0

_ 100 tx‘y
Mo(t)—gle oix

1t e
M,(t)==1e 7% "dx
(0= j
M, (t) = 1 J xl‘le/g )" g
0

M (t) = %f e o) A
0

As we know that gamma function is

0

ﬁba :J' Xa_lei%dX (B)
0
Comparing (A) & (B) and we get
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a=1 &b=ola)*

)ab® =>_1{¢9(1—6t)_1} Put in (A)
m, () = )1pa-a)y*}-a-a)y’
w0, () =01-—a)" Required m.g.f.

Use it to find mean & variance

E() =44 = [% m, <t)}

E(x) = [%(1—901}

Ex) =loa-ay?], o

E(xX)=6 Required mean
Again differentiate eq(c) w.r.t to ‘t’

E(x)_—[e(l o) ]
E(¢)=[-20(L-0)*(-0) | _
E(X) = 1, =207

14 4 2
=ty ~( ) =2.6° = (6)* =0 =Var(X)

Find cummulent generating function
Solution: Let by definition

k(t) = log[M, (1)]

k(t) =log|1—ea)* |
k(t) =—log(1l— &)

Therefore
x?  x® x4
logll— Xx)=—x— _—
g( ) 2 3 4
2 3 4
k(t)z—{ (&0)— (5{) (&) (5‘) }
3
B 2 3 4
ky=|a+?L+orl 1ot
] 2 3 4
kty=|oLio?L 1203t Lot
T 2! 3! VTR )
As we kno!v general expression of cummulent
ki =k Lok Uk U U
T 2 '3 4" ®)

By compar_ing (A) & (B) and we get
’
k=4 =6
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kK, = 11, = 8° =Var(X)
Ky = 14 = 26°
k, = ;U4, = 60"
1, =k, +3k,” =60 +3(0%)?
1, =66* +360* =90"
Moment Ratio
5 u’ (20°F  a6°
1 ,U23 (92 )3 o°
1, = 26° It is positive so distribution positively skewed
4 4
P> = IU42 = (Zf)z = 9;: =9

=4

As [, > 3so the distribution is leptokurtic.

Find mode of exponential distribution
Solution: Let by definition
If following two conditions are satisfied then mode exists.

d
f(X’)ZO or &Iog f(X):O

dZ
' —log f(x) <0
f)<0 or 7100 (x)
As x= exp(0)
f9=e’ D<x<o

Taking log on both sides
1%
log f (x) =log ge ¢

log f(x) = {Iog(%)—glog e} -loge=1

log f (x) = {Iog[%) —g}

Differentiate w.r.t to ‘x’

d d 1) x
—log f(x)=—/| log| = |——
dx g1 dx[ g[ej 0}

d 1
&Iog f(x)= {— 5}

It means that mode of exponential distribution does not exist.
State & prove Memory less property of Exponential Distribution
Statement:
. . C e . -x¢
If *x’ follows the negative exponential distribution with p.d.f f(X)=&" 0<x<w
then by definition

p[M} = P(x>bh) by law of compliment

X>a

1-P[x<(a+b)] 1-F(a+b) 0
1-P(x<a)  1-F(a)

-x0 . .
Let ‘x’ be continuous random variable having the p.d.f f (X) =0e™" itsc.dfis
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F(x)= Jé’e‘xadx
0

F(b)=1-¢™ Put in (i)
1-F(a+b) 1-(l-e®7)
1-F@  1-(1-e®)
1-F(a+bh) 1-1+e @’
1-F(a) 1-1+e™
1-F(a+h) e @™
1-F(a) e
1-F(a+b) _ p-a0-boran _

—bo

1-F(a) ©
1-F@+b) . oo\ 1 e q -
re (l-e®)=1-F(b) =1- P(x<b) = P(x > b)

2"d Method

Suppose A be the event such that (x>a) & B is another event such that x>(a+b). i.e Bis a
subset of A. Then we consider

'B] P(AnB) P(B)
_TJ ~P(A) P(A)
Because B is a subset of A, replacing A = x>a & B = x> a+b we get
P_X > (a+b)} _ P(x>a+b)

X>a P(x>a)

Then c.d.f of Negative Exp.Distribution

X

I X -x6
P(X <x)= [ f(ax= [0 d= ee__e SE
) O 0

Then by compliment we know that
P(X <x)=1-¢™
P(x>a))=1-P(X <x)=1-1-¢* =™
Similarly
P(x>a+b)==e ¥
P(x>a+h) e @
P(x > a) e’

— e—aﬁ—b6+a9 — e—b@ — P(X > b)

Hence, Memory less property is proved.
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