Chapter 06 Set Theory and Basic Probability

Probability
In our daily life we often make the statements such as:

e It will probably rain today
e [ will probably go abroad this year
e He is almost certain that he will win this game

All these statements are related w1th uncertainty and can
be measured numerically by means of “probability™.
bability as “the numeric

measure of uncertainty is falled probability”.

used extensivel & fields of Physical Sciences,
Commerce. Biolo Sciences, Medical Sciences,

Weather 1@ _ etc.
Definition of Probability ((_9/%

mncr;% Usually probabi %ﬂ event is defined by
5\ adopting any o% owing two approaches:

Though probabﬂ%;@with gambling, it has been

{ \_

ctive approach
gtive approach

[L/ Probability I
Subjective Objective
Approach Approach

Subjective Approach

In subjective approach the probability of an event is defined as “the measure of believe in the

occurvence of an event by a particular person”. Probability in this sense is purely subjective. and is
based on whatever evidence is available to the person.
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&"‘;.\ For example:

[
|

e A sports-writer may say that there is a 70% probability that Australia will
win the world cup.

e A physician might say that, there is a 30% chance the patient will need an
operation eftc.

Objective Approach

e Relative Frequency or Empirical or Experimental Deﬁmtmn of I&ol;mbﬂlty
e The Axiomatic Definition of Probability

;

Classical
Definition

The Axiomatic
Definition

Classical quinitiog‘t’
“If a random axpem' " can produce “n” mutually exclusive and
equally likely outcomei,r and if “m” of these outcomes are favorable to
the occurrence of an event “A”, then the probability of the event “A”
is equal to the ratio m/n” If we take P(A) as “the probability of A” then:

P(4)= m _ No.of favourable outcomes

n No. of possible outcomes

The classical

) o definition was
e For example, when a fair Coin is tossed, then

: 3 formulated by
we know in advance that the possible the Frerch
outcomes are Head and Tail. Since the Head _
and Tail are equally likely, therefore, the mathematician
probability of each is 1/2 or 0.5. P.S. Laplace
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Relative Frequency Definition

“If “m” is the number of occurrences of an event “A” in large number of trials “n”, then the
probability of “A” is the relative frequency of “m” and “n” as the number of trials grows infinitely
large” If we take P(A) as “the probability of A then:

P(4)=1lim {ﬁ)
I

H—0

Head and Tail will not be equal to 0.5 i.elg.-;‘fl’fg""'Head and Tail are not
equally likely. Thus for experiments not having<€qually likely outcomes if
we flip the coin 10 times, say, and, obserye 4 heads, then, based on this
information, we say that the chanc 'oﬁ observing a head will be 4/10 or
0.4, which is not the same as 0.53 However, we flip the coin a large
number of times, we would expéci’ abt)ut 50 percent of the flips result in a
head.

e For example, if a coin has been loaded (1mfaifi then the probability of

The Axiomatic Definition

ﬂ{starical Note

Let S be a sample space with the sampié:'lp&'ﬁﬁ’;ﬂ\;, Az .. A AL TO

each sample pomf: we assign a reﬂl‘r:tumber, denoted by P(A,) and

axioms:
. ' -.:‘_".?5'6'?' any event A; 0< P(4,)<1
. " P(S)=1
® If A; and A; are mutually exclusive events, The Axiomatic
Then P(4, A4, )=P(4,)+(4,) definition was
introduced in
In this case P(4;) is defined by the formula: 1933 by the
Russian
n(4;) No. of sample points in the event 4, Snathernatician:
P4, )=—>== -
n(S)  No.of sample points in the sample space A-N. Kolmogorov
VS.

Subjective probability is purely subjective i.e. that two or more persons faced with the same
evidence may arrive at different probabilities. On the other hand, objective probability

v relates to those situations where everyone will arvive at the same conclusion.
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Babit &1
Range of Pro ity “al)
\\\___//

If the probability of an event is 1, the event is certain to occur. If the
probability of an event is 0, the event is impossible. A probability of 0.5
indicates that an event has an even chance of occurring. The following
graph shows the possible range of probabilities and their meanings.

Impossible Unlikely Even chance Likely Certain
r 1 1 | -I
L T T I J
0 0.5 I

EXAMPLE 6.24

A fair coin is tossed only once what is the probability that a'Head
will appear?

m Since a coin is tossed

Therefore S ={H.T} = n(S) =2 4

Let “A” denotes the event of gettmg ‘4 Head”
Then 4 ={H} = n(4)=1 y

Hence P(4) =" ¢ 50

EXAMPLE 6.25

Two fair coins afe tossed simultaneously, what is the probability
that at least one head will appear?

-2 (LD W Since two coins are tossed

Therefore S ={HH.HI .TH.TT} = n(S) =4

Let “A” denotes the event of getting “at least one Head”

Then A={HH.HT .TH} => n(4)=3
nd) 3

n(S) 4

Hence P(4)=

N

"N, Yan event will occur.

The closer the probability
is to 1, the more likely is
an event will occur.
Similarly,
Theseloser the probability
s ¥ O, the less likely is

<W¥

Probabilities should be
expressed as reduced
fractions or rounded to
two or three decimal
places. When the
probability of an event is
an extremely small
decimal, it is permissible
to round the decimal to
the first nonzero digit
after the point. For
example, 0.0000587
would be o0.coc06
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&5
( g/
e

Probabilities can be

m Since a die is rolled expressed as fractions,

decimals, or percentages.
Therefore S ={1,2,3,4,5,6} = n(S)=6 I£ you ask, “What is the

EXAMPLE 6.26

A die is rolled find the probability of getting a six?

probability of getting a
Let “A” denotes the event of getting “a six” o Read when a coin is
tossed?” typical

the following three.

Hence P(4)=——= nd) l €1 /27 <5.5% c5o%"
n(S) 6 : These answers are all
equivalent.
EXAMPLE 6.27
Two dice are rolled. find the probability that the'Swn is:
(1)  Exactly “5” (2), " Af least “9” (3)  Atmost “4”

4) Even » %) Less than “3

m Since two dice areolled therefore:

() (1L2) (13) (14 (135) (L6)

(21) (2.2) (23) (24) (2:5) (29)

c_J3D (32) (33) (34) (35) (3.6)|

(41) (42) (43) (44) (45) (46)

(51) (52) (53) (54) (55) (56)

(6.1) (6.2) (6.3) (6.4) (6.5) (6.6)

1) The sum is “Exactly “5”

Let “A” be an event of getting “sum is exactly 5 '(1 n (L2) (L3) (14) (L5) (1’6)‘
(21) (22) (23) (24) (25) (2.6)
L jened) 61 32) (33) (4) (35) (36)
m A_{(s.z).(z;,l)}j G S_é( 1) (42) (43) (44) (45) (4.6)
_nd)_ 4 (5.1) (52) (5 3) (5.4) (5.5) (5.6)
Henee = 5) 36 (61) (6.2) (63) (64) (6.5) (6.6)
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2) The sum is “At least “9”

Let “B” be an event of getting “sum is at
least 9 then
_[3:6).(45).(54).(63).(4.6).

- .(5,6).(6.5).(6.6)
= n(B)=10

n(B) 10

Hence P(B)= n(S) ~2e

3) The sum is “At most “4”

Let “C” be an event of getting “sum is at

most 47 then

(11).(12).(1.3),
":{(2.1),(2,2),(3,1)

n(C) 6

Hence P(C) = 2(S) = P, o

4) The sum is “Even”

}jn«f):s

\ 55

I
-

Let “D” be an evem_-b_f;géﬁing “sum is even” then

(L1).(13Y.(2.2). )
(3.1).(1.5).(2.4).
(3.3).(4.2).(5.1).
1(2.6).(3.5).(a.4).
(5.3).(6.2).(4.6).

(5.5).(6.4).(6.6) |

- —>n(D)=18

nD) 18

Hence P(D)= n(S) ~e
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(L) (L2) (L3) (L4) (L5) (L6)]
(21) (2.2) (2.3) (2.4) (2.5) (26)
(3.1) (3.2) (3.3) (3.4) (3.5) (3.6)
(41) (42) (4.3) (4.4) (45) (4.6)
(51) (52) (53) (54) (55) (56)
(6.1) (6.2) (6.3) A6.4) (6.5) (6.6)]
W (L2) (1L3) (L4) (L5) (L6)]

1) (22) (2.3) (2.4) (2.5) (2.6)
(3.1) (3.2) (3.3) (3.4) (3.5) (3.6)
(41) (42) (4.3) (4.4) (4.5) (4.6)
(5.1) (5.2) (5.3) (54) (55) (5.6)
(6.1) (6.2) (6.3) (6.4) (6.5) (6.6))
(L) (L2) (L3) (L4) (L5) (L6)]
(21) (2.2) (2.3) (2.4) (2.5) (2.6)
(31 (3.2) (33) (3.4) (35) (3.9)
(41) (42) (4.3) (44) (4.5) (46)]
(5.1) (52) (53) (54) (55) (5.6)
(6.1) (6.2) (6.3) (6.4) (6.5) (6.6))
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5) The sum is “Less than “3”

Le,:t “D” be an event of getting “is less than '(1,1) (1,2) (1,3) (1,4) (1,5)
A ihen (21) (2.2) (2.3) (2.4) (2.5)
o By (31 (3.2) (3.3) (3.4) (35)
Rt} aEy=1 5_4(4,1) (4.2) (4.3) (4.4) (4.5)
_n(E) 1 (51) (5.2) (53) (54) (5.5)
HenceP(E)—n(S)—g k(6,1) (6,2) ) (6,5)

(63)(T64

(L6)
(2.6)
(3.6)
(4.6)
(5.6)
(6.6)]

A card is drawn at random from an ordinary pack of 52 playmg cards Find the probability that

the card drawn is <877

m Since a card is drawn therefore _ L
e e Eights | Others

Total

52

S= {the pack of 52 cam’s} = H(S) :( 1 ]: 52

4
Let “A” be the event that “the card is eight” Then n(A4) = ( { ] =4

n4) 4 1

n(S) 52 13

Hence P(4)=
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EXAMPLE 6.29

A basket contains 5 white and 4 black balls; what is the probability of selecting 3 white balls?

m Since “3” balls are selected out of “9™ - 18 Bl:d( T(;tal

9
Therefore n(S) = {3} =84

Let “W” be the event of “selecting 3 white balls”

§ S
Then n(W):[ ]:10 W,
3 O |
o~ S) m®
Hence P(W)= n(#) 10 2 ot
/ n(S) 84

EXAMPLE 6.30

A box contains 3 gray and 5 black balls. If4 balls are drawn together from the box then find the
probability of getting: '

(i) At least 2 black Halls, (ii) At most 2 gray balls.

L1 [T Ll Since 4. balls dre drawn from 8 balls: ~ 00 Gray | Black | Total
© Ce® s [ 5 s
8 o ®
Therefore n(S )= A =70

Let “A” be an event of getting “at least 2 black balls i.e. two or more black balls:

Now “A” can occur in the following mutually exclusive ways:

— ._.r_—-;"-{—“] —_— — — = R

=4 ”, = 5 = i& =N = * —f \}‘—"._/ﬁ?
, B g ) by g =
L2 i e o 2 g —_—

( 2 black) ( 3 bzack] [ 4 bfack]
OR OR
2 gray 1 gray 0 gray
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-'-"(A)=(ZJ[2J“(il(ﬂm(i)@3”w=[_Z_][2J+(_§J(ﬂ+(i][31=65

Hence P(A4)=

Let “B™ be an event of getting “at most 2 black balls i.e. two or less black balls:

Now “B” can occur in the following mutually exclusive ways:

= =0 =< =) )
f;gz L. =2 Z \‘f’ 723 \ﬁéﬁ"
2 black 1black
(_ngyJ o [3grqv]
5\(3) (53 S\ IO3 -
S H L HRELRH o
Hence P(B)=—— H(B) L ;
n(S) 70 7 |

— @ -[ Test Yourself.. .

1) A fair coin is tossed only once what is the probability that a Tail will appear?

2) Two fair ¢oiig are tossed, what is the probability that at least two head will appear?
3) A diejiSrolled find the probability of getting a four?

4) Two dicesare rolled, find the probability that the sum is:

()  Exactly“4” (i)  Atleast“10” (iii) At most“5”
(iv) Odd ) Less than “2”

5) A card is drawn at random from an ordinary pack of 52 playing cards. Find the
probability that the card drawn is “picture™?

6) A basket contains 6 white and 3 black balls; what is the probability of selecting 4 white
balls?

7) A box contains 4 gray and 6 black balls. If 4 balls are drawn together from the box then
find the probability of getting:

1) At least 2 black balls (ii) At most 3 gray balls.
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Addition Rule of prbability for Mutually Exclusive Events

Statement: Let “A” and “B” are two mutually exclusive events then the probability that “A” or
“B” occurs is equal to the probability that “A” occurs plus the probability that “B”

oceurs I.e.

P(Aor B)=P(A)+P(B)
OR P(AVB)=P(4)+ P(B)

S
Proof: To prove the theorem, consider the two Mutually

Exclusive events “A™ and “B” in the Venn-diagram: 4 B
It is clear from the Venn-diagram that:
n(S)=m
HA) = p m
n(B)=q n(AUB)=p+q is shaded

n(AUB)=p+gq

Now
n4) p
P(d)= =
@ n(S) m
nB) g
P(B)=——% ==
® n(S)
Therefore

. _nfAuB) p+qg p q ;
PAUB)= = =+ +=2=P(4)+P(B
(Aus n(S) m m+m G+ EE

— P(Au B)= P(4)+ P(B) Hence proved
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EXAMPLE 6.31

Set Theory and Basic Probability

m Since a pair of dice is rolled therefore:

Suppose that we roll a pair of dice, what is the probability of getting a sum of 5 or a sum of 11?

[(L1) (L2) (L3) (L4) (L5) (L6)

(2.1) (2.2) (2.3) (2.4) (2.5) (2.6)

<_JB) (32) (33) (34) (5) (6]

(41) (42) (43) (44) (45) (49)

(51) (52) (53) (54) (BIN(39)

[(6.1) (6.2) (6.3) (6.4) (65) (6.6)]

Let “A” be an event of getting “sum is :e'xéc’['ly 5” then

(1L4).(2.3). (L) (L2) (13) (L4) (L5) (L6)
:{(3.2>,(4,1)}:’"’(A>_=4- () (22) (@23) (24) (29) (26)
- . (3.1) (3.2) (3.3) (3.4) (3.9) (3.6)|
Cnd) 4 (4.1) (4.2) (4.3) (4.4) (4.5) (4.6)
= PA)= 5 8 (5.1) (5.2) (53) (54) (55) (5.6)
~ o (6.1) (6.2) (6.3) (6.4) (6.5) (6.6)

Let “B’_’__b:é__.anfeirent of getting “sumis 117
Then B'={(5.6).(6.5)} = n(B)=2

n(B): 2

n(S) 36

= P(B)= -

Now we have to find P(4or B)and since the two events “A” and “B” are mutually exclusive
(because they cannot occur together)

.'.P(AorB)=P(AUB)ZP(A)+P(B):%+ 2
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EXAMPLE 6.32

A card is drawn from a well-shuffled deck of 52 cards; find the probability that the card is a red
or black queen?

m Since a card is drawn therefore
Red Black

Others Total

52
S ={the pack of 52 cards'! = n(S) = =52
{thepackf =n) (1] 2 PPNIRE 52

Let “R'{be the event that “red Let “B” be the event that “black

que_efi"-_’ 4 queen”
e y 2 2
Then n(R)=| | |=2 Then n(B)z[l]zz
o nR) 2 - nB) 2
PR)=—2=— oL
n(s) 52 PE) n(s) 52

Now we have to find P(Ror B)and since the two events “R” and “B” are mutually exclusive
(because they cannot occur together)

2 2 4
~.P(Ror B)=P(RUB)=P(R)+P(B)=—+—=—
Ror B=ERIBI=HB+EB) =2 + =
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A basket contains 5 white and 4 black balls; what is the probability that a ball drawn at random is
white or black balls?

L0 (11467 W Since a ball is drawn out of <97
9

Therefore n(S) = [ ¢ ] =g

White |/Blaele’ | Total

Let “W™ be the event of “drawing a white ball”

Then n(W) = GJ =5 W O B
_ O~0
n(w) _,E ’ ; OO

n(S)‘ ‘”9'.‘- .

Therefore P(W)=

Let “B” be the eyent.of*drawing a black ball”

)
Then n(B) :-[ i ] =4

n(B) 4

= Hi Friends!!!
n(S) 9

Therefore P(B)=

Now we have to find P(W or B)and since the two events “W” and “B” are mutually exclusive
(because they cannot occur together)

P(WorB)=P(WUB):P(PV)+P(B):§+§:1
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Addition Rule of prbability for Not Mutually Exclusive Events

Statement: Let “A” and “B” are two not mutually exclusive events then the probability of event
“A” or “B” or “both” occuring is equal to the probability that “A” occurs plus the
probabilitly that “B” occurs minus the probability that “both” events “A” and “B”
occur together i.e.

P(Aor B)= P(4)+ P(B)- P(Aand B)

OR P4 UB)=P(4)+P(B)-P(AB)
S

Proof: To prove the theorem. consider the two Not A

Mutually Exclusive events “A” and “B” in the 4

Venn-diagram:

It is clear from the Venn-diagram that: A

m
=m, n(4d)=p, n(B)=

n(S)=m. n(4)=p. n(B)=q n(ANB)=t is shaded

n(AUB)=p+qg—t _

n(ANB) =t n(AuB)=p—t+t+q—t=p+q—t

Now

Pay="LL_P

n(S) mi
p@)="C L)
n(S) o m
palR T ANE) _t
n(S) m
Therefore
By i PENE), PRt —P.9_T_pu)+PB)-PANB)

n(S) m m m m

— P(AUB)= P(4)+ P(B)- P(An B) Hence proved
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If a card is selected at random from a deck of 52 plyaing cards. what is the proability that the
card is a diamond or a picture card or both?

m Since a card is drawn, therefore Damonds I Piciure [ omhen | Total

52
S = {the pack of 52 cards} = n(S) :( g J:52 13 12 37 52

Let “AT bethe event that “a Let “B™ be the event that “a

diamond gard” picture card”
' 13 12
Then n(A):(l)zw Then n(B):[l]:IZ
p(A):MZE P(B):"_(B):E
n(S) 52 ! n(S) 52

Since the two events “A” and “B” are not mutually exclusive (because they can occur together),
therefore n(4B)=3

n(AnB) 3

Now the probability of both “A” and “B” occur together is: P(4 " B)= s) 2
n

13 12 3 22
Hence P(4or Bor both)= P(AUB)= P(A)+P(B)-PAUB)=—+———=—
(Aor Bor both) = P(40B)= P(A)+ P(B)~PAUB) = +— —— =
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In a certain college 25% of the students failed math. 15% of the students failed stats and 10% of
the students failed both mant and stats. A student is selected at random: what is the prbability the
he/she failed math or stats?

L1 (114 00 B Given that

25% of students who failed Math = P(Math)=0.25
15% of students who failed Stats = P(Stats)=0.15
10% of students who failed both Math and Stats = P(Maths~ Stats) = 0.10

P(Math Stats)=0.19
]

P(Math)=0.25— — BSa)=0.15

Now since the two subj ects__a.t'.é not mutually exclusive, therefore

P(a student failed Mathor Stats )= P(Math U Stats)

= P(Math) + P(Stats) — P(Math ~ Stats)
— @ = Test Yourself

=0.25+0.15-0.10=0.30

1) Suppose that we roll a pair of dice, what is the probability of getting a sum of 5 or a sum of 11?

2) A card is drawn from a well-shuffled deck of 52 cards; find the probability that the card is a red
or black King?

3) A basket contains 7 white and 3 black balls; what is the probability that a ball drawn at random is
white or black balls?

4) If a card is selected at random from a deck of 52 plyaing cards, what is the proability that the
card is a Heart or a picture card or both?

5) A customer enters a food store. The probability that the customer buys bread is 0.60, milk is 0.50
and both bread and milk is 0.30. What is the probability that the customer would buy either bread
or milk or both?
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Understand the meaning of the words
“AND” and “OR’Il!

The word “AND” has a single meaning.
Heart and Queen
|

e For example, if you were asked
to find the probability of
getting a queen and a heart
when you were drawing a
single card from a deck. you
would be looking for the queen
of hearts. Here the word “and”
means “at the same time.”

The word “OR” has two meanings.

e For example, if you were asked/ Heart or Queen

to find the probability of
selecting a queen or a heirf ‘pe"
when one card is selected‘from
a deck. you would be¢’loekifig
for one of the 4 qu_éél_is: of' one
of the 13 hearts. In, tliis case,
the queen of fiearts would be
included in ‘Hoth cases and
counted ‘twide. In this case,
both €vents can occur at the
same tinde; we say that this is
an example of the inclusive or.

Hearts

e On the other hand, if you were
asked to find the probability of
getting a queen or a king, you
would be looking for ome of
the 4 queens or one of the 4
kings. In this case. both events
cannot occur at the same time,
and we say that this is an
example of the exclusive or.




