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Considering the interpolation polynomial of degree n+ 1 on x0, x1, . . . , xn, x, we have

f (x) = Pn+1(x) = Pn(x)+ f [x0, x1, . . . , xn, x](x − x0) · · · (x − xn).]
21. Let i0, i1, . . . , in be a rearrangement of the integers 0, 1, . . . , n. Show that f [xi0 , xi1 , . . ., xin ] =

f [x0, x1, . . ., xn]. [Hint: Consider the leading coefficient of the nth Lagrange polynomial on the
data {x0, x1, . . . , xn} = {xi0 , xi1 , . . . , xin }.]

3.4 Hermite Interpolation

Osculating polynomials generalize both the Taylor polynomials and the Lagrange polyno-
mials. Suppose that we are given n+ 1 distinct numbers x0, x1, . . . , xn in [a, b] and nonneg-
ative integers m0, m1, . . . , mn, and m = max{m0, m1, . . . , mn}. The osculating polynomial
approximating a function f ∈ Cm[a, b] at xi, for each i = 0, . . . , n, is the polynomial of
least degree that has the same values as the function f and all its derivatives of order less
than or equal to mi at each xi. The degree of this osculating polynomial is at most

M =
n∑

i=0

mi + n

because the number of conditions to be satisfied is
∑n

i=0 mi + (n+ 1), and a polynomial of
degree M has M + 1 coefficients that can be used to satisfy these conditions.

The Latin word osculum, literally
a “small mouth” or “kiss”, when
applied to a curve indicates that it
just touches and has the same
shape. Hermite interpolation has
this osculating property. It
matches a given curve, and its
derivative forces the interpolating
curve to “kiss” the given curve.

Definition 3.8 Let x0, x1, . . . , xn be n + 1 distinct numbers in [a, b] and for i = 0, 1, . . . , n let mi be a
nonnegative integer. Suppose that f ∈ Cm[a, b], where m = max0≤i≤n mi.

The osculating polynomial approximating f is the polynomial P(x) of least degree
such that

dkP(xi)

dxk
= dkf (xi)

dxk
, for each i = 0, 1, . . . , n and k = 0, 1, . . . , mi.

Note that when n = 0, the osculating polynomial approximating f is the m0th Taylor
polynomial for f at x0. When mi = 0 for each i, the osculating polynomial is the nth
Lagrange polynomial interpolating f on x0, x1, . . . , xn.

Charles Hermite (1822–1901)
made significant mathematical
discoveries throughout his life in
areas such as complex analysis
and number theory, particularly
involving the theory of equations.
He is perhaps best known for
proving in 1873 that e is
transcendental, that is, it is not
the solution to any algebraic
equation having integer
coefficients. This lead in 1882 to
Lindemann’s proof that π is also
transcendental, which
demonstrated that it is impossible
to use the standard geometry
tools of Euclid to construct a
square that has the same area as a
unit circle.

Hermite Polynomials

The case when mi = 1, for each i = 0, 1, . . . , n, gives the Hermite polynomials. For a given
function f , these polynomials agree with f at x0, x1, . . . , xn. In addition, since their first
derivatives agree with those of f , they have the same “shape” as the function at (xi, f (xi)) in
the sense that the tangent lines to the polynomial and the function agree. We will restrict our
study of osculating polynomials to this situation and consider first a theorem that describes
precisely the form of the Hermite polynomials.

Theorem 3.9 If f ∈ C1[a, b] and x0, . . . , xn ∈ [a, b] are distinct, the unique polynomial of least degree
agreeing with f and f ′ at x0, . . . , xn is the Hermite polynomial of degree at most 2n + 1
given by

H2n+1(x) =
n∑

j=0

f (xj)Hn, j(x)+
n∑

j=0

f ′(xj)Ĥn, j(x),
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3.4 Hermite Interpolation 137

where, for Ln, j(x) denoting the jth Lagrange coefficient polynomial of degree n, we have

Hn, j(x) = [1− 2(x − xj)L
′
n, j(xj)]L2

n, j(x) and Ĥn, j(x) = (x − xj)L
2
n, j(x).

Hermite gave a description of a
general osculatory polynomial in
a letter to Carl W. Borchardt in
1878, to whom he regularly sent
his new results. His
demonstration is an interesting
application of the use of complex
integration techniques to solve a
real-valued problem.

Moreover, if f ∈ C2n+2[a, b], then

f (x) = H2n+1(x)+ (x − x0)
2 . . . (x − xn)

2

(2n+ 2)! f (2n+2)(ξ(x)),

for some (generally unknown) ξ(x) in the interval (a, b).

Proof First recall that

Ln, j(xi) =
{

0, if i �= j,

1, if i = j.

Hence when i �= j,

Hn, j(xi) = 0 and Ĥn, j(xi) = 0,

whereas, for each i,

Hn,i(xi) = [1− 2(xi − xi)L
′
n,i(xi)] · 1 = 1 and Ĥn,i(xi) = (xi − xi) · 12 = 0.

As a consequence

H2n+1(xi) =
n∑

j=0
j �=i

f (xj) · 0+ f (xi) · 1+
n∑

j=0

f ′(xj) · 0 = f (xi),

so H2n+1 agrees with f at x0, x1, . . . , xn.
To show the agreement of H ′2n+1 with f ′ at the nodes, first note that Ln, j(x) is a factor

of H ′n, j(x), so H ′n, j(xi) = 0 when i �= j. In addition, when i = j we have Ln,i(xi) = 1, so

H ′n,i(xi) = −2L′n,i(xi) · L2
n,i(xi)+ [1− 2(xi − xi)L

′
n,i(xi)]2Ln,i(xi)L

′
n,i(xi)

= −2L′n,i(xi)+ 2L′n,i(xi) = 0.

Hence, H ′n, j(xi) = 0 for all i and j.

Finally,

Ĥ ′n, j(xi) = L2
n, j(xi)+ (xi − xj)2Ln, j(xi)L

′
n, j(xi)

= Ln, j(xi)[Ln, j(xi)+ 2(xi − xj)L
′
n, j(xi)],

so Ĥ ′n, j(xi) = 0 if i �= j and Ĥ ′n,i(xi) = 1. Combining these facts, we have

H ′2n+1(xi) =
n∑

j=0

f (xj) · 0+
n∑

j=0
j �=i

f ′(xj) · 0+ f ′(xi) · 1 = f ′(xi).

Therefore, H2n+1 agrees with f and H ′2n+1 with f ′ at x0, x1, . . . , xn.
The uniqueness of this polynomial and the error formula are considered in

Exercise 11.
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138 C H A P T E R 3 Interpolation and Polynomial Approximation

Example 1 Use the Hermite polynomial that agrees with the data listed in Table 3.15 to find an approx-
imation of f (1.5).

Table 3.15 k xk f (xk) f ′(xk)

0 1.3 0.6200860 −0.5220232
1 1.6 0.4554022 −0.5698959
2 1.9 0.2818186 −0.5811571

Solution We first compute the Lagrange polynomials and their derivatives. This gives

L2,0(x) = (x − x1)(x − x2)

(x0 − x1)(x0 − x2)
= 50

9
x2 − 175

9
x + 152

9
, L′2,0(x) =

100

9
x − 175

9
;

L2,1(x) = (x − x0)(x − x2)

(x1 − x0)(x1 − x2)
= −100

9
x2 + 320

9
x − 247

9
, L′2,1(x) =

−200

9
x + 320

9
;

and

L2,2 = (x − x0)(x − x1)

(x2 − x0)(x2 − x1)
= 50

9
x2 − 145

9
x + 104

9
, L′2,2(x) =

100

9
x − 145

9
.

The polynomials H2,j(x) and Ĥ2,j(x) are then

H2,0(x) = [1− 2(x − 1.3)(−5)]
(

50

9
x2 − 175

9
x + 152

9

)2

= (10x − 12)

(
50

9
x2 − 175

9
x + 152

9

)2

,

H2,1(x) = 1 ·
(−100

9
x2 + 320

9
x − 247

9

)2

,

H2,2(x) = 10(2− x)

(
50

9
x2 − 145

9
x + 104

9

)2

,

Ĥ2,0(x) = (x − 1.3)

(
50

9
x2 − 175

9
x + 152

9

)2

,

Ĥ2,1(x) = (x − 1.6)

(−100

9
x2 + 320

9
x − 247

9

)2

,

and

Ĥ2,2(x) = (x − 1.9)

(
50

9
x2 − 145

9
x + 104

9

)2

.

Finally

H5(x) = 0.6200860H2,0(x)+ 0.4554022H2,1(x)+ 0.2818186H2,2(x)

− 0.5220232Ĥ2,0(x)− 0.5698959Ĥ2,1(x)− 0.5811571Ĥ2,2(x)
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3.4 Hermite Interpolation 139

and

H5(1.5) = 0.6200860

(
4

27

)
+ 0.4554022

(
64

81

)
+ 0.2818186

(
5

81

)

− 0.5220232

(
4

405

)
− 0.5698959

(−32

405

)
− 0.5811571

(−2

405

)

= 0.5118277,

a result that is accurate to the places listed.

Although Theorem 3.9 provides a complete description of the Hermite polynomials, it
is clear from Example 1 that the need to determine and evaluate the Lagrange polynomials
and their derivatives makes the procedure tedious even for small values of n.

Hermite Polynomials Using Divided Differences

There is an alternative method for generating Hermite approximations that has as its basis
the Newton interpolatory divided-difference formula (3.10) at x0, x1, . . . , xn, that is,

Pn(x) = f [x0] +
n∑

k=1

f [x0, x1, . . . , xk](x − x0) · · · (x − xk−1).

The alternative method uses the connection between the nth divided difference and the nth
derivative of f , as outlined in Theorem 3.6 in Section 3.3.

Suppose that the distinct numbers x0, x1, . . . , xn are given together with the values of
f and f ′ at these numbers. Define a new sequence z0, z1, . . . , z2n+1 by

z2i = z2i+1 = xi, for each i = 0, 1, . . . , n,

and construct the divided difference table in the form of Table 3.9 that uses z0, z1, . . ., z2n+1.
Since z2i = z2i+1 = xi for each i, we cannot define f [z2i, z2i+1] by the divided difference

formula. However, if we assume, based on Theorem 3.6, that the reasonable substitution in
this situation is f [z2i, z2i+1] = f ′(z2i) = f ′(xi), we can use the entries

f ′(x0), f
′(x1), . . . , f

′(xn)

in place of the undefined first divided differences

f [z0, z1], f [z2, z3], . . . , f [z2n, z2n+1].
The remaining divided differences are produced as usual, and the appropriate divided differ-
ences are employed in Newton’s interpolatory divided-difference formula. Table 3.16 shows
the entries that are used for the first three divided-difference columns when determining
the Hermite polynomial H5(x) for x0, x1, and x2. The remaining entries are generated in the
same manner as in Table 3.9. The Hermite polynomial is then given by

H2n+1(x) = f [z0] +
2n+1∑
k=1

f [z0, . . . , zk](x − z0)(x − z1) · · · (x − zk−1).

A proof of this fact can be found in [Pow], p. 56.
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140 C H A P T E R 3 Interpolation and Polynomial Approximation

Table 3.16 First divided Second divided
z f (z) differences differences

z0 = x0 f [z0] = f (x0)

f [z0, z1] = f ′(x0)

z1 = x0 f [z1] = f (x0) f [z0, z1, z2] = f [z1, z2] − f [z0, z1]
z2 − z0

f [z1, z2] = f [z2] − f [z1]
z2 − z1

z2 = x1 f [z2] = f (x1) f [z1, z2, z3] = f [z2, z3] − f [z1, z2]
z3 − z1

f [z2, z3] = f ′(x1)

z3 = x1 f [z3] = f (x1) f [z2, z3, z4] = f [z3, z4] − f [z2, z3]
z4 − z2

f [z3, z4] = f [z4] − f [z3]
z4 − z3

z4 = x2 f [z4] = f (x2) f [z3, z4, z5] = f [z4, z5] − f [z3, z4]
z5 − z3

f [z4, z5] = f ′(x2)

z5 = x2 f [z5] = f (x2)

Example 2 Use the data given in Example 1 and the divided difference method to determine the Hermite
polynomial approximation at x = 1.5.

Solution The underlined entries in the first three columns of Table 3.17 are the data given
in Example 1. The remaining entries in this table are generated by the standard divided-
difference formula (3.9).

For example, for the second entry in the third column we use the second 1.3 entry in
the second column and the first 1.6 entry in that column to obtain

0.4554022− 0.6200860

1.6− 1.3
= −0.5489460.

For the first entry in the fourth column we use the first 1.3 entry in the third column and the
first 1.6 entry in that column to obtain

−0.5489460− (−0.5220232)

1.6− 1.3
= −0.0897427.

The value of the Hermite polynomial at 1.5 is

H5(1.5) = f [1.3] + f ′(1.3)(1.5− 1.3)+ f [1.3, 1.3, 1.6](1.5− 1.3)2

+ f [1.3, 1.3, 1.6, 1.6](1.5− 1.3)2(1.5− 1.6)

+ f [1.3, 1.3, 1.6, 1.6, 1.9](1.5− 1.3)2(1.5− 1.6)2

+ f [1.3, 1.3, 1.6, 1.6, 1.9, 1.9](1.5− 1.3)2(1.5− 1.6)2(1.5− 1.9)

= 0.6200860+ (−0.5220232)(0.2)+ (−0.0897427)(0.2)2

+ 0.0663657(0.2)2(−0.1)+ 0.0026663(0.2)2(−0.1)2

+ (−0.0027738)(0.2)2(−0.1)2(−0.4)

= 0.5118277.
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3.4 Hermite Interpolation 141

Table 3.17 1.3 0.6200860
−0.5220232

1.3 0.6200860 −0.0897427
−0.5489460 0.0663657

1.6 0.4554022 −0.0698330 0.0026663
−0.5698959 0.0679655 −0.0027738

1.6 0.4554022 −0.0290537 0.0010020
−0.5786120 0.0685667

1.9 0.2818186 −0.0084837
−0.5811571

1.9 0.2818186

The technique used in Algorithm 3.3 can be extended for use in determining other
osculating polynomials. A concise discussion of the procedures can be found in [Pow],
pp. 53–57.

ALGORITHM

3.3
Hermite Interpolation

To obtain the coefficients of the Hermite interpolating polynomial H(x) on the (n + 1)
distinct numbers x0, . . . , xn for the function f :

INPUT numbers x0, x1, . . . , xn; values f (x0), . . . , f (xn) and f ′(x0), . . ., f ′(xn).

OUTPUT the numbers Q0,0, Q1,1, . . . , Q2n+1,2n+1 where

H(x) = Q0,0 + Q1,1(x − x0)+ Q2,2(x − x0)
2 + Q3,3(x − x0)

2(x − x1)

+Q4,4(x − x0)
2(x − x1)

2 + · · ·
+Q2n+1,2n+1(x − x0)

2(x − x1)
2 · · · (x − xn−1)

2(x − xn).

Step 1 For i = 0, 1, . . . , n do Steps 2 and 3.

Step 2 Set z2i = xi;
z2i+1 = xi;
Q2i,0 = f (xi);
Q2i+1,0 = f (xi);
Q2i+1,1 = f ′(xi).

Step 3 If i �= 0 then set

Q2i,1 = Q2i,0 − Q2i−1,0

z2i − z2i−1
.

Step 4 For i = 2, 3, . . . , 2n+ 1

for j = 2, 3, . . . , i set Qi, j = Qi, j−1 − Qi−1, j−1

zi − zi−j
.

Step 5 OUTPUT (Q0,0, Q1,1, . . . , Q2n+1,2n+1);
STOP

The NumericalAnalysis package in Maple can be used to construct the Hermite coef-
ficients. We first need to load the package and to define the data that is being used, in this
case, xi, f (xi), and f ′(xi) for i = 0, 1, . . . , n. This is done by presenting the data in the form
[xi, f (xi), f ′(xi)]. For example, the data for Example 2 is entered as

xy := [[1.3, 0.6200860,−0.5220232], [1.6, 0.4554022,−0.5698959],
[1.9, 0.2818186,−0.5811571]]
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142 C H A P T E R 3 Interpolation and Polynomial Approximation

Then the command

h5 := PolynomialInterpolation(xy, method = hermite, independentvar = ′x′)
produces an array whose nonzero entries correspond to the values in Table 3.17. The Hermite
interpolating polynomial is created with the command

Interpolant(h5))

This gives the polynomial in (almost) Newton forward-difference form

1.29871616− 0.5220232x − 0.08974266667(x− 1.3)2 + 0.06636555557(x−1.3)2(x − 1.6)
+ 0.002666666633(x − 1.3)2(x − 1.6)2 − 0.002774691277(x − 1.3)2(x − 1.6)2(x − 1.9)

If a standard representation of the polynomial is needed, it is found with

expand(Interpolant(h5))

giving the Maple response

1.001944063− 0.0082292208x − 0.2352161732x2 − 0.01455607812x3

+ 0.02403178946x4 − 0.002774691277x5

E X E R C I S E S E T 3.4

1. Use Theorem 3.9 or Algorithm 3.3 to construct an approximating polynomial for the following data.

a. x f (x) f ′(x)

8.3 17.56492 3.116256
8.6 18.50515 3.151762

b. x f (x) f ′(x)

0.8 0.22363362 2.1691753
1.0 0.65809197 2.0466965

c. x f (x) f ′(x)

−0.5 −0.0247500 0.7510000
−0.25 0.3349375 2.1890000

0 1.1010000 4.0020000

d. x f (x) f ′(x)

0.1 −0.62049958 3.58502082
0.2 −0.28398668 3.14033271
0.3 0.00660095 2.66668043
0.4 0.24842440 2.16529366

2. Use Theorem 3.9 or Algorithm 3.3 to construct an approximating polynomial for the following data.
a. x f (x) f ′(x)

0 1.00000 2.00000
0.5 2.71828 5.43656

b. x f (x) f ′(x)

−0.25 1.33203 0.437500
0.25 0.800781 −0.625000

c. x f (x) f ′(x)

0.1 −0.29004996 −2.8019975
0.2 −0.56079734 −2.6159201
0.3 −0.81401972 −2.9734038

d. x f (x) f ′(x)

−1 0.86199480 0.15536240
−0.5 0.95802009 0.23269654

0 1.0986123 0.33333333
0.5 1.2943767 0.45186776

3. The data in Exercise 1 were generated using the following functions. Use the polynomials constructed
in Exercise 1 for the given value of x to approximate f (x), and calculate the absolute error.

a. f (x) = x ln x; approximate f (8.4).

b. f (x) = sin(ex − 2); approximate f (0.9).

c. f (x) = x3 + 4.001x2 + 4.002x + 1.101; approximate f (−1/3).

d. f (x) = x cos x − 2x2 + 3x − 1; approximate f (0.25).
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