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MULTIPLE REGRESSION AND CORRELATION 

I~RODUCTION 

The technique of simple regress1on which mvolves one dependent variable and one mdependem 
· e is often inadequate in most real-world situations where a variable depends upon two or more 

variables or regressors. For example, the yield of a crop depends upon the fertihty of the 
applied, rainfall, quality of seed, etc. Lik~wise, the systolic blood pressure of a person . 

· upon one's weight, age, etc. In such cases, the technique of simple regression may be expanded 
Jde several independent variables~ regression which involves two or more independent variables 

ed a multiple regression. Thus. m case of multiple linear 

regression where k independent variables influence the dependent variable Y, the general format of 
.xi is 

Y, =a+ p,X11 + P1X21 + ... + p,X., +E,, (i =I, 2, ... , n) 

t 's are the random~rrors, 

a and P1 'she the unknown population parameters, a is the intercept and P,, /32 , •.. , p, are the 

regression coeflicients for variables X., X2, ••. , Xk respectively, 

, X1, ••• , Xki are the fixed values of k independent variables, the fust of the two subscripts 
1ttached to each regressor denotes the variable and the second refers to the observation number, 

We assume that 

E( E1) = 0 for all i. This implies that for given values of X;'s, 

E(Y,) = a+P1X 11 +P,X, + ... +P,X .,. 

Var( E1 ) = E( E1 
2)= cr 2 for all i, 1.e. the variance of error terms is constant. 

E( E, , £
1 

) = 0 for all i * j, i e. error terms are independent of each other. 

E(X, £ 1 ) ~ 0 for all regressors, i.e. E and each X variable are independent. 

&; ' s are normally distributed with a mean of zero and a constant variance u 2
• 

We assume further in a multiple regression model that there exists no exact linear relationship 
between any two of the regressors. 

The corresponding regression equation estimated from sample data then takes the following form 
A 

Y, 2a+b1X 1, +b1X 1, + ... +b,X.,, 

• and b, 's are the least-squares estimates of the population parameters a and P, 's. The parameters 

their estimates b,'s are called the partial regression ca-e,(fici~ as P. or its estimate 

: .. .. , k) measures the change in the mean value of Y for a unit change in X, while all other 
lcs remain unchanged.) 

\fUL TIPLE LINEAR REGRESSION WITH TWO REGRESSORS 

ror two independent variables X1 and X2, the preq.icting equation for an individual Y value is 
Y, =a+P,X,, +P,X,, +t,, 
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for a set of n observations, each 'of which is a number triple (XJi, X,, Y;). The error or residua 1m. 
is given as 

A 

.e, =Y,-Y1 =Y,-(a+b,X 11 +b2X,) 

Using the least-squares criterion, we determine those values of a, b1 and b2 which will rnininuzl< 

of squared residual, L.e?. To minimize L.e:, we find oL,eJ, oL,e: and oL,eJ and set equa. aa ob, ab, 
Thus 

·ar.el ---&:-- = - 2'L.[Y;- (a+ b1X 11 + b2X 21)) = 0, 

ar.e' 
--

1 =-2'L.X11[Y,-(a+b,X,+b2X,)]=0, 
ab, 

ror;e: --= -2'L.X21[Y1 -(a+b1X 11 +b2X 21 )]=0. 
ab, 

..._.--
Simplifying, we get the following three normal equations 

( 

L,Y ~ na + b, ~X, +b, :EX,, 

L.X,Y = a :EX, +b, 'L.X,' +b, 'L.X,X,; 

L.X,Y = a'L.X, +b, £.X, X, +b, 'L.X, 

The values of a, b1 and b2 are determined by solving these three normal equations stm:.. 
and are substituted into 

A 

Y =a +b,X, +b2X 2 

to obtain the estimated multiple linear egression equation. 

Example 11.1 A statisttctan wants to predict the incomes of restaurants, using t"o 
variables: the number of restaurant employees and restaurant floor area. He collected the folio 

Income Floor area Number of 
(000) (000 sq. ft) employees 

y I x, x, 
30 10 15 

22 5 8 

16 10 12 
' 

7 3 7 

14 2 10 
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Calculate the estimated multiple linear regression equation (i.e. Y =a+ b1X 1 + b1X 1 ) for the above 

The estimated multiple linear regression equation is 
A 

Y=a+b,X, +b2 X 1 

a. b1 and b2 arc the least squares estimates of a, P, and p, . The three normal equations are: 

rr = na +b, rx, +b, rx, 
2:X1Y=a2:X1 +b1 'LX,' +b, 'f.X1X 1 , 

'f.X,Y=al:X, +b1 l:X,X, +b, rx:. 
The calculations needed to find a, bland b2 are showing in the following table: 

y x, x, X~ x? 
30 10 15 100 225 

22 . 5 8 25 64 

16 10 12 100 144 

7 3 7 9 49 

14 2 10 4 100 

89 30 52 238 582 

Substituting the sums in the normal equations, we get 

Sa + 30b1 ;. 52b2 ~ 89 

30a + 238b1 + 35lb2 = 619 

52a + 351b1 + 582b2 - 1007 

Solving them simultaneously, we obtain 

a = - 1.33, b1 = 0.38 and b2 = 1.62. 

x,x, 

150 

40 

120 

21 

20 

351 

Hence the desired estimated multiple linear regression is 

Y = - 1.33-t 0.38X 1~ 1.62X,. 

x,Y x,Y 

300 450 

110 176 

160 192 

21 49 

28 140 

619 1007 

Expression of Multiple Linear Regression In Deviation Form. fhe computauonal 
is considerably simplified by working with the deviations from the respective means of the 

. With two independent variables, the estimated multiple regression equation is 

A 

Y, =a+b1X 11 +b2X 21 , {I= I , 2, ... , n) 

As the regression equation goes through the point of means, we have . 
Y =a +b1Xt +b,X ,. 
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Subtracting, we get 

1\ " - - -

where y 1 =Y1-Y,x11 =XIi-Xt andx,=X,.-X,. 

' Then e1 = y,- y 1 = y1 -b1x,. -b,x21 , and 

Differentiating L ef partially w.r.t b1 and b2, and equating to zero, we get 

which yield, on simplification, the following two normal equations: 

:Ex,y =b1 :Ex,' +b, :Ex,x,, 

:Ex,y = b, :Ex,x, +b, rx;, 

where the subscript i is dropped for convenience m printing. 

Solving these two equations simultaneously, we get 

b _ (2:x,y)(2:xi)-(2:x,y )(:Ex,x,) d 
' - (:Ex~)(:Exi)-(l:x,x, ) ' 'an 

· b _ (:Ex,y)(:Ex~)-(:Ex,y)(:Ex,x,) 
2

- (:Ex~)(:Exi)-(:Ex,x2 ) 2 • 

Then a, the constant, is detennined by 

a= y -b,x, +<;,,x,. 
This is an alternative approach to solving the normal equauons directly . . 
Example 11.2 Compute the estimated multiple lineat regression Y =a+ b1 X 1 +b. A 

in Example 11.1, using the multiple regression in the deviation fomt 

In Example \ 1.1, we found that 

l:Y=89, l:X1 =30, l:X2 =52, l:X1
2 =238, 'i:XJ = 582, 

'i:X1X2 =351, l:X1Y=619. !:X2 l'=l007 and n =5 



htt
ps
://s
tat
99
43
.bl
og
sp
ot.
co
m

https://stat9943.blogspot.com
:TPLE REGRESSION AND CORRELATION 

'\'ow we first calculate 

Ex,' = I:X
1
2 - (LX,)' = 238- (30)' =58, 

11 5 

Ex;=EX
2
1 -(LX,)' =582-(52>' =41.2. 

- n 5 

Ex,x, = LX,X,- (LX,)~LX,) -351- <30~52) =39, 

Ex1y =:rx1r- crx~~crn- 619- (3o~c89> = s5, 

Ex
2
y=.EX

2
Y- (LX,)(EY) =1007- (52)(89) "'81.4, 

n 5 

'ext, we _compute the regression co-efficients and constant as follows: 

b _ (Lx,y)(Lxi)-(Lx2y)(Lx,x2 ) 
1

- (I:x,1)(I:xi)-(I;x1x2)
2 

= (85)( 41.2)- (81.4)(39) - 327.4 = 0.38, 

(58)(41.2)- (39)2 868.6 

b _ (Lx,y)(Lx:)-(Lx1y)(I;x1x1 ) 
2

- (Lx,')(I:xi)-(Lx,x,)' · 

= (81.4)(58)- (85)(39) = 1406.2 = 1.62 
(58)(41.2)-(39)2 868.6 • 

and a = r-b,x, +b,x, 
= 17.8- (0.38)(6)- (1.62) (10.4) --1.33 

:!ence the desired multiple linear regression equation is 

Y =-1.33~0.38X1 +1.62X1 . 

· · 1s to be noted that we have exactly the same results as previously. 

433 

; 1.2.2 Standard Error of Estimate. The standard error of estimate is the s1andard dev1ation of 
regression. It measures the dtsperston of Y values about the population multiple regression 
For a multiple regression with two independent variables X1 and X2, it is denoted symbolically 
where the subscripts indicate that Y is regressed against two independent variables X1 and X2 • 

• y, the value of a r 12 is not known, it is therefore esumated from sample data. 

standard error of estimate (unbiased estimate), denoted by sr.u IS gtven by 

L(Y-YJ2 

sr.l2 = 
n -3 



htt
ps
://s
tat
99
43
.bl
og
sp
ot.
co
m

https://stat9943.blogspot.com
434 INTRODUCTION TO STATISTICAL 

but it can be computed more readily by using the following relations: 

L:(Y- h' = L{Y -(a+b1X1 +b2X2 )]
2 

= L:Y' -aL:Y -b, L:x,r -b, L:x,r. 

A larger value of sr.12 means that the multiple regression equation is of little use in estimaD<a 
prediction. 

11.2.3 Co-efficient or Multiple Determination and Multiple Correlation. The co-.em<olt'll< j 
multiple determination, which measures as in the case of simple regression, the proportion of 
the values of the dependent variable Y explained by its linear relation with the independent 
defined by the ratio of the variation in Y explained by the regression equation to the total 
multiple regression with two regressors X, and X,•the co-efficient of multiple determination is 

symbolically by R; 12 and is computed by 

R2 - L(Y-Y)2 

Y.ll - L(Y- Y)2 • 

A 

where Y =a+ qX1 + b2X2 , but it can be readily computed by using the relation 

L:(Y- Y)2 = aL:Y +q L:X1Y +b2 L:X2Y -(L:Y)2 1n. 

The co-efficient of multiple determination lies between 0 and I, and has same meaning as in 
linear regression. 

The positive square root of the co-efficient of multiple determination, i.e. ~R:. 12 is 

co-efficient of multiple correlation. Rr.12 measures the degree of association between Y and 

regressors X1 and X2 combined, and is always taken to be positive. 

Example 11.3 Compute the standard error of estimate, co-efficient of mul!iple detemrri~~<a:.a• 
coefficient of multiple correlation for the data in Example 11.1. 

For the data in Example 11.1, we found from the regression calculation, that 

Therefore 

L:Y=89, L:Y2 =1885, n=S,a=-1.33. 

L:X,Y = 619, L:X,Y = 1007, b1 = 0.38, b, =1.62 

_ /L:Y'-aL:Y-b,L:X,Y-b2 ~X2Y 
Sr.l2 -v n-3 

= 1885 - ( -l.33)(S9)- (0.38)(619)- (1.62)(1007) 
5-3 

= ~13~·81 = .J68.405 = 8.27 

which is the standard deviation of the multiple regression. 
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The coefficient of multiple determination is 

R' - L(Y- Y)' 
"' - L(Y- Y)' 

_ arr +b, rx,r +b2 LX2 Y -(LY)2 1n 

- LY2 -(L Y) 2 1n 

- ( -1.33)(89) + (0.38)(619) + (1.62)(1007)- (89)2 15 
- 1885-(89)2 15. 

= 163.99 = 0.55 
300.80 

435 

This means that 55% of the variability in income is explained by its linear relationship with floor 
1nd the number of employees. 

The co-efficient of multiple correlation, Rr.12 is 

Rr.12 = .JOi5 = 0.74. 

Subscript Notation. For the purposes of generalization and change of variables, it is 
.enicnt to adopt a notation due to G. Udny Yule (1871-1951). This notation involves subscripts. For 

le, the individual Y value in case of the multiple linear regression with two independent variables, is 
as 

Y, =a+P,X, +P,X, +£, 

Using Yule's notation, this can be written as 

x" = p,, + P,.,x, + p;,x, + t , 

• the variables are numbered I, 2 and 3 by the use of subscripts. The subscripted number I denotes 
zpendent variable, 2 and 3 denote the independent variables X2 and X3 respectively, and /3~,23 is the 

of X1 when X2 and X3 arc both equal to zero. 

There are three subscripts attached to each parameter. The subscripts preceding the point are called 
· subscripts and those following the point are known as secondary subscripts. The dependent 

· Je is always indicated by the first primary subscripts, while the second primary subscript indicates 
mabie to which the p co-efficient is attached. The secondary subscript(s) indicates which other 

~Ic(s) has been included in the regression equation. The secondary subscript. if more than one. may 
en in any order. 

The advantage of this notation is that it indicates the number of variables involved in the regression 
n and also shows which is the dependent variable and which are the independent variables. 

The estimated multiple regression equation of X1 on X2 and X3 is 

' X, =b,u +b12 ,X1 +b132X 3• 
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It should be noted that in geperal b12•3 is different from b13.2. 

Allowing a change of variables, the estimated regression equation of X2 on X1 and X3 is given • 

X1 =h2.Jl +b2l.Jxl +bll.lx,. 

Similarly, the es!tmated regression equation of X3 on X1 and X2 is 

X, =b, 12 +b,1,X1 +b,HX2 • 

If the two variables, measured from their means, be x1 and x2 then the two simple 
equations of x1 on x1 and of x2 and x1 are 

x1 = b1,x2 and x2 = b21x1 

Th.e residuals may be expressed as 
x1 2 = x1- b1,x2 and x2.1 = x2 - b2,x,. 

If x~o x2 and x3 are three variables, measured from their respective means, then the 
regression equation of x1 on x2 and x3 is 

x, = btl.JXl + bi3JX3 

and its r~sidual is expressed by 
x, Z3 = x, - b,~,x,- bll.JXl 

The two normal equations may be written as 

r x,x,, = o and r x,x,, = o 
11.2.5 Properties of Residuals. The residuals or errors have the following properties 

I. "The sum of the products of corresponding values of a variable and a residual Js zerc
the subscript uf the variable is included among the secondary subscripts of the restdw 

Let the regression equation (in deviation form) of x1 on x1 and x3 be 
x 1 = b11.3 x2 + b13.2 x3• 

Then the two normal equa!lons for determining the b's are 

rx,x, 23 = 0 = rx,x, "' 
where x1 23 ~ x,- b,,.J).,- btl.JXl· 

Similarly, the normal equations for the regression of x2 on x1 and x3 and of x1 on x1 and • 

Lx1x2. 13 = 0 = LX3x 2 13, 

rx,x, 12 = 0 = l:xlxl J2• 

2. The sum of the products (or covariance) of two residuals remains unchanged by 
one residual any or all of secondary subscripts which are common to both". 

Let the residual defined as x1 2 = x1 - b1,x2 be considered. 

Then L x12x12, =LX, ll (x1 - b12x2 ). 

= LXJTJ.ll- bu LX2Xl .l3 
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The second term vanishes as ~x2x1 , = 0 

Then ~x11x1 , =Lx1x1, 

Again ~x11x113 = ~x113(x1 -b113x2 -b132x3 ) 

= ~x,x.,,-b.,,~x1x,,-b132 ~x,x,, 

Here again the secon_d and third tenns vanish due to their being nonnal equations. 

Hence LXuXI23 = rx,x1.2l. 

437 

3. "The sum of the products (or covariance) of two residuals is zero provtded all the subscripts of 
one residual are included among the secondary subscripts of the second." 

Let us consider L.'le residuals defmed by x32 and x~.23 • 

Then ~x,x .. , = ~x32 (x1 -b12 ,x2 -b132x3 ) 

But this vanishes because of normal equation and property I. 

Similarly, ~x23x.,, = 0. 

11.2.6 Multiple Regression fn terms of Linear Correlation Coefficients. The multiple 
equation of a variable, say X1, on other vartables, say X2 and X3, can be somenmes expressed in 

of r12, r13 and r23, the linear correlation coeffictents. The sample regression equation (in deviation 
of x1 on x2 and x3 iS given by 

x, = bl2.JX2 + bll.zXl 

The two normal equations are obtained as 

~x1x1 = b113 ~xi +b132 Lx,x, , 

be the variance of x, and Jet r;J be the linear correlation co-efficient between x; and x1. Then 

.• ,mg the nonnal equations in terms of variances and linear correlation co-efficient, we get 

nr,,s,s, = nb,lls: + nbu,r,,s,s, 

Simplification g tves 

r12S1 =b12_3S2 +bu 2r23S3, and 

r 13S1 = b123r23S2 +bu 2S3 

Solving these equations simultaneously forb's, we get 

b -~('" -rur23
) d Il l- 2 , an 

S2 1-r, 
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b =~(r13 -r,2r23 } 
'" s} 1-r~ 

Substituting these values in the regression equation, we obtain 

Or dividing both sides of the equation by S1, we get 

as the multiple regression of x 1 on x2 and x3 in terms of standard deviations and the linear corn: 
co-efficients of the variables involved. Similarly, the other two multiple regression equations of 
and x3 and of x3 on x1 and x2 are obtained as · 

To obtain the regression equations in terms of original values, we replace x 1 by X1 -X 

X 2 - X 2, and XJ by X 3 - xl respectively. 

11.3 MULTIPLE CORRELATION CO-EFFICIENT 

\.The c~-efficient of multiple correlation measures the degree of relationship between a vane 
its estimate from the regression equation) In other words, it is a product moment correlation bet" 
variable, say x, and its value estimated by the regression equation x 1=b12•3 x2 + b 13•2 x3• The co-effie . 
multiple correlation between x 1 and the variables x2 and x3 combined, is denoted symbolically by R 

Now 

A 

Let us denote the estimated value of x1 by x1 • Then by definition, 
A 

Cov(x,, x1) 
R, " = t=.;,;~~,g=,= 

Var(x1) Var(x,) 

A 

:Ex1x1 = :Ex1(x1 -x123 } 

=:Ex~ -LX1Xw 

= L.x~-L.x,.zlXJ.ll 

= n(S1
2

- S1~ 23 }, 

:Ex,.;, 

( ',' x, = x, - x, lJ) 
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•!!ere s,', is the sample variance of residuals. 

\.50 ~:{~)'. = :E(x1 -x,,)' 

=:Ex~+ :Exf23 - 2:Ex1x1.23 

=:Ex,' +:Ex~, -2:Ex~, 

=LX~ - L x,223 = 11(S,2 - S,2l3), 

:Ex~= nS1
2 

stituting these values in the formula, we get 

2 2 • ( 2 )'" R - s, -s,, = I-~ 
' " r;:z-;;;-s2 s2 s2 s, V"• - .,,, I 

R
2 I s,2, 

we get 123 = --2 . s, 

439 

quantity S1
2, can be expressed in terms of the simple correlation co-efficients between the pairs of 

(second property of residuals) 

I"' 2 I"' I"' =-L..x1 -b121 -Lox1x2 -bu 2 -""'x1x1 n n n 

= S1
2 -b12.3S1S2 r,2 -b13.2S1S3r13 

Substituting the values of b 12.3 and b13•2 in terms of simple correlatifn co-efficient and simplifying, 

F . 

s2, = s2( 1- r,~- r,~- rll + 2r,2r2l'l3) 
1..3 ' 1-rll 

Hence 
R2 -1 S,2 (1-r,~ -r,~ -rA +2r,2r23rl3) 

1.23 - s,2 (1- rll) 
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It should be noted that R~,23 is necessarily positive or zero as the term .E x1x1 hemg equal to r i 
cannot be negative. If R~,23 = I, the S1

2
23 • 0, i.e. all the residuals x123 are zero; the observed 

estimated values of x1 coincide. The multiple correlation in this case, is called perfect, indicating a 
relationship between the variables. 

Similarly, by the change ofvanables, we get 

rl1 + r3
2
2 - 2r12r23r31 R3.12 = .1~'-'---'-"'--":;-""-"'.L!.. 

/; 
~· 

. l-r1~ 

i~ An instructor of mathematics wished to determine the relationship of grades 
final examination to grades on two quizzes given during the semester. Calling Xh X2 and X3 the 
a student on the first quiz, second quiz and final examination respectively, he made the 
computations for a total of 120 stude'llts. 

x, = 6.8 s, = 1.0 

X , = 7.0 S2 = 0.8' 
x, . 74 s, =9.0 

r 12 = 0.60 

r 13 = 0.70 

rn = 0.65 

a) Find the least-squares regression equation of X, on X1 and X2• 

b) Estimate the final grades of two students who scored respectively (I) 9 and 7, and (2) ~ 
on the two quizzes. 

c) Compute R3•12• 

a) Since the standard deviations and linear correlatton co-efficients are given, 
estimated regression equation of X3 on X, and X2 IS 

Now 
0.70- (0.60)(0.65) 

1-(0.60)2 

0.31 
0.

64
, and 

r23 -r12r13 0.65-(0.60X0.70) 0.23 
1-r1~ = 1- (0.60)2 = 0.64 

Substituting these values. we get 

x, -74 =(~)(x, - 6.8)J0.23j( x 2 -7.0 ) 
9.0 0.64 1.0 ~\ 0.64~ 0.8 

or X3 - 74 = 4.36 (X1 - 6.8) + 4.04 (~~-7.0) 

~ 4.36 x, - 29.648 + 4.04 x,- 28.28 . 
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X1 = 16.07 + 4.36A 1 r 4.04X, 

:he desired least squares regression equation of X3 on X1 and X2• 

b) Student 1: When X,= 9 andX2 ~ 7, we get 

' x, ~ 16.07 + 4.36 (9) + 4.04 (7) = 83.59 = 84 

Student 2: \\Then X, ~ 4 and X2 = 8, we get 

A 

X 1 ~ 16.07 + 436 (4) + 4.04 (S) u 65.83 = 66. 

c) The co-effictent of mulnp1e correlation R3 12 is 

R,, = 
r3~ + r3~- 2r12.'2J'n 

1-r,i 

441 

(o.7W +(0.65)' - 2(o.6o)(0.65)(o.7o> 

1-(0.60) ' o n k W1 t1 \A/ j1 b / w 
=~o;,:5 =./0.5727 =0.7~1/1 ~~ \Jo..M· ,__tJ.t\~ ~ 1YI 

PARTIALCORRELATION ~Lod-~ ilJ-.-V $ .. ~J , 
A partial correlation measures the degree of lmear re'rationship between any two variables in a 

variable problem under the condition that any common relationship or influence with all other 
(or some of them) has been removed. Stated differently, if there are three variables X1, X2 and 

~n the correlation between X1 and X2 after removing the linear effect of X3 from X1 and from X2, is 
~a! correlation. The sample co-efficient of partial correlation measuring the strength of the 
~nship (correlation) between X1 and X2, when the influence of X3 has been removed, is demoted 

A 

by r 1n By removing the influence, we mean subtracting the fined regression X, from the 

values X1 obtaining the residual - a part of X1 not explained by X3• 

To derive the co-efficient of partial correlation r 123, we use the variables x1, x2 and x3 which are 
from their means. The linear regression of x1 on x3 and of x, on x3 are x1=b13x3 and x2=b2,x3 . 

. ing the linear effect of x, from x1 and fromx2 and denoting the residuals by x1·3 and x2.3, we get 

xu - x1 - b1,x1, and x23 = x2 - b,x1• 

These residuals may be written as 

s, . s, 
xll =.'(1-1jJ-xJ, and xll =xl -r2J -xJ . s, s, 

'\ow the co-effictent of parttal correlaiion is the product moment correlation co-efficient between 
x1 3 and x,.. Thus by definition 
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And rx,', =r[x,-r,;;x,r 
..- 2 2 s,

2 
..- 2 ~ ... 

= ~x1 +r1 l2~xl -2rll ~x1x3 s, s, 
= n[S1

2 + r1~S12 - 2r1~S12 ) 

= nS?{l-r1~)

Similarly, LX~-l =nSf (I- rM 

Alternatively. The partial correlation co-efficient between x1 and x2 when tlte influence 
been eliminated, is also defined as the geometric mean of the regression co-efficient b12_3 and t>_ 
two partial regression lines of x 1 on x2 and of x2 on x 1 respectively, i.e. 

rl23 = ~bl23 xb2u 

= ~(r12 ;'•~r23J-~(r12 -r,~r23 ) 
s2 l ' rl3 s, 1-rll 

( r12.3 has the same sign as b,2.l and b21.3 ) 
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.:1 a similar way, we can prove that 

Example ll.S From the following data, determine the linear regression equations of X1 on X, and 
ilnX3• 

7 

4 

12 14 17 20 

1· ~ 9 12 

2 4 8 .__ __ .____ __________ _ 
Fmd the deviations of observed values of X 1 from the regression, viz. XI.J. Repeat the same for X,, 

obtam X2.J. Detenrune the ~irnple correlation co-efficient between the two sets of deviations X, , and 
(P.U., B.A.IB.Sc. 1977) 

The estimated simple regression equation of X 1 on X, is 

The estimated s1mple regression equation of X2 on X, is 

X 2 =b23 +buX3 , 

b 
= nrx,x, -<rx,><rx,> -

" 2 andb2 ,=X,-b,.X,. 
~ nrx, -(LX,)' ~ 

mputations needed to find the b's are given in the table below: 

r X; 

x, x, x,x, x,x, x' l 

4 1 7 4 I 

12 7 2 24 14 4 

14 8 4 56 32 16 

17 

I~ I 
5 85 45 25 

I 20 8 160 96 64 

! 70 40 20 332 191 110 

- LX, 10 - rx, . 40 -r, =--=-=14, x, =--=-=8 and x, =4. 
n 5 n 5 
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And the regression co-effie tent are obtained as 

b = (5)(332)- (70)(20) 

'
3 

(5)(11 o)- (2W 

b,3 = 14- (1.73)(4) = 7.08, 

b = (5)(191)-(40)(20) 

'
3 

(5)(110)-<2W 

b23 =8-(1.03)(4)=3.88. 

Hence the desired regression equations are 

260 = 1.73 
150 ' 

155 
-=1.03, and 
150 

X1 =7.08+1.73X3 and X2 =3.88+1.03X3 • 

Next, we compute the residuals Xu = X1 - 7.08 - 1.73 X3 and X23 = X2- 3.88 - 1.03 X3, and the 
correlation between them. The necessary computations are given in the following table: 

x, x, Xl Xu Xu XuX2.J x,', x;, 
7 4 I -1.81 -0.91 1.6471 3.2761 0.8281 

12 7 2 1.46 1.06 1.5476 2.1316 1.1236 

14 8 4 0 0 0 0 0 

17 9 5 1.27 -0.03 0.0381 1.6129 0.0009 

20 12 8 -0.92 -0.12 0.1104 0.8464 0.0144 

70 40 20 0 0 3.2670 7.8670 1.9670 

Hence the co-efficient of correlation between X13 and X2.3, which is the co-efficient o: 
correlation between X1 and X2 when the influence of X3 has been removed, js obtained as 

LX,X, 
7113 =~LX,', LX;, 

3.2670 3.2670 

<·: rx" = rx, = o) 

= =--=0.83 
~(7.8670)(1.9670) 3.9340 

Example 11.6 Given r 12= 0.492, r13= 0.927 and r23= 0. 758, find all the partial 
co-efficients. 

W h 
r12 - r13 r23 0.492- (0.927)(0.758) 

e aver123 = ~ ~= 
.yl- r,; .yl- r2~ ~I- (0.927) 2 ~1- (0.758) 2 

-0.2107 

.Jo.t407 x 0.4254 
-0.86; 
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r23 - r2t rlt · 

~1- r2lt ~1- rJ~ 
0.758- (0.492)(0.927) 

~1- (0.492)
2 ~1- (0.927)

2 

-
0

·
302 

= 0.92: and 
./0.7579x0.1407 

r31 - r321j2 _ 0.927- (0.758)(0.492) 

~1 - r3; ~1- r,; - ~1- (0.758) 2 ~r- (0.492) 2 

0.5541 = 0.98 . 
../0.4254 X 0.7579 

445 

11.7 Show that if x3=ax1+ bx2, the three partial correlations are numerically equal to 
: having·the sign of a, r32.to the sign of band r 12 3, the opposite sign of alb . 

.the multiple regression equation x3=ax1+ bx2, we treat x3 as dependent and x1 and x, as 
variables. Let the three variables be measured from their respective means. 

and summing over all values, w_c get 

=a' 'Lx ~ +b2 'Lx! (the product vanishes as x1 and x2 are independent) 

=n(a 2S1
2 +b2S~) 

the given equation by x1 and summing, we have 

~S,'(a's,' +b'Si) 

bS2 r" = - and r12 = 0 
w 

aS1 _
0 

w 

= ~ = ±1, according as a is +ve or -ve. 
+va' 
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In other woJtls, r13 .2 has the sign of a. 

Again 
w w 

(l- a 2~1
2

xl- b'~i) 
w·· w <.• 

-abS,S, -ab 

~a'b'S,'Si = +..[;;;b' . 

a'b' is always positive, therefore, M'- is always positive. 

Now ab may be positive or n~gative. 

Thus r 12•3 has the sign o~posite to ab or *. 
Similarly, r11 , 

I' r2J - rllrll 

~(I- r3~ )(1- r2
2
1) 

!!§Lo 
'" I = ··r:l ;==="w=7=== .. v(t-a}}-0) 

b . b" = r.; = :t 1, accordmg as ts +ve or -ve. 
h/b2 

Bence the result. 

11.4.1 .Relationship between Multiple and Partial Correlation Co-effici
•orrelation co-efficients can be connected with the various partial correlation ~o-efficienu 
we have shown earlier that 

where nS,',, 

-= r.x; 2 - b:n LX; txJ.·, 

= '""x'jl-b LX•..CU.l 
"- I ,IL "' } 2 _xu -

(second property of residuals) 

because of the properties of residuals. 

= ns1' , ll - b,J_,bm 1 = nS1
2
1 o- r,L J 
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s,223 =S,\(1-r,~z) 

= s,2 (1- r,;)(l-· r,;z) 

J 
in the ~arne way, we can find 

1-R1
2

234 = (1-lj~ )(l-lj~2 )(1- r1~23 ). J 
metimes a scatter diagram indicates that the relationship between the two variables will be more 

described by a non-linear regression line. When this occurs, either we may tran~form one or 

the variables so that the transformed data appear approximately linear or we may use a 

equation. In th~ former case, the estimating equation may be an exponential or a logarithmic 

In the latter case. the estimating equation may be 

Y=a+bX+cX', 

- and c are the least-squares estimates of the population parameters in 

£()') =a.+J3X +yX 2
• 

are determined from the following set of normal equations· 

lY =na+blX+clX' 

lXY =a LX +blX' +clX' 

LX'~ = alX' +~,LX' +clX' 

quadratic equation may also be changed into a multiple linear form 
A 

x, =a,23 +b12.3X 2 +b13.2 X 3 , 

= Y, a 123 =a, b12 , = b,. bu 2 = c, X,= X and X 3 =X' A number of other curvihnear 

n available. The co-efficient of determination and standard error of estJmate can be obtained 

.;:::ne way as in the case of linear regressions. 

EXERCISES 

'True ' or 'False'. If the statemenfls not tnte then replace the underlined words with words 
the statement true: 

?•rtial correlation coefficient measures the degree of relationshtp between a variable and its 
~te from the regression line. 
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ii) 

iii) 

iv) 

v) 

vi) 

vii\ 

viii) 

ix) 

x) 

INTRODUCTION TO STATISTICAL 

A multiple correlation coefficient measures the degree of linear relationship between 
variables in a multivariable problem when the influence with all other variables has 
removed. 

The multiple correlation coefficient is the square of the coefficient of multiple detern=lllill 

the multiple correlation coefficient R' will be negauve in stgn when all of the tv.o 

correla#on coefficients are negative in sign. 

The regression sum of squares in case of multiple regression is the explained varia no::. 

For a multiple regression analysis, if L(Y-r/ =50 and L(Y- Y) 2 = 20, then~ 
coefficient of determination R2 is equal to Q2Q. 

1be standard error of estimate in multiple regression has n- k degrees of freedom. 

The standard error of estimate is a measure of scatter of the observations about the 
line. 

The regression coefficients are the other name for multiple regression coefficients 

in a multiple regression the addition of new variables will always reduce the 
estimate. 

b) MULTIPLE CHOICE QUESTIONS 

t) The range of multiple correlation coefficient is 

a) -I to +I 

b) 0 to "· 
(>: Oto 1 

d) none of above 

ii) The range of partial correlation coefficient is 

a) 0 to 1 

0 -1 to + l 

0 to +co 

d) -1 to O 

iii) If the multiple correlation coefficient R3. 12 = I. then it impJjes a 

{) perfei)cl.relationship 

b) high relationship . 

c) weak linear relationship 

d) perfect linear relationshir 
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iv) In the regression analysis, the explained variation of the dependent variable Y is given by 

a) r(r- Y)2 

b) r<r- 9)2 

& r<r-r/ 
d) L(Y- Y) 

Which of the following is not a standard de~iation? 

a) Standard error of the slope coefficient 

;t!fJ Mean square errors 

~ Standard error of estimator 

d) Standard deviation of the Y variable 

The coefficient of determination in multiple regression is given by 

a) R; 13 =!-(SST/ SSE) 

b) R;,13 .= 1- (SSR I SST) 

c) R;.13 = 1- (SSE I SSR) 

(_ ("" R~.13 = 1- (SSE I SST) 

The slope b1 in the multiple regression equation Y =a+ !J.X1 + b2X 2 measures 

a) the amount of variation in Y explained by X, 

the change in Y per unit change in X 1 b) 

@ the change in Y per unit change in X1 , holding X 2 constant 

d) the change m Y per unit change in X 2 , holdmg X1 constant 

The predicted value of Y for X 1 = 1, X2 = 5, and X3 = 10 by using the regression line 

Y =30-10X1 + 18X• -7.5X3 is 

a) 45 

b) 15 

cf 35 

d)_ 50 

Which of the following statements remains always true? C) The coefficient of multiple determination will increase when new varia~les are added 

b) The coefficient of multiple determination will decrease when new variables are added 

449 

c) The adjusted coefficient of multiple determination will not decrease when new variables 
are added 

d) Both a and c above 



htt
ps
://s
tat
99
43
.bl
og
sp
ot.
co
m

https://stat9943.blogspot.com

I 

450 

x) Which of the following relaiionship holds? 

a) r13 2 = ~b1 2.3 xb2 ~,3 

~j rn .z=~bn.zxbll.l 
c) r13.2 = ~ba1 xb32.1 

d) All of above 

SUBJECTIVE 

INTRODUCfiON TO STATISTICAL THEOR"t 

11.1 a) What is a multiple regression? Explain the baste differences between simple regression 
multiple regression. 

b) What is meant by the co-efficient of multiple detennination and multiple correlation? 

c) Explain the assumptions underlying a multiple linear regression model. 

11.2 Carryout the necessary computations to obtain the least-squares estimates of the parameters m 
multiple regression model Y =a +P1X1 +P2X 2 +E, given 

11.3 

11.4 

/ - y 12 10 9 13 20 

x, 2 2 3 4 4 

Xz 0 0 3 - --·--------' (B.Z.U., M.A. Econ 1 

Given the data 
y 2 7 8 5l 

/ x, l! 8 6 5 3 I 
x, 0 ., 4 ; _.: __ ~ 

, 
a) Calculate the estimated regression equatton, (i.e Y =a +b,X, + b

2
X

2
) for the above da':l. 

" b) State the meaning of the partial regression co-efficients b1 and b2• 

Given7e folio · g data 
x, 
x, 
Xl 

I 

I 

2 

4 

8 

8 

3 

3 
5 

7 

2 
6 

4 

4 

10 

6 

(B.Z.U., M.A. Econ. . 

a) Find the least-squares regression line where X, is the dependent variable and X, and 
independent variables 

~.b) Calculate the standard error of estimate, s1.23 

c) Calculate the co-efficient of multiple deterni.ination and multiple correlation and · 
result. 
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The following table sh h din fthr · bl X, X2 andX3. ows t e correspon ng va ues o ee vana es 

x, 3 5 6 8 

x, 16 10 7 4 

x, 90 72 54 42 

t) Find the regression equation of X, on X1 and X2• 

Estimate X3 when X1 = I Oand X2~6. 

12 .14 

3 2 I 

30 121 

451 

Compute R3 .12 and s3 .12• (I.U., M.Sc. 1991) 

~e following data were collected to detennine a suitable regression equaiion relating the length of 
c mfant, Y(cm), to age, X1 (days), and weight at birth, X, (kg): 

y 57.5 52.8 61.3 67.0 53 5 62.7 56.2 68.5 69.2 

x, 78 69 77 88 67 80 74 94 102 

x, 2.75 2. 15 4.41 5.52 3.21 4.32 2.31 4.30 3.71 

Fit a least-squares re!O'ession equation of the form 

A 

Y=a+b1X 1 +b,X, 

Predict the average length of infants who are 75 days old and weighed 3.15 kg at birth. 

Calculate the standard error of estimate s,_12. 

Define the multiple correlation co-efficient and prove that 

ri; + rl~ - 2r,2r23r3t 

1-r~ 

Calculate the multiple correlation co-efficient R1.23 of X 1 on X2 and X3 !Tom the following 
data: 

x, 4 3 2 4 6 7 8 I 

,_/ I 

x, 2 5 3 2 I_;____;J x, 8 10 13 5 17 16 20 

(P.U., B.A. (J~ons.) Part· f, 1969) 

The following data represent concomitant value~ of three variables. -. -------··-·----J ! x, I 32 !& s2 16 42 48 · 

'l_ti' 3 2 5 1 4 6 / 
x, 2 4 2 5 3 9 v 

----·--·- -- I 
Calculate all the multiple correlation ~oefficient<, working out the usual simple correlation 
co-efficients. (B.Z.U., M.A. Econ. 1991) 
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b) 

11.9 a) 

b) 

c) 

ll.!O a) 

INTRODUCfiON TO STATISTICAL 

Given :X, = 20, S1.= 1.0, r12 = -0.20. 

X z = 36, S2 = 2.0, r13 = 0.40, 

X 3 = 12, S3 = 1.5, r23 = 0.50. 

Find the regression equation of X3 on X1 and X2• 

Distinguish between the simple and the multiple correlation co-efficient~. 

If bu is the regression co-efficient of X1 on Xj, then calculate the multiple 
co-efficient of X2 with X1 and X3, where 

b12 = 0.75, b13 = 0.58, b21 = 0.88, 

b23 = 0.53, b31 = 1.68, and b32 ~ 1.30 

Three variables have in pairs simple correlation coefficients: r 12 = 0.60; r 13 = 
r23 = 0.65. Find the multiple correlation coefficient R2.13 of X2 on X1 and X3. 

Three vanable havt in pairs simple correlation coefficients given by 

r 12 = 0.8, r 13 = -007, r23 = -0.9. 

Find the multiple correlation co-efficient R~,23 of X1 onX2 and X,,. 

(P U., B.A./B.Sc 

b) Calculate the multiple correlation co-efficient R2 13 and the partial correlation CO··efllic:JO,. 

ll.l l a) 

b) 

from the values given below: 

biZ= -0.1, bll = -0.4, bll ~ 0.27 

. bll = 0 6, bll = 0.67, b,, = 0.38 

Explain what is meant by partial correlation.' Establish a formula for the co-efficient o• 
correlanon. 

From the folio win data, determine the linear regression equations of X 

x, 5 9 7 10 12 8 6 10 

x, 10 12 8 9 11 7 5 8 

x3 2 6 4 5 7 6 4 6 

Find the deviations of observed values of X, from the regression equation, viz. X . 
the same for X2, 1.e. obtain X2 1• Determine the simple correlation co-efficient 
two sets of deviations Xu and X23• 

1.1.12 The following means, standard deviations and correlations are found for 

X1 = Seed-hay crops in cwts. per acre, 

X2 = Spring rainfall in inches, 

X3 = Accumulated temperature above 42"F in spring in a certain district in England 
years. 
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X1 = 28.02, S 1 = 4.42, r12 = 0.80, 

xl = 4.91, s2 = 1.10, rll = -0.40, 

X3 = 594, S3 = 85, r 23 = -0.56. 

Find the partial correlation and the regression equation for hay-crop on spring rainfall and 
accumulated temperature. (P.U., B.A./B.Sc. 1974) 

11.13 The following values represent sample values of 450 college students in which the three variables 
represent marks obtained (X1 ), general intelligence scores (X2) and hours of study (X3). Find the 
regression equation for estimating marks obtained. Find all three partial correlations and interpret 
them in the light of the corresponding simple correlations . 

:1.14 a) 

b) 

. 
X1 =18.5, S1 =11.2. r12 "·060. 

X 2 = 100.6. S2 = 15.8, r13 = 0.32, 

X 3 = 24, S3 = 6.0, rn ~ 0.35. (P.U., M.A. Stat., 1960) 

Prove that a variable and a residual are uncorrelated if the subscript of the variable is 
included among the secondary subscripts of the residual. 

Given the equations of the three regression planes as 

X1 "" 0.41 Xl + 0.23 X;, 

x2 = 0.96 x1 - 0.025 x3, 

X; = 1.04 x, - 0.05 X~ 

Calculate the partial ~orrelation co-efficients. Do wr have sufficient data to determine the 
correlation co-efficients r23, r31 and r12? (P.U., B.A. (Hons.) Part-!, 1970) 

If X, ~a + b 12.3 X2 + b 13.2 X, and X3 ~ d + b32.1 X2 + b3 ~,2 X 1 are the regression equations of 

X1 on X2 and X3, and of X3 or\ X1 and X 1 respectively, prove that r,; 2 = b1, ~ x b,1 ~. 

b) Is it po~sible to obtain the following from a set of data'? 

(i) r 12 ~ 0.6, r 23 = 0.8, r" = --().5. 

(ii) rn = 0.7, rn = -0.4, r12 = 0.6. 

(iii) r21 = 0.01, r13 = 0.66, r23 =-0.70. 

5 If X, X2 and X3 are three correlated variables, where S,=J , S2=1.3, S3=1.9 and r 12=0.370, 
r 13= -0.641, and r23= -0.736, fmd r 13.2• If X4= X 1+ X2, obtain r42 , r43 and r43.2• Verify that the two 
partial correlation co-efficients are equal and explain this result. 

(M.Sc. Stat., P.U .. 1972. l.lJ., 1990,92. 94) 

- a) Differentiate between multiple correlation and partial correlation. 

b) If R1.23 = I, prove that (i) Rw = I and (ii) R;.12 =I. 

c) If R1.23 = 0. does it necessarily follow that R2.13 = 0? 
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d) If r 12 = r23 = r 13 = r "# t, then show that R 1.23 = R2.13 ~ R3.12 = rfi_. Discuss the case when 
· ~l+r . 

r=l. (B.Sc. Eng. 1976) 

11.18 a) 

b) 

Show that if r 12 is zero, r 12.3 will not be zero unless one at least of r 13 and r 23 is zero. 

If the relation aX1 + bX2 + cX3 = 0 holdS true for all sets of values of X, X2 and X3, fmd om 
the three partial correlation .co-efficients. 

Tl.l9 Show that the correlation co-efficient between the residuals x1.23 and x2. 13 is equal and opposite to 
that between xu andxn (P.U., M .A. 1963 

\ 

Solution. The co-efficient of correlation betweenxw andx2.13 is given by 

Cov (x123, x2 ") I ~x123x20 
. ~Var (x123 ) Var(x, 13 ) = ;· S,, s-;:: 

I :Ex2.13 (x1 -b12.3x2 -b13.2x3 ) 

=;· s~,23 S2, 
1 o-b,., ~xi., -o h,,,s,." 

=-;;· sl.1ls2.1! =~ 

Substituting the values of S~,23 and S2.13 and simplifying, we ger 

{s,..fhi} s,, 
Corr. = - b12.3 r:-2 = -b12.3 S 

s,..,l-r,) 1.3 

Again the co-efficient of correlation between x 1.3 and x2.3 is 

Cov (x~,,, x2.3 ) _ I ~xux2.3 _ b S23 

~Var (x,_)) Var(xlJ) - ;;· SJ.l sl .. 1 ·- llJ SD 

Hence the result. 

11.20 Using the method of least-squares, fit a quadratic model Y =a+ f3
1
X + f3

2
X' + e to the 

data: 

-2 
0.4 

- I 

1.3 

Also calculate the standard error of estimate . 

0 
2.2 2.5 

••• ••••••• 

2 

3.0 
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INTRODUCTION 

Let us suppose that we wish to approximate (describe) a certain type of function that best expresses 
association that exists between variables. A scatter plot of the set of values of the variables makes it 

to visualize a smooth curve that effectively appr~mates the given data set. A more useful way 
this sort of approximating curve is by means of an equation or a formula. A term applied to 
of determining the equation and/or estimating the parameters appearing in the equation of 

~Jxilnat:ing curve, is commonly called curve fitting. · 

relevant to point out that the relationship between the variables may be functional or 
.-.:smmQ'" In functional relationship, a variable Y has a true value corresponding to each possible value 

X, i.e there is no question of random variation In the values of Y, and we make no 
assumptions in this respect. In this chapter, we shall limit our discussion to some functional 

llll'~nsmp,s, i.e. problems of approximation and not· of regression (already discussed earlier). Such 
which are common in the natural sciences may be linear or non-linear. 

' APPROXIMATING CURVES AND THE PRINCIPLE OF LEAST SQUARES 

The data sets encountered in practice greatly vary in nature. It is therefore necessary to decide 
type of approximating curve and equation should be used. For this purpose, some of many 

types of approximating curves.and their equations are given below: 

line or linear curve, 
of second degree or quadratic curve, 
of third degree or cubic curve, 

Eeonc:nti.al curve, 

Y=a + bX 

Y=a+bX+d 

Y = a+bX+cX2 +~ 
Y = at? or Y=aebX 

Y=aX' 

.!.. =a +bX. y 

:hese equations, Y is the dependent variable and X, the independent variable. In some situations, 
er, the variables X and Y can be reversed. 

We may approximate a given set of data by drawing a free hand curve, covering most of the points 
But it is clear that different individuals would draw different curves according to their personal 

Therefore this procedure of fitting a curve is not satisfactory. 

The principle of least squares ts applicable to curve fitting where the purpose IS simply one of 
(or approximatio.n) of a set of observations. Accordingly, we choose· to determme the values of 

in the equations of approximating curves so as to make the sum of squares of residuals· a 
resid1!3l has been defmed as the difference between the observed value and the 
value of the approximating curve. 

12.2.1 Fitting a Straight Line. A straight line is the simplest type of approximating curve and its 
is wrinen as 

Y= a+ bX 

GIVen n pairs of observations [(X. l'/), i =I, 2, ... , n] to which we wish to fit ·a stratght lme. We 
the values of a and b by the principle of least squares, which calls for the minimization of S, 
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the sum of squares of the differences between the actual Y1 values and the corresponding values 
by a + bX,. That is we rrunimize 

~o do so, we need to solve the two equations : = 0 and :~ = 0. 

Tharis ~ =2L(Y-a-bX)(-1)=0, and 
Dll 

~~· 

-~ = l l:(Y -a -b.ic )(-X) =0. 

which on simplification be~ome 

L:Y ~ nu +oL:> 

l;XY =aL:X+bLX2 . 

Solvmg these two uorrnal equations Simultaneously, we get 

b= nlXY-:LXL:Y and a=Y - bX. 
niX' -(:LX)' 

The value of a indtcates that the least squares line passes through the means of observation (I 

It should be noted that, when the origin is believed to lie on the curve, the straight line 
is simply Y=bX and the sum of squared deviations to be minimized is 

S=L:(Y-I>X)2
• 

For a rrunimum value of S, OS must be zero, rhat is ob 

oS =2~(Y-bXl(-X)=O . .vbtchgtves l:XY=b:LX' 
ob 

as the normal equanon and whence b = L ~ . 
LX 

Tlte sum of squares of residuals for a straight line is 

S=L:(Y -a-bX)' 

= L:[Y(Y -a-bXl]= L:Y1 - a:LY -b:LXY. 

Also find the sum of squares of residuals. (P.U., B.A. 
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Let the equation of the straight line to be fitted to the data, be Y=a+bX, where a and b are to be 

The normal equations for detennining a and b are 

LY=na+bLX, 

LXY=aLX+bLX2 

We no'w calculate LX, LX 2 , LY and ~ XY· as below: 

X 

I 

2 
3 
4 
5 

L 15 

Thus the normal equations become 

y XY 

3 3 
4 8 
6 18 
9 36 

10 50 

32 115 

Sa+ 15b=32 

!Sa+ 55b = 115 

Solving these two equations simultaneously, "'e obtain 

a = 0. 7 and b = 1.9 

Hence the equation of the required straight line is · 

Y= 0.7 + !.9X 

The sum of squares of residuals is given by 

S=:L(Y, -a-bX,)' 

= L{Y(Y -a-bX)] = LY' -aLY -bLXY 

s = 242-0.7 (32)- 1.9 (I 15) 

~ 242 - 240.9 = 1.1. 

X' r 
I 9 
4 16 
9 36 

16 81 
25 100 

55 242 

12.2.2 Fitting a Second Degree Parabola. The simplest type of a non-linear approximating curve 
Jeeond degree parabola that has the equation 

Y=a+bX+cX1 

:be values ?fa, band c are to be detennined. 

i.et us suppose that we wish to fit this parabolic curve to n pairs of observations ((X,, Y,), i = I, 2, 
Then we need to find those values of a, b and c which will minimize the sum of squares of 

between actual Y values and corresponding values obtained by a+bX+cX'. (the principle of 
. That is we minimize 

S = L0'; - a - bX, - eX,' )' 
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Minimizing S, we need to set its partial derivatives w.r.t a.~b and c equal to zero. Thus 

as =~L(Y,-a-bX,-cX[)(-1)=0, 
iJa 

OS= 2L(Jj -a -bX, -cX[)(-X,) = 0, and 
ob 

OS= 2L(Y, -a -bX, -cX1
2 )(-X,') = 0. 

Oc 

Simplifying, we get the following three normal equations 

LY =na+bLX +cLX2 

LXY =a LX +bLX2 +cLX3 

LX2Y=aLX 2 +bLX3 +cLX4 

These equations are solved simultaneo~ly to determine the values of a, band c. 

The sum of squares of residuals in case of second degree parabola is given by 

S = L(Y -a-bX -cX2
)

2 = L{Y(Y -a-bX -cX2 )] 

= LY2 -aLY -bLXY -cLX2.Y 

Example 12.2 Fit a second degree parabola to the following data, taking X as 
variable. 

0 2 

1.8 1.3 

Let the equation of the second degree parabola be 

Y=a+bX+cX: 

The normal equations are 

LY =na+bLX +cLX2 

.LXY=aLX +bi:X2 +cLX3 

LX2Y =aLX2 +bLX3 +cLX4 

3 

2.5 6.3 

I d utat10ns mvo ve Thecomp h . th fi II ares own m e o owinll: table: 
X y XY x- )(-y 

0 1.0 0 0 0 

'·1 1.8 1.8 I 1.8 

. ~ 1.3 2.6 4 5.2 

3 2.5 7.5 9 22.5 

4 6.3 25.2 16 100.8 

Total 10 12.9 37.1 30 130.3 

(P.U., B.A./B.Sc. 1% 

x' X' 
0 0 

I I 

8 16 

21 8 1 

64 256 

100 354 
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Putting these values in the normal equations, we get 

12.9 = 5a +lOb+ 30c 

37.1 =lOa+ 30b + IOOc. 

130.3 = 30a + IOOb + 354c 

them as simultaneous equations in a. band c, we obtain 

a= 1.42, b = -1.07, and c = 0.55. 

the equation of the required second degree parabola is 

Y = 1.42- 1.07X + 0.55X2 

12 20 25 36 

Also find the sum of squares of residuals. 

The curve to be fitted is Y = ax' +bX. 

The normal equations are 

~X'Y=a~X' +b~X' and ~XY=a~X' +b~X2 

The arithm · · d. h bl bel etic 1s arrange mt eta e ow: 

X y x-
0 I 

I 5 
2 . 12 

3 20 

4 25 

5 36 

15 99 

- -979a_+ 225b = 1533 
225(1'+ 55b = 369 

0 

I 

4 

9 

16 

25 

55 

.mg them simultaneously, we get 

a = 0.4006 and b = 5.0703. 

x" 
0 

I 

8 

27 

64 
125 

225 

X' 
0 

I 

16 

81 

256 

625 

979 

the desireoequation is Y = O~~OX2 + 5.07X. 

sum of squares·of residuals is given l!y 
' ' 

XY 

0 

5 

24 

60 

100 

180 

369 

S = ~(Y -aX 2 -bX)2 = L[Y(Y -aX' - ·bX)] 

J(-y 

0 

5 
48 

180 

400 

900 

1533 

459 

(P.U., B.A./B.Sc. 1993) 

r 
I 

25 

144 

400 

625 

1296 

2491 
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= IY 2 -aLX2Y -biXY 

= 2491- (0.40)(1533)- (5.07)(369) 

= 2491-613.2-1870.83 = 6.97 

INTRODUCflONTO STATISTICAL THB. 

12.2.3 Fitting of Higher Degree Parabolic Curves. A parabolic curve of degree p, appr 
a set of observations [(X; Y1), i=!, 2, ... , n] has the equation 

· Y; = a+bX; +eX?+ ... +kX/ 

where a, b, c, ... , k are the unknown quantities and whe~e k "'0. and n>p+ !.. 

The problem is to determine the (p + I) unknown quantities a, b. c, .. , k in such a wa~ 
resulting values ·of Y, should be as close as possible to the observed values. We, therefore, take me 
squares of the residuals, i.e. 

n 

S = L(l'i -a-bX; -cX/- ... -kX;")2 

,._, 

which is a function of a. b. c, .... k as (Xu Y1) are certain numbers. The principle of least-squar~ 
the selection of that parabolic curve that minimizes S, the sum of squares of differences betwee!l 
values of Y and the corresponding values calculated from the curve. To minimize S, we 

-.-:, :, ~, ... , :: and set them equal to zero. Simplification leads to·the following~+ I) e<;-

IY = na+biX +ciX2 + ... +k:[XP 

IXY =a IX +b:[X2 -t<c:[X3 + ... +k:[XP+I 

LX2 Y =a:EX2 +b:EX3 +ciX4 + ... +kiXp+l 

These are the normal equations for fitting the parabolic .curve of degree p. 
simultaneously, we determine a, b. c. : .. , k. 

For the particular . case, p = 3, the normal equations for fi•ting the 
Y, =a+bX1 +eX? +dX/ become 

I -Y =na+biX +ciX2 +diX-3 

IXY=aiX +b:EX2 +ciX3 +diX4 

IX2 Y =a iX2 +biX3 +ciX4 +d:EX5 

IX'Y-=arx' +biX4 +ciX5 +diX6 

Similarly, parabolic. curves of higher degree may be fitted . 
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The sum of squares of residuals in case of cubic parabola is given by 

S = L(Y - a - bX - eX' -dX3
}

2 

= LY' - OLY - bLXY -C LX' Y -d'i.X'Y 

461 

A better fit. It is imponant to note that the sum of squares of residuals enables u;, to make some 
of comparison. A simple way of judging whether a straight line, a quadratic parabola or a cubic 

is likely to give the better tit, is to calculate the sum of squares of residuals in each case. The 
the sum of squares, the better is the fit. 

12.2.4 Change or' Origin llnd Unit. The computational labour may be reduced by a suitable 
of origin and unit. If the given values of X, (i=l, 2, ... , n) are equally spaced with a common 
hand n is an odd number of values, say, n=2k+l, the nonnal equations are simplified by taking 
value of X as the origin and the common interval h as unit of measurement. That is, if X0 be the 

tlue, then u1=(X, - X0)/h takes the values - k. -(k-1 ), .. . , - 2, - 1, 0, I. 2, .. . , (k- 1), k. Hence we get 

= 0 = L u3 ~ •.. If instead, n is an even number, say n=2k, we take the origin at the mean of the two 
"Jlues of X and h/2 as the new unit. The values ofu1 then become -(2k- l},- (2k~J), ... , - 3, -I,!,\ 

::.t-3), (2k- l), so that L U = 0 = LU3 = ... {Also see chapter 13). 

Example 12.4 The profits, £Y, of a cenain company in the Xth year of its life ar~ given by 

X I . 2 3 4 5 

y 2500 2800 3300 3900 4600 

Takmg u = X-3 and v = (Y - 3300)/100, fmd the parabolic curve ofv on u in the form v=a+bu+cu2 

the curve of Yon X. (P.U., B.A.IB.Sc. (Hons) 1964) 

Smce u=X- 3 (given), so we fmd that the sums of odd powers of u are zero, i.e. LU = 0 = LU3 • 

The nonnal equations are thus reduced to 

l:v=na +CLU 2
, 

Luv=b'i.u2
, 

L.u2v =a'i.u 2 +cl:u4
• 

are computed in the following table. 

X u y v 

I - 2 2500 -8 

2 - I 2800 - 5 

3 0 3300 0 

4 I 3900 6 

5 2 4600 13 

L. 0 --- 6 

u' u• uv u1v 

4 16 16 -32 

I I 5 - 5 

0 0 0 0 

I I 6 6 

4 16 26 52 

10 34 53 21 



htt
ps
://s
tat
99
43
.bl
og
sp
ot.
co
m

https://stat9943.blogspot.com461 

Substituting these values in the normal equations1 we get 

5a+10c=9, 
lOb = 53, 

~~ -+ 34c = 21. 

Solving them, we find a= --{).086, b = 5.3 and c = 0.643. 

The equation ofthc'required parabolic curve is therefore 

v = --{).086 + 5.3u + 0.643u2. 

. y -3300 
In order to deduce the parabolic curve of Y and X we replace u by X-3 and v by tOO & 

above relation. Thus we obtain 

y - 3300 = --{).086+5.3(X - 3)+0.643(X -3)2 • 
100 

Simplifying, we get 

' y = 2280 + 144.2X + 64.3.-r. 

as the required parabolic curve of Yon X. 

12.3 EXPONENTIAL CURVES 

Equations in which one of the variable quantities occurs as an exponent such as Y=acbX, are 
exponential equations and graphs showing these equations as exponential curves. Exponential 
used to describe a relation in which one variable forms appr.oximatcly a geometric nrrum•«inn 

other forms an arithmetic progression. Data of this hybrid type frequently occurs in the fields 
banking and economics. In the equation Y=ac"r, the letter c is a fixed constant, usually either 10 
a and b arc determined from the data. If a and b are estimated by method of least-squares, we 
minimize S, where 

S = llY, -ae,....1 )
1 

Finding the partial derivatives with respect to a and b, and equating them to zero, we get 

OS 
00 

= 2llY, -ae ..... J[-e....,) = 0, and 

:~ =2llY, -ae""' ][- ae"''.X1 ]=0. 

Simplifying, we get 

:E Y,e...., =a ~eli>XI, an4 

:EX,Y,e...., =a:EX,eli>XI. 

It is difficult to solve these equations as the solution. requires tedious numerical 
solution simplifies if the non-linear curve may be reduced to the linear form by 
transformation of one or both the variables. The equation Y=a~ can be linearized by 
logarithms to the base 10, of both sides. Thus the exponential curve becomes. 

log Y = log a+ (b log e) X 
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..,bich may be written as 
Y' =A +BX 

"1t'her~ Y' =log Y, A=log a and B=b log e. But this is the equation of a straight line in log Y and X. Hence 
:lie method of fining an exponential curve to the observed set of data is to fit a straight line to the 
ogarithrns of the Y ,s. It should be noted that it is the deviations of log Y, and not of Y, which are being 
'nlllimized. It is relevant to point out that log form is better for calculatiqg the values from the fitted 
:Jrve. 

We give some of the more common non-linear curves with suitable transfonnations to convert 
ilem into linear form Y=a+bX. 

Non-linear Form Transformation Linearized Form 

Y =aX' 
Y' = log Y, A = log a, Y' =A +'bX ' 
X' = logX . 

Y =abx Y' =logY, A= log a, 
Y' =.A + BX 

B=logb 

Y = -·-
1
-or..!.=a +bX 

a+bX Y 
y <= ..!. 

y Y' =a+ bX 

I b Y'=..!_ X'=-
1
- Y' =a + bX' - =a+--

y l+X y' l'+X 

Y=a+b..fX X'=..fX Y =a + bX' 

Y=aX1 + bX Y'=!. 
X 

Y' =aX+b 

It is worth remaking that, if the variable Y incorporates an element of random variation, we 
a random error term e and the equations become 

Y = a+bX+e 

Y = a + bX + cX1 + e etc. 
\ 

will be very similar to the regression models discussed in an earlier chapter. 

Example 12.5 Fit an exponential curve Y =a !X to the following data: 

1.6 

We can write the given eqliation as 

log Y=loga +(bloge)X 

or Y' =A +BX. 

2 3 

4.5 13.8 

4 5 6 

40.2 125.0 363.0 
(P.U., B.A.IB.Sc. (Hons.), 1962; B.Z.U., 1976) 

(From of a st. line) 

where Y' = log10 Y, A = log10 a and B = b log10 e. 
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As the equation is linear in Y' = Jog Yand X, therefore the two normal equations are 

:I;Y'=nA+8:I;X 

:EXY'= A :EX +8:EX2
, 

The necessary calculations are shown in the following table; 

X y X' Y' (=logY) 

I 1.6 I 0.2041 

2 4 .5 4 0.6532 

3 13.8 9 l.J399 

4 40.2 16 1.6042 

5 125.0 25 2.0969 

6 363.0 36 2.5599 

Total 21 ••w• 91 8.2582 

Substituting these values, the normal equations become 

6A + 218 = 8.2582 

21A +918=37.1909 

Solving these equations simultaneously, we get 

A = -0.2So5, and 8 = 0.4734. 

a= anti-log A =anti-Jog (-0.2805) 

= anti-log 1 .7195 = 0.52 

XY' 

0.2041 

1.3064 

3.4197 

6.4168 

10.4845 

15.3594 

37.1909 

and 0.4343 b = 0.4734 or b = I .09 ( ·: Jog10 e = 0.4343) 

Hence the equation of the curve fitted to the data is 

Y = 0 .52 (e)'-09
X 

Eu~ 12.6 Fit an equation of the form Y=a.X' to the following data: 

X I 2 3 4 5 6 

y 2.98 4.26 5.21 6.10 6.80 7.50 

We may reduce the given equation to a linear form by taking Jogs to the base 10. Thus 

Jog Y = log a +blogX 

or Y'= A +bX' 

where Y' • lo& Y. A = log a and X' = log X. 
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As the equation is linear in Y' =log Y and X' = log X, therefore the two normal equations are 

I;Y' =nA +b:EX' 

I;X'Y' = AI;X'+b:EX'2 • 

The following table contains the necessary calculations: 

X x·<=IogX) y Y' (=logY) X'Y' 

I 0 2.98 0.4742 0 

2 0.3010 4.26 0.6294 0.189449 

3 0.4771 5.21 0.7168 0.341986 

4 0.6021 6.10 0.7853 0.472829 

5 0.6990 6:80 0.8325 0.581918 

6 .0.7782 7.50 0.8751 0.681003 

I: 2.8574 --- 4.3133 2.267185 

Substituting these summations, we get 

6A + 2.8574b = 4.3133, 

2.8574A + 1: 7749b = 2.2672. 

Solving them simultaneously and taking antilog of A, we get 

a= 2.978 and b = 0.5144 

nence the required equation is 

Y = 2.978 (X)O.SI .. 

= 3x'12 approximately. 

TYPES OF CURVES 

x·] 

0 

0.0906 

0.2276 

0.3625 

0.4886 

0.6056 

1.7749 

me other types of curves frequently encountered in applied statistics are the following: 

465 

:..:.4.1 Modified Exponential Curve. A modified exponenrial curve, which is obtained by adding 
k to an exponential curve, is defmed by the relation 

Y=k+abx. 

xscribes a set of data, the absolute growth of which decreases by a constant proportion when 
and "b"" is less than one. · 

ftrst method to fit this curve is to transform it into a linear form by taking logarithms of both 
:ben to use th~ least-squar&method. But this method is difficult for practical use. ln the second 

need three equations, because there are three constants k, a and b which are to be determined. 
data are therefore divided into three equal parts, leaving one or two values at the beginning, 
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if necessary, to obtain the three equations, the criterion of fit being that the three partial totals of tbe tteiK 
values must equal those of ihe original data. • 

Let n denote the number of values in each third of the data . ..... 
Then the frrst equation is 

L:1 Y = nk +a+ ab + ab2 + ab3 + ... + ab"~' 

= nk+a[l+b+b2 +b3 + ... +b"-1
] 

[
b" I] =nk+a --
b-1 

b"-1 2 •-1 
(·:--=l+b+b + ... +b ) 

b-1 

In a similar way. the other two equations are obtained as 

L:,Y=nk+ab' ---,and (b' I) 
b-1 

L:, Y = nk + ab2
' ---[

b' I) 
b-1 

Now we fmd the constant k, a and b. 

Subtracting the frrst·equation from the second one, w~ get 

[
b " I} (b' 1)2 

L:, Y- L:, Y =a ---. b' -I)= a.----
b-1 b-1 

Again, subtracting the second equation from the third one, we get 

L:, y- L:2 y = ab" (b" -1)2 
b-1 . 

Dividing, we have 

which gives 

Finally, 

L:, y -.L:, y -[ b' (b' -I)']. [ (b' -I)'] . 
L:, y _ L:, y - a .[;:") T at;:") = b 

"<' b-1 a = (.o.2 Y- L:, Y)---2 , and 
(b' -I) 

I [ (b' -I}] k =-;; L:, y- b -I 
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12.4.:t The Compertz Curve, named after Benjamin Gompertz, is given by the equation 

y = kabx' 

467 

.. here k, a and b are constants. The equation is changed to modified exponential equation by taking 

.ogarithrns of both sides. Thus 

logY= log k + bxlog a 

or Y' = k' +a' bx · · .. 

~ere Y' = log Y, k' = log k and a' = log a. 

The Compertz curve, which increases first at an increasing rate, then increases at a decre~ing rate 
::::llil it reaches a maximum level, is frequently used in business and actuarial work. 

12.4.3 The Logistic Curve, which is widely used to represent growth, is defined by the relation 

zr mverting, we get 

Y=-k-
l+hcx' 

_!_=_!_+~ex 
y k k 

= k' + acX, 

% re k' = _!_ and a=~. This is similar in form t~ the modified exponential curve 'if _!_ is expressed as 
k k . . y -

5mction of X and the same method of fitting~y t~erefore be applied with the reciprocals _!_ instead 
. · ~ 

Y,. The use of this curve to analyse population and biological growth was advocated by Raymond Pearl 
L.J. Reed. It should be noted that the logistic curve has four different stages, viz., (i) a period of 

slow growth, (ii) then a period of accelerated growth (iii) .then a period of decelerated growth 

(iv) finally a period of stability, when the curve does not go up at all. ·The growth of human 

and that of economic variables are appropriately described by the curve as they conform to 

12.4.4 The Makeham Curve is defmed as 

:D the logarithmic form; 

X 
Y=ksxb' · 

logY= log k +X logs + eX 1ogb 

=A +CX+BcX 

A =log k, C= logs and B = log·b. 

This type of curve, which is actually a combination of a straight line with a Compertz curve, is 
in actUarial and insurance work. 
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12.5 CRITERIA FOR A SUITABLE CURVE 

Frequently, we. are required to choose a suitable form of curve to obtain a reasonable fit to the 
observed sets of data in two variables. The suitability of several curves may be determined by examining 
the differences in the values of the dependent variable Y. The flfSt difference, denoted by t.Y read as 
delta Y) is defmed by t.Y, = Y1, 1 - Y,, the seeond difference is defined by 1'.2 Y, = t.Y,,, - t.Y,, and so on. A 

straight line has the property that its first difference is equal to b (a constant), a second degree parabot. 
has the property that its second difference is equal to 2c (a constant) and, in general, a parabolic curve ot 
the nth degree has the property that its nth differences are constant. Thus we fit 

i) 

ii) 

iii) 

iv) 

v) 

vi) 

vii) 

viii) 

ix) 

a snaight line, if the frrst differences between successive values are approximately constant; 

a second degree parabola, if the second differences are approximately constant; 

a third degree parabola, if the third differences prove to be constant; 

an exponential curve, if the first differences of the logarithms are approximately constant; 

a log parabola Y = abx ex', if the second differences of the logarithms of the Y-values tend· 
be constant; 

a modified exponential curve, if each frrst difference is a constant percentage of the precedq 
first difference; 

a Gompertz curve, if the flfSt differences of logarithms are changing by a constant percentage 

a logistic curve, if the first differences of the reciprocals are changing by a consta 
percentage; and 

a reciprocal line .!_=a+ bX, if the reciprocals of the dati·show a straight-line when ploned y 
a graph. 

11.6 FINDING PLAUSIBLE VALUES BY THE PRINCIPLE OF LEAST -SQUARES 

The principle of least squares can also be applied to find the most satisfactory values of 
"unknown quantities from a number of independent liner equations in the unknowns when the number 
equations is greater than the number of unknowns. 

Suppose there are k unknown quantities X,. X2, ••. , Xt and let the n observed relations where 11 

be 

a, X, +b,X2 + ... + J,X, =11 

a,x, +b,X, + ... + f,X, =I, 

a, X, +b,X2 + ... + f,X 1 =I, 

where a's, b 's, ... , /'s are constants. 

When n>k. i.e. the number of equations is greater than the number of unknowns. there rr.
exist a unique solution. In such cases, we therefore try to find those values of X 1, X2, • •• , Xk wluct 
simultaneously satisfy the given set of independent linear equations as nearly as possible. Such v 
obtained by the least-squares method and are called the best or most plausible values. 
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The least-squares eriterion calls for the selection of those values of X" X2, •.• , X, which make the 
sum of squares of the discrepancies.D;'s, also called errors or residuals,' • minimum, where 

D, = a,X, + b,X, + ... + f;X. -1,. i= 1, 2, ... ,n 

In other word~. we have _to select those values of X1, X2, ... , X, which minimize 

s = fo.' = f<a,x, +b,x, + ... + ftX~ -1,)' 
1=1 1• 1 

It is obvious that S = f(X" X2, ••. , X,J, that is, the sum of squares of residuals is some function of 
f " X2, ••• , X,. If S is to have a minimum value, it is necessary that its partial derivatives with respect to 
Y, X2, . .. , X,, if they exist, vanish there; hence X" X2, ••• , X, must satisfy the equations 

as 
ax =2'i.a1(a,X 1 +b1X 2 + ... +ftX,-1,)=0 

I 

as 
--= 2'i.Ma,x, +b,X 2 + ... + t;x. - 1, ) = o 
~j . . 

as 
ax, = 2"'i..f.<a,x , +b,X , + ... + f ,X, - 1,) ~ o 

The equations given above may be written in the standard form as 

X 1 'I. a:+ X2 'i.a1b1 + ... +X, 'i.a,ft = 'i.a,l, 

X 1 'i.a1b1 +X2 '[.b1
2 + ... + x. "'i.b,ft = '[.b,l, 

X , '[.a,f. +X, '[.b,f. + ... + X 1 'i.J;' = 'i.ftl, 

simultaneous equations obtained by minimizing process, are the normal equations which are 
~r:~wtallle•)usly solved to obtain the best or the most plausible values of X" X2, ••• , X,. 

It should be noted that the normal equations for a set of variables are obtained by multiplying each 
by the co-efficient of the respective variable in the equations and adding them together. This is a 

way for remembering the normal equations. 

2X + Y = 0, 3X 2 Y = 0. - X + Y = - 2. (P.U .. B.A. 'B.Sc. 1971. 75) 

There are 3 linear equations and 2 unknown variables X and Y, therefore we apply the least-squares 
to get the most plausible values of X and Y. 

S = (2X + Y- 0)2 + (3X- 2Y- 0)2 + (-X+Y+ 2)2 
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The normal equations are as = 0 and as = 0 ' 
ax . ar 

i.e. 2(2X + Y) + 3(3X- 2Y)- (-X+Y+ 2) = 0 

and (2X+ Y),-2(3X-2Y)+(-X+Y+ 2)=0 

or 14X- ;y,. 2 and -5X+ 6Y=-2. 

Solving thesJ: equations simultaneously, we get· 

X= 0.034, and Y = -{).305. 

have 

Example 12.8 Find the most plausible values of X and Y from the following equations; 

x~ Y- 3=0 

3X+2Y-4=0 

2X-3Y+ I =0 (P.U., B.A. (Hons.) Pan-1, 1963, B.A./B.Sc. I 

We first find the normal equation for X. Multiplying each equation by the co-efficient of X in •· 

X- Y=3 

9X+ 6Y = 12 

4X-6Y =-2 

A<lding, we get 14X- Y = 13, which is the normal equation for X. 

We then fmd the normal equation for Y. Again multiplying each equation by the co-efficient 
it, we get 

-X+ Y=-3 

6X+4Y=8 

-6X+9Y ~3 

Adding them together, we have -X+ l4Y =8 as the normal equation for Y. 

Thus the two nonnal equations are 

14X- y = 13 

-X+ l4Y = 8 

Solving them simultaneously, we obtain 

X = 0.97 and Y = 0.64 

which is the required solution. 

~XERCISES 

12.1 a) What is meant by Curve Fitting? 

b) Explain the principle of Least Squares with particular reference to a straight line fit 
sense, does it give the "best" solution? (P .U ., B.A./B.S.. 
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1.2 a) 

b) 

c) 

b) 

b) 

Calculate the values of Y for each value of X, obtain the values of residuals e1's and check 
that !:e1 =0. 

By means of. Least Squares, show how a straight line can be fitted to a set of given 
observations, and obtain the nonnal equations. 

Prove that a least squares line always passes through the point (X, Y ). 
(P.l"., B.A.IB.Sc. 1978) 

Fit a straight line to the following data and plot on the' graph paper the ac~l and calculated 

values . .---.---------.,-----------..,., 

I ~ 15° 11 : 1: ~ :6 2

6 2~ 1

8sl 
Write down the equation of a straight line through the origin and derive an expression for 
finding its slope by the principle ofleast squares. (P.U., B.A./B.Sc. 1991) 

data: 

2 3 4 6 7 8 9 

3 2 4 3 5 4 6 5 

Measure the deviations from the fitted line and find the sum of squared deviations. 

Find the nonnal equations which determine the values of a and b in least squares line 
Y = a + bX; and show that the sum of squares of residuals from the least squares line is given 
by 

s =.rr' -arr -brxr 
data: 

5 10 15 20 25 

15 17 22 24 30 

(P.U., B.A./B.Sc. 1962; 80) 

· Fit the least squares line for 20 pairs of observations having X = 2, r = 8, !: X' = 180 and 
L XY = 404. . (P.U., B.A./B.Sc. 1986) 

Given 

2 4 2~ .I 3 

9 13 18 

Fit Y=a+bX by least-squares and estimate Y for X~6. Also fit X sc+dY and use this equation 
to estimate Y for X=6. Account for the difference in two estimates . 

. (P.U., B.A. (Hons.) Pan-11, 1963-S) 
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12.6 a) Find the normal equations for a, band c that will minimize 

S = llY -(a +bX +cX 2
)]

2 

b) Show that the sum of squares of residuals for a second degree parabola is 

s = tr2 -a~Y -b~XY -c~X2Y 

c) Fit a parabola of the form Y=a+bX+d to the data: 

I : I =~ =~ 0 ~ 2 

12.7 .a) By means of the principle of least squares, show how a parabola of second order ar 
fitted to a set of n observation (X1, Y1) and obtain the normal equations·. 

12.8 

12.9 

b) For 5 pairs of observations, it is given that A.M. of X series is 2 and A.M. of Y series 10 

is also known that 

~X'= 30, ~X'= 100, ~X'= 354, ~XY = 242, ~X'Y = 8i0 

Fit a second degree parabola, taking X as the independent variable. 

Fit a second degree 

3.0 3.5 4.0 

1.6 2.7 3.4 4.1 

ee e uation to the followin data: 

8 12 16 20 24 28 32 36 40 

2.4 4.8 8.3 9.5 11.2 24.3 22.2 21.2 25.4 

(P.U., B.A. (Hons.) 

Taking u =X - 3, v = ( Y- 1650)/50, show tharthe parabolic curve ofv on u is 

v + 0.086 = 5.30 u + 0.643 u2, 

and deduce that the parabolic curve of Yon X is 

Y= 1140 + 72.14X +32.14X2
. 
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2 11 Fit, by the method of least-squares, 

i) the straight line ofbest fit, 

ii) e arabola of beSt fit, to the followin data: 

50 55 

240 315 403 450 488 520 525 532 

·Also calculate the sum of squares of residuals in the two cases. 

:2 Fit a straight line and parabolas of~ second and third degrees to the following data, taking X to 

.... '""""''" WT ~ I : 1.8 1~3 :, .~, 
and calculate the sumo( squares of residuals in the three cases . 

.3 a) You arc given data in two variables X and Yand you have to take a decision about fitting a 
suitable trend. How will you proceed? · · 

(P.U., B.A./B.Sc. 1987) 

b) Given the followin f I fX d Y g palTS o va ues o an 

X 0 I 2 3 4 

y 10 17 2g 43 . 62 

Fit a suitab~ curve. (P.U., B.A./B.Sc. 1976) 

Explain the principle of least squares and use it to obtain the normal equations when a cubic 
parabola is fitted to n pairs of observations. 

Fit a curve of the form Y=abx to the following data in which Y represents the number of 
bacteria per unit volume existin in a culture at the end of X hours: 

X 0 1 2 3 4 

91 112 131 162 

Estimate the value of Y when X=5 and 6. 
(P.C.S. 1972; P.U., B.A./B.Sc. 197g) 

The number ( Y) of bacteria per unit vol:!tne present in a culture after X hours is given in the 
e: following tabl 

No. of hours (X) 0 I 2 3 4 ~ 6 

No. of bacteria per l2 47 65 
unit volume ( Y) 

92 132' -190 275 

Fit a least-squares curve having the form Y=aif to ific data. Estimate the value: of Y wbenX-7. 
(P.U., B.A.IB.Sc. 1969, 79, 80) 
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I 2.16 Fit a simple exponential to the following data for a growing plant by taking the logcr:tluns of 
exponentjal e uation. 

Day 0 2 3 4 5 6 7 8 

1.20 1.75 3.45 4.70 6.20 8.25 11.50 

5 6 • 7 

y 12.2 14.5 17.3 21.0 25.0 29.0 

12.18 The following data represent the enrolments at a small liberal arts college during the past 11< 

years: 

2 3 4 5 6 7 

304 341 393 457 548 670 882 

Use the method of least-sq•tares to estimate a curve of the form Y=ai? and predict the CIIJO 
years from now. (P.U., B.A.JB.Sc. 

12.19 a) Given n=8, .EX= 16, ,EX 2 = 204, ,EX3 = 582, L log Y=23, ,EX log Y=l04. Fit a 

curve. (P.U., B.A./B.Sc. Hons. 

b) 

6.33 8.03 8.95 10.09 10.56 

data: 

I 2 3 4 5 6 

600 200 110 50 

500 1000 

24 9 5 

Use the result to estimate the unit cost for a lot of 400 components. 
(P.U., B.A.IB.Sc: 

12:22 It is thought that two physical quantities X and Y should be connected by a relation of a.. 
Y=aX".Theexpe~ntarl~va=lu=e~s~arre=: -------------------, 

X 0.5 1.5 2.5 5.0 10.0 

3.4 7.!) 12.8 29.8 68.2 

Find tite best values of a and n. (P.U., B.A.IB.Sc 
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Fit a curve of the type v =ae"' to these data. 

Fit a curve of the ('.1:~--"'r-..:::...=:::.=:==...=:=.:.. __ __, 

where e = lim(!+..!..)~. 
n-+1:10 n 

b) Obtain the values of Y from the approximating line for various values of X. Do the deviations · 
of the observed values of Y from the corresponding calculated values add to zero? Explain 
your result. 

(P.U., B.A.IB.Sc. 1977) 

Estimate the constant ·of Pareto Curve 11 ~AX" which fits the data below: 
' ' 

lncomc(£X) Number (n) 

150 14,000,000 

500 . 825,000 

1,000 173,000 

2,000 35,500 

ndent variable. 

1.5 2.0 2.5 3.0 

1.00 0. 75 0.62 0 .52 0.46 

Derive th~ least-squares equations for fitting a curve of the type ..!.. = a+ bX to a set of 11 y 
observations. Also find the values of a and b. 

Fit a reciprocal curve y = a+ bX to the following data: 

X 

I 
0 I 4 6 12 16 

y 10 8 5 4 2.5 2 

Find the normal equations for determining a, b and c from the linear equation Y = a + bX, + 
cX2. . 
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res 1t b) Find the least-squa fi Y =a+ bX eX ,+ 2, gtven 
y 2 5 7 8 5 

x1 8 8 6 5 3 

x2 0 I I 3 4 

12.29 a) What is the modified exponential curve? Describe the method of fitting it. 
(P.U., B.A. (Hons.) Part-ll, 19t. 

b) Derive the least-squares equations for fitting a modified exponential, Y = c + aebX to a~ 
n observations, and mdicate why these equations would be difficult to solve. 

12.30_Write a critical note on the law of growth as portrayed by the logistic curve and the Go~ 
curve. (P.U., B.A.IB.Sc. 19t-

12.31 Use the "principle of least-squares" to find the normal equations when the number of equatia~:o 
greater than the number of unknown quantities. 

' (P.U., B.A.IB.Sc. 1981, 8~ 86, 

12.32 a) Explain the method of least-squares. Apply it to solve the equations 

X+ 7Y= 17, 2X - Y= 0, 3X - 2Y=-i (P.U., B.A.IB.Sc. I.,-

b) Find the most plaustble values of X and Y from the following equations. Also compu:• 
sum of squa• cs of residuals. 

2X+ Y=4.8, 

3X-2Y=-2.1, 

-X+ 3Y= 6.3 

3X+2Y=8.0, (P.U., B.A.IB.Sc. 1'981 

12.33 a) Find the most plausible values of X and Yfrom the following equations: 

X+ Y=3.01, 

X+ 3Y = 7.02, 

2X- Y = 0.03 

3X+ Y=4.97 

b) ' Obtain the best posstble values of X and Y from 

2X+ Y=4, 

X+ 2Y=5.Q2, 

12.34 Form normal equations and solve 

X + 2Y+Z = I, 

3X- Y= 10.02, 

3X+2Y=0.97. (P.U., B.A.IB.Sc. 

- X + Y+2Z c3, 4X + 2Y-5Z= -7. (P.U., B.A.IB.Sc.l962. · 

12.35 Find the most plausible values of X, Y and Z from the following equations: 

X-Y+2Z = 3, 3X+2Y- 5Z = 5, 

4X + Y + 4Z= 21, -X+ 3Y + 3Z= 14. 
(P.U., B.AJB.Sc 

•••••••••• • 
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