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Computer safety 

Computer-related accidental death: an 
empirical exploration 

Donald MacKenzie 

Despite widespread interest in computer system 
failures, there have been few systematic, empiri­
cal studies of computer-related accidents. 'Risks' 
reports in the Association for Computing Ma­
chinery's Software Engineering Notes provide a 
basis for investigating computer-related acciden­
tal deaths. The total number of such deaths, 
world-wide, up until the end of 1992 is estimated 
to be 1,100 ± 1,000. Physical causes (chiefly 
electromagnetic interference) appear to be impli­
cated in up to 4% of the deaths for which data 
were available, while 3% involved software error, 
and about 92% failures in human-computer 
interaction. 
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JUST HOW SAFE, or how dangerous, are the 
computer systems on which lives depend? 
How many lives have been lost through 

failures of such systems? What are the causes of 
such accidents? 

Although there is a large literature on computer 
system safety, it contains little in the way of sys­
tematic, empirical answers to these questions. Pub­
lished discussions often begin by highlighting a 
handful of dangerous failures, but typically make 
no attempt to place these in the context of any 
wider record. 

There is, it is true, widespread awareness of the 
potential dangers of computer systems, and consid­
erable research work and substantial sums of 
money are being devoted to technical means for 
making computer systems safer. This effort to find 
a solution is entirely necessary and desirable. Its 
chances of success might, however, be enhanced by 
detailed investigation of the problem. 

The aim of this article is to indicate what might 
be involved in an empirical investigation of fatal 
accidents involving computer systems. The article's 
contribution to our knowledge of these accidents 
is at best modest. It is based on patently incomplete 
data sources, rendering its quantitative conclusions 
dubious. There are difficulties with its central cat­
egory of 'computer-related accidental death'. 
There are both conceptual and empirical problems 
in its attempt to categorise the causes of such 
deaths. 

Nevertheless, I hope that, precisely by virtue of 
these inadequacies, this paper will spark further 
work on this topic. One of its conclusions - that 
there is a pressing need for public agencies to begin 

Science and Public Policy August 1994 0302-3427/94/040233-16 US$08.00 © Beech Tree Publishing 1994 233 



Computer-related accidental death

systematic, cross-sectoral data collection in this
area - indeed seems to follow irresistibly from the
very inadequacies of the existing record. Others of
the article's conclusions, such as that computer­
related fatalities have, to date, seldom been caused
by technical design error alone, seem reasonably
robust, despite the deficiencies in the data drawn
on here.

Definition of terms

What is meant by 'computer-related accidental
death'? Each of the four words in this phrase re­
quires some justification or elaboration, beginning
with the last.

Death

There are three reasons for focusing on accidents
involving death, rather than all computer-related
injury. First, the latter would be too broad a cat­
egory for any sensible analysis. It would, for
example, be necessary to include the large numbers
of cases of ill health resulting from computer­
terminal use, of which cases of upper limb disease
(or 'repetitive strain injury') are perhaps the most
prominent.

Second, the only available source of inter­
national, cross-sectoral data (described below) is
indirectly dependent on press reports. Deaths are,
to put it crudely, more newsworthy than non-fatal
injuries, and so there is a far better chance of
obtaining reasonable coverage of deaths than of
injuries.

Third, accidental deaths often trigger formal
enquiries. These provide useful information on the
causes ofcomputer-related fatal accidents, inform­
ation that is absent in most cases ofnon-fatal injury.

To allow a reasonable period for reports of such
deaths to enter the public domain, the cut-off point
of this analysis is the end of December 1992. As far
as possible, however, I have attempted to encom­
pass all earlier cases of computer-related accident­
al death, world-wide.

Accidental

Some computer systems are meant to kill people.
Since my interest is in unintended and erroneous
behaviour in computer systems, it would not be
appropriate to include in the analysis deaths
caused by military computer systems when these
function as intended.

A more difficult issue is deaths of civilian by­
standers caused by computer-controlled offensive
military systems whose primary targets are oppo­
sing military forces. Such deaths have clearly been
substantial in number, from the Vietnam War, in
which such systems first found major use, to the
Gulf War and its aftermath.
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In one sense, these are accidental deaths: the
designers and operators of such systems would,
ideally, prefer them not to take place. On the other
hand, a certain level of 'collateral' civilian death is
typically an anticipated and tacitly accepted fea­
ture of some kinds of military operations. Further­
more, it is extremely difficult to obtain reliable data
on such incidents. I have, therefore, reluctantly
decided to exclude such deaths from my analysis.

However, I have sought to include in the data
set some deaths in military operations that are the
result of system failures that are in some more
clear-cut sense accidental in nature (rather than
'by-products' of normal system operation). The
analysis includes deaths resulting from computer­
related failures of defensive military systems and
from computerrelated accidental crashes of mili­
tary aircraft. It also includes the 1983 shooting
down of a Korean airliner by Soviet air defences
(where the accidental element is the navigational
error that led the plane to stray into Soviet air
space), and the 1988 downing of an Iranian airliner
by the USS Vincennes (where the accidental ele­
ment is the misidentification of this plane as an
attacking military aircraft).

C01nputer

I have deliberately taken a broad view of what
constitutes a 'computer', including in my definition
any programmable electronic device or system, and
not only those incorporating a full general-purpose
digital computer. An industrial robot (so long as it
is both electronic and programmable), a computer
numerically-controlled machine tool, and a pro­
grammable cardiac pacemaker would, for example,
all fall under my definition of systems which incor­
porate a 'computer'.

Nevertheless, some problems remain. The first
generation industrial robots installed in the 1960s
typically had pneumatic and electromechanical,
rather than electronic, control systems (Dhillon,
1991, page 38). They would therefore fall outside
my definition, but in reports of cases of robot-re­
lated death it is often unclear whether this kind of
robot, or a more sophisticated electronic device,
was involved.

It is too narrow to include as
computer-related only cases of
'technical' failure of a computer
system: also incorporated are cases
where there has been a breakdown
or error in human interaction with
the system
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These definitional problems are, however, negli­
gible compared to the difficulty of saying when a
given accidental death is computer-related. The
mere presence of a computer, even one playing a
safety-critical role, in a system which suffers an
accident is not sufficient for any reasonable cate­
gorisation of a death as computer-related. Rather,
the presence of the computer must be causally
important to the accident.

On the other hand, it would be too narrow to
class an accident as computer-related only when a
computer system problem was its sole cause. Major
accidents often, perhaps usually, have multiple
causes (Perrow, 1984; Oster et aI, 1992, page 25).

Furthermore, it would, in my opinion, also be
too narrow to include only cases of 'technical'
failure of a computer system. I have also incorpor­
ated cases in which no technical failure is evident,
but there has been a breakdown or error in human
interaction with the system. Of course, such acci­
dents can be, and frequently are, attributed to
'human error'. Yet system design often contributes
to human error: for example, when the user inter­
face of a computer system increases the probability
of certain kinds of mistake, or when the safe func­
tioning of a system requires its human operators to
perform perfectly in tasks which are known to be
error-prone (Norman, 1990).

Also included in my definition of 'computer­
related' are accidents in which false confidence in
computer systems, or specific misunderstandings
of them, seem to have been a major factor in
leading operators to adopt, or persist in, courses of
action which they otherwise would have avoided or
abandoned.

These considerations mean, however, that there
is inevitably a degree of judgement involved in the
categorisation. Just when does the role of a com­
puter system in the sequence of events leading to
an accidental death become important enough to
justify calling it a 'computer-related' death? While
seeking to exclude cases in which the computer
system's role was minor, I have also tried to avoid
being over-stringent, on the grounds that it is easier
for a critical reader to exclude a case as not suffi­
ciently computer-related than to scrutinise for
possible inclusion all the conceivable 'marginal'
cases.

This kind of (obviously contestable) judgement
is not the only dilemma. The widely publicised
failure late in 1992 of the new computerised dis­
patch system at the London Ambulance Service
indicates another problem. There is no doubt that
considerable suffering and some degree of physical
harm to patients resulted from this failure. Patients
also unquestionably died in London on the crucial
days of26 and 27 October and 4 November.

Yet there are matters ofdelicate medical judge­
ment involved in assessing whether the lives of
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those who died might have been saved had ambul­
ances reached them earlier. The coroners involved
seem to have taken the view that they would not
have been saved. Therefore, the London Ambul­
ance Service case has to be excluded from my list
of computer-related dea-ths. I should note, how­
ever, that, were the case to be included, the find­
ings of the enquiry into this incident, which
highlight the interaction of technical and organi­
sational failings, would reinforce, rather than
undermine, the conclusions below (see London
Ambulance Service 1993), while the number of
deaths involved is not such as to alter greatly the
quantitative totals.

Similarly, to take a case that is included in the
data set, many cancer patients died after receiving
underdoses in computerised radiotherapy at the
North Staffordshire Royal Infirmary between 1982
and 1991, but there are clearly difficult clinical
judgements to be made as to which of those deaths
are attributable to the underdosing. No figure
more precise than "tens ... rather than hundreds"
has been given (Milhill, 1993).

Another, pervasive, problem is that there is fre­
quently sharp disagreement over the causes of an
accident. On the outcome of such disagreement
may hinge issues of civil liability and sometimes
even criminal culpability (such as homicide or man­
slaughter charges). Unless he/she has the re­
sources to mount hislher own investigation, the
best the researcher can do is to turn to the most
authoritative available source: an official enquiry,
or, in some cases, an independent report.

In practice, however, it is often wise to be scep­
tical of even these sources. For example, Martyn
Thomas, a leading commentator on matters of
computer system safety, suggests that "the prob­
ability of the pilot being blamed for [an air] crash
is more than twice as high if the pilot died in the
crash" (quoted in Software Engineering Notes,
April 1992, page 30).

In a substantial number of cases, furthermore, I
have been not able to find either the report of an
official enquiry or that of a thorough independent
investigation. In these cases, I have erred on the
side of inclusion, at least so long as there seemed
to me to be a not wholly implausible case for their
computer-relatedness.

Unlike many official enquiries, research such as
this does not seek to allocate blame, and I have
felt it better to include cases that may be
computer-related, rather than to exclude them be­
cause computer-relatedness cannot be proven.
Critical readers may, however, wish to excise from
the totals those incidents for which I have de­
scribed data quality as "poor" or "very poor", as
well as drawing on the bibliographic materials cited
here, to form their own opinion of the degree of
computer-relatedness of the better-documented
cases.

A more particular problem concerns what this
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data set suggests are the two most important 'tech­
nical' causes ofcomputer-related accidental death:
electromagnetic interference and software error.
A broken part will often survive even a catastro­
phic accident, such as an air crash, sufficiently well
for investigators to be able to determine its causal
role in the sequence of events. Typically, neither
electromagnetic interference nor software error
leave physical traces of this kind. Their role can
often only be inferred from experiments seeking to
reproduce the conditions leading to an accident.
While this can on occasion be done convincingly,
it is sometimes far from easy, and the suspicion
therefore remains that these causes are under­
reported.

Method

My primary source of cases was the remarkable
compilation of reports of computer-related acci­
dents and other failures that has, as a result of the
efforts of computer scientist Peter Neumann, ac­
cumulated over the years in the pages of the Asso­
ciation for Computing Machinery's newsletter
Software EngineeringNotes, established in 1976. To
begin with, these reports were a sporadic feature
of Neumann's "Letter from the Editor".

In the early 1980s, however, the volume of such
reports grew sharply, and in August 1985, an on­
line electronic news network, called RISKS
Forum, was set up, moderated by Neumann, with
many contributors. This Forum (accessible on In­
ternet) has become the basis of a section on "Risks
to the Public" in each ordinary issue of Software
Engineering Notes.

Although the resultant record has deficiencies
from the point of view of systematic analysis ­
these are discussed below - this material forms a
unique and invaluable data source. There is no
doubt that its very existence has been a spur to a
great deal of the research work relevant to com­
puter safety. Inspection of existing articles dealing
with the topic makes clear how important Software
EngineeringNotes and the RISKS forum have been
in publicising accidents involving computers: see,
for example, the influential lecture by Thomas
(1988).

The method I used to gather cases was very
simple. I examined each issue of Software Engin­
eering Notes carefully for instances of apparent
computer-related accidental death. These were
cross-checked against the helpful indexes regularly
produced by Peter Neumann in case one should be
missed in the sheer volume of material. Wherever
possible, I then sought either the report of an
official enquiry into, or an independent investiga­
tion of, the particular incident described. At the
very least, an attempt was made always to check the
original published source, wherever this was
quoted.
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'Over-reporting' and 'under­
reporting' of computer-related deaths
are potential problems: 'under­
reporting' is the more intractable as
there is no straightforward way of
investigating its extent

Apart from the general issues raised in the pre­
vious section, there are clearly two potential prob­
lems in this use of Software Engineering Notes:
the 'over-reporting' and 'under-reporting' there
of computer-related accidental deaths. 'Over­
reporting' is more common than might be im­
agined. Computer professionals have shown
commendable zeal in searching for and publicising
cases of computer-system failure. (There is, in­
deed, an interesting puzzle for the sociology of the
professions in the contrast between this attitude
and what seems to be the typically less zealous
attitude of other professionals, for example doc­
tors or lawyers, in uncovering and publicising er­
rors by their colleagues.)

Reasonably often, incidents originally reported
in the journal as involving computer-related ac­
cidental death subsequently turn out not to have
been computer-related. The newsletter has itself
often included corrections, and in other cases my
own research suggested computer involvement to
be negligible. These instances are excluded.

In other cases, no reliable source of information
could be found on which to base such a judgement.
As noted above, most of these are included in the
data set, with warnings as to the poverty of inform­
ation on them. A handful of cases which appeared
prima facie merely apocryphal were, however, ex­
cluded; the number of deaths involved is small, so
the effect on the overall pattern of the data is not
great.

Unfortunately, under-reporting is far more of
an intractable problem than over-reporting. Soft­
ware Engineering Notes makes no pretence to be
comprehensive in its coverage. Neumann, for
example, is careful to title his indexes "Illustrative
risks to the public". The cases reported in the
RISKS forum and Software EngineeJing Notes are
typically culled from press coverage: only a mi­
nority come from the reporter's personal experi­
ence (and these are almost always the less serious
incidents, not those involving death).

Furthermore, there is an enormous prepond­
erance of English-language newspapers and jour­
nals amongst the sources quoted. At best,
therefore, only those computer-related fatal acci­
dents that find their way into the English-language
press appear to be covered.

In the absence of any comparable alternative
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Table 1. Cases of possible computer-related accidental death (to end of 1992)

Date(s) Number Location Nature of incident Probable main cause(s) Main reference(s) Data
of deaths quality

Physical causes

? 1 USA Accidental reprogramming of Interference from therapeutic Dennett (1979) Poor
cardiac pacemaker microwaves

? 1 USA Accidental reprogramming of Interference from anti-theft SEN, 10(2),6; Poor
cardiac pacemaker device SEN, 11 (1),9

1982 20 South Sinking of HMS Sheffield Interference from satellite radio Daily Mirror, 15/5/86, Fair
Atlantic following failure to intercept transmission l',

Argentinean Exocet missile Hansard, 9/6/86

1982 1 USA Car accident Fire may have caused failure of San Francisco Very poor
anti-skid braking system Chronicle, 5/2/86, 12

1986 2 Libya Crash of US F111 during Possible electromagnetic SEN, 14(2),22 Very poor
attack on Tripoli interference

1982-87 22 ? Crashes of US military Possible electromagnetic AW&ST, 16/11/87, Contro-
helicopter interference; denied by makers, 27-28 versial

US army

1988 1 UK Operator killed by Machine restarted unexpectedly Edwards (nd) Good
computer-controlled boring due to faulty capacitor
machine

Software error

1986 2 USA Overdoses from radiation Error in relationship between Leveson & Turner Very
therapy machine data entry routine and treatment (1992) good

monitor task

1991 28 Saudi Failure to intercept Iraqi Scud Omitted call to time- conversion GAO (1992);Skeel Good
Arabia missile subroutine; delayed arrival of (1992)

corrected software

Human-computer interaction problems

Medical

1982-91 "in the UK Underdosing by radiation Correction factor for reduced West Midlands Good
tens" therapy machine source-skin distance in Regional Health

isocentric therapy applied twice Authority (1992);
(already present in software). North Staffordshire

Health Authority (1993)

Military

1987 37 Persian Failure to intercept attack on Alleged lack of combat- Sharp (1987), Fair
Gulf USS Stark by Iraqi Exocet readiness; possible defective Committee on Armed

missile friend/foe identification or Services (1987);
switching"'Off of audible warning Adam (1987); Vlahos

(1988)

1988 290 Persian Shooting down of Iran Air Stress; need for rapid decision; Fogarty (1988) Good
Gulf airliner by USS Vincennes weapon system human

interface not optimal for situation

Air

1979 257 Antarctica Crash of airliner on Communication failure re Mahon (1981) Fair, but
sightseeing trip resetting of navigation system; aspects

continuation of flight in contro-
dangerous visual conditions. versial

1983 269 USSR Shooting down of Korean Air Autopilot connected to compass AW&ST, 21/6/93, 17 Fair
Lines airliner following rather than inertial navigation
navigational error system

1988 4 UK Collision of 2 RAF Tornado Use of identical navigational Sunday Times, Fair
aircraft cassettes by different aircraft 11/3/90, A9

1989 12 Brazil Crash of airliner after running Incorrect input to navigation SEN 15(1), 18 Contro-
out of fuel system (?) versial

(continued)
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Table 1. (continued)

Date(s) Number Location Nature of incident Probable main cause(s) Main reference(s) Data
of deaths quality

1992 87 France Crash of airliner into mountain Vertical speed mode may have Sparaco (1994) Fair
during night-time approach been selected instead of flight

path angle; limited
cross-checking between crew;
possible distraction; no ground
proximity warning system

Robot-related

1978-87 10 Japan Workers struck during repair, Workers entered envelope of Nagamachi (1988) Fair
maintenance, installation or powered-up robots; in some
adjustment of robots cases, deficiencies in training

and absence of fences

1984 1 USA Heart failure after being Worker entered envelope of Sanderson et al Fair
pinned by robot powered-up robot (1986)

Involving other automated plant

1979 1 USA Worker struck by automated Absence of audible warning; Fuller (1984) Good
vehicle in computerised inadequate training; production
storage facility pressure

1983-88 13 France Accidents to operators/ Insufficient individual detail Vautrim and Fair, but
installers/repairers of given in source DeiSvaldi (1989) too
automated plant aggre-

gated for
current
purpose

1988 1 UK Maintenance electrician killed Disconnection of proximity Edwards (nd) Good
by unexpected movement of switch, sent signal to controller;
automatic hoist machine not isolated

1989 1 UK Setter/operator killed by Machine cycled when boxes Edwards (nd) Good
palletiser interrupting photoelectric beam

removed; transfer table not
isolated

1991 1 UK Maintenance fitter killed by Fitter's body interrupted beam Edwards (nd) Good
hold-down arm of feed unit to of process sensor; machine not
log saw isolated

1991 1 UK Maintenance fitter killed in Fitter inside guarding enclosure Edwards (nd) Good
automatic brick-making plant observing cause of

misalignment of bricks
? 3 Nether- Explosion at chemical plant Typing error caused wrong SEN, 18(2),7 Fair

lands chemical to be added to reactor

Insufficient data

1986 1 USA Overdose of pain-relieving Error in medical-expert Forester and Very poor
drugs system(?) Morrison (1990)

1989 1 USA Failure of school-crossing Breakdown in radio Emery (1989) Poor
pedestrian signals communications link to

computer(?)

1990 1 USA Collision of automated guided Unclear SEN, 16(1), 10 Very poor
vehicle and crane

1990 1? USA Delay in ambulance despatch Logging program not SEN, 16(1), 10 Poor
installed (?) Unclear whether
death result of delay

c 1983 1 West Woman killed daughter after 'Computer error' SEN, 10(3),8 Very poor
Germany erroneous medical diagnosis

c 1984 1 China Electrocution Unclear SEN, 10(1),8 Very poor

c 1989 1 USSR Electrocution Unclear SEN, 14(5),7 Very poor
? 2? ? Sudden unintended car Unclear SEN, 12(1),8-9; Poor;

acceleration Business Week, contro-
29/5/89.19 versial

Acronyms: SEN is the Association for Computing Machinery, Software Engineering Notes
AW&ST is Aviation Week and Space Technology
GAO is the General Accounting Office
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source, however, there is no straightforward way of
investigating the extent of under-reporting. The
impression I formed was that coverage of'catastro­
phic' accidents, such as crashes of large passenger
aircraft, is good. These will always be reported in
the press, extensive enquiries will typically ensue,
and the subscribers to RISKS seem carefully to
scrutinise reports of such accidents and enquiries
for any suggestion of computer involvement.

It seemed likely, however, that coverage of less
catastrophic accidents, such as industrial accidents
involving robots or other forms of computer­
controlled automated plant, would be poorer.
These will typically involve only a single death; they
take place on the premises ofan employer who may
have no wish to see them widely publicised; and
they may be regarded by the media as too 'routine'
to be worth extensive coverage. Accordingly, I in­
vestigated these separately through contacts in the
robot industry and the UK Health and Safety
Executive.

It turns out that Software Engineering Notes's
coverage of fatal accidents involving robots is rea­
sonable: indeed, there seems to have been a degree
of over-reporting rather than under-reporting.
This good coverage probably arises because robot
accidents have been regarded by the media as a
newsworthy topic. On the other hand, even the
small amount of systematic data I have found on
fatal industrial accidents involving more general
types of automated plant makes it clear that this
kind of accident is greatly under-reported in Soft­
ware Engineering Notes. I would indeed hypo­
thesise that this is the most important gap in the
data recorded below.

Overall data

There are around 1,100 computer-related acciden­
tal deaths in the overall data-set generated by the
above methods: to be precise, 1075 plus the 'tens'
of the North Staffordshire radiation therapy inci­
dent (see table). The data's limitations, discussed
above, mean that these figures are far from defini­
tive. Despite extensive literature searches, data on
several of the incidents remain extremely poor.

Those inclined to attribute accidents to human
error alone would probably deny that many of the
'human-computer interaction' cases are properly
to be described as computer-related. It might also
be argued that some of the deaths (for example,
those resulting from failure to intercept a Scud
missile and from the Soviet downing of the Korean
airliner) should not be classed as accidental. There
are, furthermore, a variety of particular problems
in the diagnosis of other incidents (some of which
are discussed below) which might lead a critic to
exclude them too.

Only a small minority of incidents - perhaps
only the Therac-25 radiation therapy incidents-
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seem entirely immune from one or other of these
exclusionary strategies, although to force the total
much below 100 would require what seem to me to
be bizarre definitions, such as a refusal to accept
the North Staffordshire deaths as computer­
related.

In other words, more stringent criteria of what
is to count as a computer-related accidental death
could reduce the overall total well below 1,100. On
the other hand, the fact that the mechanisms by
which a death reaches Software Engineering Notes
are far from comprehensive means that there is
almost certainly a substantial degree of under­
reporting in this data set.

In particular, there must have been more fatal
industrial accidents involving computer-controlled
automated plant than the 22 cases recorded here.
Systematic data were available to me only for Bri­
tain and France, and for limited periods of time.
Comprehensive coverage ofother advanced indus­
trial nations would increase the overall total
considerably.

Furthermore, the relatively small number of in­
stances from outside the English-speaking world
(particularly from the former Soviet bloc) is suspi­
cious. Reliance on computers is more pervasive in
western industrial nations than in the former So­
viet bloc and third world, but probably not to the
extent that the geographic distribution of the acci­
dents recorded here might suggest.

Any attempt to correct for this under-reporting
is obviously problematic. It seems to me unlikely,
however, that any plausible correction could boost
the total by much more than around a further
1,000. For that to happen would require that one
or more catastrophic computer-related accidents,
involving at least several hundred deaths, has gone
unrecorded. That is possible, but, given the num­
ber and diligence of Neumann's correspondents,
unlikely.

Therefore, the findings of this analysis on the
total number of computer-related accidental
deaths, world-wide, to the end of 1992, can be
expressed, in conventional format, as 1,100 ±
1,000. The relatively large error band appropriate­
ly conveys the twin problems inherent in this exer­
cise: that more stringent definition would reduce
the total considerably, while correction for under­
reporting could plausibly just about double it.

Aside from the total number ofdeaths, the other
most salient aspect of this data set is the causes of
the incidents it contains. I have divided the acci­
dents into three rough-and-ready categories,
according to the nature of their dominant
computer-related cause: physical failure of a com­
puter system or physical disturbance of its correct
functioning; software error; or problems in human­
computer interaction. While space and inadequate
data prohibit description of every individual inci­
dent, some discussion of the type of accident to be
found in each category may be of interest.
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Physical causes

Up to 48 deaths fall into this category. Apart from
one resulting from a capacitor failure, and another
(dubious) case in which a safety-critical computer
system may have failed fatally because of fire,
deaths involving physical causes have all been the
result ofelectromagnetic interference, when a pro­
grammable system is reprogrammed or its normal
operation otherwise impeded by stray radio signals
or other electromagnetic emissions.

There are two reported deaths resulting from
the accidental reprogramming in this way of car­
diac pacemakers. Several military system accidents
have also been alleged to have been caused by
electromagnetic interference, although (perhaps
because of the particular difficulty noted above of
diagnosing electromagnetic interference retro­
spectively) these cases are almost all controversial.
In only one of them has electromagnetic inter­
ference been stated officially to be the cause: the
failure of HMS Sheffield's defensive systems to
intercept an attacking Argentinean Exocet missile
during the Falklands War.

At the time of the attack, the Sheffield was in
urgent radio communication, through its satellite
communications transmitter, with another vessel
in the British task force. Interference from this
transmitter prevented the Sheffield from picking
up warning signals on its electronic support
measures equipment until too late to intercept the
Exocet attack. Published reports leave unclear
what precise aspect of the equipment was inter­
fered with (although the distinction is difficult for
a modern system of this kind, it clearly could be the
radar rather than an information processing as­
pect), but there seems to me to be sufficient indi­
cation here of possible 'computer-relatedness' to
merit the inclusion of this case in the data set.

Software error

Much of the discussion of the risks of safety-critical
computing has focused on software error, and the
data set contains two incidents (involving a total
of 30 deaths) which are clearly of this kind. Two
deaths resulted from overdoses from a

Two deaths resulted from overdoses
from a radiation therapy machine
when a software error shifted the
mode of operation from x-ray to
electron, while leaving the intensity
at the high current required for x-ray
therapy

240

computer-controlled radiation therapy machine
known as the Therac-25. (A third patient also died
from complications related to a Therac-25 over­
dose, but he was already suffering from a terminal
form of cancer; the autopsy on a fourth overdosed
patient revealed her cause of death to have been
the cancer from which she suffered rather than
radiation over-exposure).

The Therac-25 has two therapeutic modes: elec­
tron mode, used for treating tumour sites on or
near the surface of the body; and x-ray mode, used
for treating deeper tumour sites. The latter in­
volves placing in the path of the electron beam a
tungsten target (to produce the x-rays) and also
what is called a 'beam flattener' (to ensure a uni­
form treatment field). Because the beam flattener
greatly reduces the intensity of the beam, x-ray
therapy requires around 100 times more electron­
beam current than electron-mode therapy. If the
stronger current were used without the target and
beam flattener being in place, then the patient
would receive a massive overdose.

Unfortunately, a software error (described in
detail in Leveson and Turner, 1992) meant that
there was a particular form of data entry on the
Therac-25 which caused precisely this to happen,
because it shifted the mode from x-ray to electron,
while leaving the intensity at the current required
for x-ray therapy. The data that appeared on the
system's display did not reveal that this had taken
place, and the fatal error was diagnosed only with
some difficulty. Investigation also revealed a fur­
ther dangerous software error, although this seems
not to have been implicated in the two deaths
included here (Leveson and Turner, 1992).

A software error also caused the failure of the
Patriot air defence system at Dhahran during the
1991 GulfWar which led to the deaths of28 Ameri­
can soldiers in an Iraqi Scud missile attack, the
largest single Allied loss in the campaign. When
tracking a target, sophisticated modern radar sys­
tems, such as that used for Patriot, process not the
entire reflected radar beam, but only a portion of
it known as the 'range gate'. An algorithm em­
bedded in the system software shifts the range gate
according to the velocity of the object being
tracked and the time and location of its last detec­
tion. An error in the implementation of the range
gate algorithm was the cause of the failure to at­
tempt to intercept the attacking Scud (General
Accounting Office, 1992).

Patriot's internal clock keeps time as an integer
number of tenths of seconds, and that number is
stored as a binary integer in the Patriot computer's
registers, each of which can store 24 binary digits,
or 'bits'. For use in the range-gate algorithm, this
integer number of tenths of a second is converted
into a 48-bit floating-point! number of seconds, a
conversion that requires multiplication of the in­
teger by the 24-bit binary representation of one
tenth. The binary representation of one tenth is
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non-terminating, and so a tiny rounding error
arises when it is truncated to 24 bits, which, if
uncorrected, causes the resultant floating-point
representations of time to be reduced by 0.0001%
from their true values (Skeel, 1992).

Patriot was originally designed to intercept rela­
tively slow targets such as aircraft. Amongst the
modifications made to give it the capacity to inter­
cept much faster ballistic missiles was a software
upgrade increasing the accuracy of the conversion
of clock time to a binary floating-point number.
Unfortunately, at one place in the upgrade a
necessary call to the subroutine was accidentally
omitted, causing a discrepancy between the
floating-point representations of time used in dif­
ferent places in the range-gate algorithm. The re­
sult was an error that was insignificant if the system
was used for only a small amount of time, but which
steadily increased until the system was 'rebooted'
(which resets time to zero).

The problem was detected prior to the Dhahran
incident. A messagewas send to Patriot users warn­
ing them that "very long run times could cause a
shift in the range gate, resulting in the target being
offset" (General Accounting Office, 1992, page 9).
A software modification correcting the error was
dispatched to users over a week before the inci­
dent. However, the matter was reportedly treated
as not one of extreme urgency because Army offi­
cials "presumed that the users [of Patriot] would
not continuously run the batteries for such ex­
tended periods of time that the Patriot would fail
to track targets" (General Accounting Office,
1992, page 9); rebooting takes only 60 to 90
seconds.

Unfortunately, on the night of 25 February,
Alpha Battery at Dhahran had been in uninter­
rupted operation for over 100 hours, a period suf­
ficient for the error to cause loss of tracking of a
target moving as fast as a Scud. As a result, no
defensive missiles were launched against the fatal
Scud attack.2 The following day the modified soft­
ware arrived.

Human-computer interaction

In this category there were 988 plus 'tens' of
deaths. The accidents centring on these problems
are typically 'messier' in research terms than those
which have clear-cut 'technical' issues at their core.
Precisely because they result from problems in
interaction, blame can be a contentious matter.
System designers can see the fault as lying with
operators. These operators, in their turn, some­
times make allegations ofdefective technical func­
tioning of the system, often allegations for which
no decisive evidence can be found, but which can­
not be ruled out a plioli.

These blame-seeking disputes cloud over what
is typically the key point. Many safety-critical sys-
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terns involving computers rely for their safe func­
tioning on the correctness of the behaviour ofboth
their technical and their human components. Just
as failure of technical components is typically re­
garded as a predicable contingency (and guarded
against by duplication or triplication of key parts,
for example), so human failure should be expected
and, as far as possible, allowed for.

Medical

For the sake of convenience, I have divided the
cases of human-computer interaction problems
into five broad categories: medical, military, air,
robot-related, and those involving other auto­
mated plant. The medical case is the most clear-cut.
It is the systematic underdosing in isocentric
radiotherapy for cancer that took place at the
North Staffordshire Royal Infirmary between 1982
and 1991.

In isocentric therapy the system's focal distance
is set at the centre of a tumour and the machine is
rotated so that the tumour is 'hit' from several
different angles. In calculating the required inten­
sity of radiation, it is necessary to allow for the fact
that the distance between the source of the beam
and the skin of the patient will be less than the 100
em standard in forms of radiotherapy for which
each beam is directed not at the tumour but at the
point in the skin overlying it. Ifnot, the patient will
be overdosed.

Prior to computerisation, this correction was
always calculated and entered manually. Unfortu­
nately, this practice continued at the North Staf­
fordshire hospital after a computerised treatment
plan for isocentric radiotherapy was introduced in
1982, because it was not realised that the correc­
tion was already being made by the system soft­
ware. The error was not detected until a new
computer planning system was installed in 1991.
The result was the underdosing byvarious amounts
of around 1,000 patients.

Subsequent investigation (North Staffordshire
Health Authority, 1993) suggests that 492 patients
may have suffered an adverse effect from under­
dosage, of whom 401 had died by mid 1993. How­
ever, radiation therapy for cancer has a far from
total success rate even when conducted perfectly,
and so many of these patients would have died in
any case. As noted above, the clinical verdict was
that the deaths resulting from the error were likely
to be "in the tens rather the hundreds" (Milhill,
1993).

Military

The two military cases are much less clear-cut in
their causes, and their interpretation has been con­
troversial. While patrolling the Persian Gulf in
1987 during the Iran-Iraq war, the US frigate Stark
was struck by two Exocet missiles fired by an Iraqi
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When an Iraqi Exocet missile hit a
US frigate the computer system could
have defined the Exocet as 'friendly'
rather than 'hostile', or it may have
produced a warning which was not
noticed by the operator who had
switched otT the audible alarm

aircraft. Like HMS Sheffield, the Stark was
equipped with computerised systems designed to
detect and intercept such an attack.

The subsequent US Navy investigation focused
mainly on an alleged lack of combat-readiness of
the Stark (Sharp, 1987; Vlahos, 1988); it should be
noted, however, that the United States was at war
with neither party to the conflict, and indeed was
widely seen as a de facto supporter of Iraq. More
particularly, it remains puzzling that while the
Stark's electronic warfare system detected the Iraqi
Mirage fighter, its crew appear not to have re­
ceived a warning from the system about the in­
coming missiles.

Both of the main candidate explanations of this
would lead to the classification of the incident as
computer-related. One possibility is that the sys­
tem may have detected the missiles but had been
programmed to define the French-made Exocet as
'friendly' rather than 'hostile' (this suggestion was
also made in attempts to explain why the Sheffield
failed to intercept the Exocet attack on it, but was
denied by the UK Ministry of Defence). The
Stark's SLQ-32 electronic warfare system "had
Exocet parameters in its software library, but this
software might have been flawed or out of date, a
problem the Navy has admitted" (Vlahos, 1988,
page 65). Another possibility is that the system did
produce a warning, but that this was not noticed by
its operator. The operator had switched off the
audible alarm feature because the system was is­
suing too many false alarms.

In the shooting down the following year of the
Iranian airliner, there is no evidence ofany techni­
cal malfunction of the sophisticated Aegis compu­
terised combat system on board the Vincennes.
Data tapes from the system are entirely consistent
with what in retrospect we know to have been the
true course of events.

It is clear that the crew was operating under
considerable stress. The ship was fighting off sev­
eral fast-manoeuvring Iranian small boats, while
having to turn abruptly at full speed to keep its
weapons engaged on the targets (it had a fouled
gun-mount); such turns cause a vessel such as the
Vincennes to keel sharply. Furthermore, memories
of the surprise airborne attack on the Stark were
still fresh, and there was little time available in
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which to check the identification of the radar con­
tact as a hostile Iranian military aircraft.

However, this accident should perhaps not be
ascribed simply to human error (although the case
for its computer-relatedness arguably remains the
most marginal of the major cases in the data set).
A key role in the mis-identification of the Iranian
airliner as a military threat was played by the per­
ception of it as descending towards the Vincennes,
when in fact it was (and was correctly being ana­
lysed by the Aegis system as) rising away from it.

Stress undoubtedly played a major role in this
misperception. However, the US Navy's report on
the incident suggested that "it is important to note,
that altitude cannot be displayed on the LSD
[Aegis large screen display] in real-time". After the
investigation of the incident, the Chairman of the
Joint Chiefs of Staff recommended

"that a means for displaying altitude inform­
ation on a contact such as 'ascending' or 'de­
scending' on the LSD should ... be examined
... [and] that some additional human engin­
eering be done on the display screens of
AEGIS" (Crowe, 1988, page 8).

More generally, it is noteworthy that it was the
highly computerised Vincennes which mis­
identified the radar contact, while its technol­
ogically more primitive sister ship, the USS Sides,
correctly identified the Iranian aircraft as no threat
(Rochlin, 1991). A possible reason for this is dis­
cussed in the conclusion.

Air

The air incidents are also instances for which there
is no evidence of technical malfunction, but where
problems arose in human interaction with an auto­
mated system. The most recent of them has been
the focus of intense scrutiny because it involved the
first of the new generation of highly computerised
'fly-by-wire' aircraft, the Airbus A320,3 one of
which- crashed in mountainous terrain after an
over-rapid night-time descent in bad weather to
Strasbourg-Entzheim airport.

The possibility that there had been a technical
failure of the A320's Flight Control Unit computer
system was not ruled out by the crash investigators,
but was judged a "low probability" (Sparaco, 1994,
page 30). Instead, their central hypothesis is that
the two-man A320 crew (who both died in the
accident) may have intended to instruct the flight
control system to descend at the gentle angle of3.3
degrees, but by mistake instructed it to descend at
the extremely rapid rate of 3,300 feet per minute.
Although a letter designation on the Flight Control
Unit screen and distinct symbols on the primary
flight displays indicate which mode has been se­
lected, both modes were represented by similar
two-digit numbers (the interface has subsequently
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been redesigned so that the vertical speed mode is
now represented by a four-digit number).

Analysis of the cockpit voice recorder suggests
that "there was limited verbal communication, co­
ordination and crosschecking between the two pi­
lots" (Sparaco, 1994, page 31), whose attention
may have been distracted from their speed of de­
scent by a last minute air traffic control instruction
to change runways and terminal guidance systems.
The carrier operating the particular aircraft in
question had declined to install automated ground
proximity warning systems in its A320 fleet, at least
in part because it believed such systems to give too
many false alarms in the type of operation it con­
ducted, so no warning of imminent impact was
received by the crew.

The cases involving air navigational errors are in
a broad sense similar. Modern long-range civil air
transports and nearly all modern military aircraft
are equipped with automatic navigation systems,
most commonly inertial systems (which are
self-contained, not reliant on external radio sig­
nals). Inertial navigators are now extremely re­
liable technically, perhaps to such an extent that
undue reliance is placed on their output, with other
sources of navigational data not always checked,
and flights sometimes continued under what might
otherwise be seen as overly dangerous conditions.

Yet such automated systems do have vulnera­
bilities. Inertial navigation systems need to be fed
data on initial latitude and longitude prior to take­
off. In civilian airliners inertial navigators are typi­
cally triplicated, to allow the isolation of individual
errors. However, some configurations contain an
override that allows data to be entered simulta­
neously to all three systems instead of individually
to each. Furthermore, ifthe inertial system is to 'fly'
the plane (via an autopilot), details of the requisite
course must also be entered (typically in the form
of the latitude and longitude of a set ofway-points,
and often as a pre-prepared tape cassette) and the
correct 'connection' must be made between the
inertial system and the autopilot.

The most notorious of the resulting incidents is
the 1983 episode when a Korean Airlines airliner
strayed into Soviet airspace and was shot down.
The reasons for it over-flying Soviet territory at­
tracted much speculation, and some lurid conspir-

While robot-related accidents have
attracted considerable interest, there
has been much less attention to fatal
industrial accidents involving other
kinds of automated plant, although
the latter appear likely to be
considerably more numerous
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acy theories, at the time. Data tapes from the
airliner released recently by Russia, however, seem
to point to a simple, undetected mistake: the air­
craft's autopilot was connected to its compass
rather than to the inertial navigation system. The
aircraft therefore followed a constant magnetic
heading throughout its flight rather than the in­
tended flight plan.

Robot-related

The robot-related deaths in the data set seem to
manifest a common pattern, one also to be seen in
non-fatal robot-related accidents, on which, un­
usually, considerable data is available. The key risk
posed by robotic systems, in contrast to more con­
ventional industrial machinery, is that the move­
ments of the latter are typically repetitive and
predictable, with danger points being obvious,
while robot motion on the other hand is much less
predictable (see, for example, Altamuro, 1983). A
robot may suddenly start after a period of inactivity
while internal processing is going on; the direction
of movement of a robot 'arm' may suddenly
change; all points in a robot's 'work envelope' (the
three dimensional space which it can reach) are
potentially hazardous.

Deaths and other serious accidents involving
robots are nearly always because a worker is pres­
ent within the envelope of a powered-up robot.
Often, the worker is struck from behind and is
pushed into another machine or against a fixed
obstacle.

Workers are typically instructed not to enter the
envelopes of powered-up robots, so it is tempting
to ascribe all such accidents to 'human error' alone.
But to do this would be to miss several points. First,
the human error involved is an entirely foreseeable
one, and so one that should be anticipated in sys­
tem design. Second, in some early installations no
barriers were present to inhibit workers from en­
tering the envelope, and training was sometimes
inadequate.

Third, there is little reason to think that workers
enter robot envelopes gratuitously. They may, for
example, be cleaning or attending to some small
snag in the robot installation. It may be that there
are pressures in the situation, such as to maintain
productivity, that encourage workers to do this
without switching off the power supply.

Fourth, some fatal accidents have occurred
when a worker did indeed switch off power to the
robot, but it was switched back on inadvertently by
himself or another worker while he was within the
robot envelope. Installation design could, at least
to some extent, guard against this happening.4

Other automated industrialplant

While robot-related accidents have attracted con­
siderable interest, there has been much less atten-
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tion to fatal industrial accidents involving other
kinds of automated plant, although the latter ap­
pear likely to be considerably more numerous. A
particularly dangerous situation (as occurred in
three of the five UK fatalities identified by Ed­
wards) arises when workers enter or reach into the
automated plant when it has stopped but is still
powered-up, and so can be restarted by sensors,
control system faults or signals from other loca­
tions (Edwards, no date, page 7).

As in the robot case, accidents of this type
should not be disregarded as mere gratuitous and
unpredictable 'human error'. The two systematic
studies which I have been able to locate (Vautrin
and Dei-Svaldi, 1989 and Edwards, no date) both
suggest that accidents with automated plant typi­
cally involve inadequate system designs which
make some necessary work activities - such as
finding and rectifying faults, adjusting workpieces
and, especially, clearing blockages - dangerous.

Sometimes there is deficient guarding or defects
in isolation systems. Other dangers arise from hav­
ing a process 'stop' device which halts the machine,
but does not isolate it: the resultant accidents are
far from unpredictable. More generally, accidents
involving unsafe systems of work typically point to
organisational, rather than individual, failings. For
example, the maintenance electrician killed in Bri­
tain in 1988 by unexpected movement of an auto­
matic hoist was reportedly "expected to maintain a
system which had been supplied without an inter­
locked enclosure, and without any form of opera­
ting or maintenance manual" (Edwards, no date,
page 26).

Conclusions

How safe are computers?

The data presented here are clearly insufficient for
any quantitative measure of levels of risk associ­
ated with computer systems. For that to be
possible, we would need to know not just numbers
of accidental deaths, but also levels of 'exposure':
total usage of computerised radiation therapy ma­
chines; total passenger-miles or hours flown in
fly-by-wire aircraft or planes reliant on inertial
navigators; total hours of work spent in proximity
to industrial robots or close to automated plant;
and so on. I do not possess this data, nor am I sure
that the aggregate result of such an exercise would
be meaningful: the risks involved in such different
activities are scarcely commensurable.

Furthermore, even the crudest quantitative as­
sessment of the benefits and dangers ofcomputeri­
sation would also require data on the risks of
analogous activities conducted without the aid of
computers. In limited spheres such as radiotherapy
and (perhaps) civil aviation the comparison might
be an interesting research exercise,S but often it is
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impossible. For example, effective defence against
ballistic missiles without the aid of computers is
hard to imagine; there is therefore simply no com­
parator case.

So I can answer the question ofthe overall safety
of computer systems in only the crudest sense: the
prevalence of computer-related accidents as a
cause of death. In that sense, a total of no more
than around 2,000 deaths so far, world-wide, is
modest. For example, in 1992 alone, there were
4,274 deaths in the UK in road traffic accidents
(Smithers, 1993). By comparison, computer­
related accident has, up until now, not been a major
cause of death.

Nevertheless, there are no grounds here for
complacency. In the context of activities with a
generallyexcellent safety record, such as scheduled
air transport, even a small number of major acci­
dents becomes most worrying. In addition, deaths
are sometimes only the visible tip of what can be a
much larger 'iceberg' of serious injuries, minor
injuries and 'near misses'.

This is, for example, clearly the case for acci­
dents involving robots and other forms of auto­
mated plant. Edwards's data set (Edwards, no
date), for example, contains 14 major injuries, and
40 minor ones, for each fatality. 6 These multipliers
would probably be smaller in other sectors, notably
air travel,7 but there have clearly been a substantial
number of computer-related injuries to add to the
total of fatalities. Furthermore, even a cursory
reading of 'risks' reports in Software Engineering
Notes leaves one convinced that the number of
'near misses' is likely to be considerable.

We are dealing here with a relatively new prob­
lem, for which the record of the past is unlikely to
be a good guide to the future, since the incidence
of computerisation, its complexity and its safety­
criticality seem to be increasing rapidly (see, for
example, Rushby, 1993, pages 127-128).

True, an unequivocal trend in time in the data
set cannot be established: the numbers of deaths
are dominated too much by the three incidents in
1979, i983 and 1988 in each of which over 200
people were killed. It is, however, striking that
there is no well-documented case of a computer­
related accidental death before 1978. Of course,
that may to some degree be an artefact of the
reporting system: 'risks' reports in Software Engin­
eering Notes were only beginning then. But atten­
tion to the problem of computer safety goes back
at least to the late 1960s (Pelaez 1988), and so it
seems unlikely that there can be large numbers of
deaths prior to 1978 that have gone unrecorded in
the literature.

Need for systeJnatic data collection

The attempt to conduct an exercise such as this,
quickly reveals the need for systematic data collec­
tion about computer-related accidents. There are
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occasional pieces of excellent scientific detective
work, such as Skeel's (1992) uncovering of the
precise role of rounding error in the Dhahran inci­
dent, a role not fully evident even in the otherwise
useful report by the General Accounting Office
(1992). There is one superb detailed case-study:
Leveson and Turner's (1992) investigation of the
Therac-25 accidents. There are also 'islands' of
systematic data on particular sectors, such as Ed­
wards' (no date) noteworthy study of accidents on
computer-controlled plant in Britain.

The RISKS Forum and Software Engineering
Notes, however, remain the only cross-sectoral,
international database. Remarkable and com­
mendable efforts though they are, they are no
substitute for properly-resourced, official, syste­
matic data collection.

A large part of the problem is the diversity of
regulatory regimes which cover safety-critical com­
puting. By and large, computer use is covered by
the regulatory apparatus for its sector of applica­
tion, apparatus which normally will predate digital
computer use in that sector, and which will natu­
rally be influenced strongly by the history and spe­
cific features of the sector.

Yet there is a strong argument that the introduc­
tion ofdigital computers, or ofprogrammable elec­
tronic devices more generally, introduces relatively
novel hazards which have common features across
sectors. Software-controlled systems tend to be
logically complex, so operators may find it difficult
to generate adequate 'mental models' of them.
Their complexity also increases "the danger of
their harbouring potentially risky design faults",
and

"the largely discrete nature of their behaviour
... means that concepts such as 'stress',
'failure region', 'safety factor', which are basic
to conventional risk management have little
meaning" (Randell, 1989, page 21).

Digital systems are characterised by the

"discontinuity of effects as a function of
cause. There is an unusual amplification of
the effects of small changes. Change of a
single bit of information (whether in a pro­
gram or data) can have devastating effects"
(Neumann, 1988, page 3).

Installing programmable systems in duplicate or
triplicate offers only limited protection, since soft­
ware or hardware design errors can be expected to
produce 'common-mode failures' which manifest
themselves in each system simultaneously. Even
installing different systems may be less of a protec­
tion against common-mode failure than might be
imagined, because in some cases the individual
programs produced by separate programmers can
still contain "equivalent logical errors" (Brilliant,
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There is evidence that the existence
of independent data-gathering
systems makes systems safer,
especially when data is on 'incidents'
as well as 'accidents', on a no-fault
and confidential basis, and results
are well publicised

Knight and Leveson, 1990, page 238).
If this is correct (and amongst the cases

presented here some of these phenomena can be
found8), the risks associated with computer sys­
tems can be expected to have generic, technology­
specific features as well as sector-specific,
application-specific ones. It could thus be that a
great deal of important information is being lost
through the partial and predominantly intra­
sectoral nature of current information gathering.

Nor is this simply a matter of the need for an
empirical basis for research. There is evidence
from other areas that the existence of independent
data-gathering systems in itself makes systems
safer, especially when data is collected on 'inci­
dents' as well as on actual 'accidents', and when the
data-gathering is on a no-fault and confidential
basis (to reduce to a minimum the motivations to
under-report), and when results are well publicised
to relevant audiences. The incident-reporting sys­
tem in civil air transport is a good example (Perrow,
1984).

The British Computer Society has recently
called for a system of registration of safety-related
computer systems with mandatory fault reporting.
Such a system would be an important contribution
to improving the safety of such systems as well as a
valuable basis for research (BCS Safety Critical
Systems Task Force, 1993).

The technical and the hUlnan

Computer-related accidental deaths caused solely
by technical design flaws are rare. The fatalities in
the data set resulting from human-computer inter­
action problems greatly outnumber those from
either physical causes or software errors. True,
some of the 'interaction' cases may perhaps mask
software error or hardware faults, but, on the other
hand, one of the cases of software error, and some
of those of physical causes, also have 'interaction'
aspects.

For instance, the cause of the Dhahran deaths
was not just the omitted call to the time conversion
subroutine: assumptions about how the system
would be operated in practice, and delays in the
arrival of the corrected software, were also crucial.
Leveson and Turner (1992, pages 37-38) argue
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that even in the Therac-25 deaths -whose cause
was perhaps the closest in the well-documented
cases in this data set to a 'pure' technical fault ­
software error "was only one contributing factor".
They argue that organisational matters, such as
what they regard as inadequacies in the procedure
for reporting and acting upon incidents, were also
important.

Indeed, multi-causality may be the rule rather
than the exception. More computer-related ac­
cidental deaths seem to be caused by interactions
of technical and cognitive/organisational factors
than by technical factors alone: computer-related
accidents may thus often best be understood as
system accidents (Perrow, 1984). In the absence, in
many cases, of the depth of understanding now
available of the Therac-25 and Dhahran deaths, or
of the systematic coverage of Edwards' (no date)
studyof industrial accidents, this hypothesis cannot
be verified conclusively, but such data as are avail­
able make it plausible.

There is, however, another worrying category of
accident: that ofunimpaired technical operation of
the system, as far as we can tell, and yet disastrous
human interaction with it. Contrasting the Vin­
cennes's erroneous identification of its radar con­
tact and the Sides's correct one, Rochlin (1991)
argues that intensive computerisation can result in
a changed relationship ofhuman beings to technol­
ogy, and his argument has wider implications than
just for the analysis of this particular incident.

In a traditional naval vessel or aircraft, human
beings playa central role in processing the inform­
ation flowing into the vehicle. By contrast, as com­
puterisation becomes more intense, highly
automated systems become increasingly primary.
Ultimate human control- such as a human deci­
sion to activate the firing mode of an automated
weapon system - is currently retained in most
such systems.9 But the human beings responsible
for these systems may have lost the intangible cog­
nitive benefits that result from themselves having
constantly to integrate and make sense of the data
flowing in.

In such a situation, danger can come both from
stress and from routine. Under stress, and pressed
for time, the human beings in charge of automated
military systems cannot be expected always to ask
whether the situation they face is one "the elabor­
ate control system in which they were embedded,
and for which they were responsible" was designed
to meet. We should not be surprised if sometimes
they act out "the scenario compatible with the
threat the system was designed to combat" (Roch­
lin, 1991, page 119). Nor should we be surprised if,
after hundreds or thousands of hours' experience
of flawless functioning of automated equipment
such as inertial navigators, pilots or other oper­
ators start to trust that equipment too much, and,
for example, fail to check other information avail­
able to them.
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To make computer systems safer, we need to
address not merely their technical aspects, but also
the cognitive and organisational aspects of their
'real world' operation. The psychologist and org­
anisational analyst have to be involved in this effort
along with the computer scientist.

If this does not happen, there is a risk that purely
technical efforts to make computer systems safer
may fail. Not only are they addressing only part of
the problem, but they may conceivably even in­
crease risks, through their effect on beliefs about
computer systems. There is a danger of what sev­
eral contributors to Software Engineering Notes
have called the 'Titanic effect': the safer a system
is believed to be, the more catastrophic the acci­
dents to which it is subject.

Self-negatingprophecies

Although this article has focused on the risks of
computerisation, it is of course necessary to bear
in mind the latter's very considerable benefits. The
application ofcomputer systems clearly offers con­
siderable economic advantages. In some applica­
tions, it may also be beneficial environmentally, for
example in reducing aircraft fuel consumption.
There are, furthermore, already examples of pro­
grammable electronic systems whose safety rec­
ords, in extensive practical use, are impressive (see,
for instance, Rushby, 1993).

In many contexts, computer use can enhance
human safety, for example in automating the most
dangerous parts of industrial processes or in pro­
viding warning of potentially dangerous situations.
Wisely used, relatively simple forms of automation,
such as ground-proximity warning systems on air­
craft, can potentially save many lives: the dominant
form of death in scheduled air travel is now the
CFIT (controlled flight into terrain) accident,
when a technically unimpaired aircraft neverthe­
less crashes (Nordwall, 1993).10

There is thus every reason for optimism: with
good research, careful regulation and intelligent
application, the computer's risk-benefit account
can be kept positive. However, it is also worth
noting that the relatively modest number so far of
computer-related accidental deaths, particularly
the small number caused by software error, is in
one sense puzzling. For, while computer systems
appear empirically to be reasonably safe, there are,
as noted above, grounds for regarding them as
inherently dangerous:

"A few years ago, David Benson, Professor of
Computer Science at Washington State
University, issued a challenge by way of sev­
eral electronic bulletin board systems. He
asked for an example of a real-time system
that functioned adequately when used for the
first time by people other than its developers
for a purpose other than testing. Only one

Science and Public Policy August 1994



candidate for this honor was proposed, but
even that candidate was controversial ... As a
rule software systems do not work well until
they have been used, and have failed re­
peatedly, in real applications." (Parnas et aI,
1990, page 636).

The reason for this apparent paradox (an error­
ridden technology that nevertheless has a reason­
ably good safety record in practice) is almost
certainly conservatism in design: "restraint ... in
introducing [computers] into safety-critical control
loops" (Leveson, 1992, page 1), and "defence-in­
depth" - hardware interlocks, back-up systems,
and containment devices which reduce the impact
of computer failure.

If this is correct, we have an interesting case of
a self-negating prophecy. I have already noted one
side of this: that to the extent that we (operators
and users) start to believe the computer to be safe
(completely reliable, utterly trustworthy in its out­
put, and so on), we may make it dangerous. Here
is the prophecy's other side: that up until now we
(in this case, system designers rather than users)
have generally believed the computer to be dan­
gerous, and therefore have fashioned systems so
that it is in practice relatively safe.

Those who work in this field, therefore, have a
narrow path to tread. They must do the necessary
research to make computer systems safer, and en­
sure that the results of this research are well im­
plemented, bearing in mind that much of the
problem is not technical, but cognitive and organ­
isational. At the same time, they must do nothing
to encourage complacency or over-confidence in
the safety ofcomputer systems. To make computer
systems safer, while simultaneously keeping alive
the belief that they are dangerous: that is the para­
doxical challenge faced by the field of computer
system safety.

Notes

1. Floating-point representation is the analogue of the normal
'scientific' representation of, for example, 1,245,000, for
example, as 1.245 times 106

. There is a fascinating 'politics'
of binary floating-point representation (MacKenzie, 1993),
which, however, need not detain us here.

2. The main uncertainty in this case is whether a successful
interception would have taken place had defensive missiles
been launched: the US Army claims only a 70% success rate
in interceptions of Scud attacks on Saudi Arabia, and critics
(such as Postol, 1991-92) have alleged that the true success
rate was substantially lower than that. However, a near miss
that did not destroy or disable the Scud warhead might
nevertheless have deflected it.

3. There were two other A320 crashes prior to the end of 1992:
at Habsheim in A1sace in 1988 (3 deaths) and near Bangalore
in India in 1990 (92 deaths). Their interpretation, especially
that of the former, has been a matter of dispute (Mellor (1994)
argues that both should be seen as computer-related, primar­
ily in an 'interaction' sense). In particular, it was suggested in
the report of the official enquiry into the Bangalore crash that
the aircraft's pilots may have had undue confidence in the
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capacity of an automated protection facility ('alpha-floor',
triggered by the angle between the aircraft's pitch axis and
the air flow) rapidly to bring their aircraft back to a safe
condition. Generally, though, the case for the computer-re­
latedness of these accidents seems to me to be weaker than
in the Strasbourg crash, and therefore only the latter is
included in the data set.

4. The official investigation of the sole reported US robot-related
fatality speculates about a further possible factor: that
workers may perceive robots as "something more than
machines" and may "personalise" them. Thus the worker in
this case had nicknamed his robot 'Robby'. Theysuggestthat
"this personalisation maycause the worker's mind to be more
focused on the 'teamwork' with the robot rather than upon
relative safety issues" (Sanderson et aI, 1986, page 20).

5. Although comparing like with like is clearly difficult. Compu­
ters are now so central to modern long-range civil aviation
that the comparison would in effect be of two different epochs
in the history of flight.

6. Major injury includes, for example, "amputation of a joint of
a finger, fracture of any bone in the skull, spine, neck, arm or
leg (but not in the hand or foot) and a penetrating or burn
injury to an eye". Minor injury is one which is not (in this
sense) major but which causes "a person to be incapable of
doing his normal work for more than 3 consecutive days"
(Edwards, no date, page 3).

7. The overall ratio of non-fatal serious injuries in air travel to
fatalities seems typically to be less than one (Oster etaI, 1992,
page 23).

8. For example, the North Staffordshire radiation therapy inci­
dent involved an incorrect mental model of a computerised
system. In the Therac-25 case an error hidden amongst the
logical complexity of even only modestly large software
manifested itself not in gradual deterioration of performance
but in a sudden and fatal switch in mode of operation. In the
Dhahran incident a tiny cause (an uncorrected rounding error
of a ten-thousandth of a percent) led to system failure.

9. In defence against ballistic missiles, firing is generally auto­
matic because of the extremely limited decision time
available.

10. Although the general point about over-confidence applies
here too: wise use would involve measures to make sure that
pilots do not rely exclusively on ground-proximity warning
systems to avoid CFIT accidents!
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