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flu ence on my career and along with Dr. Root is deserving of my fondest
memories, respect, and gratitude. Other professors deserving mention here
are Philip Vogt, whom I consider the finest professor I had during my under-
graduate years, and Pete Kuchel who taught me a great deal about criminol-
ogy and juvenile delinquency. Professor Vogt was a masterful and inspiring
teacher of social problems, and minority and ethnic group relations. “Pete”
as his students called him, possessed an amazing sense of humor, while offer-
ing a practical and experienced-based approach to the study of criminology
and criminal justice.
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PREFACE

T he Sociology of Deviance: Differences, Tradition, and Stigma, Second Edition,
remains essentially the same in overall organization and chapter layout

and titles. New to the book is updated data and facts from empirical research
and government and agency reports.  Some information in most chapters
was retained from the first edition if it was deemed still relevant and inter-
esting. The definition of deviance has been modified to be more in line with
standard understandings of the term which frequently describe deviance as
violations of social norms. The word “differences” remains part of the defin-
ition and implies differences in attitudes, lifestyles, values, and choices that
exist among individuals and groups in society. The concept of deviance  is
no longer treated as a label in itself, also placing the definition of the term
more in alignment with its standard usage. The title of the book is the same
as the first edition. “Tradition” still implies the book covers areas that have
long been addressed in deviance texts such as addictions, crime, and sexual
be haviors, to name a few. “Stigma” is in honor of Erving Goffman, a giant in
the discipline of sociology who has much to offer to the study of deviance.
“Differences” was explained above. In addition, every attempt has been made
to respond to comments from colleagues and students concerning text con-
tent and writing style. Chapters still include “In Recognition” or comments
that honor scholars whose research and professional interests are related to
the chapters under study.  Case studies are once again included in the chap-
ters, generally in the beginning with some inserted into other parts of the
chapters. Revising books offers challenges that involve decisions of what is
to be added, changed, maintained, and deleted from previous editions. Such
was the case with this effort. As alluded to earlier, the scope of this edition
remains similar to the first edition with modifications found in every chapter. 

RJF
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Section 1

BACKGROUND





Chapter 1

THE NATURE OF DEVIANCE

CASE STUDY: THE HUTTERITES

Occasionally, societies experience the settlement of successful communal
organizations, or subcultures. Over the years, the United States has

seen the emergence of numerous communes, and to this day, few exist. How -
ever, several communal organizations have survived and even flourished.
One such group is known as the Hutterites, one of three Anabaptist religious
communes with origins in central Europe who immigrated to North America
in search of religious freedoms during the nineteenth century. Most of the
30,000 Hutterites in North America reside in Canada, and some communes
dot the plains of the north central states, such as North and South Dakota.

The Hutterites are an agricultural-based society which partially explains
their success and durability. With total focus and in-depth attention of each
commune on farming as the major economic mode of production, the com-
munes are well-known for their successful harvests and acquisition of ade-
quate financial resources and security. Notwithstanding, one of the most
important values of the Hutterites is communal ownership of wealth as op -
posed to individual hoarding of wealth, power, and income. In this respect,
the Hutterites have been referred to as the “Christian Communists of Canada.”

The Hutterites adhere to rigid understanding of the Bible, meaning they
interpret it literally. From this derives all of the values and practices so deeply
followed by the group, including traditional sex roles and corporal punish-
ment for misbehaving children. In respect to traditional sex roles, the Hut -
terites maintain sex role segregation relative to work, family structure, and
power in the communes. Men undertake physical labor associated with farm-
ing and other outside-type chores, while women cook, sew, shop, and take
on the primary responsibilities of child-rearing. In addition, Hutterite male
and female dress reflects their strong preoccupation with avoiding sins of the

5



6 The Sociology of Deviance

flesh, since women wear long dresses that reveal no skin, and they wear head
coverings. Male dress is also conservative and like that of women does not
vary from man-to-man. All of this spills over to male leadership in each com-
mune, where elected male elders make the major business and religious deci-
sions. Women in essence are in the background and are not allowed an equal
status with men.

Although there is evidence of change, most Hutterite communes stress
education up to but ending with high school. Mastery of the three “r’s,” read-
ing, writing, and arithmetic is the focus of Hutterite education, along with
Hutterite religious and cultural education. Some modern communes allow
gifted individuals to matriculate to college, but this is rare. Experiencing the
outside world does occur with Hutterites especially when they go into neigh-
boring towns on business, but to encourage the young to attend college is
seen by most Hutterites as a threat to their traditions and lifestyles. Attending
colleges or universities would expose young Hutterites to the very issue of
greatest concern for their salvation: sins of the flesh. What is more, Hutterite
youth might be more likely to leave the life once they found more about the
outside world, its opportunities, and many diversions.

Hutterite life appears simple and uncomplicated. Dress style is the same
for men and for women, and homes do not allow pictures on the walls, even
pictures of flowers or mountains, because once again this is considered world -
ly and antithetical to Hutterite interpretation of the Bible. So day by day,
year after year, Hutterite life and culture remain essentially unchanged, cen-
tered around religious dogma, farming, and a quiet, peaceful existence.

Deviance Defined

Consider this for a moment: a way of life in twenty-first century America
that embraces sex role inequality, and communal as opposed to individual
acquisition of wealth. Add to this a very strict adherence to the bible and liv-
ing miles away from the modern social world with no televisions, radios, DVD
players or IPods. The questions for you may be “what do I make of this” and
“would I trade places with the Hutterites” (or would they switch lifestyles
with us?).

Our first impression may be that the Hutterites are weird or strange, or
just not with it. We may even question their mental health. However, we are
reminded that they have chosen to live a much secluded way of life, one rem-
iniscent of the nineteenth century. This type of example is the essence of the
study of deviance since sociologists interested in this field often find them-
selves studying people and lifestyles much different than what most of us have
experienced, or ever will experience. The study of deviance includes the
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study of differences or what may not be ordinary or common in society. In
this book. the definition of deviance presented is atypical of those found in
other similar texts. The definition offered here is “deviance involves the vio-
lation of social norms and encompasses the differences in behaviors, values,
attitudes, lifestyles, and life choices among individuals and groups.” For ex -
ample, the religious-based communal organization the Hutterites posseses a
different lifestyle than members of 1960s communes that practiced free love
and the use of illict drugs. Both organizations are uncommon in contempo-
rary American society and embrace behaviors that are in contrast to impor-
tant societal norms and values. And historically the Hutterites have practiced
traditional gender roles, a value that has long parted ways with many Ameri -
cans. The majority of communes that engaged in free love and embraced “do
your own thing” withered away several decades ago and even then were often
perceived as being in violation of strongly held American beliefs and values.

Multiple Definitions of Deviance

Listed below are definitions of deviance that have been offered over the
years. These are presented here for the purpose of contrast, with each other
and with the definition to be employed in this text. The definitions are those
that were developed by major scholars in the study of deviance.

Ronald Akers: We consider here only behavior which deviates in a disap-
proved direction. More specifically, attention is directed primarily to instances
of disapproved behavior considered serious enough to warrant major societal
efforts to control them, using strong negative sanctions or treatment-corrective
techniques. (1977: 11)
Howard S. Becker: The deviant is one to whom the label has successfully been
applied; deviant behavior is behavior that people so label. (1963: 9)
Kai T. Erickson: Deviance is not a property inherent in certain forms of behav-
ior. It is properly conferred upon these forms by the audiences which directly or
indirectly witness them. (1962: 308)
Robert K. Merton: . . . deviant behavior refers to conduct that departs signifi-
cantly from the norms set for people in their social statuses. (1966: 805)
John Kitsuse: Forms of behavior per se do not differentiate deviants from non-
deviants; it is the responses of the conventional and conforming members of the
society who identify and interpret behavior as deviant which sociologically trans -
forms persons into deviants. (1962: 253)
John A. Humphrey: In short, the process of defining behaviors as deviant or
not, and the public response to the act and the actor established a boundary be -
tween acceptable and unacceptable behavior in a given society. Norms and val-
ues have been established; social organization and culture have been defined.
(2006: 6).
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Marshall B. Clinard and Robert F. Meier: Deviance constitutes departures
from norms that draw social disapproval such that the variations elicit, or are
likely to elicit, if detected, negative sanctions. (2004: 6)
Alex Thio: Deviant behavior, we may say, is any behavior considered deviant
by public consensus, which may range from the maximum to the minimum.
(2013 : 12)

Commonalities Across the Definitions

Although the above definitions of deviance are different from one anoth-
er, there are some striking similarities among them. First, there is concern for
behavior, or behavior that departs from social norms, or societal approved
ways of doing things. Of course, in the study of deviance, something must be
earmarked in order for there to be purpose to the field of study, and this is
usually behavior. Second, several authors use the words “applied,” “con-
ferred,” and “transforms” as indication that those considered deviant become
so through social processes and communication. In these definitions there is
an almost mystical or religious conversionary notion, in as much as the
deviant is “anointed” as such by others, for whatever reasons. Third, societal
reaction emerges from the definitions through use of phrases or words such
as “label,” “control,” “social disapproval,” and “sanctions.” The implication
here, and it is ubiquitous among students of deviance, is that much of what
is considered deviant is about reaction, or recognition of behaviors that stand
out and are annoying, disturbing, and even threatening to people.

Student Definitions

For years the author of this text has asked students enrolled in his de -
viance classes to offer their own meanings of deviance. Normally this is done
as an “ice breaker,” and as the opening activity in the class. Listed are some
of these definitions and they are unedited, meaning they are presented as
given in class.

• Any form of behavior that is not socially, culturally or economically
accepted.

• Deviance is an action that is consider not acceptable to society.
• Deviance is anything a person can do that another sees as wrong.
• Any behavior outside the social norm.
• What you do when you want to be out of the ordinary—mix things up.
• Any thought, behavior, or action that is immoral or lawful.
• Immoral and unethical actions against norms of society.
• Any behavior that can potentially be harmful.
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• An act a person commits that a society reacts to negatively.
• Acting as a rebel.

Students quite often define deviance in terms of violations of social norms,
and they also see deviance as representing immorality. However, as a semes-
ter evolves, quite often students will broaden their horizons, implying they
understand the meaning of deviance from multiple perspectives.

Models of Deviance

Deviance can be conceptualized in a number of ways, and two such con-
ceptualizations are presented in this section. The first is a model developed
by Alex Thio, a leading contemporary scholar in the study of deviance. The
second model was developed by Ruth Shonle Cavan some decades ago, and
is a model designed to apply to juvenile delinquency. Cavan’s bell-shaped
curve method of understanding delinquency is adaptable to the study of de -
viance.

Alex Thio (2013) has posited an idea that divides the way sociologists study
deviance into two distinct categories: the positivist and constructionist per-
spectives. Thio’s conceptualization is both interesting and instructive in that
it sheds significant light on the challenges involved in defining deviance, as
well as issues involved in the ways that sociologists go about studying deviant
behavior.

The positivist perspective owes its origins to early sociology, and assumes
a scientific stance to understanding deviance. From this perspective, devi -
ance can and must be examined and understood using the research methods
available to social scientists, such as field and survey research. Positivists
argue (when studying deviance) that it is the responsibility of sociologists to
discern the causes and consequences of deviant conduct. The positivist per-
spective has three elements or parts: absolutism, objectivism, and determin-
ism. Absolutism means deviance is real in the social world; the behavior does
exist and is worthy of study. Using an example, if marijuana smoking is a
topic to be studied, the person doing the research may not question whether
or not it’s deviant: he or she just goes on and studies it. Objectivism is an old
idea of science, involving the notion that behavior is observable, or measur-
able. In other words, if it can be sensed, it can be studied. Determinism is
understood to mean deviance has causes that must be unraveled, requiring
the development of theories that explain the deviant behavior (2013, 4–7).

The constructionist perspective takes a very different, if not diametrical-
ly opposite position as that just discussed. This conceptualization assumes the
position that nothing is deviant unless it is defined as such, or nothing in-and-
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of-itself is deviant. Thus using the marijuana example from before, construc-
tionists argue that smoking pot is only illegal or deviant because it has been
defined that way and, in short, some people clearly do not lend it approval.
Similar to the positivist perspective, constructionism has three elements: rel-
ativism, subjectivism, and voluntarism. Relativism concerns labels and label-
ing. It is the notion that individuals become labeled by others, with the labels
originating from definitions or connotations of deviance developed in soci-
ety. Consequently, the marijuana smoker who gets caught smoking pot or is
known to be engaged in the use of the drug may become labeled as a de -
viant. Subjectivism is the opposite of objectivism, and implies that the way to
knowing the social world comes from immersing oneself in it; therefore if a
social scientist wanted to understand marijuana smoking, this would entail
the need to be in the presence of those smoking pot. There is an underlying
assumption and it is for that sociologists to truly capture all that encompass-
es the act of smoking marijuana—the behaviors, values, attitudes, and inter-
action surrounding the use of the drug—then it is imperative they be on the
scene observing and documenting the actual behavior. Voluntarism implies
deviant behavior is derived from the conscious decisions (free will ) by indi-
viduals to engage in the behavior, and is the idea there are no causes of de -
viance, meaning, if you or I become deviant, it was our decision to do so.
Many people say they smoke pot to reduce stress, or as a result of peer influ-
ence. Not necessarily say the constructionists. Smoking marijuana is a per-
sonal decision that is derived from a conscious decision to do so, minus any
causes (2013, 7–10).

Over five decades ago, Ruth Shonle Cavan (1961) developed a model to
explain juvenile delinquency that is quite applicable to understanding de -
viance. Cavan took the bell-shaped curve and divided it into seven areas,
each one representing some degree of behavior related to delinquency. As
you can see in Figure 1.1, the middle area “D” is that of normal conformity,
and does not involve delinquent behavior. Moving to the left, the behavior
is negative, and the areas further left represent more serious delinquency.
Moving right from area “D,” the behavior is positive, and becomes more so
the further right one goes, and both ends of the bell-shaped curve are con-
sidered contraculture, or points of no return, and in the jargon of criminolo-
gists include individuals who are incorrigible, or who will not change. Those
furthest left (Area A) would be serious juvenile offenders, for which there is
little hope, and those on the far right (Area G) are more like saints, but also
are mired in a state of inflexibility, or never expected to change. Close in -
spection of Figure 1.1 shows dotted lines that separate the seven areas. This
is important since it implies that people drift from one area to another, and
most return back to area “D.” Solid lines would indicate that passage across
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the seven areas was infeasible, and would signify once crossing the lines
deviance would become a permanent status.

However, the human condition is malleable, and just because some 14-year-
old decides to steal a car once does not mean he or she is on the path to a
career in deviant behavior. On the contrary, the time spent in area “B” would
most likely be short-lived, with eventual reentry back into area “D” (1961:
243–258).

Ruth Shonle Cavan’s concept of the contraculture is applicable to under-
standing deviance. Area “D” can still be referred to that as normal confor-
mity; however, the labels for the other areas now change. For example, minor
underconformity becomes minor deviance, and extreme under conformity is
now extreme deviance (and the same logic applies to the “positive” side of
the curve). The extremes on the curve still remain contracultures and for all
areas the examples change to reflect the focus on deviance.

What should stand out with the revised Cavan model is not only the mal-
leability of the human condition, but also the vitality involved with deviant
behavior. Most of us the majority of the time exist within area “D,” but every
now and then we drift into one of the other places on the curve, most likely
areas “C” or “E.” But this does not mean we live a life of deviance. Instead,
it implies we are human beings who occasionally engage in deviance, both
negative and positive. Millions of Americans have smoked marijuana and

Contraculture Extreme Minor Under- Normal Minor Over- Extreme Contraculture
(delinquent) Undercon- conformity Conformity conformity Over (extreme

formity formity goodness)

Figure 1.1. Ruth Cavan’s Delinquency Model.
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have had extramarital relationships. However, the great majority of people
who smoke pot have done so no more than six times, and most individuals
who have affairs do not make a habit of it. This conjures up an important
piece of the deviance puzzle, and that is labeling. Smoke marijuana 500
times in your life and never get caught, and guess what? You may escape the
label “marijuana user.” Smoke it once and get caught, and guess what? Well,
let’s leave that as an rhetorical question. Cavan’s model is simple, yet pow-
erful, conveying an important message, which is as human beings we may
experiment as we go through life, and this experimentation may involve
behaviors perceived to exist outside socially acceptable norms.

For most of us, the experimentation is short-lived, but if detected can have
life-changing consequences.

Case Study: The Gangster Disciples

In the United States there are approximately 28,100 active gangs (National
Gang Center, 2013). The great majority of these gangs are no more than

A = Contraculture
B = Extreme Negative Deviance
C = Minor Negative Deviance
D = Conformity
E = Minor Positive Deviance
F = Extreme Positive Deviance
G = Contraculture

Figure 1.2. Ruth Cavan’s Model Applied to Deviance.
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youth street gangs (Franzese, Covey, & Menard, 2006) but some are super
gangs with membership into the thousands (National Gang Crime Research
Center, 2006). One such mega gang is the “Gangster Disciples” (GDs), who
in Chicago alone number 30,000 members. Formed during the 1960s, the
GDs have spread to 35 states and have amassed significant financial re sources
through drug trafficking. One of the founders of the GDs, Larry Hoover, was
serving a 200-year sentence at Joliet State Prison in Illinois for a gang-relat-
ed murder committed in 1973 but has since been transferred to the federal max -
imum correctional facility in Florence, Colorado after being convicted on
fed eral charges, including drug conspiracy and extortion. In addition to the
reasons for his incarceration, it is rumored that for years Hoover managed to
run the GDs and its criminal enterprises from his prison cell (National Gang
Crime Research Center, 2006). Through just half of 2012, the Gangster Dis -
ciples were suspected of involvement in more than one quarter of Chicago’s
400 homicides (Gorner, 2012). 

Critical to the GDs are its symbols that take on particular importance to
sociologists. The major symbol of the GDs is the six-pointed Star of David
and moving clockwise, the points on the star stand for love, life, loyalty,
knowledge, wisdom, and understanding. The common citizen may mistake
the points to stand for something much different, such as blood, violence,
mayhem, and so forth, thus the significance of the symbol not only for the
gang, but for sociologists. Sociologists frequently examine the symbolic world
of culture, attempting to understand the meanings behind symbols, and the
ways people relate, interpret, and react to the symbolic life of the group
under study. It is possible to understand the six-pointed Star of David in
Durkheimian terms, as a source of social solidarity and unity among a very
large and diverse criminal organization. The Gangster Disciples have a sec-
ond set of symbols known as signing to the right, allowing them to commu-
nicate with each other, as well as a means to identify themselves as members
of the Gangster Disciples when in an unfamiliar neighborhood or city. Sign -
ing to the right includes crossing legs and arms to the right, and wearing a
cap tilted to the right.

The GDs have immersed themselves into the fabric of the legitimate
social life of Chicago. Over the years they have managed to gain control over
public housing projects, were used as monitors in the school system to pre-
vent gang wars, reaped the benefits of a $500,000 government grant known
as “Save the Children,” and had significant influence in the Illinois correc-
tional system, characterized by intimidation of prison guards by incarcerat-
ed GDs. In prison, GDs formed alliances with other gangs that spilled over
to the outside world, lessening the chances of intergang rivalries, especially
over drug trafficking.
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Gangster Disciples are basically males; however, women play important
roles in the life of the gang through partnering with male gang members,
having their children, and helping with criminal activities such as drug traf-
ficking. It is not clear if women have equal status to that of their male GD
counterparts, but what is evident is females are an important element to the
overall existence and stability of the gang (National Gang Crime Research
Center, 2006).

Criminal v. Noncriminal Deviance

Before concluding the chapter in honor of Emile Durkheim, brief men-
tion should be made concerning criminal and noncriminal deviance. In this
text, the focus is on noncriminal deviance, although there are times when
separating the two categories will be somewhat difficult, and this will occur
when discussing theories (Chapters 4 through 8) and in Chapter 10 where
physical, emotional, and sexual abuse is covered. Many theories addressed
in deviance texts are also covered in criminology and criminal justice publi-
cations, and most were developed to explain crime and juvenile delinquen-
cy, not specifically deviance.

Many texts on deviance include chapters on violence, property offenses,
and organized and white-collar crime, but only violence and property crimes
are covered in this text. Organized and white-collar crime are not addressed
specifically, although the last chapter is devoted to coverage of elite and pow -
er deviance that on occasion will carry themes close to organized and white-
collar criminality. The focus will be on areas of long-term study in deviance
that are generally noncriminal in content, such as mental illness and sexual
deviance, and by doing so the goal is not to duplicate criminology and crim-
inal justice texts.

In Recognition: Emile Durkheim

Perhaps the most intriguing figure in the history of sociology is Emile
Durkheim (1858–1917), who was versatile in his interests, and in what he
published. What is more, he was one of several early sociologists who would
advance the young discipline through the use of empirical research, and the
development of theory that still has significance today. Durkheim’s life span -
ned a time when sociology was in its earliest stages, but on the move. His life
overlapped with that of other great social thinkers such as Karl Marx, Max
Weber, Georg Simmel, and Herbert Spencer. The nineteenth and early part
of the twentieth centuries were a time ripe with the enthusiasm and energy
surrounding the development of sociology.
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The recognition addressed here is on two grounds: the first is to do as just
concluded, and that is to honor Emile Durkheim as a powerful founding fig-
ure in sociology; and second to recognize his influence on the field of de -
viance. In this respect, several of his works are of paramount importance. The
Division of Labor in Society (1956, first published in 1893), The Rules of So -
ciological Method (1950, first published in 1894) and Suicide: A Study in Sociology
(1951, first published in 1897) all entail contributions to the study of de -
viance. It is in the first two works that Durkheim wrote crime is a normal and
inevitable social fact in society, because he viewed crime as a central com-
ponent of societal evolution, and the development of law and morality
(1982:98). His classic work on suicide also has important relevancy to the
study of deviance, since Durkheim saw suicide as a social fact, one strongly
connected to the extent of social organization and integration in society. Rath -
er than identifying suicide as abnormal, which would relegate it as a psy-
chological phenomenon, Durkheim attempted to understand it in terms of
social facts, including marital status, religion, and economic conditions (which
are discussed in Chapter 9).

Over the years, it has become commonplace among sociologists to para-
phrase Durkheim and to extend his earlier observation about crime to be -
come “deviance is normal in society.” What Durkheim did for the study of
both crime and deviance was critical to the establishment of deviance and
criminology as subfields in sociology, and the debt to Durkheim cannot be
underestimated, neither as a student of crime and deviance, or as a theorist.

SUMMARY

Deviance can and does mean different things to different people, even
those who study it professionally. In this text, deviance is defined in terms of
norm violations and differences; differences in behaviors, values, attitudes,
life styles, and life choices among individuals and groups. The term differ-
ence or different does not imply that people are weird or strange or anything
like these words. It means uncommon or not ordinary and sometimes indi-
viduals or groups act in ways that stand in contrast to the behaviors per-
ceived to be that of the majority. But what about and who are the majority?
As will be discussed in this book, millions of Americans engage in norm vio-
lations, even those who on the face of it may appear to be middle of the road
in how they go about their lives. And the times are changing. Two examples
that apply here are same-sex marriages and smoking marijuana. As of the
revision of this book 37 states allow for same sex-marriages and 23 states and
the District of Columbia have legalized marijuana for medicinal purposes.
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Four states have legalized marijuana for recreational use, with other states in
the process of allowing marijuana for either medical or recreational reasons,
or both. Yet it wasn’t that long ago in the United States that legalizing same-
sex marriages and marijuana seemed out of the realm of possibility altogeth-
er or far down the road at best. A question becomes does the word “devi -
ance” apply to these two issues now? 

The field of deviance is into its second century, and has come a long way
since the time of Durkheim. It is a field with much diversity and a myriad of
studies investigating numerous aspects of social life. But perhaps the most
salient issues facing sociologists when they study deviance concerns how it is
examined, and the need for ethics and objectivity that are required for accu-
rate data collection and its interpretation. It is to these issues and others that
we now turn our attention.



Chapter 2

STUDYING DEVIANCE

RESEARCH METHODS IN SOCIOLOGY: AN OVERVIEW

First time students in the study of deviance or sociology may ask “how is
it that sociologists know what they know?” “Does their knowledge come

from intuition or did it just drop from the sky?” The answer to these ques-
tions comes from understanding the methods sociology uses to collect its
data. The major research methods in sociology are field studies, survey re -
search, and secondary analysis.

Field Studies

Field studies are known by several names including observation research
and ethnographic studies. Regardless of what they are called, field research
involves going into a social setting and observing firsthand what is taking
place. There are many great examples of field research in sociology and an -
thropology, with a common thread running across the immersing of the re -
search er in the environment under study. In order to collect field data social
scientists employ various techniques such as taking notes, recording conver-
sations, and videotaping people as they interact. The example of field re -
search to be discussed in this chapter is that undertaken by Laud Humphreys
who in the early 1970s observed men in homosexual relationships in a park
in St. Louis, Missouri. Although this study is to be delineated in some detail,
suffice it to say here that Humphreys used key tools of the field scientist by
relying on his eyes and his note-taking to record the behaviors under study
(also note that his methodology was tainted by violation of ethics, to be dis-
cussed).

Social scientists who engage in field research must answer important
questions before venturing out to do their research. One question deals with

17
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the issue of anonymity, or whether or not the researcher will be known to
those under observation. The answer depends much on what is being stud-
ied. If it is deviant criminal lifestyles that are to be observed, such as drug
users or prostitutes, undertaking the research anonymously may be the best
way to go, and there are risks involved in such research, including danger to
life. In the 1980s, a sociologist from a northern university was murdered while
studying male prostitutes in Miami, Florida. “Snoopers” may be perceived as
undercover police and this clearly places them at risk. A second question
con cerns entrance into the social setting, especially when it involves being a
known observer who intends to use an insider to gain access to the group or
situation under study. This is tricky business since it entails befriending an
individual who (because he or she is assisting the researcher) may ultimately
be perceived as a traitor to the group or social setting, especially if the obser-
vations reveal things that people do not want known to the world. When
Howard Becker (1961) undertook his now famous field study of medical stu-
dents he discovered they and physicians developed derogatory attitudes to -
ward patients, such as calling them “crocks” referring to those people who
were in frequent need of medical care. Certainly medical doctors or even as -
piring medical students do not want that information about them revealed to
the public.

Toward the end of the chapter the three research methods discussed will
be compared, but for now understanding field research places social scien-
tists in the midst of those being observed is essential to having a working
grasp of what it entails.

Survey Research

Survey research is the way of the sociologist. Like it or not, the success-
es sociologists have had with the survey method have spilled over to other
fields, such as marketing and telemarketing. Through the last half of the
twentieth century sociologists were actively involved doing surveys and be -
came the expert survey researchers in the United States, helping to pave the
way for other professionals (and perhaps some not so professional) in becom-
ing competent users of the survey method.

Survey data is used widely in the study of deviance. For example, The
National Center for Child Abuse and Neglect has undertaken major survey
re search on child abuse in the United States, and The National Survey on Drug
Use and Health (NSDUH) is an annual calibration of the nature and extent
of drug and alcohol use in America. The results of both surveys are ad -
dressed in their respective chapters, and NSDUH is the example of survey
research used in this chapter. Additionally, survey research has been an im -
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portant way that social scientists and others have learned about the sexual
behaviors and attitudes of Americans. Although there are more recent exam-
ples (discussed in Chapter 13), the studies undertaken by Alfred Kinsey
(1948, 1953) and Shere Hite (1976) stand out as groundbreakers in the study
of the sexuality of Americans (Kinsey’s research receives brief attention in
Chapter 13).

Like any research method, survey research has its limitations and draw-
backs. But in order to understand survey research, it is necessary first to ad -
dress the ways survey research is undertaken. The most effective method is
person-to-person survey research, which can yield up to a 70 percent re -
sponse rate. Next is the telephone survey which has a response rate of about
50 percent, followed by the mail survey technique which on a good day may
result in a 30 percent return rate. Obviously, when anywhere from 30 to 70
percent of a sample does not answer survey questions, this poses significant
methodological issues. One of these issues is who responds, or better posed,
who did not respond. If not carefully and scientifically undertaken, groups
such as minorities and members of the upper social strata can be easily left
out of survey research, and groups such as the elderly and women may be
overrepresented, therefore skewing the results; big time. In order to address
this issue, professionally undertaken survey research uses sophisticated ran-
dom sampling statistical techniques, that can reduce error in the estimation
of a population to no more than three or four percent. While not perfect, a
small percentage of error in sampling is much better than missing the mark
by as much as 30 or more percent. When the latter occurs it simply is not
pos sible to generalize any findings to the broader population from which the
sample was drawn, bringing one to question the value of the research in the
first place.

The old expression “garbage in and garbage out” also applies to the lim-
itations involved with survey research. Poorly designed research instruments
basically yield worthless information. Included are bad questions or items
that individuals asked to respond to, and that may be vague or just plain ir -
relevant. One might be surprised as to how many survey instruments have
been designed that include items that were not pretested to determine their
worthiness, which brings up a point. Well-designed surveys can be of great
value and this requires pretesting of items on a population similar to the one
that will receive the actual survey. When this occurs the survey instrument can
have high credibility and will yield data that can be taken to the bank, mean-
ing the instrument has validity and has the potential of producing reliable re -
sults over time (if longitudinal research is undertaken). For our purposes, it is
important to understand much data in the study of deviance is derived from
survey research, and there is so much data out there that has been collected
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over the years that social scientists will never be wanting for the opportuni-
ty to crunch numbers, which brings us to the discussion of secondary analy-
sis.

Secondary Analysis

Secondary analysis implies using data collected elsewhere by others. As
noted, secondary data is available on just about any topic of interest to soci-
ologists, and others. Sources of these data include but are not limited to the
Bureau of the Census, The Bureau of Justice Statistics, The National Crime
Vic timization Survey, The National Longitudinal Study of Adolescent Health,
and The Monitoring the Future Survey. If one desires to analyze data on is -
sues including crime, gender, political opinions, demography, sexuality and
sexual orientation, drug and alcohol use and abuse, social mobility, and so
forth, it is available for the asking, or in some instances the buying. Much of
these data can be downloaded onto a computer, making research quite amen -
able and easier to undertake. Data from the major survey institutions or orga-
nizations are quite valid and reliable largely because they employ profession -
al statisticians and researchers who expend significant time on creating and
testing questions and items.

The value of secondary research cannot be underestimated. Earlier it was
stated there are mounds of data that can be tested and retested, and so much
secondary data have yet to be analyzed. What is more, it is quite common for
researchers to test the same data set in ways not done previously, therefore
secondary analysis allows for reanalysis and critical evaluation.

The three research methods discussed share both strengths and
weakness es, and can be compared on the basis of validity, reliability, gener-
alizability, and depth, and for our purposes, the terms are defined as follows.
Validity means the researcher studied what he or she set out to analyze. For
example, if it is a study of drug and alcohol addiction, the term addiction
would need to be defined in ways that can be measured unambiguously (of
course, other terms would also need to be tightly operationalized). Reliability
is the test of consistency over time, meaning using the same data set or instru-
ment would produce the same results, from study to study (ceteris paribas).
Generalizability infers the ability to project the results from a smaller popu-
lation or sample to larger ones, and depth means richness of the data, or the
quality of the information collected.

Discussed are three examples of the research methods. The examples are
a reflection of specific research methods: homosexuality in public places;
field research; drug and alcohol use; survey research; and, priests and pedo -
philia; secondary analysis.
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Field Research: Studying Homosexuality

It was only during the past three decades that homosexual behavior has
been studied extensively, although earlier studies (Kinsey 1948, 1953) did ex -
amine it with limited samples and public uproar. Perhaps the groundbreak ing
research on homosexual behavior was undertaken by Laud Humphreys
(1970) when he observed homosexual contact between men in parks in St.
Louis, Missouri and other cities. Humphreys spent several years during the
1960s undertaking his research which basically involved actually observing
men seeking homosexual contact in public bathrooms (called tearooms in the
gay subculture). Since significant risks were involved for the men observed,
Humphreys acted as a “watchqueen,” or a lookout especially wary of the po -
lice. Humphreys’ explanation for his watchqueen role that was he was a voy -
eur who gained sexual gratification from watching other men engage in
homo sexual activity.

Initially, Humphreys chose not to identify himself as a researcher, and
over time he observed 134 men having sex in public bathrooms, basing his
final analysis largely on 100 subjects, due to attrition. He did eventually
reveal his research identity to some of the men, and interviewed them exten-
sively. From these interviews, Humphreys gathered a significant amount of
data but wanted to get the bigger picture and proceeded to concoct a method
of collecting more information, using unethical practices. Humphreys was
able to gain access to the “straight” lives of 50 men he observed by faking to
be a health surveyor, going to their homes to interview them. While there,
he discovered, as he did with the other men to whom he revealed his re -
search identity, many of the men were married with children, and were not
necessarily gay; instead they enjoyed the nature of the anonymous sex they
had with other men.

To gain access to the residences of the 50 males Humphreys recorded
their license plates numbers and tracked them down through the depart-
ments of motor vehicles. In this respect, he used deception to the nth degree,
which would become a major criticism of his research. It should be noted
that while undertaking the research, Humphreys was a doctoral student at
Washington University in St. Louis, and because of the severe concerns reg-
istered by faculty in the Department of Sociology over his lack of ethics, he
was not allowed to complete his Ph.D. A member of the Department of Soci -
ology assaulted Humphreys upon learning about his research, especially how
it was conducted. In addition, Humphreys was an ordained Episcopalian
minister, married with children, who “came out of the closet” in the 1970s
which also raised concerns, not only about his ethics, but also his motives
and objectivity. Humphreys was able to publish based on his field research



22 The Sociology of Deviance

and his interest in and involvement as a homosexual. Two books now con-
sidered classics in the study of homosexual behavior are Tearoom Trade:
Impersonal Sex in Public Places (1970) and Out of the Closets: The Sociology of
Homosexual Liberation (1972).

Laud Humphreys can be both commended and despised for his re -
search. On the one hand, Humphreys attempted to scientifically unravel and
understand the world of male homosexual behavior, a world largely ignored
previously. In this respect, Humphreys research was groundbreaking and led
the way for greater discourse about gay and lesbian issues, as well as study
of them. On the other hand, there is the concern for ethics. Humph reys used
deception (the bogus health survey), and by acting as a lookout, clearly
placed his subjects and himself at risk of being arrested and harassed by the
police. It should also be noted it was the 1960s when Humphreys was in the
field, a time in American society when there existed far more hostility and
less tolerance toward homosexuals than exist today, not to mention the study
of homosexuality was several years away from being acceptable to profes-
sional sociologists.

Survey Research: Studying Drug and Alcohol Abuse

Each year a major survey of drug use in the United States is undertaken
by the Substance Abuse and Mental Health Services Administration (SAMH-
SA) and is known as the National Survey on Drug Use and Health (NSDUH)
(formerly The National Household Survey on Drug Use). Typically
65,000–70,000 Americans, 12 years of age and older are interviewed in per-
son, and the sampling design is complex, known as multistage area sampling
(MSAS), where the sampling process begins with larger units and is narrowed
down to smaller, more refined segments of the American pop ulation. MSAS
accounts for differences in population sizes of the 50 states by use of statisti-
cal weighting adjustment techniques, and oversampling of some cohorts by
age is undertaken to reach a representative sample. The random sampling of
the American population results in small error (around 3%), as suring data
from the sample can be generalized to the total population (please keep in
mind the 65,000–75,000, 12 years of age and older individuals sampled are
intended to be representative of the millions of people in those ages).

It would be an exercise in futility if the sampling processes resulted in a
biased or not representative picture of drug use in the United States. Thus,
the first step in the research is to make sure the selection of respondents is
accurate, then it is time to undertake the actual in-person interviews at the
residences of those selected through the sampling process. The data collec-
tion method involves the use of computers by the interviewers and respon-



Studying Deviance 23

dents referred to as computer-assisted interviewing (CAI) where the subjects
take questions directly from the interviewers, and audio computer-assisted
self-interviewing (ACASI) in which respondents answer part of the survey by
themselves in the presence of the interviewer. To assure confidentiality, the
names of respondents are not recorded, with each interview lasting one hour,
and all respondents are paid for participating. It is to be noted the inter-
viewers do not just show up at the doorsteps of respondents, unannounced
and ready to go. Letters of introduction are mailed in advance, and before
the actual interviews begin, the interviewer spends several minutes dis-
cussing the procedures with respondents.

The survey instrument is lengthy and detailed, too developed to identify
fully in this discussion, but as an overview the questions on the instrument
include, but are not limited to demographic identifier items (age, race, gen-
der, location, etc.), and focus on the percentage of respondents who have
used drugs in the month prior to the interview. The questions inquire into the
types of illicit drugs used (i.e., marijuana, cocaine, inhalants); nonmedical use
of prescription drugs (i.e., pain relievers, stimulants, sedatives); alcohol use,
broken down to include any use-binge drinking and heavy use; use of tobac-
co; age-initiation of drug use; perceived risk of drug use; substance depen-
dence, abuse and treatment by types of drugs; and, mental health items,
including questions about depression, and serious psychological distress
related to substance abuse. The final report presents a comprehensive pic-
ture of prevalence and frequency of drug use and abuse, and the results are
detailed in Chapter 11.

Secondary Analysis: Priests and Pedophilia

During the past two decades the most embarrassing and shocking news
relative to religion in America has been the issue of Roman Catholic priests
and pedophilia. When victims of priestly pedophilia began to emerge in
numbers during the late 1990s, concern for a full accounting of this tragedy
was voiced by many Americans and Roman Catholics. In light of the ever-
in creasing accounts of child molestation by priests, the Roman Catholic
Church agreed to conduct a major study, the goal of which was to get to the
bottom of the nature and extent of priests and pedophilia in the country.
Accordingly, in June 2002 at the general meeting of the Catholic Bishops of
the United States, the “John Jay College of Criminal Justice of the City Uni -
versity of New York” was commissioned to study the problem. The report,
popularly called “The National Review Board Study” was released in spring
2004, and it is to the research design that this discussion is directed (for dis-
cussion of the results, please consult the actual report).
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Immediately, the research team was faced with difficult questions and deci-
sions, and one such obvious question was how to undertake the research. Given
the fact that extremely sensitive issues were to be examined, it was ap parent
from the beginning that to ask victims or priests about their experiences with
pedophilia would place many of them at significant psychological and emotion-
al risks. Another difficulty was the issue of subject selection and just how to go
about it given the years singled out for study (1950–2002), and the strong likeli-
hood that a number of priests may be deceased or have left the priesthood. Add
to this the challenges involved with identifying and getting victims to respond,
the John Jay team chose a different research route: church files. No one was
interviewed. One-hundred percent of the findings came from files stored by the
various Roman Catholic entities under analysis (dioceses and religious order).

A major decision also concerned the breadth and depth of the scope of
the study. The Catholic Bishops directed the John Jay team to study dioceses
and many religious orders in the United States. Initially, some Bishops were
opposed to such scrutiny, but eventually John Jay was able to proceed with
a research design that entailed the examination of files from across the coun-
try. However, another question needed to be resolved and involved who
would read the files. The decision was made by the Bishops to appoint one
person from each diocese to read the files and to record data from them. In
order to achieve this, the John Jay team developed three separate research/
survey type instruments to guide the assigned recorders through the process.
The first instrument was structured to inquire into the big picture as it relat-
ed to a particular diocese or religious order, meaning getting a count on all
known incidences of pedophilia existing in the files from 1950–2002, and
two other instruments were used to gather a diversity of information on the
accused priests, and the victims. Included on the priest survey were items
such as when the priest was ordained, his total number of victims, his age
when he first molested a child, if the priest had been molested as a child, and
the actions the Church took to deal with the claims of abuse. The victim sur-
vey included questions about age when first victimized, the gender of the vic-
tim, where the alleged abuse occurred, and the actions taken by the Church
on behalf of the victim. Of course, all three surveys included a number of
other items and are included in the appendix of the report on data. The
recorders canvassed the files and completed the instruments based on what
was available in them, discovering missing or incomplete data for a number
of items on all three instruments from across the United States. For example,
of the 4,311 priests’ files associated with pedophilia, there were data on only
178 who had been sexually assaulted as children themselves.

To assure confidentiality, the completed survey instruments were sent to
an auditing firm prior to being received by the John Jay team. The auditing
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firm took great measures to protect the confidentiality of the data by remov-
ing any indication which diocese or religious order had completed the instru-
ments. A special coding procedure was implemented that hid the true iden-
tity of the respondents (diocese or religious order) and the instruments were
mailed to John Jay College for analysis.

Although the case of The National Review Board Study is not your typ-
ical example of secondary analysis, it does describe the concerns and proce-
dures that are involved with this type of research, which is quite important
in a study that entails the lives of people as victims and perpetrators.

CASE STUDY: DONNIE BRASCO

On occasion this book will use examples that are not necessarily the di -
rect product of sociological research but are used to illustrate points con-
cerning deviance, as well as to make comparisons with how social scientists
undertake data collection to the ways other professionals gather information.
Thus is the case with this discussion of Federal Bureau of Investigation (F.B.I.).
Special Agent Joseph D. Pistone, who for six years went undercover to inves-
tigate the world of Italian organized crime, using the alias Donnie Brasco
(Pistone & Woodley, 1987). From 1976–1981, Pistone infiltrated one of Amer -
ica’s most notorious mafia families, the Joseph Bonanno crime family. By
doing so, he placed himself in harms way and became the first F.B.I. agent
to undertake long-term undercover work (long-term was considered six months
at the time Pistone went undercover). Pistone cleverly adopted the name
Donnie Brasco, the name of the high school he attended years earlier while
living in Pennsylvania. The undercover life Pistone led is detailed in Donnie
Brasco: My Undercover Life in the Mafia, but is not repeated here with nearly the
depth. What is covered are examples of his investigation that are used to
highlight and to compare what he did (and how he did it) with that of field
research.

Pistone’s successful entry into the Bonanno family was greatly enhanced
by growing up in neighborhoods where there were elements of organized
crime, as well as his recognized and respected intelligence. Pistone was a
tough customer who knew about and understood the ways of Mafioso, which
enhanced his ability to go undercover and to deceive members of the Bon -
nano crime family. Initially Pistone (Brasco) frequented bars and restaurants
in Manhattan, New York and gradually came to know members of organized
crime, posing as a wise guy from out-of-town (1987, 36–37). Of course,
Pistone’s main job was to gather intelligence on mobsters that would be used
to prosecute them, therefore he had to be shrewd and careful about how he
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gained access to and develop the trust of members of the Bonnano family. At
stake was not only the most serious investigation of organized crime ever at -
tempted by the F.B.I., but also his life. To become careless would destroy the
investigation and result in the death of Pistone. To protect himself and the
investigation, Pistone never wrote down notes, but relayed intelligence back
to the Bureau by telephone and secretive meetings with other agents (1987,
38). During the six years Pistone discovered significant information on the
Bonnano crime operations, in particular drug trafficking. In order to do this
he was successful in partnering with Benjamin “Lefty Guns” Ruggiero, an in -
tegral player in the Bonnano crime machine (1987, 124). Pistone spent nu -
merous hours with Ruggiero and other mobsters learning in detail about their
criminal activities. One way Pistone avoided blowing his undercover identity
was occasionally moving about to other cities, usually under the alibi he had
work to do with mobsters in those locations. When the heat was on, Pistone
would conveniently disappear, and in the end, fearing that a contract might
be out on his life, the F.B.I. decided it was time to curtail the undercover oper-
ation. Toward the conclusion of his undercover work, it was rumored that
Pistone had a contract on another Mafioso, and this, too, quickened the pace
at which his undercover investigation was concluded. The results of his work
are astounding, resulting in hundreds of indictments, and over 100 convic-
tions. In addition, some members of the Bonanno family met with death, and
“Lefty” Ruggiero was sentenced to 20 years incarceration (1987, 383).

Joseph Pistone was involved in a different type of “field research” and
“data collection.” The objective was to use the information he collected
against those he observed. This is a much different strategy and philosophy
than adopted by social scientists. When the latter take to the field, it is their
highest obligation to remain objective and detached, and never to use the
data against those observed, or to engage in deceit (even Pistone himself stat-
ed that it was difficult not to develop a relationship with those he betrayed).
If social scientists observe crime or deviance, they are placed in a very pre-
carious situation, and it is a matter of ethics as to what they do with infor-
mation, especially criminal activity. Put simply, Pistone’s task was to break
up a group, and to do significant legal harm to its members. By comparison,
the charge to social scientists is to understand and to build knowledge about
a group or social setting, without intentionally disrupting or destroying it, or
its participants.

The Weberian Dichotomy: Value Relevance v. Value Neutrality

Max Weber’s discussion of value neutrality v. value relevance has signif-
icance for the study of deviance (Shils and Finch, 1949). What social scien-
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tists decide to study may emanate from their personal interests and back-
grounds, a notion Weber referred to as value neutrality. In sociology, it is
quite common for African American sociologists to devote most of their
research to African American issues and problems, as it is also common for
female sociologists to undertake research on topics that are predominately
about women. The question then concerns objectivity, and can be framed:
“is it possible to study social issues or groups and to be a member of or part
of the very thing we are studying?” Weber’s answer to this lies in value rele-
vance, a term he used to denote the need for social scientists to be guided by
the ethos and standards of science when involved in studying the social
world. In other words, for Weber it mattered less if one is motivated to
research some aspect of social reality for which he or she has direct involve-
ment and interest than it is for social scientists to be able to separate their per-
sonal lives and experiences from how they go about researching and evalu-
ating both. In the final analysis, it is paramount that sociologists interpret
data with the highest standards of objectivity and science, even if what they
discover runs counter to their personal interests and concerns (and perhaps
even wanted to find out). Enter Laud Humphreys. Humphreys has been
widely criticized for his lack of ethics, and questions could also be raised
about his objectivity, since years after the publication of Tearoom Trade,
Humphreys became active in the gay liberation movement, leaving one to
question if he was objective when undertaking his research. A question is
“was Humphreys cognizant of and serious about the Weberian duality, or did
he draw his conclusions based on his own homosexuality, especially since he
not only was active in the Gay Liberation Movement, but was passionate
about it?” Social scientists, regardless of their sensitivity and relationship to
issues, must remove their emotional attachments to whom and what they
study, in order to derive unbiased and uncontaminated interpretations of
data.

In Recognition: Laud Humphreys

Hindsight is always 20/20 and it is quite easy to criticize the works of oth-
ers, but Laud Humphreys’ field research must be understood in the context
of time and intolerance. The 1960s represented a hodgepodge of political,
social, and philosophical attitudes and ideals, often stereotyped as “the Age
of Aquarius,” manifested by liberalism and social change. Yet that era was
still in close juxtaposition to the 1950s which was arguably more conserva-
tive. During the 1960s there were social changes and events that would lead
one to believe, to sound like Bob Dylan, “the times they were a changing,”
which they were. There were riots and demonstrations, the growing popu-
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larity of marijuana and hallucinogenic drugs, and there was the so-called
“new morality.” But amidst all these events, there was still intolerance toward
some social issues such as homosexuality. It would not be until the 1980s that
“coming out” became a choice for many gay Americans (although some had
done so earlier) and it was still feared by gays that being openly homosexu-
al could result in physical injuries (gay bashing) and discrimination in search-
es for employment. It is in this context that Tearoom Trade must be under-
stood. To undertake research on homosexuality over 40 years ago was con-
sidered in-and-of-itself unnecessary and offensive to the scientific communi-
ty, not to mention that homosexuality was looked down upon by the major-
ity of the general public. Add to this the fact that Laud Humphreys under-
took field research that involved observing male homosexual behavior, and
there existed a recipe for professional and personal disaster. Humphreys
placed himself in great jeopardy as a doctoral student, citizen (possible police
harassment and arrest), and future professional. It has already been noted
that Humphreys was not allowed to continue his doctoral studies at Wash -
ington University in St. Louis, and that he was physically assaulted by a
tenured faculty member because of his lack of ethics, as well as the disgust
that particular professor felt over what he studied, and how he did it. The
point is that 40 years ago studying homosexuality was still largely unaccept-
able using any methodology, and what we knew about it was derived large-
ly from psychiatry and bigotry. Laud Humphreys took a major step in the
direction of validating study of the gay lifestyle, opening the door for future
research. Today, in sociology there is “Queer Sociology” or “Queer Theory
Sociology,” which at first glance may not sound at all flattering, but is a seg-
ment of sociology dedicated to greater understanding of homosexuality. There
is no question about it, Laud Humphreys gave us two looks: one involved his
lack of ethics, yet the other involved his groundbreaking and door-opening
research. On both fronts his research is not to be forgotten or overlooked.
Humphreys’ professional career included faculty positions at Southern
Illinois University in Carbondale, Illinois and Pitzer College in Southern
California. Humphreys’ challenges to the establishment were not restricted to
his strong gay rights philosophies and activism, but also included participa-
tion in anti-Viet Nam War rallies and the destruction of a picture of President
Richard M. Nixon that was hanging in the draft board office in Carbondale,
for which he served three months of a one-year prison sentence. Later in his
life, Humphreys’ turned to counseling, and ironically consulted with police
departments relative to gay and lesbian due process issues.
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SUMMARY

Studying deviance is no simple task, and requires a professional grasp of
research methodology, and it also demands objectivity. This latter point can-
not be stressed enough. Whether it is survey research, field research, or sec-
ondary analysis, it is of paramount importance that in the final analysis what
is reported is done so in a way that reflects impartiality and detachment. This
is not easily accomplished since social scientists are also human beings with
feelings, values, personal experiences, and philosophies. But the call is still
for truthful scientific discovery, or as Weber wrote, value neutrality.

There is the question of what data collection method to use when doing
research. Much of the understanding of this issue comes with experience and
in-depth study. Today, after years of survey research, there is so much data
available that sociologists are able to access data bases and to carry out stud-
ies across a number of fields and pose a number of questions relevant to their
professional interests. For example, if sociologists want to study drug and
alcohol abuse, there are a number of data bases from which they can pro-
ceed to carry out their research. The same applies to data available on crime
and delinquency, gender, sexual behaviors, suicide, and mental illness, to
name a few. Years of extensive data collection have produced so much infor-
mation that is now at the fingertips of social scientists.

But sometimes it would appear that sociologists are flying above the
clouds since a great deal of what they analyze is secondary analysis, much
derived from survey research. Therefore field research is the methodology of
choice for social scientists who prefer going directly into social settings and
experiencing on a daily basis the lives, cultures, and contexts of those under
study. Field researchers see value in this type of direct contact since they can
observe and record behaviors as they occur as opposed to after they have
taken place, as is the case in analyzing secondary data. But at least there are
options for how to carry out research, with an answer to this challenge often
based on the questions posed as well as the time and finances available to
researchers.
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Chapter 3

AN OVERVIEW OF AND INTRODUCTION TO
SOCIOLOGICAL THEORIES OF DEVIANCE

OVERVIEW

This chapter will outline sociological theories of deviance. Many texts cover
theories from other disciplines, such as biological and psychological/

psychiatric theories of deviant behavior. It is the aim of this text to focus on
the major sociological theories of deviance that have been developed since the
time of Durkheim. By no means will this be an exhaustive coverage of these
theories, instead the leading and most popular theories are to be addressed.
Before overviewing different categories of deviance theories, a brief discus-
sion of sociology and sociologists is presented. In this and other chapters ital-
ics are used at times to accentuate and highlight concepts and ideas under
study.

WHAT IS SOCIOLOGY AND WHO ARE SOCIOLOGISTS?

Many people have taken at least one sociology course, usually in college,
and a fair number walk away from the course asking a rather pertinent ques-
tion: “what good is sociology, and what the heck does one do with a degree
or degrees in the field?” One way to approach this two-part question is to
succinctly discuss what sociology is and then to address the “who” aspect.
Sociology dates back to the mid-nineteenth century with origins in England,
France, and Germany (there are scholars who date sociology’s founding to
much earlier, such as Alvin Gouldner’s 1965 classic book Enter Plato: Classi -
cal Greece and the Origins of Social Theory). Since this is not an introductory
course in sociology, the readers will be spared names and dates of early
works and authors in the discipline. For our purposes, sociology was a prod-
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uct of the times, and an outgrowth of other intellectual endeavors including
economics, history, and philosophy. As for the times, the nineteenth century
in Europe represented a period of great and gradual social evolution, with
the ever-present influence of industrialization and urbanization. Both of these
major processes were changing the landscape of agrarian-based Europe and
led to questions about how they were affecting social life. Early sociologists
were concerned about the transition from simple social life centered around
farming, to the more complex existence found in cities. Among other issues,
the founding figures in sociology asked questions about crime, the nature of
law in changing societies, and the types of organizations that would emerge
in urbanized and industrialized social milieus. Some even went as far as ask-
ing about who was best suited to survive major social changes, a Darwinian
style approach to analyzing society and social organizations. In a major way,
the earliest sociology was concerned with social change, and sought to devel-
op theories that would explain it. As time went on and sociology aged, the
discipline underwent significant alterations and today it is comprised of
many subfields. The subfields include but are not limited to: gender; social in -
equality; crime and delinquency; family; demography; social problems; race
and ethnicity; religion; education; the polity; government; sport; urban soci-
ology; and, of course, deviance. The “rigorous” areas are typically consid-
ered to be statistics and research methods, and the diversity found in sociol-
ogy has a little of something in it for different people, which leads us to a
brief discussion of the “who.”

It is a truism to say that sociologists are not among the most highly paid
professionals, and it is equally accurate to write they are among the most pas-
sionate about their discipline. “Getting hooked” on sociology is quite com-
mon for students from all backgrounds and talent levels, normally occurring
in the undergraduate years, and probably without premeditation. A number
of sociologists stumbled into the field, meaning they were introduced to it in
an introductory or elective course that really caught their attention, and the
rest is history, or should it be said, sociology. Today sociology is a discipline
comprised of African Americans, Hispanics, Asians, whites, and a growing
number of women, after many years of being dominated by males. The
demographic make-up of the field started to undergo significant changes dur-
ing the 1980s, and today American sociology is a reflection of the broader
cul ture, with diversity the name of the game as evidenced across sociology
departments in the United States. For sociology, this means empowerment.
Contemporary sociological research is rich with information engendered by
people from all walks of life, which has greatly enhanced the quality of find-
ings reported by sociologists. It was not that long ago the majority of socio-
logical data was collected and analyzed by white males, but today the world
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of sociology has been broadened to include the perspectives of a multitude
of experiences and backgrounds. Sociology is a discipline on the move, as
well as one that requires future professionals in the field to have strong skills
in mathematics and the sciences. It is not, and has never really been a field
of study for those seeking refuge from rigorous and demanding subject mat-
ters.

THE BIRTH OF THE STUDY OF DEVIANCE

In Chapter 1, the emergence of the subfield of deviance was stated to be
a product of the works of French sociologist Emile Durkheim. Although
Durkheim wrote over 100 years ago, it was not until the 1960s that courses
in deviance started to become common in sociology departments, and those
courses were quite different than what passes today as the study of deviant
behavior. Earlier courses in deviance were heavily focused on crime, mental
illness, suicide, alcohol abuse, and sexual deviance, usually minus the study
of homosexuality. Contemporary classes in deviance include a broader and
more expanded number of topics, with perhaps the area of sexual deviance
the one that has undergone the greatest transformation. Until the 1970s, cov-
erage of sexual orientation, incest, and pedophilia were uncommon in devi -
ance classes. Today they are an integral part of such courses, as is the study
of drug abuse (earlier courses had less broad coverage of drug abuse), dis-
abilities, and violence.

One other area that has seen significant change is theories of deviance.
During the last 35 years a number of new theories have been developed and
some are addressed in this book. A word of caution is offered here: many the-
ories of deviant behavior are the same theories covered in criminology and criminal jus-
tice courses and texts. It is difficult not to duplicate these theories in a course in
deviance, and it is also a challenge to adapt them to topics or examples for
which these theories were not originally intended or tested. Although an
intent of this book is not to duplicate criminology courses or texts, the pre-
sentation of theories is one area where there is repetition. It is also noted the-
oretical development in deviance has largely taken the form of integrated the-
ory, or the inclusion of previous theories into a new one. Many theories of
deviance are like an old-fashioned recipe where one adds a little of this and
a little of that arrive at something different. This should be quite evident as
theories of deviance are covered in the text.
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Theoretical Categories: Classifying and 
Categorizing Theories of Deviance

There is no one theory of deviance, and there are many types of theories of
deviance. In addition, there is no one way to conceptualize theories of de -
viance. What is more, from author to author, book to book, and in the aca-
demic journals, the classification of theories of deviance is quite diverse, and
even within a type of theory there can be significant variations in theoretical
scope, and nowhere is this more true than conflict theories. In this text, six
ways of classifying deviance theories are presented, representing the author’s
conceptualization: anomie and structural theories; anomie and structural the-
ories extended: strain theories; control theories; societal reaction and other
social processes theories; and conflict and feminist theories. A brief explana-
tion of each conceptualization is now presented, and far more detail follows
in the next six chapters.

Anomie and Structural Theories

Anomie and structural theories of deviance are traced to the works of
Emile Durkkeim, and explain deviance as a result of social breakdown and
social change, or strains in the social fabric of groups. More specifically, these
theories hold that deviant behavior is likely to occur when the social cohesion
or solidarity in society is threatened or diminished, and when individuals are
blocked from achieving societal goals through legitimate means. These are
early strain theories, meaning deviance is viewed as resulting from strains in
groups or in the social structure of cultures. An analogy may help. We have
all experienced personal strain, and at times this may have led to in volvement
with deviance, such as the decision to abuse alcohol and drugs, or even to
contemplate suicide. Now, extending this analogy beyond the unit of the indi-
vidual, anomie and structural theories locate the etiology of deviance within
the inner workings of society, and in this respect, the first anomie and struc-
tural theories were macro sociological explanations of deviance and criminality.

Anomie and Structural Theories of Deviance Extended

More recent anomie and structural theories of deviance are an extension
of those developed at the turn of the twentieth century, and explain deviance
in terms of adaptations to society, and multiple forms of strain that may lead
individuals to commit crimes and other acts of deviance. Emphasized less in
these theories is the role of social cohesion as a cause of deviance, and gain-
ing greater recognition are social psychological principles as correlates of non -
conformity, including the inability to achieve desired goals, and personal
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issues such as the death of a loved one, or the break-up of a romantic rela-
tionship. The most recent strain explanations are micro sociological in nature,
representing a break with traditional theorizing about deviant behavior.

Control Theories

Control theories also date back some years, and trace deviance and crim-
inality to improper socialization at early ages. Control theories begin with the
assumption human beings need to be constrained (controlled) because of
their orientation toward self-preservation, and that within society there are
various forms of control that emerge to keep us all in line. However, at times
these mechanisms of control fail or are inadequately applied to individuals,
resulting in deviant and even criminal behavior. Bonding to the social order
plays big into the picture of social control theories, typically assuming the
form of identifying the bonds to society that are critical to conformity.

Societal Reaction and Other Social Processes Theories

Of all theories addressed in deviance texts and courses, labeling theory,
a societal reaction theory, is among the most popular, controversial, and sci-
entifically questionable. Yet given its faults, labeling theory remains a topic
of considerable discussion in deviance. Social reaction theories, such as label-
ing theory emanate from symbolic interactionism (a major theoretical
perspect ive in sociology) and place emphasis on definitional issues involved in
the construction of deviance designations, and the interactions that occur among
deviants, and the meanings actors attach to behaviors and events. These types
of theories examine the impact of labels on deviance and how deviance and
criminality are learned. Fairly recent to this tradition is shaming and restora-
tive justice that approach deviance and crime differently than the labeling
perspective. A major assumption of shaming theory is deviant individuals will
begin to conform when shamed in ways that do not further marginalize and
alienate them from society. Informal shaming and restorative processes are
advocated, strategies that get the message across to deviants, while at the
same time acting to reintegrate them into the social mainstream.

Social processes theories also include theories about learning deviant
behavior that are applicable to a variety of deviant behaviors, such as white-
collar crime, drug and alcohol use, and disabilities.

Conflict Theories and Feminist Theories

Conflict theories are perhaps the most diverse of the theoretical categor -
ies or “schools” in deviance and in criminology, and therefore it can be said



38 The Sociology of Deviance

there is no one type of conflict theory. The conflict approach owes its origins to
the nineteenth century philosopher Karl Marx, who argued private owner-
ship of property was the root cause of social and economic inequality, and
the myriad of injustices that emerged from them, such as crime, sexism, and
poverty. The conflict tradition is concerned with the nature of relationships
between people, and how the human condition is shaped by the economic
mode of production. In Marx’s scheme of things, capitalism creates great rifts
in society, benefitting those few who own and control the means of produc-
tion, while greatly disenfranchising and dehumanizing the remainder of the
population. It is from this thinking numerous conflict theories have emerged,
with their seminal commonality the tie to Karl Marx. Depending on the style
of conflict theory, conflict itself can be viewed as a means to progressive so -
cial change, or can take the form of advocating hostile revolution to achieve
social and economic injustice.

Feminist theories examine and explain deviance from the perspectives of
women, and may not approach it using the same data collection and statisti-
cal analysis techniques commonly found in academic journals. Feminists take
the position gender is the central organizing principle in societies, a point they
argue has been ignored by sociologists until recently. Similar to the conflict
approach, there is no one feminist theory of deviance or crime, instead there are
feminist theories.

CASE STUDY: THE KIBBUTZ

The Kibbutz is a communal system that dots the plains of Israel. It was
considered to be an elite institution in the first few decades of Israeli’s rein-
statement as a nation, and was led by a strong socialistic-labor philosophy.
In itially, a major philosophical underpinning of the Kibbutz system was
equali tarianism, which is the belief in gender equality that attempted to play-
itself out in all areas of Kibbutz living, including positions of power and lead-
ership in the communes. The goal was for men and women to see themselves
as equals, a development that started very early in life. In order to achieve
gender equality, children were reared away from their parents for a good
por tion of every week, returning to them in the evenings and on weekends.
The idea was to socialize boys and girls to adopt equalitarianism from young
ages by learning, playing, and sleeping together in separate facilities away
from their parents. However, since the 1970s change has come to the Israeli
Kibbutum system and includes a more conservative economic phiolosphy
(discussed below) and the majority of children being raised by parents in
their own homes. Equalitarianism is still present but not to the extent it was
originally. One example is military service where both men and women
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must serve, but men for three years and women for two years. One addi-
tional year of conscripted military service is required for both males and
females if they become officers.

Many Kibbutzi are economically independent and successful, initially
with agriculture as the hallmark of the Kibbutzum way of life. Men and
women performed a number of functions related to farming including dri-
ving tractors and repairing equipment and motor vehicles. In addition, women
and men undertook leadership roles as managers and financial officers, all of
which has been augmented by a deep belief in education. The children of the
Kibbutz are among the most educated in western nations, receiving rigorous
elementary and secondary school educations, and many matriculate to col-
leges and universities majoring in areas that augment the communal way of
life. Included is study in technology, business, agronomy, and the sciences.
Interestingly, social and political changes have brought about high-tech
enterprises and industrial plants that have largely replaced the socialistic phi-
losophy of the past, with a strong emphasis on privitization. 

Some may question why a discussion of the Kibbutum way of life would
be covered in a text in deviance. Deviance does not have to be negative or
a threat to society. The Kibbutz system was created and based on a very
nationalistic state for the purpose of protecting Israel from the horrors of
pogroms and holocaust. But communes have been the topic of conversation
in the past when discussing deviance, not necessarily because their ways of
lives are so dramatically different from the rest of society, but at times com-
munes live physically and philosophically outside of what is considered to be
mainstream society. Sometimes this is just a matter of degrees.

In Recognition: Talcott Parsons

To recognize Talcott Parsons in a deviance book is important given his
lengthy discussion of deviance in a classic work The Social System (1951).
Chapter VII “Deviant Behavior and the Mechanisms of Social Control” is a
detailed treatise on deviant behavior with a significant portion of the chapter
devoted to its genesis. Overviewing the entire chapter is not a purpose here,
but addressing a classification scheme that has relationship to the modes of
adaptation developed by Robert K. Merton (discussed next chapter) will re -
ceive attention. What Merton referred to as innovation and ritualism are what
Parsons labels the compulsive conformity types, and Merton’s rebellion and
ritualism are Parson’s alienative types (1951, 174–175). This may all appear
confusing, but hopefully the connection will be made in Chapter 4. What is
important to note is the synergestic intellectual relationship between mentor
(Parsons) and student (Merton) both of who have had a profound impact on
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sociology. Talcott Parsons remains a central figure in American sociology,
and as is the case elsewhere in this book, other important scholars, some of
whom are not sociologists will be recognized for their contributions to knowl -
edge in general as well as their the study and understanding of deviant be -
havior.

Parsons’ impact on the development of contemporary sociology cannot
be underestimated. The central focus of his work is on social action which he
attempted to unravel and to explain within the context of the broader social
system. Unlike other early twentieth century American sociologists such as
Charles Horton Cooley and George Herbert Mead, who made interaction
in-and-of-itself the purview of their interests, Parsons work involved very
detailed and complex assumptions about human action, which he sought to
use as building blocks for understanding the social whole. Parsons had a
number of important publications, with two of the most noted The Structure
of Social Action (1937) and The Social System published in 1951. The intention
is not to cover in detail these two complicated and prestigious works, but it
is important to note in Structure of Social Action Parsons sought to unravel the
essence of human actions in terms of their origins and sources of motivation.
The Social System built upon this by connecting action to the level of systems,
a task Parsons felt was important to understanding the building blocks of
societies, and what makes them work.

Two of Parsons’ most cited ideas are found in The Social System, and are
here briefly explained. The pattern variableswere created by Parsons as a scheme
to explain and to classify human action, and his concept of the social system is
conceived of as a system involving individuals seeking optimal gratification
from interaction situations. Parsons’ focus on systems and the interaction
occurring within them is known as structural functionalism, or the tendency of
social organisms to be stable and orderly.

Justice cannot be done to the works of Talcott Parsons in just a few para-
graphs and those who seek to become sociologists are encouraged to read
The Sturcture of Social Action and The Social System in order to gain an in depth
grasp of what they have to offer.

SUMMARY

There are many theories of deviance, and a number of paradigms used
to group or to categorize them. This book presents its own typology of de -
viance theories, both different from while similar to how other deviance texts
order and structure them. What is important is sociologists develop and ap -
ply theory to explain deviant behavior, rather than assuming a shotgun ap -
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proach, without any attempt at formally explaining deviance in a logical and
consistent manner. The next five chapters are devoted to greater coverage of
leading theories of deviance.



Chapter 4

ANOMIE AND STRUCTURAL THEORIES

CASE STUDY: THE 1960s

The Beatles; the assassination of an American president; race riots; anti-
war demonstrations; the feminist movement; the gray power movement;

the environmental movement; the assassination of a civil rights leader; the
gay power movement; the assassination of a presidential candidate; sending
federal troops to major southern universities to guarantee African Americans
could enter them without harm; the murder of civil rights protestors; the age
of Aquarius; the New Frontier and the Great Society, and the list goes on and
on. The 1960s represented an era of massive social change; of what Alvin
Toufler called future shock. The decade began somewhat slowly and ended
180 degrees opposite. Initially it was an era of enormous promise; the elec-
tion of a young and dynamic president whose youthfulness, intelligent wife,
and little children added energy to a White House that had seemingly aged
so much during the 1950s. There was the promise of a moon landing before
the end of the decade made at a time when the United States could barely
get a rocket launched without exploding in midair, and there was the capti-
vating race between two New York Yankees to see who would be the first
base ball player to go over the top in what was the most revered sports record
in the United States, if not the world. Slowly the promise began to disappear.
There was the embarrassment of the failed Bay of Pigs invasion in spring
1961 followed by the frightening Cuban Missile Crisis in October 1962. For
13 days the world was on edge as the United States and the former Soviet
Union stood toe-to-toe in a drama never before seen or experienced since.
Nuclear confrontation was more than possible, and backing down was not an
option for either side. Saving face was, and eventually brought both nations’
leadership to their senses, ending, at least publicly the threat of destroying
the planet. Approximately one year later, the world was once again put on
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edge as President John F. Kennedy was assassinated in Dallas, Texas on
November 22, 1963. What would follow after that would forever paint the
1960s as a generation lost in itself as racial disturbances marred city after city
resulting in billions of dollars of losses, not to mention violence and histori-
cally unmatched manifestations of hatred and alienation. By 1967, the war in
Viet Nam began to look unwinnable to some Americans, especially to its
youth, and peaceful and unpeaceful antiwar demonstrations, marches, and
riots occurred across America, assuming one of its worse forms at the 1968
Democratic Convention in Chicago, Illinois when police officers and antiwar
protestors clashed, with physical injuries to both, and a deepening sense that
the young and the old had built insurmountable bridges between them. For
many Americans, the United States was falling apart at the seams. Its stabil-
ity, predictability, and stoic identity seemed to have gone down the drain, as
dearly-held values, traditions, and patriotism were questioned, doubted, and
rejected. Enter anomie. Anomie is the term introduced by Emile Durkheim
that can be used to explain situations such as the 1960s. Anomie means norm -
lessness, or a condition in society when the established norms, rules, and
ways of life are in dynamic fluctuation and appear to have lost their hold on
and importance to people. This was how so many Americans saw and now
see the 1960s, as a time when “do your own thing” replaced “ask not what
your country can do for you, but what you can do for your country” (Inaug -
ural Address, President John F. Kennedy, January 1961). By 1968, the United
States was ravaged by internal disruptions and a very unpopular war. To make
matters worse, in April and June, 1968, Civil Rights Leader Martin Luther
King and presidential candidate Senator Robert F. Kennedy were murdered,
and Americans once again were placed into shock and dismay. The ques-
tions became “who are we?”; “what have we become?”; and, “where are we
headed?” It appeared momentarily that anomie had replaced the hopes,
prom ises, and caring for others that had marked the beginning of the decade.

Emile Durkheim and Deviance

Emile Durkheim set the stage for what eventually would become the field
of deviance in sociology. In Division of Labor in Society (1893), The Rules of
Sociological Method (1894), and Suicide (1897), Durkheim addressed the ubi-
tiqous nature of crime in society, and analyzed homicide and self-destruction
using theoretical and methodological frameworks that would become trade-
marks for sociological research. In his classic work Division of Labor in Society,
Durkheim introduced the term anomie, which means normlessness, a concept
that is as famous to sociology as the notion of id is in psychology. Durkheim
argued that deviance can result when the norms and rules of society become
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less clear and ambiguous resulting in the weakened regulation of human con-
duct. In this respect the term anomie took on wide applicability applying not
only to instances of criminality but also to suicide, which Durkheim argued
was associated with the degree of social cohesion within a group. The topic
of suicide is addressed in Chapter 9 as is Durkheim’s theory of suicide, but
here it is important to note that Durkheim theorized about the role of the
social in the decision of individuals to take their own lives.

The concept anomie is the pivotal notion from the works of Durkheim
that is of paramount importance in theories of deviance. Contemporary lead-
ing deviance theories are a take-off from Durkheim’s anomie, and what
Durk heim offered as anomie’s explanation for crime and deviance is impor-
tant in itself. To comprehend this last statement, one must grasp Durkheim’s
sociology which is structural in nature, meaning Durkheim was the quintes-
sential early sociologist who looked at the role of society and its relationship
to behavior. Critical to this idea are his notions of solidarity, especially mech -
anical and organic solidarity, the types of law associated with the two types of soli-
darity, and social cohesion. In Division of Labor in Society, one of his two doctoral
dissertations (the other is The Rules of Sociological Method), Durkheim identi-
fied two types of social solidarity that characterize societies at different stages
of their evolution or development, and their corresponding legal structures.
By mechanical solidarity Durkheim meant societies that were less developed
and more agrarian in social and economic structure. Societies characterized
by mechanical solidarity are a far cry from what so many of us today have
ex perienced; they are simple, homogenous in origin, meaning people are
intensely alike morally, religiously, and socially, and repressive law is used as
the means for regulating social conduct. Repressive law can be thought of as
the law of crimes, based on notions of punishment employed to maintain so -
cial order and obedience, with a powerful presence of the collective con-
science. Mechanical solidarity is solidarity based on the similarities among
individuals with the “glue” or social cohesion based on strong homogeneity
(Division of Labor in Society, 1893). On the other hand, organic solidarity exists
when societies become more heterogeneous or diverse, and is based on the
law of contracts, or restitutive law. Here social solidarity draws its strength
from the differences among individuals, with social order and stability de -
rived from the contractual obligations among people. Social cohesion develops
from the strength of ties among people who are commanded and regulated
by law, and the influence of collective conscience is less pronounced. For
many of us, this is the type of social organization we have grown up with and
understand.

Durkheim’s theorizing about crime and deviance emanates directly from
that just discussed, since both are viewed by him as violations of the two
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types of law, and the relationship of crime and deviance to social cohesion
and social solidarity. On this latter note, Durkheim observed that crime and
deviance are intricately interwoven with the degree of belongingness the in -
dividual has to the group; if the degree of belongingness (cohesion or soli-
darity) is strong, such as that found with mechanical solidarity, then the like-
lihood of deviance and crime is reduced; if it is weak there is an increased
risk of crime and deviant behavior. Durkheim connected this to “division of
labor” in which he wrote that the transition from mechanical to organic sol-
idarity was anything but smooth. The division of labor in advancing societies
is likely to be associated with abnormal social behavior, as a result of the weak -
ened collective conscience and moral consensus that evolves from the tran-
sition from more “tight” social organizations to organizations that experience
greater diversity and diffuseness. This brings us full circle to anomie. Anomie
is a condition associated with this transition from the simple to the more com -
plex; from a condition where repressive law and punishment kept people in
line to situations where the law of contracts had less total influence and con-
trol over human conduct, thus opening the door for increases in individual-
ity. Stated more simply, bigger isn’t necessarily better. However, it is impor-
tant here to restate Durkheim’s now famous exclamation about crime in soci-
ety and that is “. . . crime is normal because a society exempt from it is utter-
ly impossible. Crime, as we have shown elsewhere, consists of an act that
offends very strong collective sentiments. In a society in which criminal acts
are no longer committed, the sentiments they offend would have to be found
without exception in all individual consciousness, and they must be found to
exist with the same degree as sentiments contrary to them. Assuming that this
condition could actually be realized, crime would therefore not disappear; it
would only change its form, for the very cause which would thus dry up the
sources of criminality would immediately open up new ones” (1893, 67).
Durkheim’s insistence on the “normality” of crime in society goes one step
further in what is perhaps the most recognized commentary in all his writ-
ings: “Crime, then is necessary; it is bound up with the fundamental condi-
tions of all social life, and by that very fact is useful, because these conditions
of which it is a part are themselves indispensable to the normal evolution of
morality and law” (1893, 70). In Durkheim’s scheme of things, crime does
occur in any type of social arrangement, one based on mechanical or organ-
ic solidarity. In addition, Durkheim also recognized the notion of the relativ-
ity of crime and deviance when he stated, “Imagine a society of saints, a per-
fect cloister of exemplary individuals. Crimes, properly affirmed, where there
be unknown; but faults which appear venial to the layman will create there
the same scandal that the ordinary offense does in ordinary consciousness
. . . For the same reason, the perfect and upright man judges his smallest fail-
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ings with a severity that the majority reserve for acts more truly in the nature
of an offense” (1893, 69). Durkheim is observing that humans are normative
creatures, and norms do and will vary across different social conditions. This
notion of the relativity of behavior is an integral part of the sociology of
deviance and has a major place in what Thio identified as the construction-
ist perspective (discussed in Chapter 1) and a number of leading theories of
deviance, especially labeling theory (discussed in Chapter 7).

Robert K. Merton: “Social Structure and Anomie”

Explaining the Theory

Robert K. Merton is one of the greatest American sociologists and a stu-
dent of the “master,” Talcott Parsons. Merton, too, was a structural function-
alist, but one who deviated in major ways from the writings of his profound
mentor. It is not the intent here to address the differences between these two
scholars, instead it is to Merton’s contribution to the study of deviance atten-
tion is directed. It should be noted that Merton was a social theorist, and not
primarily a student of deviance or criminology, but in Social Structure and
Anomie (1938) Merton laid out what has become one of the most famous
statements on deviance published to date. (“Social Structure and Anomie” is
also a chapter in one of the greatest American treatises on sociological theo-
ry, Social Theory and Social Structure, by Merton, published in 1968.) Merton’s
central notion in his theory of deviance is anomie, which he integrates into
his discussions of culture and social structure. Merton defined culture as “that
set of normative values governing behavior which is common to members of
a designated society or group” and social structure as “that set of social rela-
tionships in which members of the society or group are variously implicat-
ed” (1968, 216). Merton theorized anomie is directly related to culture (which
includes goals) and social structure (which includes means) and observed
deviance occurs when there exists a disconnect or disjunction between the
two. For example, some individuals believe in society’s goals (i.e., material
success; prestige) but lack the approved means of achieving them (i.e., hard
work; education). When this occurs, deviance occurs. Others downplay or
do not believe they will achieve the goals, but still work within society’s ap -
proved methods of survival. Yet others embrace both the dearly held goals
and means and are not deviant. Merton developed a typology that identified
five modes of adaptation to society and their relationships to socially accept-
able goals and socially acceptable means of achieving them. The + sign indi-
cates agreement with the goals or means; the - sign indicates deviating from
the goals or means. The typology demonstrates Merton’s debt to Talcott Par -
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sons via his use of adaptation (actors) and to Durkheim (anomie). The typol-
ogy is presented below.

Mode of Culture Institutionalized
Adaptation Goals Means
1. Conformity + +
2. Innovation + __
3. Ritualism __ +
4. Retreatism __ __
5. Rebellion __ __

+ +

Conformists and ritualists represent opposite ends of the spectrum, con-
formity the most common and ritualism the least common of the modes of
adaptation, with the adaptations based on the relationship of individuals to
economic activity, and as Merton wrote, “Our task is to search out some of
the factors which exert pressure upon individuals to engage in certain of these
logically possible alternative responses” (1938, 677). Adaptations 2, 3, and 5
result from frustrations derived from the inability to achieve economic success
or other manifestations/ indications that one has made it in a competitive so -
ciety. The innovator simply gives up on the institutional means but still places
high stress on cultural goals; ritualists drop the goals but remain living with
society’s normative structure; and rebellion entails total frustration with the
legitimate goals and means, coupled with the objective of replacing them
with a new social order (1938, 678). At first glance this appears to be quite a
simplistic explanation of deviance, and in a sense it is. To be sure there must
be many more than five ways individuals adapt to society, and that included
as goals and means can be far more extensive than outlined by Merton. But
the question about theory always comes down to its validity and scientific
soundness, a concern now addressed.

Analysis and Empirical Support

In Chapters 5 through 8 there is discussion of analysis and empirical sup-
port of the theories under consideration. It is imperative from the outset to
mention that testing of the theories is never perfect or comprehensive. Most
saliently, it is that which was tested, and how it was tested that determines if
theory stands up to scientific scrutiny. In the fields of criminology and de -
viance, it is unusual for all major propositions of a theory to be tested in one
full swoon, and more common for segments of them to be placed under the
microscope, so-to-speak. Therefore, when examining empirical analyses of
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theories, four issues should be considered: “the questions that are being asked”
the operational definitions of the variables being tested; sampling designs;
and the statistical techniques employed to analyze the data. The theory chap-
ters will not necessarily address all four issues specifically (especially statisti-
cal tests); however, they will detail major findings relative to many theories
under study (some of the theories have received limited testing) while iden-
tifying key elements of the research designs, including sampling issues and
major variables. One note about discussing statistical analyses: this is a de -
viance text and as such it is written to reach a diverse student constituency,
some of whom might not have taken or successfully/enthusiastically com-
pleted a course in statistics. Therefore, limited coverage of the statistical meth -
ods used to analyze data is presented, but it is important for all of us to
remember that quite frequently, ceteris paribus (other things being equal), it
is the statistical designs used that will determine if a theory has stood up to the
test. This point cannot be stressed enough, nor can the fact that exact replica-
tion of tests is rarely undertaken in studies of crime and deviance. In acade-
mic journal articles where most of what we are addressing is found, mul tiple
regression is the technique most frequently used to analyze data, and there are
many variants of it, which can and does lead to different findings and con-
clusions concerning the validation of a theory (or segments of it). Sometimes
this is a necessary evil since a major criticism of a study may be that inap-
propriate statistical techniques were used, with the critics recommending
other statistical designs as alternatives. Enough said on this matter, and now
it is time to turn attention to a major example of what we have just discussed,
“A Developmental Test of Mertonian Anomie Theory,” by Scott Menard.

Scott Menard (1995) offers a valuable example of a test of “Social Struc -
ture and Anomie.” Menard argued that previous tests fell short of an accu-
rate measure of Merton’s typology, since few if any are tests of the modes of
adaptation which are central to Merton’s thinking (1996, 169). Earlier empir-
ical tests of Merton’s theory generally focused on the relationship between
the failure to achieve socially acceptable goals via acceptable means, and
structural-based variables such as social class, race, and gender, as evidence
of support or nonsupport for Merton’s explanation for deviance (1995, 136).
Recognizing the shortcomings in the way that “Social Structure and Anomie”
has been tested, Menard proceeded to examine multiple facets of Merton’s
typology by looking at the relationship of the modes of adaptation (ignored
in previous studies), social class, race, and gender (overemphasized in tests
of Merton) to deviant and criminal behavior, thus assuming a broad-based
ap proach to Merton’s work.

Menard’s sample consisted of five waves taken from the National Youth
Survey (NYS) with sample sizes ranging from 1,725 (Wave 1) to approxi-
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mately 1,500 in Wave 5 (NYS is a national probability sample of youth be -
tween the ages 11–17 which was implemented in 1976). Menard divided his
samples into early adolescence (11–14), middle adolescence (14–17) and late
adolescence (17– 20). Over the five waves, subjects responded to Likert-scale
type items that would indicate the degree to which they agreed or disagreed
with statements that would determine their relationship to or involvement
with criminal behavior and deviance (i.e., drug use). The demographic vari-
ables employed are: gender, coded male or female; race was white or non-
white; socioeconomic status (ses) was ses of parents; and academic success
was measured by respondent grade-point average (GPA). Merton-specific var -
iables were attained by asking questions such as “What do you think your
chances are of completing a college degree?”, and the measure of education -
al and economic opportunity was obtained by asking “What do you think
your chances are for getting the kind of job you would like to have after fin-
ishing school?” Criminal behavior was indicated by involvement in minor
offenses such as petty theft and vandalism, and more serious index offenses
including gang fighting, sexual assault, aggravated assault, and robbery. Illicit
drug use included drugs such as heroin, cocaine, marijuana, and alcohol.
Menard hypothesized along the lines of Merton’s typology by expecting to
find that innovators would have the greatest involvement with minor and
index offenses and retreatists would report the highest use of illicit drugs
(1995, 144). Most salient to this discussion is the measurement of the modes
of adaptation, again central to Merton’s theory but overlooked in previous
studies. For example, subjects who responded that it was wrong to engage in
crime and illicit drug use would be expected to conform to social norms and
those who identified themselves as being involved in crime or deviance would
be expected to fit into one of the other modes of adaptation, such as innova-
tion and retreatism (1995, 144–145).

Some of Menard’s many findings include early adolescence had the high-
est percentage of respondents who believe in the importance of getting a
good job (economic opportunity) and the importance of receiving a college
education (educational opportunity). In addition, regardless of parental ses,
academic success and a positive outlook on future educational chances were
significantly correlated with perceived economic opportunity (1195, 149). What
is more, during mid-adolescence females were reported to have the greatest
chances of being ritualists, and lower involvement with drugs during late
adolescence (1995, 160;165). What about illegal behavior? For both males
and females, early adolescence was found to include involvement with less
serious criminality, with mid-adolescence more likely to be associated with
more serous crime and deviance, including drug use. Menard concluded that
his research is in support of Merton. For example, lower rates of offending
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are found with conformists and ritualists, with innovators and retreatists hav-
ing higher rates of offending. When it came to drug use, retreatists were the
more likely to use illicit drugs, also consistent with Merton’s typology.

In Recognition: Robert K. Merton

The debt owed to Emile Durkheim for his role as a founding figure in
sociology and the study of deviance cannot be overstated. Neither can the
importance of Robert K. Merton be underestimated in his place in American
sociology, and to theories of deviance which even Merton could not foresee
would emerge from Social Structure and Anomie. What Merton placed into
motion in this seminal work has had lasting influence in the study of devi -
ance, but we are reminded that Merton was a social theorist first and fore-
most, one of the greatest in American intellectual inquiry. He was a modern
structural functionalist breaking ways with his mentor and colleague Talcott
Parsons. Merton would come to emphasize middle range theories as op posed
to the grand arching theory proposed and advocated by Parsons. Merton
extended and advanced Parsons, and by doing so helped to bring sociology
to the next level. Many of us may have forgotten that the following terms
come from the middle range theorizing of Merton: manifest and latent func-
tions. Merton’s structural functionalism made room for the importance of
social change and social conflict within society, two areas in which Parsons
has received major criticism for decades. Merton also questioned the notion
of the interrelationships of society’s major parts put forth by Parsons, there-
by taking the position that societies are not the tightly structured organisms
that resist social change, remaining intact even when faced with great chal-
lenges and disruption. Merton established a functionalism that grabbed hold
of that proposed by Parsons and placed it within the context of changing
times, and the ever increasing presence of conflict theory in sociology.

“Social Structure and Anomie” will be a major force in the study of de -
viance for years to come. Merton’s wisdom and keen insights into the inner
work ings of cultures allowed him to develop a theory of deviance that legions
of sociologists and criminologists have followed for over 70 years, and many
others have integrated into their own conceptualizations of devi ance and
criminality. Robert K. Merton is truly a giant in sociological thinking.

SUMMARY

Emile Durkheim is a critical figure in the development of theories of
deviance. His concept “anomie” is one of the most well-known terms in soci-
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ology, and it is of paramount importance in the study of deviance and in
criminology. For over 100 years, sociologists have worked with, renewed, re -
invented, and integrated anomie in many theories and empirical tests. An -
omie is one of those concepts that will have long-lasting value to the study of
the social world: it is a time honored idea that continues to receive the awe
and respect of generations of sociologists. Robert K. Merton saw its value in
his now famous theory, and from that work came a life for anomie that is still
important and going strong in the twenty-first century. The next chapter is an
extension—an evolution of Durkheim and Merton.



Chapter 5

ANOMIE AND STRUCTURAL THEORIES
EXTENDED: STRAIN THEORIES

CASE STUDY: ROBERT HANSSEN

Consider the following:

• compromising the United States “Continuity of Government Plan” or
the plan developed to ensure the survival of the president and the gov-
ernment in case of nuclear attack.

• divulging the identities of at least nine Soviet spies who were recruit-
ed to spy for the United States (against the Soviet Union).

• revealing the existence of a spy tunnel underneath the Soviet embassy,
used to spy electronically on the Soviets.

• revealing “The National Intelligence Program” that included all ele-
ments of intelligence the United States planned for a year, and how
the funding would be spent.

• revealing worldwide double agent information.

The above represents the tip of the iceberg involving the most serious
espionage ever initiated against the United States. To this day, more than a
decade after the spying stopped, the United States intelligence community
and game plans may still be compromised, and perhaps fallen into the hands
of rogue states and despots motivated to destabilize and to destroy America.
But who would engage in this level of spying against the United States and
more importantly, why? The answer to the first part of the question is Robert
Phillip Hanssen, a career agent with the Federal Bureau of Investigation
(F.B.I.), the nation’s most prestigious and powerful domestic law enforce-
ment organization. For nearly 20 years, Hanssen used his position of trust
and top secret clearance to sell highly classified documents to America’s arch
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enemy and world rival, the Soviet Union. Why? The first thought is money;
after all it is believed Hanssen earned at least two million dollars through his
spying activity, which doing the math turns out to be an average of $100,000
annually. But there is more to the life of Bob Hanssen that holds alternative
explanations for his treasonist conduct. All information reported is derived
from The Bureau and the Mole (2002) written by Pulitzer Prize winning author
David A. Vise, who has written for the Washington Post newspaper.

Robert Hanssen was born in 1944 to Howard and Vivian Hanssen, and
after World War II, Howard became a police officer in Chicago, Illinois, a
position he did not want his son ever to hold. Howard Haansen was an abu-
sive parent, and mother Vivian either did not attempt to prevent the abuse
or was incapable at stopping its occurrence. Through his formative years,
Robert faced significant abuse from his father, although apparently he only
received physical abuse twice as a young child. Most of the abuse was emo-
tional, and assumed the form of ridicule and embarrassment. One area
where this was prevalent was course grades, where Robert was unable to sat-
isfy his father. Good grades were not good enough, and that included “B’s”
in rigorous courses such as chemistry. When attending parent-teacher con-
ferences, Howard Hanssen would belittle the teacher for giving his son grades
he did not think Robert had earned. This pattern continued into the college
years, when Howard would question Robert’s professors about the good
grades they had given him. It should be noted Robert was a very bright stu-
dent, who as a child read spy novels and engaged in challenging and mind
developing games such as rubric cube, usually with his childhood and life-
long friend Jack Hoschouer.

After high school, Robert attended Knox College, a private four-year in -
stitution in Illinois where his undergraduate major was premedicine. Howard
wanted his son to become a physician, and when Robert was denied entry to
medical school he opted instead for a dental education that he left after just
two years, much to the displeasure of Howard. Shortly before quitting den-
tal school, Robert married Bonnie Wauck, a devout Roman Catholic, a point
that will be revisited. His career path after dental college included working
for an accounting firm in Chicago, and (in 1971 he received the Masters
Degree in Business Administration-MBA) eventually leaving that position to
become a Chicago police officer, a decision flying right in the face of his
father. Right out of the police academy Robert was assigned to the Special
Internal Affairs Unit (C-5), that investigated corrupt police officers. It was
here that Robert distinguished himself as a shrewd and intelligent police offi-
cer, one who might be suited for a more prestigious career in law enforce-
ment. Hanssen remained in Chicago police work until 1976 when he began
his training to become a special agent with the Federal Bureau of Investiga -
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tion. Upon graduating from the F.B.I. Academy he was assigned to Indiana
where he was successful investigating white-collar crime; then in 1978 as a re -
sult of his continued successes in law enforcement, Robert was transferred to
New York City where he worked in Soviet counterintelligence. It is here where
Hanssen began spying for the Soviets. While assigned to New York City,
Robert and his growing family resided in upscale Scarsdale living beyond his
means, which meant that he would need to borrow money from his father, a
task that was humiliating to Robert, yet psychologically rewarding to Howard,
who was always quick to remind Robert although he was an F.B.I. agent, he
was a failure who would have no need to frequently borrow money from his
parents had he not quit dental school. Rather than continue to ask his father
for financial support, Robert began selling secrets to the Soviets, and in 1980
his wife Bonnie caught him examining classified documents in his basement
that he intended to sell to Russian agents. This led to a meeting with their
Catholic priest (Robert was a protestant who converted to Roman Cath ol -
icism) and Robert pledged to give back what he had earned to Mother Teresa,
a promise he did not fulfill. Robert’s spying entailed completely duping the
Soviets as to his true identity, and began by mailing secrets to Soviet agents
in New York City, and continued with drop-offs in parks in Washington, D.C.

In 1981, Robert Hanssen was assigned to counterintelligence at F.B.I.
headquarters in Washington, D.C., where he would continue spying until he
was caught in February 2001. Ironically, Hanssen had been considering retir-
ing from the Bureau and accepting a lucrative offer of $200,000 a year to
work in corporate America. But the heat was on since even after the arrest
of CIA officer Aldrich Ames by the F.B.I. in the late 1990s for spying, it was
apparent there was still espionage taking place that was compromising Amer -
 i ca’s security. The F.B.I. did not really have its man, yet. The Bureau moved
into full gear, and was able to identify the master spy it had been seeking for
years as its own Robert Phillip Hanssen. Hanssen was sentenced to life in
federal prison without parole, and his wife was allowed to collect a lifetime
retirement from the Bureau of $30,000 annually.

But there is even more to Hanssen than espionage. For 18 months in the
early 1990s, Hanssen carried on an “adulterous” relationship with stripper
Priscilla Galey. During the 18-month period Hanssen showered her with gifts
totaling $500,000, and took her on expensive trips. However, it is unclear if
they ever engaged in sexual activity, although reports are that she wanted to
and Robert declined. It was only after Galey had used a credit card provid-
ed by Hanssen to purchase cigarettes that he discontinued seeing her, per-
manently. In addition to this rather bizarre relationship, Hanssen had other
sexual aberrations. On occasion, Hanssen’s lifelong friend, Jack Houschour
would stay with the Hanssen’s, and Robert would offer Jack the opportunity
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to have sex with his wife Bonnie, or at least to allow Jack to view Bonnie and
Robert engaging in sexual intercourse. Jack declined.

Lives such as that of Robert Hanssen beg the questions of why and how?
Why did he engage in various forms of deviance, and how was this possible?
Perhaps some of the answers lay with general strain theory as proposed by
Robert Agnew.

The Work of Robert Agnew: General Strain Theory (GST)

One of the most prominent figures in criminological theory today is
Robert Agnew, who initially in 1985 and then in 1992 helped to energize the
world of theory with what is labeled as General Strain Theory (GST). GST
is an extension of the works of Emile Durkheim, but most saliently of Robert
Merton’s “Social Structure and Anomie.” Whereas the latter is the landmark
theory in criminology/deviance, Agnew’s general strain theory is one of the
most significant of its time, as witnessed by the numerous attempts at testing
it.

Explaining the Theory

Undergraduate students in sociology are probably familiar with GST,
most notably its three types of strain. Since the publication of Foundation for
a General Strain Theory of Crime and Delinquency (1992), Agnew has expanded
and elaborated on the theory. However, what is most known and most fre-
quently cited about it are the three major types of strain, the first which is the
inability to achieve positively valued goals, a direct link to Robert Merton. The
second and third types of strain are extensions on Merton, and it is these latter
types that have gained the most attention from sociologists and criminolo-
gists. The second type of strain occurs when positively valued stimuli are re -
moved, or there is the threat of removing them. Two examples are the death
of a loved one, and the ending of an important relationship. The third type of
strain involves the introduction of negative or noxious stimuli, and includes
negative relations with parents and negative relations with schools (1992, 50).
Accordingly, if the theory is correct, any one of the above types of strain
should correlate with involvement in crime and delinquency. Three exam-
ples are: the failure to achieve an important societal goal such as success would
lead one to commit antisocial acts (strain type 1); the divorce of parents may
lead to criminality (strain type 2); or being victimized by child abuse could
drive an individual to engage in delinquency or crime (strain type 3).

But there is more to Agnew’s work concerning its empirical viability,
including his discussion of equity and distributive justice, derived from social
psy chology, behavioral psychology, and medical sociology. Critical is the
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notion of equity, or the assumption individuals may be driven to criminality
as a result of the unjust allocation of resources, or because in interaction sit-
uations justice has not been actualized (1992, 55). It is in the notion of equi-
ty/justice that Agnew truly modifies Merton’s focus on strain as a failure to
achieve positively valued goals (1992, 51–56). According to Agnew, there are
three types of strain that fall under this category. The first is the disjunction
between goals and expectations, or committing deviant or criminal acts be -
cause one cannot reach important societal goals, such as getting a good job
or completing a college education. The second type of strain occurs when indi-
viduals fail to match their expectations with their achievements, meaning
they fall short of the expectations. For example, individuals may be seeking
all “As” in their classes, instead they earn a combination of “As”, “Bs”, and
“Cs”, or perhaps they fall short of acquiring the job they really wanted. The
third type of strain deals directly with distributive justice, and occurs when
individuals perceive they have been unfairly treated, or have not received
the benefits from an interaction situation they initially sought. An example
may be when individuals enter into relationships, and expect greater affection
and attention than that actually received, or their inputs into the relationships
exceed what they get out of them. Therefore, in Agnew’s theory there are
three major types of strain, but the first type of strain—failure to achieve posi-
tively valued goals—is further subdivided into three other types of strain, a part of
the theory that is often overlooked or forgotten (especially in textbooks).

A question that emerges is “what then are the social psychological
sources of deviance and criminality that clarify why individuals become anti-
social?” The answer is in the emotions of anger and frustration that Agnew
argues derive from the removal of positive stimuli, and the introduction of
negative stimuli. Agnew writes “Anger . . . is the most critical emotional reac-
tion for the purposes of general strain theory. Anger results when individu-
als blame their adversity on others, and anger is a key emotion because it in -
creases the individual’s level of felt injury, creates a desire for retaliation/ re -
venge, energizes the individual action, and lowers inhibitions, in part be cause
individuals believe that others feel their aggression is justified” (1992, 59–60).
For Agnew, it is the latter two major types of strain that are central to his the-
ory; but there is more. Agnew developed his theory to account for the effects
of the magnitude, recency, duration, and clustering, all of which fuel anger and
frustration, resulting in delinquency and crime. Each is addressed briefly.

Magnitude involves the size in the discrepancy between goals and expec-
tations; the size of the loss of positive stimuli; and, the magnitude of the pain
incurred from negative/noxious events. Recency is a matter of how close in
time adverse conditions have occurred, and duration implies the length of
time negative events last in the lives of individuals. Clustering means a dou-
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ble or triple whammy or more, when several negative stimuli cluster togeth-
er at roughly the same time period, thus exacerbating anger and frustration
(1992, 64–66). An example of this latter point may be an adolescent who is
a victim of child abuse, whose self-concept is depleted as a result of his vic-
timization, and whose parents have recently filed for divorce.

In his 1992 groundbreaking publication, Agnew also addressed adapta-
tions (coping) to strain, which entail cognitive, emotional, and behavioral strate-
gies that can be actualized though either legitimate or illegitimate channels.
Cognitive strategies may be thought of as “mind-game techniques” such as
telling oneself things could be worse; the goal was not that important any-
way, and stressing what has gone well in one’s life as opposed to accentuat-
ing what hasn’t. Behavioral coping strategies involve making positive/ con-
structive changes, such as changing schools or even engaging in delinquent
activities such as revenge. Emotional coping techniques could include antiso-
cial conduct including the use of drugs, or legitimate behaviors such as med-
itation and physical exercise (1992, 69–70).

Agnew continues to refine GST as a response to numerous tests done on
it, including modifying the definition of strain, as well as identifying the types
of strain that are weakly and strongly correlated with crime (2001; 2002). As
other social scientists have tested general strain theory, Agnew has respond-
ed by examining some of its key conceptualizations. One example is his dis-
cussion of the types of strain with strong correlations to crime, an area he
needed to clarify and expand upon in the 1992 classic article (2001, 343–
347). Reflecting on research undertaken on his theory, Agnew has written
factors such as parental rejection, inappropriate parental supervision and dis-
cipline, child abuse and neglect, negative secondary school experiences, un -
satisfying work, homelessness, criminal victimization, and prejudice and dis-
crimination are reported to be associated with delinquency and crime.

What is more, Agnew also identified the conditions in which the failure
to achieve core goals leads to antisocial conduct, occurring most often when
individuals seek immediate gratification, such as the need for money in the
short term (2001, 343). It is to be noted in his earlier work Agnew played
down the role of failure to achieve positively valued goals, and its effects on
deviance and criminality.

Having laid out the key aspects of Agnew’s theory, it is now time to
address the issues of analysis and empirical support.

Analysis and Empirical Support

Reiterating an important conversation from the last chapter, it is impor-
tant to state that empirical support for any theory has a great deal to do with
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the following: the questions asked—the slant of the research; operationaliza-
tion of variables; sampling techniques employed; and, statistical techniques
used to analyze data. All four issues are of paramount importance when put -
ting theory to the test, and therefore play a major role in assessing the effi-
cacy of theory. What is more, it may not be possible or even prudent to test
an entire theory, instead “pieces” of theories may be tested, allowing limited
examination of their ability to predict outcomes.

Thus is the case with Robert Agnew’s general strain theory. As noted ear-
lier, there have been many tests done on it, representing multiple slants (the
questions asked), with most tests offering at least moderate support. For
example, a number of studies have found at least some support for the effects
of strain on delinquency, when mediated by negative emotions including
anger and frustration (Agnew, 1985; Agnew and Brezina, 1997; Agnew and
White, 1992; Agnew, Cullen, Burton, Jr., Evans, and Dunaway, 1996; Colvin,
2000; Katz, 2000; Mazerole and Maahs, 2000; Piquero and Sealock, 2000).
Other research supports, again to a modest extent, the effects of factors such
as coping skills, self-esteem, family attachment, moral beliefs and association
with delinquent peers as conditioning factors in the effects of strain on delin-
quency (Agnew, Brezina, Wright, and Cullen, 2002; Agnew and White, 1992;
Aseltine, Gore, and Gordan, 2000; Mazerolle and Maahs, 2000; Paternoster
and Mazerolle, 1994; Piquero and Sealock, 2000). Agnew and White (1992)
and Paternoster and Mazerolle (1994) reported a positive correlation be -
tween strain and delinquency and drug use, and Hoffman and Miller (1998)
reported after controlling for other factors such association with delinquent
peers and low self-esteem, strain still increased involvement in delinquency.

The above represents a small portion of research testing GST, but hope-
fully it makes the point: pieces of it have been tested, offering partial but en -
couraging support for it. But does this make the theory “bad” or without via-
bility, since the tests are not comprehensive and conclusive? Not really, since
these studies were all undertaken differently, positing a variety of hypothe-
ses and analyzed by multiple statistical techniques. Three important tests of
GST are now discussed in detail, hopefully providing further insight into the
strengths of the theory, and the significance of the methodology used when
examining it.

Broidy (2001) offers a relevant test of general strain theory. Employing a
nonrandom convenience sample of 896 undergraduate students at North -
western University in Evanston, Illinois and using self report data, Broidy
found support for the effects of strain on negative emotions (anger), the ef -
fects of negative emotions on legitimate coping (i.e., cognitive coping), and
the effects of negative emotions and legitimate coping on deviant outcomes
(i.e., stealing, vandalism). Broidy reported strong and statistically significant
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relationships of unfair outcomes, blocked goals, stress, and self-esteem on
negative emotions such as anger, frustration, and feeling depressed, and she
reported emotions other than anger (i.e., depression, frustration, guilt) had a
strong and statistically significant effect on legitimate coping (cognitive, be -
havioral and emotional). Her tests also revealed the following variables had
powerful effects on deviant outcomes: anger; other negative emotions; stress,
deviant peers; deviant opportunities; and, membership in social clubs (2001,
21– 27). Another important finding was sex is an important predictor of
delinquency, meaning males more than females have a greater probability of
engaging in deviant outcomes (2001, 28).

Robert Agnew and colleagues have undertaken a number of tests of GST.
One is an extension on the theory that includes personality and constraint
variables as possible effects on juvenile delinquency (2002). Agnew et al. drew
a sample of 1,423 children from “The National Survey of Children” (NSC)
that encompasses many items relevant to GST (such as those just reviewed).
The children were asked to respond to items directly related to strain includ-
ing: family relationships; conflict with parents; school hatred; bullying by
other children; and, safeness of the neighborhoods in which they resided.
Agnew also included measures of social control and learning, such as attach-
ment to parents, parental firmness, school attachment, and troublesome
friends (2002, 50–53). Parents and teachers were asked to respond to items
related to the personality of children that Agnew identified as “negative emo-
tionality.” These items asked if the child was impulsive, acted without think-
ing, and if the child has a strong temper (2002, 54). Interestingly, Agnew et
al. found only minor support for strain, learning and social control on delin-
quency, with the strongest effects reported to be for “troublesome friends”
and “school attachment” (it should be noted that his research included 25
variables subsumed under three categories: strain variables; social control/
learning variables; and demographic measures). Additional tests of the same
variables, some coded differently revealed similar results. Few variables had
statistically significant or strong effects on delinquency, and ironically the
few that did were not strain variables specifically. School attachment and
trouble some friends, classified by Agnew et al. as learning and social control
variables, exerted the strongest influences on delinquency, and “age of child”
and “African American” were the demographic variables found to have the
most powerful effects on delinquency. Although the results do not verify the
direct and unmitigated effects of strain on delinquency, Agnew et al. wrote
“These data support the central hypothesis of this study: People high in neg-
ative emotionality and low in constraint are more likely than are others to
react to strain with delinquency” (2002, 60–61), implying an interaction of
strain, control, and learning on antisocial conduct.
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A recent study by Kimberly A. Francis (2014) examined the relationship
between depression/anxiety and strain in a sample of 1,915 adolescent boys
and girls ages 11–19. The sample was derived from the Project on Human
Development in Chicago Neighborhoods: Longitudinal Cohort Study. A
major objective of Francis was to assess the effects of negative internalizing
emotions (depression and anxiety) on deviant outcomes including aggressive
behavior, running away, substance abuse, and suicidal behavior. An assump-
tion held over the years is that when faced with strain, girls more than boys
are more likely to engage in negative or self-directed deviant outcomes such
as suicide and running away, while boys more than girls will experience
externalizing deviant actions such as aggressive behaviors. Several of the
findings are now presented.

The study reported that depression and anxiety increased the likelihood
of engaging in aggressive behaviors for both boys and girls, but not unsur-
prising the findings were stronger for boys. Of interest is the greater involve-
ment in aggressive behaviors for boys was due to a loss of close others or of
a strong support system, a finding that was stronger for boys in the sample.
This runs counter to the general notion that girls are more likely to suffer
from a loss of network ties than boys (2014, 67).

Girls were more likely to run away from home than boys, a finding con-
sistent in research over time, However, sexual victimization, often found to
be associated with girls running away, was not reported to be a significant
predictor of this deviant outcome. In addition, depression and anxiety were
found to be positively associated with substance abuse in girls, but not for
boys. And considering suicide, depression/anxiety was found to be positive-
ly correlated with suicide by girls, a finding that did not hold true for boys
whose past sexual assault had a strong effect on suicide. The study by Francis
is representative of the ongoing extensive testing of general strain theory in
the literature.

So where does this leave us? GST theory remains an important theory in
the study of crime and deviance, and this is reminiscent of the pattern once
found with labeling theory (discussed in Chapter 7). From the 1960s to the
early 1980s, labeling theory enjoyed great popularity while experiencing
spotty empirical support, and in sociology and criminology today it is still ad -
dressed in various courses, even though it hit its peak years ago, given its lack
of scientific verification. This is not to imply that strain theory is in the same
boat. On the contrary, the testing of it continues, is not finished, and an en -
tire generation of young and aspiring criminologists and deviance theorists
will undoubtedly continue to place it under the microscope, and perhaps in
doing so and using more sophisticated methodologies and statistical tech-
niques, will unravel and tease out the specific conditions under which strain
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is found to be a more powerful predictor of delinquency, deviance, and crime.
Attention is now turned to another recent strain theory, Crime and the Ameri -
can Dream by Stephen F. Messner and Richard Rosenfield.

The Work of Stephen F. Messner and Richard Rosenfield:
Crime and the American Dream: Institutional-Anomie Theory

Although less popular than general strain theory, institutional-anomie the-
ory, proposed by Stephen F. Messner and Richard Rosenfield, is a relatively
recent extension of Robert Merton’s “Social Structure and Anomie.” In Crime
and the American Dream (1994), Messner and Rosenfield posited what they call
institutional-anomie theory, to be explained shortly. But ask yourself two
basic sociological/anthropological questions: first, “what are the social insti-
tutions found in all known societies?”; second, “how would you rank order
them, from most to least important, and why?” The answers to the first ques-
tion probably include the family, education, religion, the polity, and govern-
ment. Of course, there are other social institutions and they include sport and
the law. But in your answer did you also mention the economy? This brings
us to the second question. The guess here is that many ranked family first,
religion second, education third (or some close facsimile), and there is a scat-
tergram effect after that. The “why’s” will undoubtedly vary, but family is the
first social group most of us experience, and it is important in shaping our
personalities and values. Some might have put religion as number one, and
the reason given may be its place in providing individuals with values, and
conformity to social norms and the law. Education as number one and the
explanation may include its long-term role in shaping our beliefs, values, and
attitudes, and in providing the essential skills required to succeed in society.
But how do others see the same questions? The “others” in this case are
Mess ner and Rosenfield. These authors rank the economy as the most pow-
erful and dominant social institution in capitalist societies, in particular the
United States. Their reason is the emphasis placed on material success in
Western societies. With such overpowering focus on materialism, the econo-
my surges ahead of all other social institutions, with the latter reduced to the
role of follower, and “monkey see, monkey do” (author’s emphasis). The
family, education, the polity, religion, and so on all play second fiddle to the
economy, and begin to mimic it. The family assumes a form analogous to the
economy, as does religion, education, law, and so-on and-so-forth. According
to Messner and Rosenfield “the cultural message that comes through with the
greatest force is the one most compatible with the logic of the economy: the
competitive, individualistic, and materialistic message of the American dream”
(1994, 86).
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Messner and Rosenfield have a name for the emphasis on materialism:
the American dream, which is ubiquitous and hard to escape in American soci-
ety, permeating every aspect of our lives and culture. The authors define the
American dream as a “commitment to the goal of material success to be pur-
sued by everyone in American society under conditions of open, individual
competition” (1994, 62). It is interesting what the authors conclude about this
level of competition and pursuit of materialism. On the one hand, some might
suggest that incessant competition and the acquisition of worldly status sym-
bols would result in a society that keeps improving because we all push our-
selves to be better, to get more and more and more, perhaps with a trickle-
down effect, where even the least fortunate in society pull themselves up by
their bootstraps, becoming successful participants in the capitalist way of life.
But Messner and Rosenfield see it differently. The stress placed on material-
ism forces people into criminality, into a state of competitivism that pits them
against each other. The resulting cutthroat mentality results in anomie, with
behavior becoming unregulated, because the economy is dominant and
other social institutions so weakened. Economic success through whatever
means necessary comes at the expense of social institutions such as the fam-
ily and religion, that we are reminded take a back seat to capitalism. To rem-
edy this issue the authors wrote:

The structural changes that lead to significant reduction in crime are those that
promote a rebalancing of social institutions. These changes would involve re -
ducing the subordination to the economy of the family, schools, the polity, and
the general system of social stratification. . . . More specifically, social roles such
as parenting, “spousing,” teaching, learning and serving the community will
have to become, as ends in themselves, meaningful alternatives to material ac -
qui sition. (1994, 103–104)

Analysis and Empirical Support

Crime and the American Dream has not come close to generating the mag-
nitude of empirical studies testing Robert Agnew’s general strain theory; how -
ever, the relatively few studies that have tested institutional-anomie theory
have been encouraging. Part of the issue is institutional-anomie which is a
macro-level theory, and in the past 20 years, macro theories of crime and
deviance have fallen out of favor, partially out of the long history of attempt-
ing to validate them with minimal success, and the popularity of newer the-
ories such as GST and Ronald Akers (the later is covered in Chapter 7). The
history of sociology and criminology is rich with macro-level theories that
explain crime and delinquency as a product of industrialization, poverty,
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immigration, urbanization, race/ethnicity, and socioeconomic status. Two
major studies testing institutional-anomie theory are presented as examples.

Messner and Rosenfeld offer one of the most prominent tests of institu-
tional-anomie theory (1997). The authors tested the theory employing a sam-
ple of 45 nations, and hypothesized factors such as access to and the quality
of social welfare programs are correlated with a decrease in the rate of homi-
cide (1997, 1,394). The concept under study, decommodification of labor, is poli-
cies that protect citizens from market forces, including entitlement programs
and social security, policies often associated with the empowerment of peo-
ple. Protective social policy does not leave citizens to the ebb and flow of the
economy, that can result in large portions of society at risk of poverty and
unemployment. Messner and Rosenfeld wrote “. . . decommodification sig-
nals that the balance of institutional power in market society has shifted from
the economy toward the polity; it implies that purely economic values and
criteria are accommodated to collective, political considerations. . . . Given
the general logic of institutional-anomie theory, then, the decommodification
of labor should vary inversely with societal levels of crime, including the
most serious crime-homicide” (1997, 1,393–1,394). Thus their hypothesis:
“. . . levels of homicide will vary inversely with the decommodification of
labor” (1997, 1,393). To be more specific, Messner and Rosenfeld argue in
societies where the economy rules, there will be large amounts of anomie,
and as a result, high crime rates (here to be identified as homicide rates).

The independent variables in this study are income inequality; econom-
ic discrimination defined as intentional economic discrimination against cer-
tain groups; the sex ratio of populations; and the degree of development of
the 45 nations under analysis (1997, 1,401–1,403). The data analysis indicates
decommodification of labor had a statistically significant relationship to
lower levels of homicide, and sex ratio, or the percentage of a population 64
years of age or older was found to effect lower rates of homicide, largely
because elderly people are recipients of entitlement programs, reinforcing
Messner and Rosenfeld’s assumption that decommodification policies result
in lower rates of murder (1997, 1,407–1,409). The authors conducted four dif-
ferent tests of their hypotheses, and in three models the degree of develop-
ment was found to have an inverse relationship with homicide rates (the
greater the degree of development of nations, the lower the homicide rate).
Income inequality was not reported to affect rates of homicide, and eco-
nomic discrimination was reported to be associated with higher rates of
homicide in two of the four tests performed (in one test where it did not
impact the homicide rate, the effect of economic discrimination was under-
taken before the decommodification variable was included, and in a second
test, Syria was left out as one of the 45 nations because it is “an outlier on
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homicide” (1997, 1,405–1,406). It should be noted the United States had by
far the greatest rate of homicide of any of the 45 nations under study.

Mitchell B. Chamlin and John Cochran (1995) examined the impact of
structural (macro) level variables on rates of instrumental crime (property
offenses), which included robbery, burglary, larceny, and auto theft. Working
from their hypothesis, “The effect of economic conditions on instrumental
crime rates depend on the vitality of noneconomic institutions” (1995, 415),
the authors tested the impact of economic depravation (percentage of fami-
lies below the poverty line), family structure (divorce rate), religious partici-
pation (church membership rate), and political involvement (actual voting)
on the dependent variable, property offenses (another way of understanding
the hypothesis is strong noneconomic institutions, such as the family, religion
and the polity should offset the dominating effect of the powerful economic
institution, as proposed by Messner and Rosenfeld). Chamlin and Cochran
used the following data sources to measure property offenses: The Uniform
Crime Reports published annually by the Federal Bureau of Investigation;
The State and Metropolitan Area Data Book for measures of economic deprava-
tion and political participation; and, church membership data published by
Bernard Quinn et al. (1995, 417–419). In addition, the authors also used the
percent of the population African American, and the percent of a total pop-
ulation 18–24 years of age as demographic variables to be tested on proper-
ty offenses.

As is the case in many studies, the authors ran several tests of their hy -
poth eses, using different arrangements of the independent or predictor vari-
ables, a strategy often undertaken for the purposes of comparison. By incor-
porating some variables in one test, and changing them in other statistical
analyses, it became possible to see how the different variables individually
and collectively affected the dependent variable. The four different tests
reported the following predictor variables had the strongest influence on
property crime: percent of the population 18–24; church membership; pov -
erty; voting behavior; and, family structure. Chamlin and Cochran conclud-
ed the presence of noneconomic institutional variables on property offenses
supported their hypothesis, implying a powerful economic institution is not
a slam-dunk when it comes to predicting property crime. On the contrary,
strong noneconomic institutions can have a mediating/weakening influence
on instrumental crime, individually and collectively.

In a study related to elements of Institutional Anomie Theory, William
Pridemore (2011) replicated two studies examining the effects of inequality
on homicide. The author noted that in cross-cultural research a major and
consistent finding is the strong correlation found between the effects of in -
equality on homicide, so much so that the inequality/homicide nexus has
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become assumed, even taken for granted. However, research studying the
same relationship in the United States has consistently produced mixed re -
sults. Pridemore noted that in almost every major study undertaken cross-
culturally on the effects of inequality on homicide, poverty was not intro-
duced as an addtional predictor of murder. 

Pridemore reviewed dozens of studies of social structure and homicide
and found just a handful that included poverty as a predictor variable. In
these studies, inequality was the key factor predicted to influence homicide,
with many of them using the standard Gini coefficient, a measure of income
inequality in nations, as the indicator on inequality. The author decided to
take two studies, one by Fajnzylber et al. (2002) and the other by Savolainen
(2000) and to replicate them, only this time entering poverty as well as in -
equality as predictor variables on homicide. It should be mentioned that the
unit of analysis in all studies reviewd by Pridemore was nations, and in the
two studies focused on by the author the number of nations in the analysis
ranged from 20–45. The infant mortality rate was Pridemore’s proxy mea-
sure of poverty and in three of four statistical runs, it was poverty, not
inequality that was the most powerful influence on homicide. In one case
involving the findings for males, the inequality/homicide finding was sup-
ported, and this was for the research undertaken by Savolainen. 

A connection from the above tests to the theory by Messner and Rosen -
feld is in the concept of social structure. You will recall these scholars report-
ed that homicide rates are associated with factors such as poverty, especially
when there is a lack of governmental intervention in preventing and inter-
vening in the lives of the disadvantaged. Messner and Rosenfeld concluded
that high rates of homicide occur in nations where there exists a lesser com-
mitment to social welfare policies and an overemphasis on economic growth
at the expense of citizens.

The Work of Albert K. Cohen: Delinquent Boys

We are reminded that many theories in criminology and deviance were
developed to explain juvenile delinquency. Thus is the case with the final
two strain theories discussed in this chapter. Albert Cohen’s Delinquent Boys
(1955) represents one of the most influential delinquency theories, and is dis-
cussed here since it is an extension on the work of Robert Merton and a pre-
cursor of future Mertonian-type theories, such as Robert Agnew’s general
strain theory. Cutting to the chase, Cohen theorized delinquency among
working class boys is a direct product of strain, in particular the strain asso-
ciated with not being able to achieve middle-class goals. Working class neighbor-
hoods develop subcultures comprised predominantly of young people, and
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these subcultures serve as a source of adjustment to issues such as strain. Out
of these subcultures arises juvenile delinquency, that Cohen wrote is a reac-
tion formation against middle-class values: juvenile delinquency is “. . . an
“irrational,” “malicious,” “unaccountable” hostility to the enemy within the
gates as well as without: the norms of the respectable middle-class society”
(1955, 133). Cohen’s proposition working class boy delinquency represents
striking back at the middle class is natural, because working-class parents
accept middle-class standards, and pass these down to their children who
proceed to internalize them (1995, 125). What about middle-class delinquen -
cy? According to Cohen, it is a matter of sex role identification, or boys heav-
ily socialized by their mothers, who as a result go overboard, so-to-speak, by
engaging in delinquent acts just to prove their masculinity (1955, 164). So
when it comes to delinquent behavior, there exist a duality: working-class
boy delinquency is a reaction formation; middle-class boy delinquency is an
at tempt by boys to prove their manliness. Cohen also observed working-
class boy delinquents take delight in harming others, engage in short-term
goals (hedonism), and their crimes reflect versatility, meaning they commit a
variety of offenses, all aimed at getting even with middle-class society be -
cause they cannot be a part of its legitimate success structures (1955, 24–28).
This brings us to working-class girl delinquency which Cohen states repre-
sents an attempt to gain status via establishing rapport with delinquent boys,
and is specialized in context, meaning it is sexual oriented. As Cohen notes,
“boys collect stamps, girls collect boys” (1955, 142–143).

Analysis and Empirical Support

Over the years, Delinquent Boys has been assessed more on theoretical than
empirical grounds. Moyer (2001) has written Cohen’s work does not meet
the standard criteria for what constitutes theory, instead represents middle
range theory, which tends to be based on data. Kitsuse and Dietrick (1959)
commented Cohen placed too much emphasis on the relationship between
middle-class values and the delinquent behavior of working-class boys, and
Yablonsky (1962) criticized Cohen because he had failed to consider person-
ality traits of delinquent boys, such as sociopathy, that could explain their
criminal activities. Perhaps most saliently, feminists have criticized Delinquent
Boys on the grounds of gender bias implying Cohen overemphasized male
delinquency, while failing to understand the nature of female delinquency,
which constitutes more than sexuality and status seeking through relation-
ships with boys (Leonard, 1982; Naffine, 1987), a point well-established through
recent research on females in gangs and female gangs (Campbell, 1984;
Esbensen and Winfree, 1998; Petersen, Miller, and Esbensen, 2001; Schallet,
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Hunt, and Joe-Laidler, 2003). But a point must be made at this juncture:
Albert Cohen’s Delinquent Boys, regardless of its flaws, remains a seminal work
in criminology and the study of deviance. It preceded the emergence of the
modern feminist movement by a decade, and was written at least that many
years before the social sciences began to engage in and emphasize rigorous
statistical designs as part of theory testing and empirical research.

The Work of Richard A. Cloward and Lloyd E. Ohlin:
Delinquency and Opportunity: A Theory of Delinquent Gangs

Rarely in sociology is there a work that has influence outside of the dis-
cipline such as Delinquency and Opportunity: A Theory of Delinquent Gangs (1960),
published five years after Cohen’s Delinquent Boys, building on it and the
works of Emile Durkheim and Robert K. Merton. It first appeared at the start
of a volatile decade, the 1960s, and just prior to the election of John F. Ken -
nedy as the thirty-fifth president of the United States. This is no small point
since Delinquency and Opportunity and Michael Harrington’s The Other America:
Poverty in the United States (1962) had profound impact on Kennedy’s The New
Frontier, and eventually President Lyndon Johnson’s The Great Society, argu -
ably two of the most ambitious social and political programs in American
history. Both President Kennedy and his younger brother, Attorney General
Robert F. Kennedy read the books and were moved to attack poverty and
crime, partially as a result of the information contained in them. Yet it was
still only the early 1960s, and racism and other social ills ran rampart, social
problems President Kennedy would seek to remedy during his administra-
tion which was cut short by his assassination in November 1963.

Delinquency and Opportunity introduced “differential opportunity theory” which
placed the explanation for crime and delinquency squarely at the feet of the
uneven distribution of legitimate opportunities in American society. Cloward
and Ohlin wrote: “Our hypothesis is the disparity between what lower-class
youths are led to want and what is actually available to them is a source of a
major problem of adjustment. . . . When pressures from unfulfilled aspira-
tions become sufficiently intense, many lower class youth turn away from
legitimate channels, adopting other means, beyond conventional mores,
which might offer a possible route to success goals. . . . The sense of injustice
cancels out the individual’s obligation to the established system” (1960, 86–
118). The authors concluded in American society there exists a segment of
the population that is unable to achieve the American dream through legiti-
mate means, and as a result turns to illegitimate channels to acquire highly
valued goals such as money, prestige, and esteem. However, the illegitimate
means themselves are not evenly distributed, resulting in three different sub-
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cultural routes: the criminal subculture; the conflict subculture; and the retreatist
subculture. The criminal subculture is the most successful of the three illegiti-
mate subcultures, and is represented by age grading, modeling after older
adult criminals, and disciplining of its members, meaning “there is no place
in organized crime for the impulsive, unpredictable individual” (1960, 161–
186). The youth in the criminal subculture stand the greatest chance of achiev -
ing money and status since this subculture is organized and exercises social
control over its members. A step down from this is the conflict subculture,
made up of fighting male youth who engage in violence as a result of feeling
frustrated, and blocked opportunities. Youth who belong to the conflict sub-
culture are unlikely to move upward into the criminal subculture because
they lack discipline, and act out of emotion, rather than using savvy. The
retreatist subculture is the third rung on the ladder of illegitimate subcultures
and it is for the ultimate losers in society such as alcoholics and drug addicts.
The youth in this subculture are so bad off that not only are they total fail-
ures according to legitimate society, but they have also failed in the illegiti-
mate world. Most interestingly, Cloward and Ohlin wrote: “deviance and con -
formity generally result from the same kinds of condition” (1960, 37), mean-
ing the genesis of both is to be found in society’s goals, and the ability (or
inability) to achieve them.

Analysis and Empirical Support

Delinquency and Opportunity has been largely evaluated on the basis of its
theoretical and social policy implications, similar to that of Albert Cohen’s
Delinquent Boys. David Matza and Gresham Sykes stated a weakness of the
theory is the overemphasis placed on middle class values, and suggested de -
linquency among working class youth was a product of the search for thrills,
which also applied to middle-class delinquency. Schrag (1962) commented
delinquency is more diverse than suggested by Cloward and Ohlin, and that
Delinquency and Opportunity failed to explain why many working class and
lower class boys do not engage in criminal acts. Lilly, Cullen, and Ball (1989)
paid homage to Delinquency and Opportunity by recognizing that it and other
strain theories were the most prominent explanations of delinquency of their
era. Finally, Martin, Mutchnick, and Austin (1990) noted Cloward and Ohlin
were asked to develop youth-related services and programs for the Lower
East Side in Manhattan, New York City, a clear show of respect for and belief
in their work. On a personal note, the author of this book found differential
opportunity theory so interesting and dynamic that it helped to cement his
in terest in sociology and criminology as an undergraduate major.
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In Recognition: Robert Agnew

Robert Agnew is a scholar who has played an important role in taking
the study of crime and deviance to the next level. After years of marco the-
orizing in sociology and criminology/deviance, Agnew helped to blaze a
path toward micro-social psychological thinking about crime and deviance,
thus moving it out of the 1980s and early 1990s, when there were many
evolving and competing theoretical developments (do not be mistaken, there
still are today). Agnew’s general strain theory surfaced as one of the leading
theories, and has been widely tested and evaluated for over two decades. It
is rare for any one scholar to have such influences on a discipline or subject
area, but Robert K. Merton, Albert Cohen, Richard A. Cloward, and Lloyd
E. Ohlin, Ronald Akers and Meda Chesney-Lind did, to name a few. But
these individuals are far and few among all those who have attempted inno-
vations in theory, and who have challenged long-standing paradigms. Robert
Agnew’s work is so important that it is one of the state-of-the-art of theories
of crime and deviance in the early part of the twenty-first century.

It seems Robert Agnew was destined for prominence from the earliest
stages of his study in sociology. He graduated with highest honors and high-
est distinction from Rutgers University in New Brunswick, New Jersey in
1975, and received the doctorate (Ph.D.) in sociology from the prestigious
De partment of Sociology at the University of North Carolina-Chapel Hill in
1980. His dissertation “A Revised Strain Theory of Delinquency” would be -
come the basis of his life’s work, and itself was a take-off from his masters
degree thesis “Anomie and Success: A Study of the Effects of Goals on
Anomie,” completed in 1978. After receiving the doctorate, Agnew accepted
a faculty position at Emory University in Atlanta, Georgia where he is cur-
rently Professor of Sociology. He has held multiple positions in numerous
professional societies in sociology and criminology, and needless to say, he
has been the recipient of many awards. When it comes to publishing, Agnew
has a record like Ty Cobb (a legitimate one at that) with pages of refereed
journal publications, and several outstanding books, including Pressured into
Crime: An Overview of General Strain Theory published in 2006. Dr. Agnew’s
accomplishments and career were more than justly rewarded when he was
named President of the American Society of Criminology, 2012 to 2013.

SUMMARY

Strain theories have occupied an important place in the history of soci-
ology, owing much of their debt to the earlier works of Emile Durkheim.
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Robert K. Merton extended the tradition of strain theories in the 1930s, fol-
lowed by Albert K. Cohen, Richard A. Cloward, and Lloyd E. Ohlin in the
1950s and 1960s, respectively. In recent years Robert Agnew, Stephen F.
Messner, and Richard Rosenfeld have provided new life to strain theories,
Agnew through his general strain theory and Messner and Rosenfeld’s insti-
tutional anomie theory. GST is a microsociological perspective, and institu-
tional anomie theory is macrosociological in nature. However, both theories
offer promise, and with continued testing will be refined, perhaps giving
birth to newer theories, in the tradition of Durkheim and Merton.

It is interesting to see the direction strain-type theories have assumed
over the decades. When the author of this text was an undergraduate student,
differential opportunity theory was popular and was embraced by him. This
theory came alive during the time of “I have a dream” and “ask not what
your country can do for you,” and see so relevant to the era of protest, de -
mon stra tions and major social change. Of course, the work of Albert C.
Cohen was also important, and it is fair to state that Delinquent Boys and
Delinquency and Opportunity: A Theory of Delinquent Gangs have made impor-
tant contributions to modern strain theories.

Attention turns now to control theories, another set of explanations for
crime and deviance.



Chapter 6

CONTROL THEORIES

Control theories represent an interesting diversion from other theoretical
traditions since the emphasis is on why individuals do not commit crimes

or become deviant. Perhaps Robert Agnew says it best when he writes:
“Social control theory . . . focuses on the absence of significant relationships
with conventional others and institutions” whereas the previous theory dis-
cussed, the strain approach focuses on “negative relationships with others:
relationships in which the individual is not treated as he or she wants to be
treated” (1992, 48–49). With this in mind, we turn attention to the leading
control theories, beginning with that proposed by Travis Hirschi.

The Work of Travis Hirschi: Causes of Delinquency

The year was 1969 and the tumultuous decade of the 1960s was coming
to an end. Whereas the 1960s began with considerable promise and hope, it
was ending on a greatly different note than anticipated: with much anger,
frustration, sadness, and disappointment; extreme disappointment. But soci-
ology was riding a high, and the areas of criminology and deviance impact-
ed the popularity of sociology. During the 1960s, sociology contributed sig-
nificantly to theories of and research in criminology and deviance. One place
this was evident in Causes of Delinquency by Travis Hirschi, one of the most
prominent criminologists in American sociology. In this classic work, Hirschi
extended the concept of social control discussed by Emile Durkheim years
earlier, and in doing so developed a theory, although since modified, that is
still respected and tested. The four key elements of his theory (to be ex -
plained shortly) are: attachment; commitment; involvement; and, belief, all which
Hirschi theorized acted as mediating influences on delinquent behavior.

71



72 The Sociology of Deviance

Explaining the Theory

The heart and soul of Hirschi’s theory is as follows: strong positive bonds
to conventional society will reduce the chances youth will become juvenile
delinquents. At first glance this appears like the proverbial common sense
statement, but we are reminded common sense told us the world was flat.
Hirschi’s four types of positive bonding to the social order are explained as
follows. Attachment means being close to positive, significant others, such as
parents, peers, and the school. For example, when discussing attachment to
parents, Hirschi wrote: “As is well known, the emotional bond between the
parent and the child presumably provides the bridge across which pass parent -
al ideals and expectations” (1969, 86). Commitment is conforming to social
norms and to conventional society. When addressing commitment, Hirschi
wrote : “One is committed to conformity not only by what one has but also
by what one hopes to obtain. Thus “ambition” and/or “aspiration” play an
im portant role in producing conformity” (1969, 21), implying there are cer-
tainly awards for playing by society’s rule. Involvement entails spending posi-
tive time in conventional activities including work, sport, recreation, hob-
bies, and doing homework, as is exemplified by the statement: “The child
playing Ping-Pong, swimming in the community pool, or doing his home-
work is not committing delinquent acts” (1969, 187). Belief is supporting and
upholding the laws and the legal system, and as noted by Hirschi: “We have
not suggested that delinquency is based on our beliefs counter to conven-
tional morality . . . but the meaning and efficacy of such beliefs are contin-
gent upon other beliefs and, indeed, on the strength of other ties to the con-
ventional order” (1969, 26). In addition to the four bonds addressed individ-
ually, Hirschi theorized three combinations of bonds would strengthen the
antidelinquent response: attachment and commitment; commitment and
involvement; and, attachment and belief.

Causes of Delinquency is more than just an expose of theoretical conceptual-
izations. It is also a test of these assumptions. Hirschi collected data to test
social bonding theory from 5,545 public junior and senior high students
enrolled in the Richmond County School District in the San Francisco Bay
area in 1964. The sample included Caucasian and African American boys and
girls, with complete data available for 4,077 students (1969, 35–36). The data
were derived from three sources: school records that included information on
standardized test scores; police records that detailed what crimes youth in the
sample had committed; and an elaborate and lengthy questionnaire that
included numerous school-related items, personal items, such as information
on work and relationships with parents, and self-report questions, such as those
asking about theft and fighting. (Appendix C in Causes of Delinquency has all of
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these items and is well worth examining since it has questions that would seem
inappropriate today, such as “Have you ever danced with a Mexican?” and
“Have you ever gone to a party where most people are white?”).

The results of the test of social bonding theory are generally supportive
and encouraging. Identified below is a sampling of the areas reporting sup-
port for the theory by types of social bond, with page references in parentheses:

Attachment to Parents

• strong supervision by mother and low levels of delinquency (89)
• low involvement with delinquency by intimacy of communication
with father (91)

Attachment to School

• low levels of delinquency by high standardized test scores (114)
• low self reporting of delinquency by positive self rating of school abil-
ities (118)

Attachment to Peers

• low levels of delinquency by involvement with noncriminal friends
(146)

• low self reported delinquency and respect of peer opinions (147)

Commitment to Conventional Lines of Action

• low involvement in smoking, drinking and dating by college aspira-
tions (165)

• low level of involvement in delinquency by high achievement orien-
tation (179)

Belief

• low self-reporting of delinquency by respect for the police (201)
• low self-reported delinquency by belief in individual responsibility
(206)

The data analysis undertaken by Hirschi indicates strong and consistent
support for social bonding theory. Now it is time to turn attention to other
studies testing the theory.
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Analysis and Empirical Support

Social control theory has been one of the most widely-tested theories in
criminology and in the study of deviance. The results of the tests have usu-
ally been supportive. Along with Michael Gottfredson, Hirschi modified the
theory in the 1990s (to be discussed in the following section). As is the case
with tests of any theory, some parts of a theory may find more positive sup-
port than other elements. Once again, Hirschi identified four bonds to con-
ventional society: attachment, commitment, involvement, and belief. Each
bond has found at least some empirical support, depending upon who did
the research, and what questions were asked. As Brown, Esbensen, and Geis
noted, “The theory has been buttressed by empirical testing undertaken by
many criminologists. . . . The basic framework of the theory has been chal-
lenged by only a few criminologists” (1991, 373). Support for social bonding
theory has been reported for the relationship between attachment, commitment,
and delinquency by a number of criminologists, including Agnew (1993),
Akers, and Cochran (1985), Cernkovich and Giordano (1987, 1992), Hirschi
(1969), Junger and Marshall (1997), and, Sampson and Laub (1993). Agnew
(1985) and Dunsmore and Kaplan (1997) found support for the relationship
between social bonds and minor forms of delinquency, while other researchers have
found support for the connection between belief in the law and delinquent behavior
(Akers and Cochran, 1985; Jensen and Rojak, 1998; Krohn and Massey,
1980). It is to be stressed the above represents the tip of the iceberg when it
comes to tests of social control theory and to gain a more in-depth look at
such testing, two important studies of the theory are analyzed in detail.

Marianne Junger and Ineke Haen Marshall (1997) undertook a detailed
test of social control theory using a sample of 814 boys of four ethnic back-
grounds who resided in the Netherlands (the 814 boys represented complet-
ed questionnaires). Junger and Marshall wanted to apply social control the-
ory to a different cultural setting since they noted almost all tests of crimino-
logical theories are undertaken in the United States (1997, 83). The four eth-
nic backgrounds represented in the study are boys of Turkish, Surinamese,
Moroccan, and Dutch heritage. In essence, the authors wanted to determine
if Hirschi’s four bonds to the social order predicted involvement in juvenile
delinquency, with the data sources including a self-report instrument and
police records. The tests of social control theory yielded the following results.
First, weak belief in the law was found to be a strong predictor of involve-
ment in delinquency, for all four ethnicities. Second, bonding to family and
to school also was reported to predict involvement in delinquency, and was
especially strong for low supervision and weak communication (in the fami-
ly), and when it entailed many conflicts in school and bad school performance
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(except for the Moroccan sample). Leisure time was the primary measure of
involvement, and for all four groups, involvement in unconventional activi-
ties was highly predictive of juvenile delinquency. A critical finding con-
cerning the bond of attachment was friends with police records play a major
role in becoming active in antisocial conduct, and this, too, was reported for
all four ethnicities (1997, 100). Junger and Marshall concluded the tradition-
al Hirschi theory was useful in understanding delinquency from a cross-cul-
tural perspective.

In a demonstration of the strength of Hirschi’s theory, Longshore,
Chang, Hsieh, and Messina (2004) tested the relationship of all four bonds to
substance abuse, and employed a sample of 1,036 male probationers who
were participants in Treatment Alternatives to Street Crime (TASC), a pro-
gram established as an alternative to incarceration. The sample consisted of
African American, Caucasian, and Latino males who were asked to complete
a questionnaire that included items relevant to the bonds of attachment,
belief, commitment, and involvement. In a change of direction from other
tests of social control theory, the authors’ measure of commitment was reli-
gious commitment, or the importance of religion in the lives of the respondents.
Additionally, Longshore et al. tested for the effects of peer association in the
abuse of alcohol and illegal drugs. The results supported their initial assump-
tion that weak bonds to conventional society were predictive of substance
abuse, with moral belief the bond with the strongest link to abusing drugs
and alcohol. Associating with substance abusing friends also predicted use of
drugs and alcohol, but this relationship occurred in conjunction with and was
strengthened by weak beliefs in the law and other rules, thus contributing to
the body of literature that has found support for the power of Hirschi’s bonds
as predictors and correlates of delinquency (2004, 553).

The Work of Michael R. Gottfredson and Travis Hirschi:
A General Theory of Crime

With the publication of A General Theory of Crime (1990), Michael R.
Gottfredson and Travis Hirschi made three important contributions to crim-
inology and to the study of deviance: first, although all but abandoning social
bond theory, they readdressed and repackaged it, thus giving it a “new look”
and by doing so created a new interest in the social control perspective; sec-
ond, they returned to a time in the study of juvenile delinquency when there
was research on the role of parents in the etiology of delinquent behavior;
and third, A General Theory of Crime became part of a “wave” of new theories
in criminology having surfaced during the last 20 years, which have helped
to energize the fields of criminology and deviance.
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Explaining the Theory

Ask yourself several questions. If you are not a criminal or deviant, why is
that the case? Are you just simply better than some others? By luck of the draw
do you just happen to have friends who do not violate social norms? Or is
there something more: did you have parents or guardians who laid down the
law when you were younger (and perhaps still do)? Gottfredson and Hirschi
broke away from Hirchi’s earlier thinking that crime was a result of weakened
bonds to conventional society. Instead, they argue crime is a result of low self-
control, and go one step further by arguing their General Theory of Crime applies
to all types of crime, ranging from the basic predatory crimes, such as theft and
assault, to white-collar crime (thus the “general” in the title of their book). How
is this possible? Gottfredson and Hirschi propose all criminals lack restraint:
they lack control over their inhibitions, and they desire immediate gratification
(1990, 90). Who then, or what is responsible for low self-control, and the inabil-
ity to restrain oneself from criminality and deviance? Mom and dad. That’s
right! Parents are responsible for low self-control and the criminality of their
children. Gottfredson and Hirschi stated that:

All that is required to activate the system is affection for or investment in the
child. The person who cares for the child will watch his behavior, see him doing
things he should not do, and correct him. The result may be a child more capa-
ble of delaying gratification, more sensitive to the interests and desires of others,
more independent, more willing to accept restraints on his activity, and more
unlikely to use force or violence to attain his ends. (1990, 97)

It comes down to child-rearing practices for Gottfredson and Hirschi,
and they go on to note that, “The minimum conditions seem to be these: in
order to teach the child self-control, someone must (1) monitor the child’s
behavior; (2) recognize deviant behavior when it occurs; and (3) punish such
behavior” (1990, 97). Crime and delinquency are explained as the absence
of points one through three. Interestingly, the authors do not conclude crime
is a slam-dunk for those individuals who are not disciplined in the formative
years. Gottfredson and Hirschi state there must be opportunity to commit
crime, and when this is mixed with low self-control, individuals have a high
probability of engaging in criminal or deviant acts (1990, 91–94).

So what are the characteristics of low self-control? It is not a long list, but
included are: (1) seeking immediate gratification; (2) taking risks, being phys-
ical and adventuresome; (3) unstable social lives, including marriages, friend-
ships, unstable work history; (4) poor academic skills; and (5) self-centered-
ness, even to the point of not caring about others, especially people who
criminals victimize (1990, 89–90).
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One of the most important and criticized aspects of A General Theory of
Crime is the assumption that all types of crime can be explained as a result of
low self-control, with many types of crime committed by roughly the same
types of people. According to Gottfredson and Hirschi, individuals who com-
mit burglaries, robberies, homicides, car theft, and rapes tend to be young
African American males seeking immediate gratification from committing
crimes. The common denominator among these men? Lack of restraint and
self-control (1990, 27–35). Even embezzlers and white-collar criminals also
seek immediate rewards, since the more sophisticated-type criminals lack
restraint and have the opportunity to commit crimes, meaning they have
available target(s) to victimize (1990, 38–39).

Analysis and Empirical Support

A General Theory of Crime has undergone significant testing, and depend-
ing on the focus of the research, has received consistent support (Barron,
2003; Finkel and Campbell, 2001; Gibbs, Giever, and Higgins, 2003; Gras -
mick, Bursik, and Arnelev, 1993; Longshore, Chang, Hsieh, and Messina,
2004; Mason and Windle, 2002; Nagin and Paternoster, 1994; Pratt and
Cullen, 2000; Tittle and Botchkovar, 2005; Tittle, Ward, and Grasmick,
2003a, 2003b; Vazsonyi and Crosswhite, 2004). Studies have found support
for the relationship between low social control and delinquency (Arnelev et al.,
1993; Gibbs and Giever, 1995; Lagrange and Silverman, 1999; Tremblay,
Boulerice, Arnsenauly, and Niscale, 1995) and the connection of poor parenting
to criminal activity (Feldman and Weinberger, 1994; Gibbs, Geiver, and Martin,
1998; Hay, 2001; Perrone, Sullivan, Pratt, and Satenik, 2004; Unnever, Pratt,
and Cullen, 2003). A few studies have examined Gottfredson and Hirschi’s
assumption that individual rankings of self-control remain stable after age 10, with
one study rendering it support (Arneklev, Grasmick, Tittle, and Bursik, 1999),
another study neither confirming or rejecting the assumption (Turner and
Piquero, 2002), and one study (to be addressed below) rejecting the stability
hypothesis (Burt, Simons, and Simons, 2006). The empirical examinations of
A General Theory of Crime affirm its popularity and respect, and studies putting
it to the test are now examined.

Burt, Simons, and Simons (2006) have undertaken a recent in-depth
study of A General Theory of Crime. The objective of their research was to test
the different facets of the theory, using a sample of African American ado-
lescents and their caregivers. The sample for the research was derived from
the Family and Community Health Study (FACHS), which analyzes the
effects of neighborhood and family on the health and development of chil-
dren over time (2006, 361). Two waves of children between the ages of 10–12
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(wave 1) and 12–14 (wave 2) were drawn, and included 867 African Ameri -
can boys and girls in wave 1, and 779 African American boys and girls in
wave 2. The authors employed several different scales to test important ele-
ments of Gottfredson and Hirschi’s theory. The scales are: low self-control,
which included 39 items such as “you enjoy taking risks” and “you often feel
frustrated”; delinquency,measured by use of a self-report instrument; and, par-
enting practices including items about parental monitoring of children, consis-
tency of discipline, inductive reasoning, problem solving, and positive parental
reinforcement. There were also scales for deviant peer affiliation, positive peer
association, and attachment to teachers. The multitude of scales used made it
possible to undertake a comprehensive test of the theory. In addition, Burt et
al. included two control variables: age and sex (2006, 364–368).

Their major findings were older males are most likely to be involved in
delinquency, a finding consistent with years of research in the study of juve-
nile delinquency. Burt et al. also found low self-control was strongly related
to delinquency, and authoritative parenting (firm and decisive parenting) was
associated with low levels of criminality in children, findings supporting key
premises of the theory. In addition, the authors reported little support for
Gott fredson and Hirschi’s assumption that detached or uninvolved parenting
working solely through low self-control causes delinquency (2006, 372–373).
Perhaps the major finding concerns the stability postulate, or that after age 10
individual rankings of control remain stable over the life span. Burt et al.
found that from wave 1 to wave 2 there were consistent shifts in the self-con-
trol stability rankings of respondents, another departure from that reported
by Gottfredson and Hirschi. However, major aspects of the theory still
received support, consistent with the literature.

A study undertaken by Gibbs, Giever, and Higgins (2003) tested the effi-
cacy of the “general theory” using a nonrandom sample of 422 university
students enrolled in liberal studies courses. Students were asked to complete
a 129-item questionnaire that included scales for low self-control, parental
man agement, and deviance. The authors sought to study the direct effect of
low self-control on deviance, and the effect of parental management working
through low self-control on deviance. This was done in order to ascertain
which had the strongest effect. The 422 respondents engaged in retrospective
research whereby they were asked to recall their experiences with parental
management when they were in the ninth grade (2003, 446). Their research
confirmed the “general theory” by reporting a statistically significant but
modest direct effect of parental management on deviance, and a stronger
mediated effect of parental management working through low self-control on
deviant behavior. In addition, Gibbs et al. reported low self-control itself ex -
erted a strong direct effect on deviance.
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Tests of a general theory of crime have also been applied to policing in
American society. One such study is concerned with the concept of low-self
control and its relationship to how police are perceived (police legitimacy)
and if citizens believe they have been fairly treated by the police (procedur-
al fairness). Scott E. Wolfe (2011) pursued these issues using a sample of 296
college undergraduate students from a large state university in the southern
United States. A list of items was developed for the students to respond to
that were directly related to police legitimacy (four items), procedural justice
(nine items), and low self-control (six items).

As is the case with many studies, a series of different statistical tests were
performed in order to determine the relationship of low self-control to the
police-oriented variables. Following from the work of Gottfredson and
Hirschi, the characteristics of low self-control in this study are being impul-
sive, self-centeredness, insensitivity to the feelings of others, physicality, en -
gaging in risky behavior, and easy loss of temper. One of the hypotheses was
supported when the data revealed that persons with low self-control had less
favorable evaluations of the police. 

A finding from a second statistical test reported that when taken togeth-
er, the procedural justice items were found to have reduced the effects of low
self-control on police legitimacy by 85 percent, with the relationship being
statistically insignificant. The third and final analysis was set up to test for the
interaction effects of procedural justice and low-self control on police legiti-
macy. The findings revealed that for individuals with low self-control, pro-
cedural justice judgments did not have a major impact on how the sample
perceived police (police legitimacy). 

The above study is an example of the wide ranging applicability of a gen-
eral theory of crime. As noted previously, Gottfredson and Hirschi have
argued that their theory has relevancy for a number of topics of interest to
criminologists. The study of policing cited above is just one other example.

CASE STUDY: THE BRANCH DAVIDIANS

The Branch Davidians are most known for the tragedy that occurred after
a 51-day standoff on April 19, 1993, when agents of the Federal Bureau of
Investigation attacked the Branch Davidian compound, resulting in the deaths
of 75 followers, including 21 children (much information in this section is
adapted from Waco-Inside Story, 1995). But little is generally known or under-
stood about this organization and its various leaders, including David Koresh.

The Branch Davidians (BD) are an extension of the Church of the Seventh-
Day Adventists (SDA), and were originally founded by Victor Houteff in
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1935, who broke from the SDA after disagreement with some of its doctrines.
The first name of the BD was The Shepard’s Rod, and Houteff believed his
role was to amass 144,000 Christians and eventually take them to Israel,
based on prophecy from the Book of Revelation. In order to accomplish this
prophecy and to prepare for the trek to Israel, Houteff founded the Mount
Carmel Center in Waco, Texas in 1935. Houteff eventually changed the
name from The Shepard’s Rod to the Davidian Seventh-Day Adventist
Association (DSAA), based on the belief he and his followers would estab-
lish the Davidic Kingdom, and wait out the second coming of Jesus Christ,
and the end of the world. But he never came anything close to recruiting
144,000 followers, falling way short and probably never having more than
125–150 believers at the compound. Houteff died in 1955 and his wife
Florence assumed leadership over the group, but it splintered after her
prophecy failed that God would return and render judgment on April, 22,
1959. One of the key followers of the DSAA, Benjamin Roden assumed con-
trol of one of the groups, declaring himself an angel of God, and changed the
name to the Branch Davidian SDAs (BDDSAs). Roden died in 1978, and his
wife Lois ascended to the leadership of BDDSAs by anointing herself angel
status, while preaching that God was really feminine in form. Eventually she
married Vernon Howell who joined the group in 1981. Howell was in his
twenties and Lois Roden in her late sixties, with Howell assuming leadership
over the BDDSAs in the late 1980s after the death of Lois. A power struggle
ensued between Howell and Lois’s son George, with Howell the eventual
victor, but only after a court trial in which Howell and other followers were
acquitted of charges of attempting to gain control over the BDSAAs through
the use of violence (Roden was shot in the chest and hands). In 1990, Howell
changed the name to the Branch Davidians, reestablishing the compound at
Waco, and convincing its members they were living in the end times, and
should be preparing for the apocalypse by stockpiling food and weapons. It
is during this time that Howell changed his name, to David Koresh (Bromley
and Silver, 1995; Anthony and Robbins, 1997).

The Work of Charles R. Tittle: Control Balance Theory

Once again, ask yourself several questions. Who is control of you? How
much control do others exert over you? How much control do you have over
yourself? Control over our lives has been a question posed over the years by
a number of areas of study including religion, philosophy, psychology, and
sociology. From the previous discussions of social control theory, it is evident
the question of control has played an important role in the study of crime
and deviance, with scholars such as Travis Hirschi explaining deviations
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from laws and social norms in terms of bonds to conventional society. But
perhaps this is just too simple with regard to approaching the issues of crime
and deviance, meaning there may be more to the story than nonnormative
conduct resulting from attenuated bonds to the social order. Maybe it has
much to do with perceptions of control over our lives; maybe it is linked to
opportunities to commit acts of deviance; maybe it is as a result of strain; or,
maybe it is a result of choice. Enter Charles R. Tittle.

Explaining the Theory

Charles R. Tittle has been a prominent criminologist for decades, who in
1995 published Control Balance: Toward a General Theory of Deviance, repre-
senting one of the newer and “pure” theories of deviance to emerge in the
last several decades. By “pure” is meant the theory is not necessarily a crim-
inology-specific theory, but one that can be applied to a multitude of types
of deviant behavior, criminal or noncriminal. The theory is a combination of
fairly easy to understand, yet complex and at times quite vague ideas and
concepts (this latter problem has led to limited empirical testing of the theo-
ry, to be discussed in the next section). The crux of the theory is all individ-
uals experience some form of control over their lives. Control balance occurs
when the control individuals have over their lives is equal to the amount of
control exerted over them. Others experience control imbalance, and in this
situation individuals either (a) control more than they are controlled or (b)
are controlled more than they control, thus resulting in deviance. It is in the
following statement Tittle clarifies this latter distinction and introduces the
notion of control ratio: “The central premise of the theory is the amount of
control to which an individual is subject, relative to the amount of control he
or she can exercise, determines the probability of deviance occurring as well
as the type of deviance likely to occur (1995, 135). Of interest is Tittle’s
approach to control imbalance and its relationship to deviance and crime.
Control imbalance is to be conceptualized as a continuum (a straight line)
with control balance (conformity) in the middle and control imbalances on
both sides of conformity. At the left side is repression, comprised of three cat-
egories of deviance, each indicative of control deficit, or when individuals are
controlled more than they control. The three categories are submission, defi-
ance, and predation. On the right side is autonomy, also comprised of three
types of deviance, but representing control surplus, a situation where one con-
trols more than he or she is controlled: The three types of autonomy are
decadence, plunder, and exploitation (1995, 136–140). Both control deficit
and surplus (control imbalance) are related to deviance but differ as to its
nature and degree. Let’s summarize to this point. Tittle is arguing deviance
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is related to social control, control balance where deviance is absent, and
control imbalance—when deviance occurs. But imbalance is characterized by
different types of deviance, some criminal, others noncriminal; some violent,
others not violent, thus offering flexibility to the theory. More specifically,
the six types of deviance (subsumed under their proper category) follow
(1995, 136–140):

Repression (Control Deficit)

• Predation: includes acts of violence, such as homicide, rape, and rob-
bery, as well as crimes such as theft, fraud, and price gouging. Also
included is parental use of guilt to intimidate or control their children.

• Defiance: these can be acts that have little reward for the deviant, such
as vandalism, political protests, and moodiness by a marital partner.

• Submission: individuals submit themselves to various types of abuse,
such as physical and sexual abuse.

Autonomy (Control Surplus)

• Exploitation: these acts involve taking advantaged of others, such as
corporate fraud, influence peddling, and can include murder for hire.

• Plunder: Included are environmental destruction and ethnic cleansing.
• Decadence: Sadistic torture, sexual abuse of children, and humiliating
others for the pure joy of it fall into this category.

Tittle’s theory also addresses the motivations for deviance, which he iden-
tifies as predispositional and situational factors. Predispositional motivating fac-
tors include: the control ratio which will vary according to race, social class,
status, and gender; those factors that meet physical and psychic needs; and,
the desire for autonomy learned in early childhood. Situational factors in -
clude being provoked by racial slurs and other unkind words and insults, and
displays of weakness that may provoke criminal victimization (1995, 162).
Both types of motivations can be a means of rectifying, remedying, or re -
sponding to situations. This latter point is seen clearly in the case of individ-
uals who respond violently to insults, and those that exploit others for prof-
it. Encompassed within this theory are elements of classical and contempo-
rary strain theory (i.e., negative relationships as exemplified by insults and
racial slurs); routine activities theory, or explanations of crime that focus on
opportunities for criminal acts (i.e., being out late at night when predatory
crimes may occur); personal decisions to commit violations, or aspects of
rational choice theory; and, conflict theory, explaining deviant actions as a result
of repression and exploitation.



Control Theories 83

Analysis and Empirical Support

Compared to other theories, Control Balance Theory (CBT) has not
been widely tested, mostly as a result of its complexity. However, when test-
ed it has received some empirical support (Curry and Piquero, 2003; Delisi
and Hochstetler, 2002; Hickman and Piquero, 2001; Higgins and Lauter -
bauch, 2004; Piquero, Macintosh and Hickman, 2001; Piquero and Hick -
man, 1999, 2002, 2003; Tittle, 2004). One major test of CBT is now ad -
dressed by applying it to white-collar crime.

Piquero and Piquero (1996) are the first scholars to apply CBT to white-
collar criminality, and sampled 87 adults ranging in ages from 21–54, who
were enrolled in university level business courses in the mid-Atlantic region
of the United States (1996, 406–412). The focus of their research was to ascer-
tain, assuming hypothetical situations, if the respondents would be likely to
engage in exploitative behavior—if they would engage in white-collar-type
criminality. The authors hypothesized exploitation (defined in this case as
lying about or inflating sales statistics) would be more closely linked with
control surplus, and would have little or nothing to do with control deficits.
Several scales were developed to measure exploitation, and included ques-
tions such as “What is the chance you would act as the manager did under
these circumstances?” (asking a subordinate to lie about sales data); “What is
the chance you would be arrested for a criminal offense if you did what the
manager did under these circumstances?”; and, “how exciting or thrilling
would it be to engage in the act portrayed in the scenario?”

Piquero and Piquero included a number of variables, in addition to their
measures of control surplus and control deficit including age, race, moral
beliefs, perceived risks of committing the offense, and benefits to be derived
from the crime. The findings are consistent with their hypothesis that control
surplus is more likely to predict white collar criminality (as operationalized
in this study). Of all the variables tested, control surplus had the only statis-
tically significant relationship to committing the illegal act of inflating sales
statistics (1996, 418). This finding is consistent with one of the main premis-
es of CBT, and that is individuals characterized by control surplus are more
likely to experience self-control and to be exploitive, whereas those charac-
terized by control deficits experience being controlled, and are more likely
to be the exploited.

Stalking is not a behavior that has received large amounts of empirical
attention. Matt R. Nobles and Kathleen A. Fox (2013) have undertaken re -
search that is a test of CBT in relationship to stalking. A random sample of
2,783 students from a large university in the southeastern United States was
drawn and was asked to respond to 11 items that would provide information



84 The Sociology of Deviance

on stalking perpetration and stalking victimization. The majority of the sam-
ple was female and Caucasian, and one objective of the study was to compare
to find out if the types of stalking varied by males or females in the sample.

Nobles and Fox used three independent variables as predictors on stalk-
ing behavior and these variables are self-control, morals, and peers. The self-
control measure was used to ascertain the relationship of low self-control on
stalking; morals indicated whether the sample perceived the 11 items to be
morally wrong; and, peers was used as a variable to determine if friends who
had stalked influenced the same behaviors in others. Keeping in the long-
standing tradition of sociological inquiry, age, race, and ethnicity were also
employed as in predictor variables.

The results of the data analyses generated interesting findings. First, it was
reported that gender was a significant predictor of stalking perpetration over-
all, but women and Hispanics were more likely to be stalking perpetrators
than males, or other ethnicities represented in the sample. However, when the
severity of control imbalances was taken into account, it was found that males
were more likely to be stalkers. Additionally, the authors found that older
respondents were more likely to be victims of stalking than young er partici-
pants in the research, and men with low self-control were also re ported to
have a greater probability of stalking victimization. The influence of peers on
stalking victimization was found to be statistically significant for both males
and females, with the same finding holding true for stalking perpertration.

The research undertaken by Nobles and Fox is promising in that it is one
of the few empirical studies of stalking, and perhaps most saliently as related
to the discussion of theories in this text, it demonstrates the flexibility offered
by CBT to the study of various types of deviance and crime.

The Work of John Hagan: Structural Criminology

As noted when discussing A General Theory of Crime, the past 30 years
have been ripe for the introduction of new theories in criminology and the
study of deviance. Tittle proposed “Control Balance Theory” in 1990, and
Gottfredson and Hirshi developed their “General Theory of Crime” in 1995.
One year earlier than the work of Tittle, criminologist John Hagan published
Structural Criminology (1989) and introduced “power control theory” (PCT),
an interesting and exciting integrated theory that combines elements of clas-
sical Marxist theory, feminist theory, and elements of control theories.

Explaining the Theory

Many Americans are raised in nuclear families, and a number of these
individuals are reared in environments with brothers and sisters, who are dif-
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fer ent from each other as a result of the ways they are socialized. Please re -
call, Gottfredson and Hirschi placed the onus of responsibility of having
well-behaved children squarely on the shoulders of parents. In their case, the
socialization of children by parents is prima facie in how their offspring turn
out. In a similar vein, Canadian criminologist John Hagan also sees parents
in a prominent role concerning the delinquency of children, only Hagan
makes his arguments on the macro sociological ground that western cultures,
such as those found in Canada and the United States, are characterized by
the powerful social institution of the family that greatly determines if children
will conform or not conform.

Central to Hagan’s theory is boys and girls experience different types of
socialization, depending upon the type of family structure; patriarchal or egal-
itarian. In patriarchal families, traditional gender role socialization is stressed,
and in egalitarian families, equality between males and females is more pro-
nounced. This in turn has a major connection to juvenile delinquency, as will
be discussed later. In order to more clearly understand the importance of the
types of socialization between the two family structures, Hagan states that in
advanced western societies an instrument-object relationship exists between par-
ents and children, with parents being the instruments of control, and children
the objects of their power, or the recipients of parental control (1989, 157).
What transpires from this type relationship between parents and their chil-
dren is the ways that boys and girls are raised. In traditional patriarchal fam-
ilies, the father-husband is the authority figure who works outside the home,
and has supreme power over all family members, including the wife-mother.
Why? She is not economically productive, or not economically active out-
side the home: she stays at home and has primary responsibility for socializ-
ing children. The father-husband derives his power from the workplace,
since he is the only family member who “brings home the bacon,” to use an
old expression, and therefore emerges as the central power figure in the fam-
ily. Meanwhile, the mother focuses her energies on child-rearing, and when
it comes to daughters, firmly instilling in them their future roles as mother-
wife. This is what Hagan refers to as the “cult of domesticity,” or girls being
socialized for becoming mothers and wives (1989, 156–158). On the other
hand, children brought up in families where sex role equality is the norm,
view their futures in an entirely different light. These children are socialized
by parents who work outside the home, and who are both economically pro-
ductive. Sons and daughters alike experience the same signals and direction
from their parents, and are raised to see the world is full of multiple options
and opportunities. So what then is the link of all of this to delinquency? In
patriarchal families, daughters are more severely controlled by their mothers
and therefore do not take many risks, including not committing acts of delin-
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quency. Daughters are taught to be feminine and to accept their limited roles
in life. Boys, on the other hand, are not nearly as closely monitored or super-
vised and do engage in a fair amount of risk taking, that may entail involve-
ment in juvenile delinquency.

In equalitarian families, both boys and girls are taught by their parents that
risk taking is acceptable, and since mothers also work full-time outside the
home and spend less time supervising their children, both girls and boys may
engage in juvenile delinquent behaviors. Hagan writes “Daughters become
more like sons in their involvement in such forms of risk taking as delinquen -
cy” (1989, 158), and “as mothers gain power relative to husbands, daugh ters
gain freedom relative to sons” (1989, 157). Both patriarchal and egalitarian
families are involved in reproducing gender roles, or to state this differently,
parents from both family structures reproduce themselves.

Analysis and Empirical Support

Power Control Theory has undergone a fair amount of empirical testing
and receives backing (Blackwell, 2000; Grasmick, Hagan, Blackwell and Arn -
e lev, 1996; Hagan, 1989; Hagan, Gillis and Simpson, 1990; Hagan and Kay,
1990; Jensen and Thompson, 1990; McCarthy, Hagan, and Woodward, 1999).
Other scholars have raised issues concerning PCT relative to its spotty sup-
port outside of Canada ( Jensen, 1990, 1993a, 1993b), and Chesney-Lind and
Shelden (1992) have questioned the theory’s emphasis on the roles of moth-
ers in producing juvenile delinquents, although they recognized John Hagan
for explicating the importance of gender and patriarchy as causal factors in
delinquency (1992, 97). An example of a study in support of PCT follows
directly below.

Harold Grasmick, John Hagan, Brenda-Sims Blackwell, and Bruce J.
Arneklev (1996) extended PCT beyond its original boundaries by applying it
to 416 adults from Oklahoma City, Oklahoma by inquiring into risk-taking
behaviors they engaged in as adults. Two measures of patriarchy were devel-
oped: occupational patriarchy, or the parent(s) that had power in the family as
derived from the workplace. An example of a Likert-type item concerning
occupational patriarchy is “For most of the time growing up: Mother and
father were both employed with or without authority in workplace.” Their
research also included Likert-type items on attitudinal patriarchy, or how the
respondents viewed the gender roles of parents, especially mothers. Two ex -
amples of questions here are: “it is okay for mothers to work full-time when
their youngest child is under age five”; and, “men are by nature better lead-
ers for the family than are women.” The research also included measures of
maternal and paternal parental control, or items about parental supervision
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of the respondents when they were teenagers. The risk preferences items (i.e.,
getting into trouble for excitement) measured the degree of risk respondents
had engaged in as adults (1996, 184–187). The study was partially retrospec-
tive in nature since it entailed asking respondents to recall past familial expe-
riences, such as how closely they were supervised by parents, and which par-
ent possessed power in the family.

The findings reported by Grasmick et al. are supportive of PCT. Re -
spondents from less patriarchal families were almost equally involved in risk-
taking behaviors as adults, and males from patriarchal families were signifi-
cantly more likely to have engaged in taking risks in their adult years. In ad -
dition, the authors reported fathers had far greater influence on risk taking of
both sons and daughters in patriarchal families, a finding that runs counter
to one of the basic tenets of PCT (1996, 188–192). Grasmick et al. conclud-
ed “Parental control in patriarchal families, therefore, is a key factor in shap-
ing gender differences in subsequent adult risk preferences, as power control
theory predicts, but, contrary to the theory’s initial formulation, fathers have
a bigger impact than mothers” (1996, 193).

The main application of power control theory has been to crime and
delinquency. But one study is offered that is a test of PCT as it relates to gen-
der and religiosity. This research is not far off the mark from the general di -
rection of PCT since it can be assumed that the more religious individuals
may be less likely to engage in deviant or criminal actions. The central con-
cern of the study undertaken by Jessica L. Collett and Omar Lizardo (2009)
is on answering the question why women tend to be more religious than
men, using PCT as the plausible explanation for this consistent finding in the
sociology of religion.

A nationally representative sample of 3,169 respondents was drawn from
the General Social Survey (GSS) which is one of the most prominent surveys
used by social scientists when undertaking research. The GSS is valuable in
this study since it has complete data on socioeconomic status of parents,
more specifically their education and occupational characteristics. The auth -
ors wanted to discern from this sample the relationship between SES and
religiosity, with religiosity measured in terms of strength of religious affiliation
and religious practice. Relating key tenets of PCT to their interests, Collett
and Lizardo hypothesized that high SES mothers would have daughters who
have low levels of religiosity, and father’s SES had less of an effect on the
religiosity of daughters than that of mothers.

The findings from the study were significantly in line with PCT. No mat-
ter how SES was measured, testing for the effects of occupation alone on reli-
giosity or employing a composite measure of parental education and occu-
pation, women raised by high SES mothers had low levels of church atten-
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dance (practice) and affiliation. Conversely, women raised by lower SES
mothers were found to be more highly religious. The hypothesis relative to
fathers’ SES and religiosity was also supported, meaning that fathers’ SES
had little impact on gender variations in religiosity.

In Recognition: Michael Gottfredson

One of the most distinguished criminologists of the last quarter century
is Michael Gottfredson, who has served as the Executive Vice Chancellor at
the University of California-Irvine and the President of the University of
Oregon. Prior to holding these positions, he was the Vice President for Un -
dergraduate Education and Professor of Management and Policy, Law, Soci -
ology, and Psychology at the University of Arizona in Tuscon. Dr. Gottfred -
son has also held positions at the Claremont Graduate School, the University
of Illinois at Urbana, and the State University of New York at Albany. Cur -
rently he is Professor of Criminology, Law and Society at the University of
California, Irvine. Although Dr. Gottfredson’s research accomplishments are
many, he is most widely known for his collaboration with Travis Hirschi in
their renowned A General Theory of Crime published in 1990. Dr. Gottfredson
has made significant contributions to self-control theory, and his publications
also include articles and books in the areas of social policy, deviance, victims
of crime, pretrial release, prisons, causes of crime, and discretion in the crim-
inal justice system.

Dr. Gottfredson has acted as a consultant on criminal justice policy, and
he held the title of the Director of the Criminal Justice Research Center in
New York City. Additionally, he was on the Board of Directors of “The
Parent Connection” and “The Crime and Justice Research Center.”

SUMMARY

Control or social control theories represent an important cog-in-the-wheel
in theories about deviance and crime. Travis Hirschi was instrumental in the
late 1960s in advancing a concrete control theory, and once again in 1990
along with Michael Gottfredson. Control theories are unique in that they
question why individuals do not violate social norms, a position different from
other theoretical traditions in sociology that focus on the causes and correlates
of crime and deviance. Over the years, other social control-oriented theories
have been proposed, including John Hagan’s power control theory and
Charles R. Tittle’s control balance theory. Both have received empirical sup-
port, but will need further testing to better assess their theoretical efficacy.
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The next set of deviance theories to be discussed are concerned with
societal reaction, and learning nonconformity.



Chapter 7

SOCIETAL REACTION AND OTHER
SOCIAL PROCESSES THEORIES

CASE STUDY: STUDENT IDEAS ABOUT LABELING

For years the author of this text has engaged his classes in an exercise con-
cerning labels. It is a simple assignment whereby students are asked to

identify both positive and negative labels. They are not told in advance this
exercise will take place, instead the author arrives in class the first day label-
ing theory is to be addressed, and gives a basic charge, and that is every stu-
dent is to spend a few minutes jotting down what they believe to be both pos-
itive and negative labels. After the task is completed, the author asks the stu-
dents to state their examples of positive and negative deviance. A recorder
jots down the contributions, and the notes are collected. Listed is a sampling
of student ideas about both positive and negative labels:

Positive Labels

• ambition
• benevolent
• attractive
• studious
• popular
• talented doctors
• rich/wealthy
• perfect
• comedian
• teachers
• nurse
• leader

90
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• trustworthy
• beautiful

Negative Labels

• child molester
• idiot
• prostitute
• ex con
• terrorist
• alcoholic/addict
• mentally ill
• poor
• ugly
• stupid
• deviant
• adulterer
• liar
• lazy
• gay/homosexual

Not to anyone’s surprise, students appear to have little difficulty arriving
at negative labels, but they are more pressed to conjure up positive ones.
What is more, discussion does ensue, and there is often debate over what is
negative and what is positive. A case in hand is “gay/homosexual,” conno-
tations that certainly have changed in the eyes of students over the years,
with some students recognizing these as negative labels, and others arguing
the exact opposite. During the 1970s when the author undertook this same
exercise, students were likely to view gay/homosexual negatively, and they
were hesitant to discuss sexual orientation, period. By the 1990s, this had
changed; however, today students find themselves on both sides of the coin,
with little standing in their way in terms of open discussion. Case in hand,
the term deviant itself. The words deviant or deviance may constitute a label,
usually negative. Contemporary students will vary on how they react to the
terms since in their minds this may mean occasional smoking of marijuana
or premarital sex, neither which may be perceived as deviant or negative by
some students, yet for others, both smoking marijuana and engaging in pre-
marital sex is considered wrong, even seriously deviant.

The disagreements do not begin and end with negative labels but also
extend to positive ones, such as leader and rich/wealthy. For some students,
leader is not necessarily a superlative, since in their lifetimes they have
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known leaders who fall short of integrity, such as former President Clinton’s
lying about his relationship with Monica Lewinsky, and the leaders who took
down Enron. Rich/wealthy meets with debate, with some students recogniz-
ing wealth as an extension of hard work, diligence and belief in the Ameri -
can way. Yet other students view wealth and prosperity as signs of corrup-
tion, greed, and the willingness of individuals to walk over others, no matter
the cost. The exercise, as simple as it is, gets students to think as well as to
reflect on their values and upbringing.

The Societal Reaction Tradition

Ask yourselves a few basic questions starting with “what is it that you
know and remember about others”? Change this question a bit and ask your-
selves “what is it that you will continue to know and remember about others
for years”? In your lifetime, you have probably encountered individuals who
are alcoholics, criminals, mentally ill, school drop-outs, and sexual deviants.
One rather interesting place to test what is being asked is high school
reunions. In all likelihood, the popular people from years back will probably
hang with each other; the athletes will tend to gather around one another and
recant old “war stories”; the class scholars will undoubtedly move in the
same circles; and the less than popular and those with questionable high
school histories will either be out-of-the-loop, or not come at all to high
school class reunions, even though years later they may have gone on to be
successful at their careers, and to have solid families and marriages. An
example is a friend of the author’s who was expelled from high school just
two months prior to graduating for committing the “heinous” offense of play-
ing basketball in the high school gym on a Sunday morning, before official
supervision arrived. An intramural game was to be played by senior boys
from the town’s two high schools, and the school officials who were to refer-
ee the event were late, so my friend decided to “shoot around” while waiting
for the referees to arrive. The next day he was summoned to the office of the
principle and expelled. It was his third “offense” in four years, and the third
time was not the charm. His first two offenses involved being late one morn-
ing for school when he was a freshman, and getting caught sneaking out at
lunch time to play eight ball at the local pool hall his junior year. How is he
remembered; as the kid who got kicked out. He is not invited to class
reunions, although he not only attended high school with many of his peers,
but also went all the way from kindergarten with the same classmates, get-
ting expelled just 60 days short of receiving his high school diploma. Sixty
days cost him 12 years in the eyes of the graduating class. By the following
August this friend was serving his country in Viet Nam. Forty years later he
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is a successful business and family man, who owns an expensive house on a
beautiful golf course. As for the author of this text, well, he was only sus-
pended for three days for the same violation, and graduated with his class-
mates (it was only his second offense).

In the study of deviance, attention has been placed on issues such as
those addressed above. Many individuals are “marked” for their past indis-
cretions, real or perceived, and carry with them the memories of their pasts,
if for no other reason than others will not let them forget about who and what
they once were (and may still be). Attention is now directed toward this type
of stigmatizing processes, which for some years has been called labeling theory.

THE WORKS OF FRANK TANNENBAUM, EDWIN LEMERT
AND HOWARD S. BECKER: LABELING THEORY AND

THE SOCIETAL REACTION PERSPECTIVE

Labeling theory, also sometimes referred to as the societal reaction school,
has its origins in symbolic interaction (SI) theory, one of the leading general
theories in sociology. SI focuses on human interaction, and the meanings and
interpretation associated with human communication. As such, it is an at -
tempt to unravel and to explain the symbolic nature of cultures, in order to
piece together the lives, values, beliefs, and behaviors of people who reside
in them (Cooley, 1902, 1909; Mead, 1934). The major data collection meth -
od used with labeling theory is field research, which was discussed in the sec-
ond chapter. If undertaken properly, field research allows the scientist time
to become immersed in a social setting, and to be able to learn a great deal
about much of what takes place there, especially the meanings humans at -
tach to their interactions and social milieu.

It is to this tradition that labeling theory (LT) owes its origins. Labeling
theorists emphasize the role of interaction in the construction of social labels
(whatever they may be) and how individuals apply and react to labels. We
begin with the early work of Frank Tannebaum. “Analysis and Empirical Sup -
port” will not be presented after the three authors individually. Instead it will
follow the discussion of the works of Frank Tannenbaum, Edwin M. Lemert,
and Howard S. Becker.

Frank Tannenbaum and the Dramatization of Evil

Frank Tannenbaum is considered one of the first, if not the original label-
ing theorist. His 1938 work Crime and the Community laid the foundation for
what would eventually become the labeling perspective. Tannenbaum was
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concerned with societal reaction to juvenile delinquents after they are caught
committing antisocial acts, and the consequences this portends for young
people who were formally processed by the criminal justice system. Tannen -
baum wrote: “Only some of the children are caught . . . although all may be
equally guilty” (1938, 19). The formal processing results in the “dramatiza-
tion of evil,” whereby society actually worsens the situation concerning
delinquents by formally labeling them. In another statement, Tannenbaum
ob served: “He becomes classified as a thief, perhaps, and the entire world
about him has suddenly become a different place for him and will remain
dif ferent for the rest of his life” (1938, 19).

Tannenbaum recognized the importance of official processing, and
coined the term tagging to refer to the official stamp or mark that is placed on
young people when they are arrested and processed through the criminal jus-
tice network: “The process of making the criminal, therefore, is a process of
tagging, defining, identifying, describing, emphasizing, making conscious and
self-conscious; it becomes a way of stimulating, suggesting, emphasizing, and
evoking the very traits that are complained of. . . . The person becomes the
thing he is described as being. . .” (1938, 19–20). It is this type of thinking
that forms the basis of labeling theory, and as you will see puts forth the posi-
tion that labels are long-lasting, potentially devastating to those who have
been labeled, and perhaps impossible to eradicate. The labeled person be -
comes a self-fulfilling prophecy, or one who as a result of the label continues
a life of deviance and crime.

The Work of Edwin M. Lemert:
Primary and Secondary Deviance

Chronologically, Edwin M. Lemert is the next major figure in labeling
theory whose major publications Social Pathology (1951) and Human Deviance,
Social Problems, and Social Control (1967, 1972) expanded on the work of Tan -
nenbaum and his concern for the long-term effects of labels. Lemert intro-
duced two of the most important concepts, not only as they related to label-
ing theory, but also for the entire field of deviance. The concepts are prima-
ry and secondary deviance, as Lemert envisioned deviance as a continuum.

Primary deviance is a type of deviance that most of us have experienced,
such as occasionally drinking alcohol underage, and driving over the speed
limit. The key here is primary deviance is infrequent behavior, and most
saliently individuals who occasionally engage in it do not think of or define
themselves as a deviant, nor do others. Lemert wrote primary deviance “does
not lead to symbolic reorganization at the level of self regarding attitudes and
social roles” (1967, 17).
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On the other hand, secondary deviance is of a much different and serious
nature, since it entails immersion into a life of deviance, largely as a result of
societal reaction. Deviants, in a sense, dig themselves into a deeper hole, and
are unable to change how society perceives them, and how they have come
to see themselves. In short, they become the label (i.e., alcoholic, criminal/
ex-con, crazy). Lemert wrote: “Secondary deviance refers to a special class
of socially defined responses which people make to problems created by the
societal reaction to their deviance. These problems are essentially moral
problems which revolve around stigmatization, punishments, segregation
and social control. . . . The secondary deviant, as opposed to his actions, is a
person whose life and identity are organized around the facts of deviance”
(1967, 40–41).

Lemert outlined the process involved in becoming a secondary deviant
(1951, 77):

1. primary deviation;
2. societal penalties;
3. further primary deviation;
4. stronger penalties and rejections;
5. further deviation, perhaps with hostilities and resentments beginning
to focus upon those doing the penalizing;

6. crisis reached in the tolerance quotient, expressed in formal action by
the community stigmatizing the deviant;

7. strengthening of the deviant conduct as a reaction to the stigmatizing
and penalties; and;

8. ultimate acceptance of deviant and social status and efforts at adjust-
ment on the basis of the associated role.

Lemert extended labeling theory by applying it to check forgers, and dis-
tinguished between naïve and secondary check forgers (1972). Naïve check
forgers are those individuals who do not get hooked on the crime of forgery,
meaning they do it on occasion, and fail to develop an identity as a career
criminal (1972, 165). Secondary check forgers mirror the idea of secondary
deviance; they accept their deviant status, and build their lives around it, to
the point that they evade long-term relationships because their crimes keep
them on the run (1972, 180).

The Work of Howard S. Becker: Moral Entrepreneurs

“The deviant is one to whom that label has been successfully applied;
deviant behavior is behavior that people so label” (1963, 9). This sentence
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from one of the most famous works in sociology, Outsiders: Studies in the
Sociology of Deviance (1963), represents some of the most important words in
labeling theory, and emanates from the mind of Howard S. Becker, who is
often identified as the most important figure in the history of the labeling per-
spective. Becker is also a noted methodologist (in addition to his interest in
deviant behavior), and his earlier study of marijuana use among jazz musi-
cians in Chicago, Illinois was influential in how he would come to approach
the subject matter of deviance.

Becker parted ways with other students of deviance by disagreeing with
their more functionalist view that what is considered deviant results from so -
cietal consensus. Becker argued, on the contrary only a few individuals have
the power and legitimacy in society to determine what is deviant (1963, 8).
He called these individuals moral entrepreneurs, who are generally from the
upper social classes (1963, 149). Given their power and status in society, the
moral entrepreneurs determine what is deviant and not deviant, directly im -
pacting who will get labeled. Becker did not see the moral entrepreneurs as
necessarily mean or evil, instead he wrote that they are moved to help the
less fortunate, and are taking society’s best interests to heart. But in doing so,
those in lower social class positions and without power become labeled via
the formal actions taken by those people intending to help them. Becker wrote,
“Moral crusaders typically want to help those beneath them to achieve a bet-
ter status. That those beneath them do not always like the means proposed
for their salvation is another matter. But this fact—that moral crusaders are
typically dominated by those in the upper levels of the social structure—
means they add to the power they derive from the legitimacy of their moral
position, the power they derive from their superior position in society” (1963,
149). Becker observed rule enforcers are necessary in order to carry out the
wishes and values of the moral crusaders, and are individuals most likely to
have direct contact with those in need of salvation, meaning the ones doing
the official labeling.

Becker created what he called the “Sequential Model of Deviant Behav -
ior,” which depicts more clearly his thinking about deviance and labeling
(1963, 20).

The model is instructive of Becker’s approach to labeling, since becom-
ing labeled as a result of getting caught is accentuated in the model. “Falsely
Accused” individuals are those who have been labeled, did nothing wrong,
yet they have been labeled.
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“Secret deviants” are those who do engage in deviance, are not apprehend-
ed, and receive no official labels. “Pure deviants” get caught and have labels
slapped on them. Finally, “Conforming” individuals are not deviant, and un -
like the “falsely accused” are not labeled, which takes us back to Becker’s
famous assertion: “The deviant is one to whom that label has been success-
fully applied; deviant behavior is behavior that people so label” (1963, 9).

Analysis and Empirical Support

Labeling theory was ripe for the times. Those times were the 1960s when
the establishment was under heavy scrutiny, especially by the young. This
was an era of civil rights and antiwar demonstrations. It represented the ori-
gins of the modern feminist movement, and other social causes such as “the
Gray Power” and Gay Liberation Movements, and the efforts of Caesar Chavez
in California with the Mexican grape pickers. It is in this context that label-
ing theory thrived. It was new and refreshing to undergraduate students tak-
ing sociology classes, and to young and aspiring sociologists (like the author
of this text). Labeling theory did not explain deviance as done previously.
Lab eling theory focused on the creation of social labels and the role of those
with affluence, influence, and power in the development and application of
d eviance designations. It appeared to have wide applicability, including crim -
inals and the mentally ill. It was and still is a fun perspective to present to
 students, but it has met with a fair number of powerful critics (Akers, 1968;
Gibbs, 1966; Heidensohn, 1968; Leonard, 1982; Liazos, 1972; Mankoff, 1971;
Plummer, 1979; Shoemaker, 1996; Taylor, Walton, and Young, 1973; Ward,
1971; Wellford, 1975; Young, 1981). Perhaps the most serious criticisms of
labeling theory were not levied against it directly, but indirectly, to be dis-
cussed at the end of this section. At this juncture, it should be noted that actu-
al empirical tests of the theory have not been as extensive as tests of other
theories such as general strain or social learning theories, but appear to have
new life as will be presented shortly.

Before examining a recent test of the labeling approach, a summary of
the most important criticisms of labeling theory is presented.

Table 7.1
HOWARD BECKER’S SEQUENTIAL MODEL OF DEVIANT BEHAVIOR

Obediant Behavior Rule-Breaking Breaking

Perceived as Deviant Falsely Accused Labeled Pure Deviant Labeled

Not Perceived as Deviant Conforming Not Labeled Secret Deviant Not Labeled
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1. A common criticism deals with origins, or can be stated as “the chick-
en or the egg” argument. The concern is as follows, stated as rhetori-
cal questions: “What comes first, the label or the behavior?” “Does the
label create the deviant behavior?” “What are the origins of the de -
viant behavior?” For example, alcoholics usually drink before facing
an official (or unofficial) label, so in this case the alcoholic already ex -
isted, therefore the behavior preceded the label. But we are reminded
about Becker’s “secret deviant,” so in some limited respect this has
been addressed by labeling theorists.

2. A second common critique strikes much at the human condition, and
can be referred to as the slam-dunk criticism, or “here’s the label, so
here’s the behavior.” Using alcoholism as an example again, just be -
cause individuals may be labeled as alcoholics does not mean that they
will actually become alcoholics, especially in the meaning of second -
ary deviance (we are reminded they may have been alcoholics prior
to the application of the label). Human beings are hopefully far more
malleable than getting slapped with and becoming the label. This de -
terministic/fatalistic notion of labeling is quite oversimplified and lim-
ited.

3. A third observation rendered by critics of labeling theory is its over -
emphasis on formal labels, such as those that emanate from the police,
school officials, and mental health experts. Many individuals have
been formally labeled, and just simply moved on with their lives in
norm al ways. A concern then becomes what are the effects of informal
labels, such as those stemming from parents, siblings, peers, and co -
workers? This aspect of the labeling process has not been widely ad -
dressed. Another issue is the effects of self-imposed labels, or how indi-
viduals perceive themselves, and the effects of these perceptions on self-
concept. It may very well be the most poignant labeling may come
from within, and from those who care about us the most, not to men-
tion individuals for whom we care deeply. This goes back to the first
criticism. It is possible labeling may have already occurred prior to the
introduction of formal labels. Self-labeling may well have taken place,
and labels from significant others may have been imposed long before
the existence of formal labels. The process of secondary deviance may
already be in effect prior to formal labeling.

4. The fourth criticism deals with who gets labeled. Sociologists have long
studied the underdog, such as drug users, ex-convicts, the mentally ill,
and the poor, who represent easier subjects to study since they lack
pow er. But what about studying the powerful? There has been consid -
er able research undertaken on white-collar and other types of middle
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class to higher social class criminality, but not necessarily from the lab -
eling perspective. In recent years there has been discussion of shaming
(to be addressed in the next section) and this may apply to the de -
viance and criminal actions committed by the more fortunate. But at -
tention has been placed on the powerless, not only from the labeling
perspective, but from other theoretical slants.

5. The last common criticism addressed deals with structure. Labeling the-
orists are descendants of the interactionist tradition, and focus on the
meanings attached to human interaction. But interactions occur with-
in the broader social structure, and labeling theorists tend to neglect
structure, which entails variables of long-term and enduring interest to
sociologists, such as social class or socioeconomic status, race and eth-
nicity, gender, and type of community organization (urban, suburban,
rural). It should be noted that contemporary studies of deviance and
crime are heavily social psychological in nature, placing emphasis on
interaction and personality variables, while deemphasizing the role of
structure. In this case, labeling theory is not alone.

A recent test of labeling theory is one offered by Kavish, Mullins, and
Soto (2014) who drew a sample of 10,346 respondents from the National
Longitudinal Study of Adolescent Health (Add Health), a nationally repre-
sentative sample of individuals grades 7 to 12 first in terviewed in 1994–1995.
Three waves have been completed since the first time period, with the third
wave undertaken in 2008. Add Health incorporates a number of items rele-
vant to research on crime and de linquency, and has the added advantage of
being longitudinal in de sign, allowing researchers to detail changes in behav-
ior over time. Given this latter point, the youth interviewed during wave 1
were between the ages of 12–18 and not older than 32 in wave 3. The main
focus of the study was to determine the effects of formal labels on future
delinquency. The only formal label in the research was prior delinquency,
and the control or independent variables used were age, race/ ethnicity, sex,
socioeconomic status, public assistance, family type, formal labeling, school
stigmatization, parental labeling, and perceptions of care. If labeling theory
is correct, then the authors would be able to determine that formal labeling
(arrested) reported in wave 1 was predictive of later delinquency.

A series of statistical runs (models) were conducted, with the first only
examining the effects of formal processing on future delinquency (reported in
wave 3) with each additional run entering different variables for the purpose
of comparison. No matter what model was tested, formal labeling, or official
processing of youth by the criminal justice system was found to be the most
important significant predictor of future delinquency. Other predictors were
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the perceptions of respondents concerning if teachers and the family cared
about them, being male, and African American. Of interest is higher SES also
predicted future delinquency, a finding that on the face of it may seem coun-
terintuitive. However, Kavish et al. suggested that more privileged youth may
actually engage in greater amounts of delinquency than perceived by the pub-
lic, thus the finding of the link between high SES and future delinquency was
not that surprising. Parental labeling, or negative perceptions placed on chil-
dren by their parents and school stigmatization, or developing a reputation at
school for violative actions, were not reported to be significant predictors of
future delinquency.

The above study represents one example of the renewed interest in test-
ing labeling theory and it remains to be seen if more research will be pub-
lished along the same or similar lines of inquiry.

Returning to a previous observation, the most important criticism of
labeling theory may be more indirect than direct, meaning the criticisms do
not target the theory, per se. Instead, the all-important issue arises concern-
ing whether or not it is a theory, or just a perspective or approach. According to
the standards of theory construction, labeling theory is not formally stated: it
lacks propositions; it does not involve the logical ordering and interconnec-
tions among variables; and, it fails to have sound definitions of concepts,
which makes testing any theory a huge challenge (Homans, 1962; Stinch -
comb, 1968; Turner, 1991).

Since it is emerging poularity during the 1950s and 1960s labeling theo-
ry had fallen on hard times for several decades, although it was and still is
covered in many criminology and deviance texts. Other than what appears
to be contemporary interest in the theory, addtional directions related to the
labeling perspective have emerged, and it is to these conceptualizations
attention is now directed.

The Work of John Braithwaite:
Shaming and Restorative Justice

Consider the following. Judge D. William Simpson from Salisbury, Mary -
land ordered an 18-year-old youth, Sherrele Purnell, to spend three hours
walking and wearing a sign that read “I was caught stealing gas.” In Florida,
one court ordered individuals convicted of driving under the influence of
alcohol (DUI) to place DUI stickers on their license plates. Judge Joe Brown,
a Memphis, Tennessee judge, made it possible for victims to go to the homes
of the burglars who had victimized them, and told them they could take any-
thing they wanted, and keep it. In California, a purse-snatcher was ordered
by the court to wear tap-dancing shoes when he went out in public which
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would make the proverbial Fred Astaire-type sounds. In Arkansas,
shoplifters were ordered to wear signs describing the crimes they committed,
and to walk in front of the stores they had victimized. One reaction to the
examples just described is “how embarrassing.” But innovations in sentenc-
ing and the formal processing of offenders is occurring across the nation,
under the belief that incarceration is not a successful method of dealing with
criminals; in stead, embarrassing them may be more effective and rehabilita-
tive. Rather than calling this labeling, it is now referred to as shaming and
restorative justice (in this section both terms will often be used simultane-
ously).

Labeling theory in its original forms has become less influential. How -
ever, there are scholars who have expanded on the traditional labeling per-
spective by focusing on two related notions: shaming and restorative justice.
Ironically, whereas labeling theory clearly questioned the impact of official
processing by criminal justice authorities, shaming and restorative justice
theor ists and practioners see benefits that derive from societal reaction to
antisocial behaviors, as long as they are not devastating or destructive to
those being shamed. The work of Australian social scientist John Braithwaite
is central to this perspective.

Explaining the Theory

Who would ever conclude that being embarrassed might actually have
positive benefits, for both those who victimize others and for society in gen-
eral? Thus is the argument put forth by John Braithwaite (1989). Braith -
waite’s thinking is, individuals who violate laws should not go without pun-
ishment. On the contrary, they should be made to face up to those they have
harmed, and to the community around them. Think about this for a moment.
People sentenced to prison get a bye, so-to-speak. They are warehoused
away from the public, and as a result do not have to reside with them, pos-
sibly encountering them and experiencing comments, frowns, and possibly
even aggressive types of responses. As President George W. Bush said repeat-
edly about terrorists; “they can run but they can’t hide.” In the same vein,
criminal offenders, when kept within society and not incarcerated, must live
in a world where people will know who and what they are about.

Braithwaite identified two types of shaming, one destructive in nature
and the other more positive and rehabilitative. The first type of shaming is
disintegrative shaming and involves humiliating and stigmatizing offenders to
the point that they are unable to find employment and other positive aven -
ues within society. Disintegrative shaming deepens secondary deviance thus
forcing offenders into a life of criminality and deviance, or as Braithwaite states,
creating a “class of out-castes” (1989, 55).
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Reintegrative shaming (frequently identified as Reintegrative Shaming
Theory or RST) is the exact opposite. It is shaming with positive outcomes
for all concerned, since it is intended to straighten out offenders and reinte-
grate them back into society, as productive law abiding citizens. But this is
not a walk in the park. Condemnation and disapproval are aimed at making
offenders aware of their undesirable conduct, and less invasive reactions fol-
low in order to “reintegrate the offender back into the community of law
abiding or respectable citizens through words or gestures of forgiveness or
cere monies to decertify the offender as deviant” (1989, 100–101).

Similar to shaming is the concept of restorative justice (RS), an important
and popular notion that has its roots in several scholars (Bazemore and
Walgrave, 1999; Braithwaite, 1989, 1998, 1999; Hahn, 1998; Harris, 1998;
Quinn, 1998; Van Ness and Strong, 1997). Restorative justice parts ways from
the traditional view that the state represents the interests of victims by pun-
ishing offenders. Instead, the argument with RS is victims must be made
whole again by reducing the harm that has been done to them, and offend-
ers, too, must be restored by reintegrating them back into the community.
But the question becomes how does restoration occur? The answer lies in
face-to-face encounters of victims with offenders in the hope of making pos-
itive changes in both. Quinn (1998) suggested the aim of RS is to maximize
the chances offenders will be rehabilitated, while strongly focusing on the
needs of victims through use of one or more of the following strategies:

• Victim impact panels. Where victims talk to offenders about their
experiences and feelings concerning their victimization.

• Family group conferences. Entails family members of both victims
and offenders concerning the oft frightening and demeaning experi-
ences faced by victims.

• Sentencing circles. Involves the friends and relatives of both offend-
ers and victims, once again in situations in which victimization is dis-
cussed and feelings are expressed.

• Citizen reparative boards. Where conditions of probation are estab-
lished by regular citizens as opposed to formal authorities.

The hope of such meetings is that offenders must face their victims, and
learn firsthand about the harms they perpetrated upon them. In this type of
process, offenders cannot hide from those they have harmed. They must
look the victims in the eyes, and they must view their emotions and perhaps
even feel the pain for which they are responsible. These meetings can be
intense and highly emotional for all concerned. But keep in mind, the goal
is restoration for all concerned.
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Restorative Justice is practiced across the nation, where over two dozen
states have enacted legislation implementing RJ with juvenile delinquents
(Lev rant, Cullen, Fulton, and Wozniak, 1999). Maryland has adopted RJ with
delinquents that is aimed at holding offenders accountable for their crimes,
and Vermont has initiated reparative probation boards comprised of five vol-
unteers from the community, who develop agreements with offenders direct-
ed at making victims whole again, rehabilitating offenders and holding them
accountable for their crimes (1999, 4–5).

Analysis and Empirical Support

Early in the history of restorative justice or shaming theory, empirical
tests were in short supply. Many that were conducted examined the effects
of shaming on delinquency (Hay, 2001; Makkai and Braithwaite, 1991; Vagg,
1998; Wong, 1999; Zhang, 1995) with at least one study examining the rela-
tionship between the effectiveness of treatment for alcoholism and shaming
(Houts, 1995). One such study on the effects of shaming on behavior change
is discussed below.

Carter Hay (2001) surveyed 197 high school students from the southwest
United States who were enrolled in physical education classes. His objective
was to “focus on the relationship between parental sanctioning and adoles-
cent delinquency” (2001, 137). In order to do so, Hay constructed three
scales, one to measure shaming, and the other two to measure reintegration
and delinquency. The shaming scale was designed to tap into what Hay (and
Braithwaite) referred to as moralizing, which included items concerning parent -
al reactions to child wrongdoing. Reintegration was basically a measure of
parental forgiveness when children engaged in delinquency. Child involve-
ment in delinquency included self-report items, and items that measured pro-
jected delinquency such as “If you found yourself in a situation where you
had the chance to do the following things (seven delinquency items, such as
stealing and vandalism), how likely is it that you would do each one?” The
self-report scale included nine items that asked respondents the earliest age
at which they committed delinquent acts, such as breaking into a building or
a house, stealing and getting into fights (2001, 139). Again, please keep in
mind, the research question concerned the relationship between shaming,
reintegration, and participation in delinquency.

The first part of Hay’s analysis investigated the relationship between
demographic variables and reintegration, and then shaming. The variables
were age, race/ethnicity, sex, family structure, childhood antisocial behavior,
and several measures of attachment between parents and children. The re -
sults for reintegration revealed four variables: race/ethnicity, childhood anti-
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social behavior—and two measures of parental attachment that had statisti-
cally significant relationships to reintegration. However, only one variable, a
measure of parental attachment, was reported to have a statistically signifi-
cant relationship to shaming (2001, 142).

Hay then analyzed the main question, and reported parental shaming
and reintegration did affect involvement in delinquency, contingent on how
the shaming/reintegration measure was constructed. Three combinations of
the two variables were found to have statistically significant relationships to
de linquency: high reintegration/high shaming; high reintegration/low sham-
ing; and, low reintegration/high shaming. The strongest of the three relation -
ships was for high reintegration/high shaming, implying parental forgiveness
(allowing the child back into the fold) and parental moralizing (disapproval
of child involvement in delinquency and shaming children) did impact anti-
social behavior of children. Parents who made it obvious and apparent they
disapproved of delinquent behavior were less likely to have children who
violated the law (2001, 144). The findings by Hay provide support for sham-
ing theory. A recent examination of restorative justice programs sheds addi-
tional information on its efficacy. 

Don Weatherburn and his colleagues (2013) have undertaken a review of
empirical studies on the impact of RJ programs viewed from several angles.
The authors analyzed a number of studies involving the effects of RJ pro-
grams on reoffending, victim satisfaction, and on costs compared to court prac -
tices. Also considered was how the public perceived restorative justice. Weath -
er burn et al. offered the important observation that RJ is broadly defined and
the way it is practiced varies widely across jurisdictions and internationally.
Although the authors offer a longitudinal review of research on RJ programs,
the focus of this discussion is on studies undertaken within the last 10 years,
with emphasis placed on the general findings from the analyses (students are
encouraged to read the original sources cited in the review).

Studies on the effects of RJ on reoffending produce mixed results, with
some research reporting a decrease in recidivism when compared to adult
offenders, matched with those who were referred to court. Some support for
the positive effects of RJ on reoffending are also found when including con-
trols for prior criminal record, type of offense, age, race, and sex. The same
conclusions also hold true for victim satisfaction with RJ programs, with most
victims in the research expressing they were satisfied to very satisfied with
the RJ process. When the comparison to offenders who received court sanc-
tions was considered, once again the data reported that victims of crime were
more likely to be satisfied with RJ programs. In some studies, adult victims
were found to have greater satisfaction than juvenile victims when compar-
ing the effects of RJ and court processes. 
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In their review of the various outcomes of RJ programs, Weatherburn et
al. reported mixed support for RJ when compared to court options. Much of
the findings centered on the difficulty in teasing out cost factors, with the pos-
sibility that selection bias might have clouded the analyses. Of concern here
is that court referred offenders may have had multiple court appearances,
compared to offenders who experienced one RJ program. The findings con-
cerning public reaction for RJ were also positive, with an overwhelming num -
ber of respondents indicating favoritism for its principles (after the program
was described to them). Even given these results, it is still important to rec-
ognize some of the long-standing criticisms of RJ.

Sharon Levrant, Francis T. Cullen, Besty Fulton, and John F. Wozniak
(1999) have offered some of the most insightful criticisms of restorative jus-
tice, and in their analysis state their objective “is not simply nay-saying” but
note their “essay, however, is a cautionary reminder that jumping on the band -
wagon may be premature” (1999, 22). The bottom line for these scholars is
RJ has yet to prove itself, and in cases where it has been practiced, RJ has
met with minimal successes, at best (1999, 21). Levrant et al. made a number
of observations concerning restorative justice, and several of these are now
discussed.

One concern is RJ programs limit the constitutional rights of offenders,
since mediation programs often exclude defense counsel. RJ may proceed
with out the input of defense attorneys, and the subsequent actions decided
by mediation boards may actually result in more severe penalization of of -
fenders. Following from this is the concern for “widening the net,” whereby
juvenile offenders are brought into the criminal justice system for minor
offenses. In short, RJ may not be needed for youth who commit nonthreat-
ening violations of the law. Another issue is, RJ may actually increase pun-
ishment, because those enacting it may shame offenders in ways that go
beyond the scope of restorative justice (such as carrying signs identifying one
as a thief, etc.). Other issues addressed by Levrant et al. include the failure of
RJ programs to come anything close to full restitution, and case loads of pro-
bation officers are high to begin with, and adding RJ efforts to their plate
makes it unreasonable to expect that it will be effective (1999, 7–13).

The most telling criticism deals with the structure of restorative justice
efforts themselves. Levrant et al. state that RJ programs fail to achieve their
objectives because they lack intensity. The authors note effective intervention
programs occupy up to 70 percent of the time of offenders, and last for near-
ly one-half year. In addition, effective strategies entail close monitoring of
offenders, and employ individuals who possess the skills required to work
with their clients, interpersonally and constructively. Also of concern to the
authors is the lack of attention paid to the cognitive levels of offenders, mean-
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ing most are lumped together and not evaluated in terms of their individual
differences in cognitive maturity. RJ programs do little of the above, and
what is more, if they do succeed, it is because their clients are low-risk of -
fenders who may never again violate the law anyway. Success with high-risk
offenders is a different issue, and RJ efforts are rarely directed toward seri-
ous offenders (1999, 7–19). Ongoing research on RJ is necessary in order to
more clearly determine if it is more fad than fact.

Social Processes Theories

Ponder the following questions. When individuals begin to use marijua-
na, how is it they know how to use the drug? Or when individuals experiment
with cocaine for their first time, how is it that they know how to use the drug?
Nearly two dozen former employees at Enron were involved in a scandal
that took down one of America’s largest corporations. How is it that they all
became involved in this tragedy? How is it that American soldiers could par-
take in the abuses at Abu Ghraib? How was it many professional baseball
play ers would use performance enhancing drugs? At first glance these ques-
tions may appear quite basic, if not downright irrelevant. But let’s return to
the first question. Smoking marijuana does not come about naturally. How
to hold a marijuana cigarette (or roach clip, etc.), how to smoke it, and how
to recognize its euphoric effects are learned. Likewise, how to use cocaine and
how to recognize its effects are learned. Every question posed above has one
common answer: learning. When professionals engage in embezzlement, in -
sider trading, fraud, and conspiracy, like the Enron example, it just does not
happen by default. There is a process involved that entailed bringing indi-
viduals into the fold, and teaching them how and why they should violate the
law, even though they are making six figures or above annually. The same
logic applies to professional athletes who will risk their health, and perhaps
careers, to use performance enhancing drugs. Illegal steroids do not drop out
of the sky. They are made available for athletes (and others such as police
officers), and their use spreads like hot cakes because these athletes learn of
their potential value for boosting their stats and salaries. For example, Abu
Ghraib? Learning (of course, there are other theories that could be used to
explain the above examples).

One of the long-standing and most important theories in the study of de -
viance relates to learning. Now, as just mentioned, the above examples/
questions may have other theoretical explanations, but in this section, atten-
tion is turned to learning as the cause or strongest correlate of deviant behav-
ior. The prominent theory developed by Edwin Sutherland represents the
starting point.
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Edwin Sutherland: Differential Association Theory

The time was the 1930s, and two dominating explanations for criminal
behavior were Freudian-based psychology and biology. Enter Edwin Suther -
land. Sutherland posed a much different approach to the standard-bearers of
the day as they attempted to explain the causes of antisocial behavior.
Sutherland did not believe deviance was a product of deep-seated personal
conflicts, or something off, or haywire in the biological make-up of people.
Instead, he assumed a more pragmatic approach and theorized deviance was
a result of learning.

Explaining the Theory

Sutherland’s classic theory is most known for its nine central proposi-
tions, that are listed below (1947, 6–8). Direct quotes are used to clarify the
propositions:

1. Criminal behavior is learned. “Negatively this means that criminal
behavior is not inherited . . .”

2. Criminal behavior is learned in interaction with other persons in a
process of communication. “This communication is verbal in many
respects but includes also ‘the communication of gestures.’”

3. The principal part of the learning of criminal behavior occurs with
intimate personal groups. Movies and newspapers contribute little to
criminal behavior.

4. When criminal behavior is learned, the learning includes (a) tech-
niques of committing the crime, which are sometimes very complicat-
ed, sometimes very simple; (b) the specific direction of motives, dri-
ves, rationalizations, and attitudes.

5. The specific direction of motives and drives is learned from definitions
of the legal codes as favorable or unfavorable. People are surrounded
by individuals who support laws and those who violate them.

6. A person becomes delinquent because of an excess of definitions
favorable to violation of law over definitions unfavorable to violation
of law. “This is the principle of differential association. . . . When per-
sons become criminal, they do so because of contacts with criminal
patterns and because of isolation from anti criminal patterns.”

7. Differential associations may vary in frequency, duration, priority, and
intensity. This means that learning criminality entails deep immersion
into interactions with individuals who favor violation of the law.



108 The Sociology of Deviance

8. The process of learning criminal behavior by association with crimi-
nal and anticriminal patterns involves all of the mechanisms that are
involved in any other learning.

9. While criminal behavior is an expression of general needs and values,
it is not explained by those general needs and values, since noncrimi-
nal behavior is an expression of the same needs and values. “The
attempts by many scholars to explain criminal behavior by general
drives and values, such as the happiness principle, striving for social
status, the money motive, or frustration, have been, and must contin-
ue to be, futile, since they explain lawful behavior as completely as
they explain criminal behavior.”

Sutherland’s theory is one of the most direct and easy to understand of
all theories of deviance and criminality. It is right to the point, and leaves lit-
tle doubt in one’s mind how he sees the etiology of antisocial conduct. How -
ever, a rarely discussed and perhaps forgotten important piece of differential
association theory concerns that which preceded the nine propositions, and
addresses how criminological theory should be developed. This is significant
since the nine statements emanate directly from Sutherland’s thinking con-
cerning how theories about criminality should come about.

Sutherland argued that in order to develop sound criminological theory,
it is imperative that scientists employ an organized process that captures and
integrates the different assumptions and elements of a body of knowledge
(Traub and Little, 1980). In order to accomplish such a feat, Sutherland iden-
tified two complimentary processes that can be used in the development of
criminological theory. The first process is logical abstraction in which the fac-
tors that cause criminality are identified, and then applied to both the rich and
the poor. The second step involves differentiation of the level of analysis, which
means there must be a step-by-step development and identification in a log-
ical manner of the factors that are common to explain criminality (1980, 110–
116).

Extending on this later discussion, Sutherland identified scientific expla-
nations, which distinguish between processes operating at the time of a crime—
situational factors—and those that exist over a period of time, which Sutherland
referred to as “genetic,” or historical. In this respect, Sutherland recognized
there are causes of crime on the spur of the moment, and those that emerge
given time. The latter has particular importance for differential association
theory, since Sutherland labeled the section of his book that describes it as
“Genetic Explanation of Criminal Behavior.” The more precise meaning of
this is to be found in his groundbreaking works The Professional Thief (1937)
and White Collar Crime (1949).
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Analysis and Empirical Support

A tribute to any theory is that it is tested, even if the results may not sup-
port it. A common criticism of many theories in the study of deviance and
crime has centered around defining and then measuring key variables. This
is the case with differential association theory, in which ambiguity in opera-
tionalizing variables (such as association; techniques, drives, and rationaliza-
tions) has been recognized as a major problem in validating it (Short, 1960).
Other issues are the theory’s ignoring of the role of parents and siblings in
learning criminal definitions ( Jensen, 1972), and the failure of the theory to
clearly specify the learning processes involved in becoming deviant or crim-
inal (Akers, 1996; Akers and Sellers, 2004). But there is empirical support for
differential theory, and examples are discussed.

Charles R. Tittle, Mary Jean Burke, and Elton F. Jackson (1986) under-
took one of the most important tests of differential association theory (DAT)
to date, and surveyed 1,953 individuals 15 years of age and older from Iowa,
New Jersey, and Oregon. The authors developed separate scales designed to
measure critical DAT variables. Likert-type scales were created to measure
associations; attitudes and rationalizations concerning deviance and crimi-
nality; perceptions of crime-favorable expectations; fear of legal sanctions;
motives and drives; and, predicted future of criminal behavior. For example,
items used to tap into association included: “How many people do you know
personally who ever got into trouble because they did (each of) the things we
have been talking about?” (i.e., assault and illegal gambling), and “Of all the
people you know personally, how many of them do these things (i.e., theft
and illegal gambling) at least one a year?” To measure the “perceptions”
item, one question was asked: “If tomorrow you were to (commit a criminal
act), how much respect would you lose among people you know personally
if they found out about it?” An example of the measurement of fear of legal
sanctions is the item “How upset would you be if you were arrested?” One
item was created to measure motives and drives, and it is “There are a lot of
things that people would like to do, even if they may not do them, for one
reason or the other. . . . I’d like you to tell me whether you would like to do
these things almost always, a lot of the time, once in a while, or never” (1986,
412–414). The study was designed to examine the influence of learning on
committing criminal offenses, and smoking marijuana. Criminal offenses in
this research ranged from theft-related items, assault to illegal gambling, and
the study included the normal array of independent or control variables such
as age, education, race, gender, family income, and employment status.

The results of this research support DAT. Association, perception of
crime-favorable normative expectations, and the motive variable interacted
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together to influence criminality (motive had the only direct effect on crime),
and association increased use of marijuana by operating indirectly through
motive (1986, 422–423). The research undertaken by Tittle et al. demon-
strated more clearly how differential association works, since it identified key
variables that operate independently of one another and together, to increase
deviance and criminality.

One additional study is addressed, and represents another development in
understanding the connection between deviant associations and involvement
in antisocial conduct. The study by Dana L. Haynie (2001) entails the question
of friendship networks and their influence on criminality and deviance.

Data from the National Longitudinal Study of Adolescent Health (Add
Health) were employed with a final sample of 13,000 adolescents to test for
the influence of peers on involvement in delinquency and deviance. Three
characteristics of friendship networks were used to examine their effects on
antisocial behavior: density, which is the degree of cohesiveness in a group;
centrality, the position an individual holds within friendship networks; and
popularity, the number of nominations adolescents receive from others in the
network that are indicative of their standing in the group. The three variables
were calibrated using simple counts. The measure for popularity included the
number of times respondents were nominated by others, and density was a
product of the number of ties in a friendship network. Centrality was deter-
mined on the basis of the perceptions held by others of a respondent’s posi-
tion in a network. Fourteen items were used for self-reporting of delinquen-
cy, and included questions common to self-report instruments, such as those
inquiring about theft, selling drugs, assault, and drug and alcohol abuse
(2001, 1,030–1,034). Age, gender, race, and measurements of attachment to
peers, school, and parents were used as control variables.

The results are generally supportive, but once again the findings point to
the combined or interactive effects of variables on delinquency/deviance. Indi -
vidually, centrality, density, and popularity had insignificant effects on anti-
social conduct. However, when mixed together in different combinations, their
effects were stronger and statistically relevant. For example, high density
com bined with delinquent peer associations, and centrality in combination
with delinquency associations, increased the likelihood of involvement in
undesirable conduct (2001, 1,041). However, Haynie was unable to report
the mixture of centrality and density was correlated with or predictive of
delinquency or deviance (2001, 1,040).

Over the years scholars have modified or moved beyond DAT’s assump-
tions about how learning influences deviant choices. Haynie’s use of social
network theory serves as one example. The works of Ronald Akers represent
yet another attempt at modernizing DAT.
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The Works of Ronald Akers: Social Learning Theory
and Social Structure and Social Learning Theory

Edwin Sutherland’s differential association theory is one of the most
influential theories in the study of deviance and crime. It is covered in every
textbook on deviance and criminology/delinquency, and is cited in numer-
ous studies. But as most early theories, it has undergone considerable criti-
cism and review, and fortunately it has not been forgotten. Situations like
Enron, WorldCom, Adelphia, and the recent financial crisis serve to remind
us of the relevance of the learning approach to criminality and deviance: greed
and the never-ending search for upward mobility are related to learning the
techniques, motives, values, and justifications for engaging in white-collar
and professional crimes (as examples). Ronald L. Akers is one of those schol-
ars who has taken an early theory and expanded upon it (such as Agnew,
Gottfredson, and Hirschi, and Braithwaite did). Rather than abandoning dif-
ferential association theory, Akers added to it (twice) by integrating impor-
tant notions from other theoretical traditions.

Explaining the Theories

The thought might have crossed your mind when reading about differ-
ential association theory is that it may be possible to interact on a frequent
and even intense basis with deviants or criminals, and not become one your-
self. For example, you may have close friends who drank underage and who
smoked marijuana, but you never did (or do) either. Likewise, maybe you
were raised in youth gang infested neighborhoods where many young peo-
ple you knew turned to gang life, while you did not. This is reminiscent of
the father played by Robert De Niro in the movie A Bronx Tale, where he was
brought up surrounded by mobsters, while choosing to remain a law-abiding
citizen. As a parent, he tried desperately to prevent his only son from the lure
of the life of a Mafioso, and struggled to do so with limited success. In the
Bronx where De Niro spent his entire life, knowing and interacting with salty
characters was common and difficult to avoid, but De Niro stayed on the
straight and narrow: interaction and learning in-and-of themselves may not
be enough to turn the corner to deviance. There could be more, and this as
addressed by Ronald L. Akers.

Social Learning Theory (SLT)

Four hypotheses developed by Akers are identified, and will help to clarify
his addition to the learning tradition in criminology/deviance. Akers hy poth -
esized the individual is more likely to commit violations when (1977, 1985):
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1. He or she differentially associates with others who commit, model,
and support violations of social and legal norms.

2. The violative behavior is differentially reinforced over behavior in
conformity to the norm.

3. He or she is more exposed to and observes more deviant than con-
forming models.

4. His or her own learned definitions are favorable toward committing
deviant acts.

Four critical elements surface from the hypotheses that distinguish social
learning theory (SLT) from its differential association counterpart. The first is
differential association. In his theory, Akers did not circumvent the idea de -
viance and criminality can be learned: instead he couched it within the
broader context of behavioral psychology and traditional criminology. Second
is differential reinforcement, a notion derived from behaviorism in psychology,
and an outgrowth of the works of Albert Bandura’s work on learning and hu -
man aggression (1973, 1977), and the earlier formulation proposed by Bur -
gess and Akers (1966). Third is imitation, or modeling that too stems from the
tradition of behavioral psychology, and last is definitions, a direct descendant
of “techniques of neutralization” by David Matza and Gresham Sykes (1961).
In this respect, social learning theory is an integrated theory, comprised of
ideas and concepts from other leading theories.

To better illustrate the theory, let’s return to one of the examples used
before, drinking underage. According to SLT, having close peers is not suffi-
cient in-and-of-itself to result in underage drinking. However, it, differential
association is the starting point, and the more we interact with others, the
more they may just begin to have influence over us. Reinforcing the idea about
drinking underage becomes the second step, and combined with extensive
interaction with peers increases the probability teen drinking will occur. Add
to this exposure to and observing our close peers drinking via modeling or
imitation, the risks become even greater that violative behavior will take
place. Last, learning the definitions in support of teen drinking interacts with
the first three processes, with the end result teen drinking is now a reality. It
is the combined effects of the four variables that strengthen nonconformity over
conforming behavior. As Akers stated:

The probability that individuals will engage in criminal and deviant behavior is
increased and the probability of their conforming to the norm is decreased when
they differentially associate with others who commit criminal behavior and es -
pouse definitions favorable to it, are relatively exposed in-person or symbolical-
ly to salient criminal/deviant models, define it as desirable or justified in a situ-
ation discriminate for the behavior, and have received in the past and anticipate
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in the current or future situation relatively greater reward than punishment for
the behavior. (1985, 60)

The four elements of the theory represent a progression into deviance or
criminal behavior.

Returning to definitions, Akers identified two types of definitions that
favor deviant or criminal behavior. Positive definitions involve attitudes and
values that raise the antisocial behavior to a higher moral status. Using an
example from the former The Sopranos television program, it can be argued
Tony Soprano and his crew of mobsters believed their criminal actions were
morally proper and defensible. This is quite similar to the notion of “ethno-
centrism,” where groups perceive themselves to be superior to other groups
or organizations. Neutralizing definitions are mere excuses or justifications for
violative behavior. The fictitious mobster Tony Soprano may justify or oth-
erwise rationalize mob criminal activities on the grounds all types of legiti-
mate people such as police officers, judges, and high-ranking corporate offi-
cials commit crimes, so why shouldn’t they? It is important to state neutral-
izing definitions define antisocial acts as undesirable, but excusable or justi-
fied given the circumstances.

Analysis and Empirical Support

Ronald Aker’s social learning theory has been tested on numerous occa-
sions, and has received considerable support. For example, a meta-analysis
of over 140 studies undertaken by Sellers, Pratt, Winfree, and Cullen (2000)
reported strong support for the theory, as did the meta-analysis undertaken
by Andrews and Bonta (1998). A number of studies have reported differen-
tial association, differential reinforcement, imitation, and learning are strong
predictors of deviant behavior, taken individually and collectively (Akers,
2000; Akers and Jensen, 2003; Gordon, Lahey, Kawai, Loeber, Stout -
hamerLoeber, and Farrington, 2004; Hwang and Akers, 2003; Warr, 1993,
2002). Other studies found that when compared with alternative theories of
deviance and criminality, social learning theory tends to have greater ex -
planatory power (Benda, 1994; Hwang and Akers, 2003; Kandel and Davies,
1991; White, Johnson, and Horowitz, 1986), and this even holds true when
social learning theory is combined with other theories, with results indicat-
ing that its major elements (i.e., differential reinforcement; imitation) surface
as the strongest predictors of antisocial behavior (Catalana and Hawkins,
1996; Thornberry, Lizotte, Krohn, Farnworth, and Joon Jang, 1994). Two
studies, both undertaken by Ronald Akers and Gang Lee, will serve as exam-
ples of empirical tests of social learning theory (SLT).
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Ronald Akers and Gang Lee (1996) tested SLT in relationship to adoles-
cent smoking, and sampled 454 seventh through twelfth graders from Mus -
catine, Iowa. The objective of the research was to ascertain the major social
learning influences on teenage smoking (of cigarettes) over a five-year peri-
od, thus a longitudinal research design was employed. The major variables
in the research were frequency of cigarette smoking, differential reinforce-
ment, differential association, and definitions of smoking behavior. Fre quen -
cy of smoking was measured on a six-point scale, ranging from never smok-
ing, to smoke every day or almost every day. Differential reinforcement was
a measure of parent and peer negative and positive reactions to teen smok-
ing, and differential association was determined by asking respondents ques-
tions such as “How many of your friends smoke” and “What is the general
attitude of each of the following toward teenagers smoking (i.e., peers; par-
ents)?” The measure of definitions of smoking included Likert-type items
that asked about attitudes toward smoking such as “smoking is all right if you
do not get the habit,” and “is all right with parental permission” (1996, 326–
327). Imitation was left out of the research because “the measures of differ-
ential association and modeling are highly intercorrelated” (1996, 326).

Akers and Lee used several models to test their hypotheses. The first was
an overall model that included differential association, differential reinforce-
ment, and definitions, combined together to test for its effects on adolescent
smoking. The major finding was teenage early smoking predicted smoking
in later teen years (1996, 329). The effects of the three independent variables
were then examined individually, with the results echoing the findings from
the combined or overall model. Differential reinforcement, differential asso-
ciation, and definitions all predicted smoking in the later teen years, leading
the authors to conclude there is strong support for SLT (1996, 330–331).

Akers and Lee (1999) undertook a test of SLT and social bonding theory
(SBT) as they apply to adolescent smoking of marijuana, using a final sam-
ple of 3,065 teenagers from the Midwest (1999, 9). The study sought to ascer-
tain which of the two theories was the best predictor of adolescent use of
marijuana. The SLT variables were differential peer association, which was
measured by asking respondents about the proportion of their friends and as -
so ciates who used marijuana, and definitions, which included items that
asked respondents to state favorable or unfavorable attitudes toward using
marijuana. Differential reinforcement was measured by asking respondents
their perceptions (good or bad) about the effects of using marijuana.
Imitation was left out of this study since preliminary analysis of the data
showed that it had a weak effect on the use of marijuana (1999, 10).

SBT variables were attachment, commitment, and belief. Attachment was
measured by using a scale that tapped into the closeness of relationships
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among peers, and commitment was determined by asking respondents about
the degree of their commitment to school, work, athletics, church, commu-
nity, and so forth. Belief was measured by using a Likert-type scale asking
respondents about their degree of support for the law, education, and
parental moral beliefs and rules. Involvement was included in the measure
of commitment (1999, 10–11).

The findings offer more support for SLT than SBT, and a clear indicator
is the SBT variables accounted for a mere 6 percent of the influence or effect
on marijuana smoking, but when the SLT variables were included in the sta-
tistical model, the percentage increased, tenfold to 67 (1999, 13). In addition,
the three SLT variables had far more powerful individual effects on smoking
marijuana, and Akers and Lee also found social learning mediated the effects
of age on the use of marijuana (1999, 17, 20).

Social Structure and Social Learning Theory

In 1998, Akers offered a reformulation of and expansion on social learn-
ing theory which he titled “Social Structure and Social Learning Theory”
(SSSL). SSSL places focus on variables within society, such as race, gender,
age, population density, and social disorganization that interact with and
affect learning mechanisms (i.e., reinforcement, imitation), and are theorized
to be causes of deviance and criminality. Earlier conceptualizations of learn-
ing theory are void of structural variables as possible correlates of deviance
and crime, in conjunction with learning itself. Therefore, SSSL is an integrated
theory that encompasses factors from other theoretical traditions in sociology,
such as anomie and social disorganization.

Akers identified four structural factors that impact behavior (1998). The
first is differential social organization which includes variables long theorized to
affect criminality in communities, such as age composition and population
den sity. The second variable, differential location in the social structure refers to
social and demographic factors that identify one’s place in the social system,
such as age, class, gender, marital status, and race. Theoretically defined struc-
tural variables, the third set of factors SSSL is antisocial conduct including
anomie, social disorganization, and patriarchy. Fourth is differential social loca-
tion, and it entails groups individuals belong to, and their place in and rela-
tionships to these groups. Considered here are family, peer groups, leisure
groups, and work groups. Accordingly, it is postulated deviant and criminal
behavior occur as a result of learning, couched within and integrated with the
four structural factors.
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Analysis and Empirical Support

To date there has been little empirical testing of SSSL, therefore a brief
overview of the findings is summarized here. The few studies that have test-
ed SSSL report social learning variables exert stronger influences on teenage
antisocial conduct (i.e., substance abuse; delinquency) than do structural
variables (Lanza-Kaduce and Capece, 2003). For example, in their study of
binge drinking among minors, Lanza-Kaduce and Capece reported social
learning variables, such as differential association and differential reinforce-
ment were better predictors of binge drinking than structural factors, such as
age, race, and socioeconomic status. Bellair et al. (2003) research also found
stronger support for SLT variables over structural factors, adding family well-
being, and learning prosocial behavior have mediating effects on youthful
deviance and delinquency. Although the few studies reported show encour-
aging support for SSSL, much more research is needed to verify their find-
ings, including studies undertaken on older populations.

In Recognition: Howard S. Becker

Howard S. Becker is one of the most influential figures in American soci-
ology, not just in the study of deviance, but in all of sociology. As a student,
Becker studied under some of the giants and legends at the University of
Chicago, including Herbert Blumer, Ernest Burgess, Everett Hughes, and W.
Lloyd Warner. Other influences on his writing were philosophers and social
thinkers including Bruno Latour, Leonard Meyer, Charles Ragin, and psy-
chologist Donald Campbell. Amazingly, Becker received the doctorate at the
tender age of 23, unheard of today, and his background included teaching
and research stints at The University of Chicago, the University of Illinois,
The University of Washington, The University of California at Santa Barb -
ara, the Visual Studies Workshop, the University of Kansas, and North -
western University where he spent the majority of his career (Plummer,
2002).

Although Howard S. Becker is recognized by many students and sociol-
ogists for his work with labeling theory, the study of deviance actually con-
sumed a fraction of his research interests and publications. To those who
know his work well, Becker is an established methodologist, and he spent a
good portion of his career developing “The Sociology of Art,” a field that
appeared to have potential vitality during the 1970s and 1980s, but today is
limited in the number of sociology departments that include it as part of their
curriculum. Becker described his interests in art in terms of a collage, in
which “little bits . . . emerge,” and then he then puts the pieces together over
time. This is characteristic of his career, since his interests shifted frequently,
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and it was over time that he would create coherence in his writing and re -
search agenda (2002, 25).

Becker’s classic book, Outsiders: Study in the Sociology of Deviance (1963),
was an outgrowth of his early 1950s interest in the study of marijuana use
among jazz musicians. Based on this research Becker wrote about 90 pages
on the topic of deviance, which materialized into the 1961 renowned publi-
cation. But his career would prove to be anything but stagnating, or of single
purpose, which brings us back to his interest in methodology. Howard Becker
was a field researcher, a student of participant observation, and perhaps the
most important figure in qualitative research of his time. But would he fit into
sociology today, with its heavy emphasis on quantitative research-based de -
signs? The answer lies with Becker himself. In reference to the state of con-
temporary sociology Becker wrote “You see, what I think is wrong these
days, why despair, is that everything has become so formulaic and so ritual-
ized. You only have to look at the journals. You’re a journal editor and you
know that the papers you get are written to a template. . . . It was just like fill-
ing out a form” (2002, 33). How Beckerish!

During the fall of 1971, the author of this text had the opportunity to meet
Howard S. Becker. Becker made a visit to the Department of Sociology at the
University of Nebraska at Omaha, and met with the faculty and graduate stu-
dents. In the style of Howard S. Becker, Becker asked one question, and of -
fered one observation: “Why did it take graduate students in the program so
long to receive their masters degrees,” and he thought all students coming
into graduate programs in sociology should be awarded their masters de -
grees and/or doctorates on the spot, but then given three years to complete
their degree objective. This later statement defines the career of Howard S.
Becker. Becker “thought out of the box,” and led with his scholarship: he
allowed his writing and ideas to do his talking. Howard S. Becker is a giant
among sociologists of the last 60 years.

SUMMARY

Societal reaction and social processes theories represent additional con-
ceptualizations in the study of deviance and criminality. They are a combi-
nation of theories that explain antisocial behaviors as a result of reactions to
them, and of learning. The latter have been among the most dominant the-
ories in deviance in recent years, and societal reaction theories have re -
emerged with the popularity of shaming and restorative justice. Labeling the-
ory as such has a special place in sociology and deviance/criminology, but
for several decades has not received the extent of testing as other theories.
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Learning theories will undoubtedly continue to be tested and refined for
some years, and have taken their place alongside control theories as the most
prominent theories in the study of deviance and crime. A great deal should
be said about the theories discussed in this chapter. All of them have or are
gaining respect in the study of deviance and crime, and theories such as dif-
ferential association theory and social learning theory have received exten-
sive attention and testing. What is covered in this chapter represents some of
the most prominent theories not only in the study of nonnormative behav-
ior, but in sociology as well. The last set of theories to be discussed are also
important, and like those already presented, characterize the state of theo-
rizing about deviant and illegal behavior.



Chapter 8

CONFLICT AND FEMINIST THEORIES

The last sets of theories to be discussed are referred to as conflict and fem-
inist theories of deviance. Both categories of theories have been evolv-

ing for years, and hopefully it is apparent by now that the study of deviance
has no one theoretical orientation. Conflict theories have had their place in
sociology for over a century, and feminist theories began to move during the
1970s. This chapter begins with coverage of conflict theories.

CONFLICT THEORIES

Case Study: The War in Iraq

Conflict theory is known by different monikers. It is referred to as conflict
theory, Marxian theory, the New Criminology, Left Realism, political econ-
omy, and critical theory, to name a few. Critical theory? Yes, one strain of
conflict theory is critical theory. Why? Because critical theorists are critical,
meaning they are skeptical about the social order, in particular the establish-
ment, especially as this relates to capitalist economies. Critical theorists see
their role as one where they must “debunk” those in control of the capitalist
power structure, in order to get to the truth concerning their real agendas,
and to unravel the intricacies and issues involved with capitalism and its
effects on the human condition. Enter the ten-year war in Iraq.

Critical or Marxist theorists would certainly question why the United
States was fighting in Iraq, and would argue the war was predominately about
American dominance, and the enhancement of its capitalist order. Conflict
theorists could use the following information from the era of the war in Iraq
to confirm their suspicions: (Simon, 2006, 170–173; Simon, 2008, 171–175).

119
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• The United States was warned in 1998 by the Saudi government that
Al Qaeda was planning to exact violence in the United States.

• Halliburton, a major defense contractor whose previous Chief Ex -
ecutive Officer was former Vice President Richard Cheney experienced
significant increases in profit after the United States invaded Iraq. The
company was also sued for fraud over illegal accounting practices, in
which Halliburton was counting as revenues money it had yet to
receive from its clients, thus inflating its profit portfolio and enhancing
the value of Halliburton stock.

• Prior to the war in Iraq, the United States made claims that Iraq pos-
sessed weapons of mass destruction (WMD), which became the sole
stated reason by President Bush for going to war with Iraq. However,
WMDs were never found, either prior to or since spring 2003, when
the war commenced.

• In 2001, the United States government gave the oppressive Taliban
regime of Afghanistan $43 million dollars in economic aid for its farm-
ers and in July of that same year the now deceased Osama Bin Laden
was treated at an American hospital in Dubai, and he was interviewed
by officials of the Central Intelligence Agency.

• In March 2001, information from the Freedom of Information Act
(FOIA) revealed a task force chaired by then Vice President Cheney
contained intelligence on critical oil assets in Iraq, leading to suspi-
cions concerning the real motives for going to war with that country.

• Since the war in Iraq began, several major American corporations expe-
rienced significant gains in sales and profits. From the first quarter in
fall 2003, to exactly one year later, Halliburton revenues increased
over 80 percent, and at that time was awarded $18 billion dollars in
construction projects; all in Iraq. In the first year of the war with Iraq,
both the Bechtel Group of San Francisco and the oil conglomerate
Chevron Texaco had major gains in profit. Bechtel revenues increased
158 percent in just one year as a result of water and sewage construc-
tion contracts in Iraq, and Chevron-Texaco’s profits soared by over 90
percent, or by three billion dollars from 2003–2004. What is essential
here is the massive increase in profits occurred in just one year, dating
to the beginning of the war in Iraq. Halliburton, Bechtel, and Chevron-
Texaco funneled most of its political contributions to Republican can-
didates running for office in 2004.

• Exxon Mobil, then one of the world’s largest publicly traded compa-
ny recorded over $10 billion dollars in profit during the second quar-
ter 2007, a 36 percent increase over second quarter profits from 2006.
At that time, $10 billion dollars was the second largest profit recorded
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by a United States company in American history, second only to the
$10.7 billion dollars reported in the fourth quarter 2005.

Conflict theorists would use information such as that from above to sup-
port their assumptions that capitalism is all about greed and profit, even at
the expense of the lives and safety of others. As suggested previously, they
would use this type of data to question and debunk those in power, in the tra-
dition of Richard Quinney who wrote the purpose of the state is to carry out
the agendas of the rich and powerful, and Willem Bonger who saw the rela-
tionships among humans as being distorted and corrupted by the forces and
oppressive nature of the capitalist social structure (both Quinney and Bonger
are discussed in this section).

To recognize that conflict theory owes its origins to the nineteenth cen-
tury philosopher Karl Marx is an understatement. Marx’s writings set into
motion scores of ideas in sociology, with the major similarity among them
being Karl Marx himself. Since the mid-1800s, Marxian thought has slowly
but surely enveloped theorizing about the nature of society, and deviance
and criminality. For the first half of last century, conflict theory took a back
seat to functionalism and symbolic interaction theory. But during the 1960s
and since then, conflict theory has grown in prominence, and has become a
dominant paradigm in sociology and the study of deviance and crime. There
is no one conflict theory; instead there are conflict theories. In the next sec-
tion some of these theories are addressed, with an eye on their relevancy to
the study of deviance. It is to be noted that no effort on behalf of the author
will come close to doing justice to Karl Marx and his legion of followers/the-
orists. What follows represents summaries of Marxian thought.

Explaining the Theories

Make no pretensions about it, Karl Marx loathed capitalism. Think about
that for a moment. The United States of America is the world’s most influ-
ential and dominant capitalistic society, yet we are about to embark on an at -
tempt to summarize the thoughts of Karl Marx and several of his intellectu-
al descendants on capitalism, a mode of economic existence they argued is
responsible for many of society’s worst ills and evils. The following para-
graph by Freidrich Engels, whom Marx collaborated with on several major
writings, will help in clarifying Marx’s (and Engels’) position on capitalism
and crime (1975, 248–249):

Present day society, which breeds hostility between the individual man and
everyone else, thus produces a social war of all against all which inevitably in
individual cases, notably among uneducated people, assumes a brutal, bar-
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barously violent form—that of crime. In order to protect itself against crime,
against direct acts of violence, society requires an extensive, complicated system
of administrative and judicial bodies which requires an immense labor force. . . .
Crimes against property cease of their own accord where everyone receives
what he needs to satisfy his natural and spiritual urges, where social gradations
and distinctions cease to exist. Justice concerned with criminal cases ceases of
itself, that dealing with civil cases, which are almost all rooted in property rela-
tions or at least in such relations arise from the situation of social war likewise
disappears; conflicts can then only be rare exceptions, whereas they are now the
natural result of general hostility, and will be easily settled by arbitrators. (Marx
and Engels, 1975).

That in a nutshell spells out the Marxian view of crime and social evils.
Individuals are pitted against one another, with a consequence being that of
crime. The cause? Capitalism. In the same paragraph, Engels indicated why
socialism is a better system than capitalism: “In communist society . . . we
eliminate the contradiction between the individual man and all others, we
conterpose social peace to social war, we put the axe to the root of crime—
and thereby render the greatest, by far the greatest, part of the present activ-
ity of the administrative and judicial bodies, superfluous” (1975, 248– 249).
In addition to this brief introduction to Marxian analysis of crime, listed are
several tenets of Marx’s thinking about society. Once again, this is not an
attempt to exhaust the many and great writings offered by Marx. It is simply
an overview of key ideas.

1. The history of all societies is a history of class struggles. Marx saw
the history of humanity as representing ages of conflicts between social
strata, or classes. For Marx, these conflicts occurred over the private
own ership of property.

2. The rich get richer and the poor get poorer. Marx theorized the
masses (proletariat) suffer at the hands and greed of the most fortunate.
As the wealthy and powerful (bourgeois) prosper, the poor lose ground
steadily.

3. The masses in capitalist society suffer from alienation. So what
then is alienation? Alienation is a condition that is closely associated
with work. In capitalist societies, it stems from the lack of meaning and
purpose that humans find in the rote, mundane, and noncreative work
environment of the factory system. Humans find little of any value or
intrinsic worth in what they do. They become detached from their
work, and this impacts their notion of self-worth.

4. Mode of production. Marx identified two aspects of the mode of pro-
duction, both related to the above tenets. The means of production rep-
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resent the essential elements needed for economic production such as
technology, land, tools, capital, machinery, and monetary systems.
Social relations of production entail the relationships individuals hold to
the means of production, meaning if they own the means of production,
or are subjugated to working within systems, such as the factory struc-
ture. Thus, the social relations of production includes but is not limited
to slaves, bankers, landed gentry, and industrialists.

5. False consciousness and class consciousness. Marx argued the alien -
a tion individuals encounter in capitalist societies results in the inabili-
ty of people to know their own social class position, or false consciousness.
Class consciousness is the polar opposite idea. Individuals do understand
their place within the social structure, and for Marx, a critical element
to the demise of capitalism was a class conscious political revolution that
would involve the masses in the destruction of capitalist systems. But
the masses would have to be united with a clear understanding of their
regimented and subjugated position in society. In summary, Marx
denounced capitalism and advocated its elimination on the assump-
tion that it caused an abundance of miseries and discontent in society.
He saw it as the cause of crime, poverty, sexism, and other major so -
cial problems. It is from this tradition many of the contemporary the-
ories of crime and deviance have emerged, and it is to several of these
theories attention is now directed.

The Works of Willem Bonger,
Richard Quinney and Austin Turk

Willem Bonger

Willem Bonger, a Dutchman, is a direct intellectual disciple of Karl Marx
who extended and added to Marx’s (and Engels’) assumptions about capital-
ism and crime. In Criminality and Economic Conditions, first published in 1905,
Bonger argued the masses are under the control of a few powerful and wealthy
individuals, and as a result, they (the proletariat) struggle on a daily basis to
survive. Critical to Bonger’s theory is how he posits the relationship between
the haves and the have-nots. The haves control the means of production, while
the great majority of individuals are powerless relative to economic self-
determination. Bonger wrote “Little by little, one class of men has become
accustomed to think that the others are destined to amass wealth for them
and to be subservient to them in every way” (1969a, 44).

Bonger believed crime permeated every social class, but it was the poor
who suffered the most as a result of crime. The subjugation of the poor rele-
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gated them to no more than the status of beggars, and their crimes reflected
their social conditions. The poor committed the crimes of vagrancy, theft,
robbery, embezzlement, crimes of violence, including infanticide and rape,
and prostitution (1969a, 93). The crimes committed by the bourgeois were a
different thing, however, engaging in crimes related to downturns in the
economy, as well as crimes occuring as a result of business failures. These
crimes include fraudulent bankruptcy, adulteration of food, and fraud (simi-
lar to the corporate scandals of recent years) and were frequently based on
greed and corruption (1969a, 134). It is in Bonger’s key term, egoism, that his
theory becomes more comprehensible and relevant. Egoism is the insensitiv-
ity demonstrated by the rich and powerful to the less fortunate. Insensitivity
translates into crimes committed by lower class individuals, since the bour-
geois turn their backs on them, leaving the oppressed in the position of need-
ing to resort to criminal activity just in order to meet survival needs. Addi -
tionally, the powerless use crime as revenge against those controlling the means
of production.

Bonger is a Marxian in every sense of the word, and his work on race,
sex, and crime demonstrates his strong orientation to Marxist philosophy, as
well as writing in ways that are relevant in contemporary criminology. In Race
and Crime (1969b), Bonger wrote “Crimes committed by Negroes are more
frequently prosecuted than those committed by whites. Negroes are less well
able to defend themselves legally, they are less often in a position to secure
a good lawyer, and they are more promptly sentenced to prison” (1969b, 43).
In reference to race Bonger continued, “No person comes into the world a
criminal” (1969b, 105). When referring to sex and crimes, Bonger noted
crime rates vary little across nations, and when women commit crimes it is
due to economic reasons, such as prostitution (1969a, 60). Bonger wrote women
engage in crime less than men, as a result of their disadvantaged social posi-
tion that affords them less opportunity to engage in criminality.

Richard Quinney

Richard Quinney is one of the most distinguished scholars of deviance
and crime in American sociology, and for a portion of his career he was also
one of the most prominent students of Marx and crime. For our purposes,
Quinney’s writings represent some of the most “hard core” Marxian-based
statements made about crime and deviance in sociology and criminology
(1970, 1973; 1977). The Social Reality of Crime (1970) is a highly regarded con-
flict theory treatise on crime in which Quinney outlined six propositions. The
first proposition is Quinney’s definition of crime, with propositions two through
five his explanatory units. The sixth proposition is a composite of the previ-
ous five propositions and describes the social reality of crime (1970, 15–21).
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The propositions are listed below (in italics), with brief explanations of each
provided:

1. Proposition 1 (Definition of Crime): Crime is a definition of human
con duct that is created by authorized agents in a politically organized society.
Quinney argues that crime is a social construction created and formu-
lated by agents of the law such as legislators, police, prosecutors, and
judges. Quinney wrote “Having constructed social reality, man finds a
world of meanings and events that is real to him as a conscious human
being” (1970, 15), and he also states “Crime is seen as a result of a
process which culminates in the defining of persons and behaviors as
criminal. It follows, then, that the greater the number of criminal defini-
tions formulated and applied, the greater the amount of crime” (1970, 16).

2. Proposition 2 (Formulation of Criminal Definitions): Criminal def-
initions describe behavior that conflict with the interests of the segments of soci-
ety that have the power to shape public policy. Quinney wrote, “By formu-
lating criminal definitions these segments are able to control the be -
haviors of persons in other segments. It follows that the greater the con-
flict in interests between the segments of society, the greater the probability that
have the power segments will formulate criminal definitions” (1970, 17). In
addition Quinney addressed why laws change, and suggested that chang -
ing social conditions, emerging interests, the need for the overall inter-
ests of the powerful to be protected, and changes in the conceptions of
what is important to the public, all contribute to the reality of altering
criminal definitions. “The social history of law reflects changes in the
interest structure of society” (1970, 18).

3. Proposition 3 (Application of Criminal Definitions): Criminal def-
initions are applied by the segments of society that have the power to shape the
enforcement and administration of criminal law. Quinney is arguing be -
haviors become criminal when they are in opposition to the interests
of the powerful, and that criminals actually represent minority groups
who have engaged in political activity. Quinney used two tenets to sup -
port this proposition.

The probability that criminal definitions will be applied varies according to the
extent to which the behaviors of the powerless conflict with the interests of
the power segments (1970, 18), and “. . . the probability that criminal defini-
tions will be applied is influenced by community and organizational factors
such as (1) community expectations of law enforcement and administration
(2) the visibility of public reporting of offenses, and (3) the occupational orga-
nization, ideology, and actions of the legal agents to whom the authority to
enforce and administer criminal law is delegated. (1970, 19–20).
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4. Proposition 4 (Development of Behavior Patterns in Relation to
Criminal Definitions): Behavior patterns are structured in segmentally orga-
nized society in relation to criminal definitions, and within this context persons
engage in actions that have relative probabilities of being defined as criminal.
Quinney is arguing individuals who lack the power to shape criminal
definitions are more likely to be in the position of having crim inal defi-
nitions applied against them. Thus Quinney observed that issues such as
opportunity, self-concept, and learning all contribute to the probability
the less fortunate will be singled out for behaviors defined by the pow-
erful as criminal (and against their interests). The result is those defined
as criminal adopt a self-fulfilling prophecy: they act out criminal behavior
and become the criminal in self-concept (1970, 21–22).

5. Proposition 5 (Construction of Criminal Definitions): Conceptions
of crime are constructed and diffused in the segments of society by various means
of communication. Quinney is reiterating that the powerful create social
definitions of crime, and then use a tool to transmit these constructions—
mass communication. “. . . the construction of criminal conceptions depends
on the portrayal of crime in all personal and mass communication” (1970, 23).
By using mass communication, social constructions of crime and devi -
ance are spread, reinforced, and stabilized over time.

6. Proposition 6 (The Social Reality of Crime): The social reality of
crime is constructed by the formulation and application of criminal definitions,
the development of behavior patterns related to criminal definitions, and the
construction of criminal conceptions. The theory is integrative in nature,
with all six propositions connecting to one another, creating a “theo-
retical system” (1970, 23). According to Quinney, “The theory, accord-
ingly, describes and explains phenomena that increase the probability
of crime in society, resulting in the social reality of crime” (1970, 23).

Whereas the six propositions laid out in The Social Reality of Crime are a
significant contribution of Quinney to conflict theory, it is the following six
statements that more clearly specify Quinney’s adaptation of Marxism to the
study of crime and deviance (1974, 16):

1. American Society is based on an advanced capitalist economy.
2. The state is organized to serve the interests of the dominant econom-
ic class, the capitalist ruling class.

3. Criminal law is an instrument of the state and ruling class to maintain
and perpetuate the existing social and economic order.

4. Crime control in capitalist society is accomplished through a variety of
institutions and agencies established and administered by a govern-
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ment elite, representing ruling class interests, for the purposes of estab-
lishing domestic order.

5. The contradictions of advanced capitalism—the disjunction between
existence and essence—require the subordinate classes remain op -
pressed by whatever means necessary, especially through the coercion
and violence of the legal system.

6. Only with the collapse of capitalist society and the creation of a new
society, based on socialist principles, will there be a solution to the
crime problem.

The works of Richard Quinney cannot be given justice in a few pages (as
is the case with the great majority of theorists addressed in this book).
Quinney, along with Harold Pepinsky introduced Peacemaking Criminology,
which focuses on resolutions to crime, and over the years has gathered a
number of followers (1991, 1997). Peacemaking criminology is an integration
of ideas from feminism, humanism, religion, and critical criminology. Per -
haps the essence of this perspective is best captured in a statement from Crim -
inology as Peacemaking (1991): “In recent years there have been proposals and
programs that foster mediation, conflict resolution, reconciliation, and com-
munity. They are part of an emerging criminology of peacemaking, a crimi-
nology that seeks to alleviate suffering and thereby reduce crime”(1991, ix).
It still remains to be seen how major peacemaking criminology becomes in
the study of deviance and criminality.

Austin Turk

The conflict/Marxist theorists to cover in this section is a tough call.
Bonger is a natural, but after him the field is wide open. Richard Quinney
was instrumental in helping to advance conflict theory in criminology and
sociology, and the names of Ralf Dahrendorf, Steven Spitzer, and George B.
Vold are also prominent in Marxian thought. From the mid-1960s on, the
floodgates of conflict theorists slowly opened, and by the mid-1980s, it had
gained significance as a paradigm to be taken seriously. Another of those
scholars is Austin Turk, whose classic Criminality and the Legal Order (1969)
represented an important step in the development and application of
Marxism to the study of criminology and deviance.

Once again, ask yourself some questions: “What does it take to have the
label of criminal slapped on an individual?” and “In society, who has the
power to criminalize others, and under what circumstances?” Turk builds his
rather complicated theory around both questions. Much of his focus centers
on authority relationships between the powerful and subjects, whom Turk
labels resistors. An essential concern for Turk is who becomes criminal and
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under what circumstances, and it was not enough for Turk just to conclude
that authorities are free to criminalize subjects whenever they so desire.

Turk proposed several conditions under which criminalization, or the
“assignment of criminal status to individuals” (1969, xi), could occur. But in
order to proceed, an important distinction must be understood between two
types of norms: social norms and cultural norms. Cultural norms are verbal for-
mulations of values, and are associated with the law as it is written, and social
norms represent actual patterns of behavior, or the actual enforcement of
legal norms. Turk observed the most important factor in criminalization was
the degree to which legal norms were in congruence with cultural and social
norms. For example, the more authorities (most saliently the police) agreed
with the legal norms, the greater was the probability that norm resistors
would be criminalized. Second, Turk suggested that power differences be -
tween the authorities and resistors effected the process of criminalization, but
not necessarily because authorities may have greater power than resistors.
What mattered most is how much authorities feel threatened by resistors
(1969, 67). Third is what Turk refers to as the realism of conflict moves, or
actions taken by resistors that could increase the probability of their crimi-
nalization. Included are the visibility of the actions; how offensive the actions
were to authorities; consensus among the authorities concerning the actions
of norm resistors; and the relative power differences of authorities over resis-
tors, that would allow the former to acquire greater resources, such as finan-
cial or budget incentives (1969, 64–75). So where does this leave us? Turk
conceptualized modern societies as characterized by conflict between auth -
or ities and subjects (resistors), and the attempts by those in power to domi-
nate subjects (1969, 32–34). Conflicts between the two segments occur over
social and cultural norms, with the power to make and enforce laws resting
in the hands of authorities. But unlike other Marxian/conflict theorists, Turk
did not conclude conflict was inevitable just as a result of power differentials
in society. On the contrary, he argued that the nature of the relationships and
bonds between subjects and authorities played heavily into the degree, if any
of conflict between the two. When subjects were in agreement and aligned
themselves with authorities, conflict was unlikely (1969, 62).

Analysis and Empirical Support

In sociology and criminology/deviance, tests of conflict theory often cen-
ter around the issues of social class, race, and gender. This makes perfect
sense given that Karl Marx addressed all three as part of his argument that
powerless people are treated differently by individuals who own the means
of production and control wealth. This section will depart from the pattern
of discussing studies that are tests of theories presented. Instead, it will focus
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on a major concern of Marxian-based thinkers, and that is evidence of op -
pres sion within the American system of criminal justice. No one study is ex -
amined specifically, rather a list of findings relative to conflict theory (and
some do not necessarily support it in whole) are addressed. Empirical studies have
revealed:

1. The rate of serious violent victimization per 1,000 persons age 12 or
older is 11.3 for African Americans, 9.3 for Latinos, and 6.8 for
whites (U.S. Department of Justice, 2013).

2. The rate of violent victimization varies by location of residence, with
urban areas where many poor individuals live experiencing a rate of
187 per 1,000 population in 2012. The rates for suburban and rural
areas are 138.9 and 142.9, respectively (U.S. Department of Justice,
2013), 

3. African American males are six times more likely to be incarcerated
than white males and nearly three times more likely to face impris-
onment than Latino males (The Sentencing Project, 2013).

4. One-third of African American males can expect to go to prison dur-
ing their lifetimes whereas the figure for Latinos is one of every six
and for whites it is one out of every 17 (The Sentencing Project,
2013).

5. African American youth comprise 16 percent of all children in the
United States, but account for 28 percent of arrests of adolescents
(The Sentencing Project, 2013).

6. Analysis of those individuals facing “stop and frisk” by the New York
City Police Department between 2010–2012 reveals fifty-two percent
were African American and 32 percent were Latino. Whites, who
comprise 44 percent of New York City’s population, represented only
9 percent of those involved with the NYPD stop and frisk policy
(The Sentencing Project, 2013).

7. African Americans who constitute 13 percent of the nation’s popu-
lation comprise 35 percent of defendants executed from 1976–2014,
and they make up 42 percent of death row inmates. Thirteen per-
cent of inmates on death row are Latinos, bringing the percentage of
people of color awaiting execution to 55 percent of the total (Death
Penalty Information Center Online, 2015).

8. As of the writing of this chapter, of the 321 individuals exonerated
by the Innocence Project, 224 or 70 percent (rounded) are people of
color. However, 202 of the 224 are African American. This means
that 63 percent of those wrongfully convicted but DNA exonerated
are African American (The Innocence Project Online, 2014).
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9. Since 1976, 31 white defendants have been executed for murdering
black victims and 293 black defendants have been executed for mur-
dering white victims (Death Penalty Information Center Online,
2015).

10. African American drivers are three times for likely to be searched
during a traffic stop than white drivers and twice more likely to be
searched than Latino motorists. African American drivers were twice
more likely to experience police use of force or the threat of force
than Latinos and whites (The Setencing Project, 2013).

Data such as that just addressed may be interpreted as support for con-
flict theory, as do the findings from the next type of theory to be discussed,
feminist theories.

FEMINIST THEORIES

Feminist theories of deviance and crime have been evolving for over 40
years, and similar to other theories, represent a myriad of explanations about
deviance and crime. Just like there is no one Marxism, or no one strain the-
ory, or a singular learning approach, there is no one feminist paradigm.
Feminist theories offer a variety of slants on crime and deviance, including
contributions from both females and males, and they focus both on female
victimization, and actual criminality of women. The question is “what are
feminist theories,” and it is to this issue attention is now directed.

Kathleen Daly and Meda Chesney-Lind, two leading feminist criminol-
ogists, have shed insight into this question, and have identified five key ele-
ments of feminist thought (1988, 497):

1. Gender is not a natural fact, but a complex social, historical, and cul-
tural product; it is related to, but not simply derived from, biological
sex difference and reproductive capacities.

2. Gender and gender relations order social life and social institutions in
fundamental ways.

3. Gender relations and constructs of masculinity and femininity are not
symmetrical, but are based on an organizing principle of men’s supe-
riority, and social and political-economic dominance over women.

4. Systems of knowledge reflect men’s views of the natural and social
world; the production of knowledge is gendered.

5. Women should be at the center of intellectual inquiry, not peripheral,
or appendages to men.
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This latter point is at the heart of feminist theorizing about crime and
deviance. Often in the past, the study of women and crime has taken a back
seat to studies of male criminality. When it comes to studying women and
crime, or women and men and crime, a feminist position is that gender
should not be the determining factor of what gets the attention of social sci-
ence. Instead, significant interest must be devoted to understanding female
criminality in its own right. This last point is important. Daly and Chesney-
Lind have argued the study of female crime should focus on context, and
involves greater use of observational research and interviews, rather than
total reliance on statistical techniques, as advocated by male researchers for
decades. As Daly and Chesney-Lind write, “This gender difference is not
related to ‘”math anxiety” but rather to a felt need to comprehend women’s
crime on its own terms, just as criminologists in the past did for men’s crime”
(1988, 502).

Earlier it was stated that there is no one feminist criminology. Five types
of it have been identified, and are now briefly discussed (Barkan, 2005;
Bierne and Messerschmidt, 2000; Simpson and Elis, 1995).

Liberal feminism argues that variations in male and female crime rates are
due to gender differences in socialization, and gender differences in discrim-
ination in the criminal justice system. Females are socialized to be depen-
dent, passive, and nurturing, and males are brought up to be aggressive, com -
petitive, and self-confident, with crime reflecting these differences. The dif-
ferences in gender role socialization account for the limited opportunities for
women in society, and the abundance of opportunities for men. The result is
that males are more likely to commit crimes due their more aggressive and
competitive nature, and greater opportunities expose men to more chances
to violate laws.

Marxist feminism traces female criminality to their subordinate position to
men in capitalist society. Capitalist societies embrace male power and hege-
mony, and women are forced to turn to crimes such as shoplifting and pros-
titution. Males commit crimes of violence, especially against women since
they (women) are relegated to low social status. In other words, the capital-
ist mode of production empowers males and depowers females, directly im -
pacting how the genders perceive one another.

Radical feminism states that patriarchy—when men control labor power and
the sexuality of women—is directly linked to crimes committed by women,
since female crime is a result of crimes committed against them by men. Much
of the focus of radical feminism is on violence against women, which it is
argued occurs as a result of male physical dominance, and the relative pow-
erlessness of women. Rape is the primary example of crimes committed by
males against females.
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Socialist feminism is a combination of both radical and Marxist feminism,
and views class and gender as equally important in understanding both female
and male criminality. According to this perspective, males have the greatest
opportunities for crime, given the fact that they have the most power, and
that crime rates for women are lower since they lack power and opportunity
(quite similar to liberal feminism). Critical to this theory is that in societies
such as the United States, patriarchy and capitalism interact to grant males
far more power than females, since males dominate the professional and
managerial-capitalist classes. Male crimes are high powered compared to
crimes committed by women, who are likely to emanate from disadvantaged
backgrounds.

Muticultural/Multiracial feminism is feminism advocated by women of color,
who argue crimes committed by women result from both racism and gender,
which may account for the higher crime rates among African American and
Hispanic women (compared with white females). This is an important con-
tribution, since 50 percent of all incarcerated women in the United States are
African American.

There are other feminist theoretical frameworks as well. “Doing gender”
(West and Zimmerman, 1987) is a theory of the gendered nature of crime,
and postulates males and females go about crime along gender lines. In other
words, when females commit crimes, they tend to do so by acting out femi-
nine roles, while males are more masculine in their criminality. So, they “do
gender.” For example, female robbers more often target women victims and
are unlikely to use a gun, whereas male robbers typically rob men and use a
gun in the process. In the rare instance when females rob males, they most
often use a gun, and they set up their male victims by flirting with them, and
by carrying on sexual activities, such as prostitution. As Jody Miller stated,
the differences between male and female robbers reflects “a gender-stratified
environment in which, on the whole, males are perceived as strong and wo -
men are perceived as weak” (Miller, 2000, 42). Two additional feminist the-
ories about crime focus on female victimization (especially rape) either as a
result of their increasing social equality (Baron and Straus, 1984, 1987, 1989;
Whaley, 2001) or their relative inequality (Bogard, 1988; Brownmiller, 1975).
Theorists who postulate that rape and assault of females occur as a result of
their increasing equality argue that as females gain greater equality with
males, some males become intimidated and act out their fears of women’s
progress by violently attacking them. In addition, males find a need to over -
exaggerate their masculinity when faced with female equality, and this, too,
leads to violence against women (Schwartz and DeKeseredy, 1997). Feminists
who take the other approach—that it is inequality of women that exposes
them to violence by males—do so on the grounds that women’s lower social



Conflict and Feminist Theories 133

status brings with it a degree of disrespect, that in the minds of some males
makes them suitable targets for violence, especially rape (Brownmiller, 1975;
Dobash and Dobash, 1979; Hester, Kelly, and Radford, 1996; Yodannis,
2004).

With the above as a backdrop, attention is turned to empirical tests of
feminist theories of deviance and crime.

Analysis and Empirical Support

Feminism examines a number of issues related to women and crime,
such as women and victimization (Campbell, Webster, KozialMcClain, Block,
Campbell, and Curry, 2003; Chesney-Lind, 2004; Fleury, Sullivan, and
Bybee, 2000: DeKeseredy and Joseph, 2006; Finkelhor and Yllo, 1985); gen-
der ratio or male/female differences in crime (Daly and Chesney-Lind, 1988;
Lanctot and Blanc, 2002); and, female criminality (Miller, 2000; Miller and
Decker, 2001; Wright and Decker, 1998; West and Zimmerman, 1987). Two
studies that employ feminist methodology for studying females and crime
are discussed below, and are from the academic journal Feminist Criminology.
Hopefully, they will shed light on findings as they relate to females and
crime, and well as the emphasis placed on case studies, interviews, and context
that feminists argue is critical to the way they examine crime and deviance.

One insightful study was undertaken by Emily Meyer and Lori Post
(2006) and entailed interviews with 32 adult women concerning their expe-
riences with violence across their life span. As such, it is a test of older
women’s fear of violence. Personal semistructured interviews were used in
order to get more in-depth and rich data on the lives of the 32 women, as
well as to find out in detail the experiences they had with episodes of vio-
lence. Issues examined included child abuse, domestic violence involving
the sample when they were older and during their younger years, and the
perceptions of how safe the women felt in their communities and neighbor-
hoods. The interviews were tape-recorded with the consent of the sample,
and began with the probing question “In general how has violence touched
your life” (2006, 214). Over the course of the interviews, the women were
asked questions concerning their own victimizations as children and adults,
and victimization experienced by friends and relatives during both child-
hood and adult years. Once the interviews were concluded the respondents
were provided with a list of services that were available to aid them as a
result of their victimization. Meyer and Post then proceeded to transcribe the
answers from the interviews, and had independent coders read and analyze
the responses. The next step entailed running the answers through a software
package designed to analyze qualitative data.
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Of course, it is the results or findings that are of paramount importance.
The majority of the sample reported generational differences in crime, mean-
ing they felt their neighborhoods were less safe now than years earlier. In
addition, the 32 respondents did not have favorable perceptions concerning
the criminal justice system, since they tended to report the system did not care
about women, nor did it protect them. Related to this is the finding today that
women in general are not safe, and that American society has a long way to
go in rectifying this perception. Also reported was that women feel far safer
in their own homes or residences, and all 32 respondents stated they harbored
fears about going out at night (2006, 219–220). The in-depth and personalized
nature of the interviews provided Meyer and Post with important, and as
mentioned earlier, “rich” information on women and violence, and exempli-
fies the manner in which feminists undertake research on crime.

Walter DeKeseredy, Martin D. Schwartz, Danielle Fagan, and Mandy
Hall (2006) interviewed 43 women who were victims of violence, as they
proceeded to end relationships with husbands and partners. Semistructured
interviews were employed, with six occurring over the telephone, five off
campus, with the remaining held on campus at Ohio University (2006, 235).
Various sources were used to recruit women for the research and included
local newspapers, announcements over the radio and television, and domes-
tic violence and other types of agencies also spread word about the study. In
addition, a strategy called “preparatory component of qualitative investiga-
tion” was used which entailed contacts with social agencies, mental health
counselors, and local law enforcement to inform them of the research, and it
also included receiving input from service providers on the questions to be
asked on the survey.

The results revealed significant incidences of abuse, of all kinds. Thirty-
five of the 41 women had experienced rape (81%), and 74 percent (32) had
been sexually coerced. Nineteen (44%) and eight (18%) had been victims of
nonrape sexual contact and attempted rape, respectively. In addition, many
of the women had been victims of nonsexual abuses, such as other forms of
physical violence, psychological abuse, economic abuse, stalking, and de -
struction of prized possessions. Five women reported their pets were abused
by either husbands or partners (2006, 236). DeKeseredy et al. also reported
that violence against the 43 women was associated with male partners or hus-
bands who frequently drank with other men; informational support, or when
males shared stories with other men about their abuse of their wives or part-
ners; and, male peer support, or having male friends who abused their wives
or partners. Combined, the three factors interacted to create a frightening
and violent environment for women who were divorcing their husbands and
separating from their male partners (2006, 238–242).
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In Recognition: Susan F. Sharp

The Department of Sociology at the University of Oklahoma, Norman
Campus is a mixture of up and coming young whippersnappers and veter-
ans of higher academia. One of the latter is Professor Susan F. Sharp who has
distinguished herself as both a scholar and excellent teacher. Dr. Sharp
attended Texas Tech University, obtaining a BA in Sociology in 1980 and an
MA in Sociology in 1982. She then worked in the field of alcohol and drug
counseling for almost a decade while raising her three children. During that
time, she remained interested in the field of criminology, ultimately return-
ing for doctoral studies at the University of Texas in 1993, and completing
her doctorate in 1996. While there, she developed the belief that much of
what she was learning in her criminology classes did not apply as well to
women. Her dissertation research focused on female injecting drug users
(IDUs) and their risk behaviors. She found that life-course theory (Sampson
and Laub) was inadequate as formulated for explaining the deviance of these
women. Instead of marriage and job acting as protective factors against de -
viance, she found the presence of children was far more important. This, of
course, makes sense when one examines the lives of women offenders and
addicts.

After completion of her doctorate, Dr. Sharp became involved in the Di -
vi sion on Women and Crime (DWC) of the American Society of Crim -
inology. As the newsletter editor, she put Division News, the official newslet-
ter of the DWC, online and created columns such as “Ask A Tenured Pro -
fessor” and the “Graduate Student Corner” to facilitate communication be -
tween members. She then served as an Executive Counselor for the DWC.
From 2003–2005, Professor Sharp served as the chair of the Division on
Women and Crime of the American Society of Criminology. In 2006,
Professor Sharp launched the journal Feminist Criminology as its founding edi-
tor. Currently, she is a Deputy Editor for the Journal.

Professor Sharp’s research continues to focus on various aspects of fe -
male crime and deviance. She is the editor of the text The Incarcerated Woman:
Rehabilitative Programming in Women’s Prisons (Prentice-Hall, 2003) and sole
author of a 2005 book on effects of death penalty on families of offenders,
Hidden Victims. Additionally, she has authored 30 articles and book chapters
focusing on gender, crime, and the criminal justice system. Her research
focuses on gendered test of theories of crime as well as incarcerated women,
particularly incarcerated mothers. She is currently working on research gen-
dered comparisons of the crime and deviance of Japanese and American stu-
dents. Additionally, she is working on an article about operationalizing main-
stream theories of crime in a way that is gender sensitive.
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Dr. Sharp has conducted several annual studies on incarcerated mothers
and their children for the State of Oklahoma, compiling a report to the state
legislature each year. This research has resulted in policy changes in the treat-
ment available to women offenders, and the establishment of a state-wide task
force. She has received numerous awards, including the 2005 Good Teaching
Award for the University of Oklahoma, the Rufus G. Hall Faculty Award, the
Most Inspiring Faculty Award, and the UOSA President’s Faculty Award. It
is most important to recognize Susan S. Sharp for her enduring interests and
contributions to understanding women and crime from a feminist perspec-
tive.

SUMMARY

There is no one conflict theory and there is no one feminist theory of
deviance and crime. Conflict theories owe their heritage to Karl Marx, who
wrote little about crime but whose critique of capitalism inspired generations
of scholars to take up his calling and to apply his thinking to criminal behav-
ior. There are a variety of conflict theorists who approach conflict from a
num ber of directions, with capitalism an important undergirding factor. Re -
gardless of their brand of Marxism, the great conflict theorists trace the prob-
lems of modern societies to the capitalist economic mode of production.
Feminist theories are often an extension of Marxism as well. Just as Marx saw
societies as structured along gender lines, so do modern feminists who, when
it is all said and done, arrive at basically the same conclusions, which in -
cludes viewing the victimization of and crime committed by women as a re -
sult of male-structured social systems dominated by capitalism. Although
fem inists trace the roots of women and crime to different causes such as cap-
italism, patriarchy, race, gender, inequality, and hegemony, the bottom line
for them is that things are seriously distorted in the make-up of society, which
forces women into crime and results in their victimization.

With the discussion of theories now completed, attention is turned to
substantive areas in the study of deviance, beginning with suicide.
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Chapter 9

SUICIDE

CASE STUDY: BILL

When the author of this text (for the rest of this story referred to in the
fist person) was of college age, he had an acquaintance who was

involved in restaurant sales (I worked part-time at a restaurant). The sales-
man’s first name was Bill, who was married with three children. Bill was a
quiet man who would come to the restaurant on a weekly basis to sell paper
goods. He would always sit at the same table and drink a cup of coffee while
he filled out forms to complete the business transaction. One day I noticed
Bill take out a small black notebook and study it. On successive occasions to
the restaurant, Bill did the same thing, only each time he would appear more
preoccupied with the contents of the notebook. Several months into this
process, Bill’s appearance changed and he clearly had things on his mind. He
looked scraggly and his dress had deteriorated to the point that he appeared
unprofessional, and he came across as nervous and fidgety. One Sunday I
received a phone call at my home from the owner of the restaurant inform-
ing me that Bill had committed suicide. I was saddened to receive this news.
But it was the means Bill used that was so tragic and frightening. Bill was a
hunter and owned rifles and guns, and on Saturday he rigged up a shotgun
in his garage in a way that if he even moved it would take off his head. Bill
ended his life, leaving a wife and three children.

The question became “why?” Was it an extramarital affair that had gone
afoul? Was it marital problems? Was it drugs or alcohol abuse that took him
over the edge? Remember the notebook? The notebook contained financial
information that apparently had become a serious issue with Bill. It is my
understanding that Bill had become increasingly desperate and depressed
over his finances and saw suicide as his way out of his financial crisis. He left
a suicide note detailing his problems and hoped by taking his own life his
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wife and family would receive enough insurance money to get out of debt.
Sadly he may not have given enough consideration to “where there is life
there is hope.” Perhaps he did and yet determined self-destruction was the
best route for all concerned.

Suicide is a painful event that takes lives each year, not to mention it
affects many living persons, such as parents, siblings, relatives, friends, and
coworkers/students. Completed suicides represent just a portion of the total
suicide picture, with many more individuals attempting suicide than those
completing it.

DEFINITIONS AND DATA

Definitions

Suicide can mean different things to different people, therefore definitions
of it will vary. In his classic work Suicide (1951, first published in 1897), Emile
Durkheim defined suicide in the following manner: “The term suicide is
applied to all cases of death resulting directly or indirectly from a positive or
negative act of the victim himself, which he knows will produce the result”
(1951, 44). The key words in his definition are “. . . which he knows will pro-
duce the result.” Durkheim saw suicide as intentional. It does not happen by
mistake, or mental illness, or as a result of some random event. For Durk -
heim, suicide was simply that: intentional. Also inherent in the definition is
the implication suicide can result from some good or heroic situation in
which the victim gives up his or her life for others, or perhaps for some cause.
Thus, the word positive. Yet Durkheim also recognized that suicide can derive
from something negative, such as when individuals kill themselves after
becoming divorced. Then there is the perplexing word indirectly, perhaps
conveying the thought the act of suicide may come some time in the future
after positive or negative experiences. Durkheim’s theory of suicide is discussed
later in this chapter.

The International Statistical Classification of Disease and Related Health Prob -
lems defines suicide as “A death resulting from the intentional use of force
against oneself with a preponderance of evidence to indicate the force was
in tentional” (www.health.state.ok.us/program/injury/Summary/OVDRS2007).
This definition is quite concrete and to the point. Suicide is “intentional” and
the ICD-10 ends its definition with the word “intentional.” Yet, the United
States Supreme Court in 1997, in a rare unanimous decision (9–0) upheld state
laws prohibiting physician-assisted suicide. Of interest here is not only the
Court’s decision, but also its interpretation of the act of suicide itself. As -
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sociate Justice Sandra Day O’Connor used the words “mentally competent
person” in referring to individuals who are experiencing great suffering and
who may wish to terminate their lives with the assistant of a doctor (Green -
house, New York Times, June 27, 1997). The words “mentally competent”
echo the thoughts of Durkheim and the ICD-10, indicating agreement with
the thought that suicide is an act undertaken by rational people who under-
stand its finality. The Court’s decision is important since it did leave the door
open for states to implement physician-assisted suicide under situations of
the greatest patient duress and pain. Associate Justice David H. Souter wrote
the court “. . . should stay its hand to allow reasonable legislative considera-
tion” (New York Times, June 27, 1997). Scholar Ruth Shonle Cavan recognized
suicide as a way out of life’s problems by acknowledging it can be a logical
solution to issues facing people (1928). As we shall see as the chapter devel-
ops, it is very difficult for individuals to understand suicide as anything but
an act undertaken by persons with mental illnesses such as depression. Yet,
the above definitions state the exact opposite. Sociology has its theories on
this matter which are addressed in this chapter.

Data

How prevalent is suicide? How many attempts are made annually? Does
suicide vary by age, race, gender, region of the country, nation, and so forth.
Attention is now turned to these questions.

United States Data

Overview (Different sources of information on suicide appear
throughout this section and include but are not limited to data from
the American Association of Suicidology and the Children’s Safety
Network).

In 2012, the United States recorded 40,600 official suicides, with males
comprising 78 percent of suicides and whites 90 percent. In 2012, there were
an estimated 1,015,000 suicide attempts, or one attempt every 31 seconds,
compared to one suicide every 13.0 minutes. Suicide ranks as the tenth lead-
ing cause of death in the United States and it affects at least six other indi-
viduals. In 2012, there were 111 suicides a day with 51 percent committed by
firearms, 24.8 percent 23 by suffocation/hanging, and under 2 percent by cutting or
piercing. The overall suicide rate was 12.9 per 100,000 population and that fig-
ure varies depending on the variable under analysis (i.e., age, race, gender).
There are 4.9 million survivors of suicide, with survivors defined as family
members and friends of a victim of suicide (www.suicidology.org, 2012).
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State Data

Suicide rates vary by state, with Wyoming recording the highest rate, 29.7
per 100,000 people. Although not a state, the lowest rate is for the District of
Columbia, 5.8 per 100,000 population. New Jersey has the lowest suicide rate
for any state, and it is 7.7 per 100,000 people. The top five states with the high -
est rate of suicide are with actual numbers in 2012 in parentheses (www
.suicidology.org., 2012):

• Wyoming 29.7 (171)
• Montana 23.2 (233)
• Alaska 23.0 (168)
• New Mexico 21.2 (442)
• Colorado 20.3 (1,052)

The five states with the lowest suicide rate are (excluding the District of
Columbia):

• New Jersey 7.7 (683)
• New York 8.7 (1,708)
• Massachusetts 9.1 (604)
• Maryland 9.9 (583)
• Rhode Island 10.0 (105)

Suicides rates vary by region (the numbers in the parentheses by the
states is their suicide rate per 100,000 population). The West, with a suicide
rate of 14.2 per 100,000 population, has the highest of all regions in the
United States and includes states such as Wyoming (29.7), Montana (23.2),
Alaska (23.0), New Mexico (21.2), and Colorado (20.3). Next is the South
with a rate of 13.5 per 100,000 people and includes states such as Oklahoma
(17.6), West Virginia (17.6), Kentucky (16.5), Arkansas (16.4), and Florida
(15.5). The Midwest region has a suicide rate of 12.9 per 100,000 population
and includes but is not limited to the states of Kansas (17.4), South Dakota
(16.9), Missouri (15.2), North Dakota (15.0), and Indiana (14.4). The North -
east has the lowest suicide rate of 10.1 and includes states such as Maine
(15.7), New Hampshire (15.3), Vermont (13.9), Pennsylvania (12.9), and Con -
necticut (10.3). To accentuate the point that rate is a critical measure, the re -
gions are presented from highest to lowest rate with their respective number
of suicides: West (14.2, 10,438); South (13.5, 15,858); Midwest (12.9, 8,691);
and, Northeast (10.1, 5,613) (www.suicidology.org, 2012).
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Age Data

Suicide Among the Young

Young persons commit suicide. Individuals under 10 and between ages
10 to 24 have been taking their own lives for years with suicide the third lead-
ing cause of death for young people 15 to 24 years of age in the United States.
In terms of total numbers, there were an estimated 4,872 suicides among per-
sons 15 to 24 in 2012, for an average of 13.3 suicides per day. An additional
157,000 10 to 24 year olds received treatment for self-inflicted injuries in
emergency departments in that same year. Approaching this information
from a different angle, there is a suicide every one hour and 48 minutes
among America’s young. The national suicide rate is 12.9 per 100,000 pop-
ulation and 11.1 for the 15 to 24-year-old age cohort. However, suicide
accounts for 16.7 percent of all deaths for 15 to 24-year-olds, compared to 1.6
percent of all deaths nationally. Although it is difficult to ascertain reliable
data on suicide attempts, it is estimated there are 100 to 200 attempts for
every completed suicide for persons 15 to 24 years old (www.suicidology.org,
2012). And it should be noted, the very young take their own lives. As an
example, there were 56 reported suicides in the state of California in 2010
for 5 to 14-year-olds (Lucile Packard Foundation for Children’s Health,
2013). Although the population of California exceeds 38 million people and
is the nations’s most populated state, it is important to note that suicide cuts
across all ages, no matter how young or how old.

What are the methods young persons use to kill themselves and more
saliently; what are recommendations for preventing self-harm and suicide
among America’s young? 

According to the Children’s Safety Network (2013), between 2006 and
2010, 43 percent of youths aged 15 to 19 completed suicide by firearm and
43 percent by suffocation, with 7 percent using poison to complete their sui-
cides. The remaining 7 percent employed “other” means to end their lives.
As for recommendations for preventing self-destructive behavior among the
young, Hawton, Saunders, and O’Connor (2012) suggest a three-pronged
strategy that includes understanding, intervention, and prevention. Several
of their approaches are listed below by each category:

Understanding
• Improving prediction of suicide risk in adolescents
• Further understanding of subtypes of individuals who self-harm,
tailoring treatments accordingly
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• Better understanding of the factors associated with adolescent
stop ping self-harm

Intervention
• Development of innovative interventions and strategies that
decrease stigma, promote adolescent help-seeking, and enhance
meaningful engagement with health services

• Better management of the care pathway (aftercare) of vulnerable
young people as they move from child or adolescent to adult ser-
vices

Prevention
• Tackling the stigma of mental illness and mental health problems
• Implementation of policies to promote the restriction of access to
the means of suicide

It is also to be noted that suicide among adolescents is most likely to oc -
cur after school hours and in the home of the victim. Considering attempts,
young females are most likely to attempt self-destruction by ingesting pills,
and attempts generally follow conflicts with other teens or parents. What is
more, young people who frequently (more than one attempt) attempt to take
their lives tend to emanate from families with histories of suicide and drug
and alcohol abuse, and they use suicide attempts as a means of coping with
stress. When it comes to stress, these youngsters usually exhibit poor coping
skills and display signs of suicide, such as depression, drug and alcohol
abuse, and poor or ineffective communication.

Age: College-Age Suicide

College is supposed to be a time of great enjoyment and growth; intel-
lectually, spiritually, physically, and emotionally. It is not a period in one’s
life where thoughts of suicide and actual suicides are supposed to take place.
Yet, college-age students (18–24) do attempt and complete suicide, according
to the American Association of Suicidology (from which most data in this
section are derived). The reasons for suicide include:

• Living in a new and unfamiliar environment which includes experi-
encing new demands and increased workloads

• Pressures from coursework and social stresses
• Believing one has failed or is not performing up to expectations
• Alienation, feelings of hopelessness, and ineffective coping skills
• Family issues such as mental illness
• Depression and sadness
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It is difficult to know the actual overall or national rate of suicide among
college students, but there are approximately 1,000 suicides on college cam-
puses annually, and it is estimated one in 12 students has made a suicide
plan. And consistent with other data on suicides, males have much higher
rates of suicide than females. Additionally, it is believed there are a large
number of college students who suffer from depression, but do not receive
any type of intervention. Depression has been diagnosed in 10 percent of the
college-age population, and depression is correlated with suicide attempts
and completions.

Completed suicides are not the only issue of concern on college cam-
puses. Between 6.6 percent and 7.5 percent of undergraduates have serious-
ly considered suicide, with the range 7.1 percent to 7.7 percent for college un -
dergraduate and graduate students combined. An estimated 2.3 percent of
un der graduate and graduate students have made a suicide plan, and slightly
over 1 percent of both categories of student s have attempted suicde (Suicide
Prevention Resource Center, 2014).

Age: The Elderly and Suicide

The college years (and younger) are times for happiness, enjoyment, and
achievements, but have their issues such as depression and suicide. The
“golden years” are also shrouded with serious mental health-related issues,
one of which is suicide. Persons 65 years of age and older comprise 15.1 per-
cent of the population, but account for over 16 percent of suicides. Whereas
the national rate of suicide is 12.9 per 100,000 population, the rate for the
elderly is 19 percent higher, or 15.4 per 100,000 people. The suicide rate
among older white males is staggering; 29 per 100,000 for white males be -
tween the ages of 65 and 84, and an unbelievable 47 per 100,000 for white
males who are over 85 years of age. Older males of all races and ethnicities
have a suicide rate at least eight times that for females, and 85 percent of all
suicides among persons 65 years of age or older are to males. As for females,
the suicide rate increases as women become older, up to 45 to 54 years of
age, as indicated below (National Vital Statistics Report, 2013).

Age Cohort Rank Top 10 of Causes Total Suicides Rate
10–14 3 87 0.9
15–19 2 336 3.1
20–24 2 493 4.7
25–34 3 1,092 5.3
35–44 4 1,538 7.5
45–54 8 2,066 9.0
55–64 10 1,515 8.0
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After the last age cohort reported, suicide drops off as a top 10 cause of
death among women. However, it is important to note that the suicide rate
for 55 to 64 year old women is the second highest of the seven cohorts pre-
sented, and the 1,515 reported suicides are the third highest number repre-
sented above. Also, suicide is no longer in the top ten causes of death for
males 65 and older, but we are reminded that the rate of suicide for older
males is astronomically high nonetheless. What is more, it is estimated that
individuals between the ages 15–24 complete one suicide for every 100–200
attempts, compared with one estimated suicide for every 25 attempts among
persons 65 years of age and older.

But the question is why? Why are the elderly at such great risk for self-
destruction? Several explanations include the recent death of a loved one,
pain, physical illness, and loneliness. Retirement is also associated with at -
tempts and completed suicides, as is perceived poor health. Of course, de -
pression is believed to play into the decisions of older Americans to take
their own lives (and overlaps with issues such as loneliness and poor health).
Older people used to be young, with all the hopes and dreams that go with
youthfulness, and growing old can be a stressful and difficult existence—phys-
ically, emotionally, and relationally. For some older people the choice then
is to end their lives

Race: White American Suicide Rates

Caucasian Americans have higher rates of suicide than all other racial and
ethnic categories, including Native Americans. The rate per 100,000 popula-
tion for whites is 14.8, and it is 11.1 for Native Americans. For African
Americans, the suicide rate is 5.5, and for Hispanics it is 5.4 per 100,000 per-
sons. Whites accounted for 36,606 of the 40,600 completed suicides in 2012,
or over 90 percent of all reported suicides. This is an interesting fact since
whites ac count for approximately 70 percent of the population of the United
States, which means that whites kill themselves in disproportionate numbers
to their total percentage of the U.S. population. Caucasian males commit
nearly 80 percent of all suicides reported for whites, and their rate is far
greater than it is for white females. The suicide rate for white males is 23.3,
and for white females it is 6.3 per 100,000 population. What is more, white
males account for 71 percent of all total suicides, and white females comprise a
staggering 90 percent of all suicides committed by women. In 2012, there were
7,925 white female suicides compared to 8,820 total suicides for women
(www.suicidology.org, 2012).
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Race: African American Suicide Rates

On the face of it or on the basis of common sense, people may conclude
that as a result of the long-term prejudice and discrimination faced by Afri -
can Americans, the despair and hardships this brings would translate into
high rates of suicide. Nothing could be further from the truth. African Amer -
icans have much lower rates of suicide than do white Americans. The suicide
rate for whites is 14.8 per 100,000, and for African Americans it is 5.2. Break -
ing this down further, the suicide rates for Caucasian males and females are
19.6 and 5.5 per 100,000 population, respectively. For African American
males and females the rates are 9.2 and 2.0. Consistent with other races and
ethnicities, males commit the great majority of suicides among African Amer -
i cans (81%), and female African Americans attempt suicide far more than
their male counterparts. The ratio of African American female to male sui-
cides is 4.6:1. Firearms are by far the predominant method of committing
suicide among African Americans, with nearly 50 percent of suicides among
African Americans occuring as a result of firearms. Suffocation accounted for
28 percent of suicides among African Americans and is the second most
com mon way that African Americans commit self-destruction. Consistent
with the long-term trend of African Americans overall having a low rate of
suicide, the rate among their young 10 to 19 years, of age is low, 2.92 per
100,000, or 4.46 for males 10 to 19 and 1.32 for African American females in
the same age category (www.suicidology.org, 2014).

Race: Latino-American Suicide Rates

The Latino population in the United States is quite diverse and the rates
of suicdide by Latinos nationality will vary. Therefore this discussion aggre-
gates data on Latinos from many different heritages. The suicide rate for
Latinos is 5.4 per 100,000, considerably lower than that for the nation as a
whole (12.9 per 100,000), and is the twelfth leading cause of death for Latinos
of all ages. In 2012, Latinos accounted for just under 7 percent of all suicides
in the United States (The American Association of Suicidology Online,
2012). From 2001 to 2010, the rate of suicide among Latinos remained very
consistent, hovering at 6.0 per 100,000 population. Latino males have much
higher suicide rates than Latino females, with the rate of suicide a staggering
30.6 for Latino males 85 years of age and older. The rate for Latino females
of the same age bracket is basically too low to calculate. However, the sui-
cide rate for the very elderly Latino population is much lower than it is for
the national average for persons 85 and above. This is consistent with the
finding of whites having higher suicide rates than many people of color.
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When breaking down suicides of Latinos further, suicide rates by specif-
ic age brackets are generally much lower for both males and females than
what are the facts taken for the United States population. For example, the
rate for 15 to 24 is 10.7 for Latino males and 3.11 for Latino females. For the
U.S. population, the figures are 16.7 and 3.9, respectively. For Latino males
35 to 64, the rate is 12.0 and for Latino females, it is 2.8. The respective rates
for the nation are 27.6 and 8.2. Interestingly, there is documentation that
Latino high school students experience higher rates of suicidal-related be -
hav iors than the general population. This includes having had serious
thoughts of suicide, making suicide plans, attempted suicides, and receiving
medical attention for attempting suicide. Across all ages, compared to whites,
62 percent of Latinos adults reported suicidal thoughts. The figure for whites
is 43 percent, and 46 percent of Latinos have attempted suicide compared to
24 percent for whites (Suicide Prevention Resource Center Online, 2013).

Race: American Indians (Native American)/Alaska Natives

Similar to Latinos, there is diversity among Native American groups in
the United States. What is more, much of the discussion that follows repre-
sents an overall picture of suicides among Alaska Natives and Native Ameri -
cans. Specific data is available and includes from 2001 to 2006 the suicide
rate among White Mountain Apache People was 45 per 100,000 compared
to 14 per 100,000 for all American Indians/Alaska Natives. The figure for
youth 15 to 24 for these two nations is an astonishing 129 for White Moun -
tain Apache Youth and 25 for Native American/Alaska Native 15–24 year
olds, per 100,000 population (Suicide Prevention Resource Center Online,
2013). 

Whereas nationally the rate of suicide showed a gradual but slight in -
crease from 2001 to 2010, the rate was higher and increasing for Native
Amer icans/Alaska Natives (NA/AN) throughout most of the 10 years. Sui -
cide is the eighth leading cause of death among NA/AN, but the second lead-
ing cause of death for those 10 to 24 years of age. The suicide rate across age
categories and gender is much higher for NA/AN from 15 to 34 than the U.S.
population, but drops off sharply after age 34, especially for males. The sui-
cide rate for NA/AN males and females 65 to 84 is 8.5 and 7.0, respectively.
For the nation, the suicide rate is 27.0 for males and 4.4 for females. 

Several of the most important risk factors contributing to the suicide rates
of NA/AN are prior suicide attempts, alcohol and drug abuse, mood and
anxiety disorders, and access to lethal means to complete suicides. Native
American and Alaska Natives found to have low suicide rates are reported
to have cultural continuity (infrastructure) and to be self-governed. Access to
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health care, social services, and education also influence lower suicide rates.
In addition, they are spiritual-centered that dates to before Europenans set-
tled in North America. Family connectedness as manifested in discussing
problems with family members and peers is also reported to reduce the risk
of suicide since it helps in creating support systems that can act as buffers to
self-destruction (Suicide Prevention Resource Center, 2013).

VETERANS AND SUICIDE

Veterans of the American military commit suicide. There are between
6,570 and 7,300 suicides completed by veterans annually. If the number
7,000 is used as a midpoint, then 17 percent of suicides committed in 2012
were by veterans. Post-traumatic stress disorder is a major explanation for
sui cides among veterans, and in order to deal more effectively with suicides
and suicide attempts among veterans, a major report was published by the
Department of Veteran Affairs and includes the following data (Kemp and
Bossarte, 2012):

• The rate of suicide for both male and female veterans is astronomical-
ly higher than that for the American population. Per 100,000 popula-
tion, for males it is 38.3 and for females it is 35.9.

• From 1999 to 2010, the estimated count of suicides per day ranged
from 19 to 22, thus showing a remarkable closeness in the number of
suicides completed per day by veterans of the American military.

• Twenty percent of suicides among veterans were for veterans 50 to 59
years of age. The second highest, 18.6 percent, was for veterans 70 to
79 years of age and the lowest was for veterans under 29 (6 percent).
The percentage of suicides among veterans increased from under 29
to the 50 to 59 age category, and then dropped slightly from there for
veterans 60 to 69. However, 14 percent of suicides occurred for veter-
ans 80 years and older.

• Among veterans, whites accounted for 93 percent of suicides and Afri -
can American veterans comprised 4 percent of suicides among veter-
ans. The percentage for Latino veterans was just under 2 percent.

• Nonfatal suicide events among veterans decreases sharply with age,
and poisoning is by far the number one method used in nonfatal at -
tempts.

Given the findings presented in the report, the Department of Veteran
Affairs has recommended immediate action that includes the formation of a
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task force to improve mental health care for veterans. Also recommended is
providing additional interventions for female veterans and Vietnam War vet-
erans, and maintaining crisis intervention access for all veterans. In addition,
ongoing data collection and information will be added to the report in order
to enhance veteran safety and well-being.

Observations and Generalizations from the United States

The following observations and generalizations are offered about suicide
in the United States:

1. For years there was consistency in terms of the total annual number of
reported-official suicides. Each year there were between 30,000 to
33,000 completed suicides. The number of suicides is now over 40,000
in one year (2012).-

2. Males at all ages complete suicides at greater rates than females, and
females at all ages attempt suicide at greater rates than do males.

3. Although suicide via suffocation is increasing, self-destruction by use
of firearms remains the number one method of suicide for males.
Females continue to prefer less violent means, such as suffocation, pills,
and cutting.

4. The extremes in age—the young and the old—have the highest suicide
rates. Individuals 25 and younger and 65 and older have higher rates
of suicide than other age groups.

5. Depression plays a very important role in suicides (attempted and
completed) across all ages, races/ethnicities, and genders.

6. People of color, in particular African Americans and Hispanic Amer -
icans, have low rates of suicide. However, consistent with other groups,
suicide rates among African Americans and Hispanics are the highest
for males, the young and old, and attempted suicides are highest for
females.

7. High suicide rates cut across all regions of the country, but are high for
some of the least populated areas and states, such as the northwest re -
gion, and states such as Alaska, Montana, and Wyoming. The north-
east region of the country has relatively low suicide rates and this
includes states such as Massachusetts, New Jersey, and New York.

8. Veterans are at risk for suicide and pose an ongoing challenge for
American policy makers. Although the percentage of all suicides in
one year committed by veterans has been decreasing, their numbers
still remain high relative to other groups.



Suicide 151

International Rates of Suicide

As a phenomenon, suicide varies around the world. Listed are suicide
rates of males and females per 100,000 population of selected countries, re -
ported by the World Health Organization (2012), with the most recent year
of data availability in parentheses. (Caution is recommended when it comes
to validity of these numbers since it can be difficult to verify their accuracy.)
The countries are ordered by male sucide rankings and countries whose last
date of reporting are prior to 2000 are not included in the rankings below.

THE 10 COUNTRIES WITH THE HIGHEST SUICIDE RATES BY GENDER:

Country (Year) Males Females
Lithuania (2009) 61.3 10.4
Russian Federation (2006) 53.9 9.5
Belarus (2007) 48.7 8.8
Kazakhstan (2008) 43.0 9.4
Hungary (2009) 40.0 10.6
Latvia (2009) 40.0 8.2
Republic of Korea (2009) 39.9 22.1
Guyana (2006) 39.0 13.4
Japan (2009) 36.2 13.2
Slovenia (2009) 34.6 9.4

THE 10 COUNTRIES WITH THE LOWEST SUICIDE RATES BY GENDER:

Country (Year) Males Females
Grenada (2008) 0.0 0.0
Haiti (2003) 0.0 0.0
Egypt (2009) 0.1 0.0
Jordan (2008) 0.2 0.0
Maldives (2005) 0.7 0.0
Azerbaijan (2007) 1.0 0.3
South Africa (2007) 1.4 0.4
Bahamas (2005) 1.9 0.6
Kuwait (2009) 1.9 1.7
Peru (2007) 1.9 1.0

OTHER COUNTRIES WITH HIGH SUICIDE RATES INCLUDE, BY
ALPHABETICAL ORDER (THESE ARE SELECTED COUNTRIES AND
THERE ARE OTHER COUNTRIES WITH HIGHER RATES OF SUICIDE):

Country (Year) Males Females
Austria (2009) 23.8 7.1
Belgium (2005) 28.8 10.3
Croatia (2009) 28.9 7.5
Finland (2009) 29.0 10.0
France (2007) 24.7 8.5
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Poland (2008) 26.4 4.1
Serbia (2009) 28.1 10.0
Slovakia (2005) 22.3 3.4
Slovenia (2009) 34.6 9.4
Switzerland (2007) 24.8 11.4

A report by The World Health Organization (WHO) documents 804,000
suicides worldwide in 2012. Of interest is the analysis of suicides by eco-
nomic standing by region. In 2012, nearly 52 percent of world suicides
occurred in the lower-middle income to low-income regions of the world. By
contrast, high-income regions of the world accounted for 24 percent of sui-
cides, as did middle-income regions. Regions and or nations with high sui-
cide rates include India, Russia, and parts of eastern Africa. The WHO also
reported that across regions, the suicide rate was lowest for persons under 15
years of age and highest for individuals 70 years of age and older. However,
suicide rates vary globally with the rates increasing as age increases in some
regions, and in other regions, the rate of suicide peaks during the teen years
and then subsides from there. Middle-age males in high income countries are
reported to have much higher suicide rates than men in lower-middle in -
come nations. However, the most salient difference in suicide rates between
higher-income countries and economically disadvantaged regions is that young
adults and elderly women from the latter nations have significantly higher
suicide rates than young adults and elderly females from the highest income
countries (Preventing Suicide: a Global Imperative, 2014).

Observations and Generalizations from the Selected Countries

Based on that which has just been reviewed, the following observations
and generalizations are offered:

1. Elderly people 75 years of age and older are most prone to suicide
worldwide, especially males. Older people are more socially isolated,
have greater issues with physical illnesses, and may be without a
spouse or partner whom they were attached to many years.

2. A number of nations show progressive increases in suicide rates by age
group. This is not necessarily the case for the United States, where
younger age groups display high rates of suicide. America is a nation
that places significant expectations and much pressure on its young to
succeed, and has an ongoing problem with school violence and bully-
ing, which may account for the differences with other nations relative
to suicide by the young. On the other hand, many nations do not offer
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the same opportunities for advancement and continued personal and
professional growth as does the United States, and this may partially
account for the variations in suicide rates by age between the United
States and other countries.

3. High rates of completed suicides are a phenomenon of males world-
wide. Males more than females are more likely to commit suicide by
use of violent means such as firearms. Apparently, the socialization of
the genders has commonalities across nations, and surfaces when con-
sidering self-destruction. Males are socialized to be more physically
aggressive and violent, and this clearly impacts their rates of complet-
ed suicides.

Explaining Suicide: Theoretical Contributions

It is indeed difficult to understand suicide as anything but some form of
psychological or emotional abnormality. After all, why would anyone com-
mit the ultimate act: self destruction? In this section, explanations of suicide
are presented from a sociological framework, or attempting to understand sui-
cide in relationship to social interaction and the social order. The discussion
begins with the classic and groundbreaking research and theory undertaken
by Emile Durkheim.

Emile Durkeim: Le Suicide

Throughout this book, the name of Emile Durkheim has been used. Durk -
heim is simply one of the most important influences on sociology. His work
Suicide, published in 1897, was essential to the development of sociology on
the following grounds. First, Durkheim’s research on suicide represented an
early attempt to unravel its causes, undertaken from a social fact perspective.
Previous attempts to understand self-destruction were typically couched in
psychology, religion, and philosophy. Durkheim sought to apply sociological
ideas to the study of suicide that would explain it in terms of its relationship
to the social. Second, Durkheim’s methodology (to be discussed) helped to
pave the way for, and the importance of using secondary data to collect and
analyze information, no small thing since secondary analysis is a major and
convenient method used by contemporary sociologists when undertaking
research. Third, in addition to employing secondary analysis, Durkheim ana-
lyzed data on suicide using statistical-type techniques that would become
important to social inquiry (discussed in the next section).
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Methodology: Secondary Analysis and Statistical Analysis

Durkheim’s study of suicide entailed an extensive analysis of secondary
data from multiple European nations including Austria, Bavaria, Belgium,
Denmark, England, France, Italy, Norway, Saxony, Sweden, and Wurttem -
berg, and his analysis of suicide in the military included data from the United
States (1951, 228). Throughout Suicide, Durkheim successively introduced
and examined the effects of multiple variables on suicide, an approach used
in contemporary sociology and other disciplines, and in advanced form called
multivariate analysis. When analyzing data on suicide, Durkheim examined
the effects of variables such as the economy, religion, marital status, ethnici-
ty, gender, military rank, and occupation in relationship to suicide. He also
cross-tabulated data, such as his analysis of suicide by gender and age, and
suicide by age and marital status. Given the years of his research (during the
1890s) and the technology available to him (or the lack thereof), Durkheim
undertook an incredibly comprehensive and detailed study of suicide. Most
saliently, many of his findings continue to stand the test of time.

Types of Suicide

The most well-known information from Suicide involves the identifica-
tion of three major types of suicide: altruistic suicide; egoistic suicide; and anom-
ic suicide (Durkheim very briefly discussed fatalistic suicide, which is not
addressed here). But what is usually not known or is forgotten is a very
important discussion from “Book One: Extra-Social Factors,” the first section
of Suicide that considers the relationship of psychopathology, race and hered-
ity, geographical region, and imitation to suicide. This “book” is important
since it lays the framework for Durkheim’s overriding assumption concern-
ing suicide: it has social causes. Durkheim argued that in the final analysis, sui-
cide was not a product of insanity or heredity; instead it was steeped in social
roots that are strongly affected by the degree of individual social solidarity and
social integration to society. In other words, the strength of individuals belong-
ing to social groups (solidarity) and how deeply people were connected with
them (integration) had direct consequences for suicide. Durkheim perceived
strong solidarity and integration with social groups as representing a buffer
zone to suicide. He also discovered that those same factors (solidarity and
integration) were associated with suicide under specific circumstances.

But let’s return to a generally unrecognized discussion by Durkheim where
he addresses suicide and psychopathology. Durkheim recognized four types
of insanity that psychiatrists claim are associated with suicide (1951, 63–67).
The first is maniacal suicide in which people kill themselves because they are
hallucinating or they are delirious. Melancholy suicide, a second type of psy-
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chopathic suicide, results from extreme depression and sadness. The third
type of psychopathic suicide is obsessive suicide, or when people engage in self-
destruction because they are preoccupied with the idea of death, which they
are unable to get out of their minds. The fourth type of suicide is impulsive
or automatic suicide, and as it sounds occurs on the spur-of-the-moment, with -
out warning or premeditation: it has no definitive explanation. These four
types of psychopathic suicide discussed by Durkheim are explicated here for
the purposes of comparison to what Durkheim believed to be the most
important reasons for suicide: it has social causes, and is predominately a soci-
etal and group-driven behavior, rarely a direct result of insanity or mental insta-
bility. Durkheim wrote “Since the suicide of insane persons do not constitute
the entire genus but a variety of it, the psychopathic states constituting men-
tal alienation can give no clue to the collective tendency to suicide in its gen-
erality” (1951, 67).

Since Durkheim argued that the etiology of suicide lies predominantly in
the social, he identified three major types of suicide which represent the most
well-known and famous elements of his theory and research on the topic.
The first two types of suicide are related to the degree of social integration of
individuals to social groups, and include egoistic and altruistic suicide. The next
type of suicide is related to the degree of social regulation over individuals and
includes anomic suicide. Each type of suicide is now addressed with examples
of each provided.

Egoistic suicide is associated with too little social integration and occurs
when individuals lack strong bonds to social groups. A prominent example
of egoistic suicide used by Durkheim is suicide and religious affiliation, in which
he reported that members of Protestant denominations had the highest like-
lihood of suicide, Roman Catholics the second highest rate, followed by Jews
with the lowest suicide rate. Durkheim explained this in terms of the strength
of individual relationship (integration) to faith, and observed that due to the
diversity of Protestant denominations, there was more of a free spirit to inter-
pret the Bible or religious doctrine, leaving individuals dangling and vulner-
able to self-destruction. Durkheim wrote, “. . . the proclivity of Protestants for
suicide must relate to the spirit of free inquiry that animates this religion . . .
the greater the concessions a confessional group makes to individual judg-
ment, the less it dominates lives, the less its cohesion and vitality” (1951, 158–
159). Durkheim suggested the presence of more unified doctrine among
Roman Catholics shored up a stronger sense of social solidarity among them,
and the persecution faced by Jews historically served as a glue to build a
strong sense of solidarity and unity (1951, 159–160).

A second type of suicide identified by Durkheim is altruistic suicide, or
suicide resulting from too much social integration. A major example of altruis-
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tic suicide discussed by Durkheim was suicide in the military. Durkheim com-
pared the suicide rates of military personnel to the general populations of
eight European nations, and reported the rates of suicide for the former were
much higher than they were for the general population, for all eight nations
(1951, 228). Using data from France, Durkheim compared the suicide rates
of regular enlisted soldiers to officers, and reported the rate of suicide to be
380 per one million population for soldiers compared with 430 per one mil-
lion population for officers (1951, 229–230). Durkheim offered several expla-
nations for the higher rates of suicide for members of the military, one being
that suicide in the military is analogous to suicide in lower (primitive soci-
eties) societies, meaning soldiers or officers are characterized by a primitive
morality that predisposes them to self-destruction. Durkheim wrote “Influ -
enced by this predisposition, the soldier kills himself at the least disappoint-
ment, for the most futile reasons, for a refusal of leave, a reprimand, an unjust
punishment, a delay in promotion, a question of honor, a flush of momen-
tary jealousy or even simply because other suicides have occurred before his
eyes or to his knowledge (1951, 238–239).

The third type of suicide is anomic suicide, or suicide resulting from low
social regulation. Durkheim uses several prominent examples of anomic sui-
cide, economic crisis being one of them. Durkheim analyzed suicides in rela-
tionship to economic crashes and depressions, and reported, “It is a well-
known fact that economic crises have an aggravating effect on the suicidal
tendency” (1951, 241). Durkheim noted the rise in suicides in Vienna, Paris,
Prussia, and Germany during periods of economic downturn, arguing that
hard economic times place strains on individuals that could lead them to self-
destruction. Durkheim wrote, “In the case of economic disasters, indeed, some -
thing like a declassification occurs which suddenly casts certain individuals
into a lower state than their previous one. . . . So they are adjusted to the con-
dition forced on them, and its very prospect is intolerable; hence the suffer-
ing which detaches them from a reduced existence even before they have
made trail of it” (1951, 252). Durkheim also analyzed marital status in rela-
tionship to anomic suicide, and reported divorced males and females com-
mit suicide three to four times greater than married individuals, and more
frequently than the widowed. But the question is “why”? Among other pos-
sibilities Durkheim noted that marriage provides a type of immunity from
suicide that is lost with divorce; in other words the “glue” that held individ-
uals together in marriage is no longer present. Durkheim explained this in
the following manner:

Briefly, when conjugal society is dissolved by the death of one of the couple, the
effects of which it had with reference to suicide continue to be felt in part by the
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survivor. Then, however, it is not to be supposed that the same thing takes place
when the marriage is interrupted, not by death, but by a judicial act, and that the
aggravation which inflicts divorced persons is a result not of the divorce but of
the marriage ended by divorce? It must be connected with some quality of the
matrimonial society, the influence of which the couple continue to experience
even when separated. (1951, 263)

Listed are major findings by Durkheim concerning suicide, some of
which have already been cited:

1. Suicide is high among single people and lowest among individuals
with children.

2. There is an inverse relationship between the number of children mar-
ried couples have and the rate of suicide: the rate decreases with each
additional child.

3. Not only are the rates of suicide high during times of economic depres-
sion, they are also high during times of economic prosperity.

4. Suicide is higher among members of the military than it is for the gen-
eral population, and it is higher for those who volunteer for military
service than it is for those who were drafted.

5. Suicide increases with knowledge as result of the attenuating effect
knowledge can have on traditional beliefs (such as religious beliefs).
Traditional beliefs may be supplanted by increased levels of knowing.

Durkheim in the Contemporary

Several of Emile Durkheim’s findings on suicide from over 100 years ago
have stood the test of time, yet other findings have been questioned, failing
to demonstrate long-term viability. Breault and Barkey (1982), Danigelis and
Pope (1979), Gibbs (1982), Gove and Hughes (1980), and Stack (1979) have
offered support for key findings reported by Durkheim. For example, Breault
and Barkley found in their analysis of suicide in 42 nations that strong ties to
family, religion, and nation were associated with low rates of suicide, and
Gove and Hughes reported that living alone was associated with high rates
of suicide. Gibbs echoed Durkheim’s findings on marital status and suicide,
reporting that being married is associated with low rates of suicide. Thus
some research has found ongoing support for the idea that social integration
and social solidarity are related to low rates of self-destruction. Yet other
scholars have questioned some of Durkheim’s findings. Maris (1969) found
little support for Durkheim’s observation that elite occupations have higher
rates of suicide. To the contrary, Maris reported that suicide was more preva-
lent among individuals from lower social strata, a finding supported by Li
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(1972) in research documenting that suicide was more common among indi-
viduals with low levels of education. Since the time of Durkheim’s re search,
Roman Catholics have shown an increase in their rates of suicide. Yang
(1992) and Pope (1976) questioned Durkheim’s conclusions concerning sui-
cide, religion, and social integration suggesting that he employed less than
adequate measures of social integration (a point addressed in the next theo-
ry). This is no minor criticism, since the religion/suicide nexus represents
one of Durkheim’s most famous and important findings. Lester’s (1992) ex -
amination of preliterate tribes found spotty evidence for the relationship of
the degree of social integration and suicide. Based on these studies, it is con-
cluded that Durkheim’s research on suicide receives support, and does not
in other instances. But for our purposes, Suicide represents a strategic and very
im portant step in the direction of sociology becoming an empirical science.
The indebtedness of sociologists to Durkheim cannot be understated, or
underestimated. The next theory is a direct extension on the seminal study
undertaken by Durkheim, putting to the test many of his key findings. The the-
ory is “Status Integration and Suicide” by Jack P. Gibbs and Walter T. Martin.

Jack P. Gibbs and Walter T. Martin:
Status Integration and Suicide

Let’s return to the question exercise. Ask yourselves two basic questions:
“How many statuses do you occupy in your life?” “Do you keep these dif-
ferent statuses in line (are they in accord with one another)?” Other questions
that have probably entered your mind are what is meant by “status,” and
what does any of this have to do with suicide? According to Jack P. Gibbs
and Walter T. Martin, the amount of status integration individuals experience in
society has a great deal to do with self-destruction. The statuses they exam-
ined include age, gender, race, marital status, and occupational status. Gibbs
and Martin hypothesized that individuals who are tightly integrated along all
five statuses (or various combinations of them) have a low probability of sui-
cide, and those persons who have weak status integration will experience
higher rates of suicide. Several examples of different levels of status integra-
tion and suicide are: male and being older; female and high occupational sta-
tus; African American and high occupational status; and, widower and being
elderly. Going through each combination individually, it could be argued
that being male and older can imply weak status integration (recall older
males have high rates of suicide), and becoming older for males often means
weaker ties to society, and therefore greater vulnerability for self destruction.
This conclusion could be reached for females (especially in past years) when
it was rare for them to achieve high occupational status, with status inconsis-
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tency a potential source of suicide. The same argument applies to African
Americans with elite careers. Finally, being a widower and old can also entail
weak status integration and high rates of suicide, since older males who have
experienced the deaths of their wives may have lost an important source of
status integration. Gibbs and Martin focused their research on suicide around
its connection to the degree of status integration found in society, and arrived
at the following postulates (1964, 27):

1. Postulate 1: The suicide rate of a population varies inversely with the
stability and durability of social relationships within that population.

2. Postulate 2: The stability and durability of social relationships within a
population vary directly with the extent to which individuals in that
population conform to the patterned and socially sanctioned demands
and expectations placed upon them by others.

3. Postulate 3: The extent to which individuals in a population conform
to patterned and socially sanctioned demands and expectations placed
upon them by others varies inversely with the extent to which indi-
viduals in that population are confronted with role conflicts.

4. Postulate 4: The extent to which individuals in a population are con-
fronted with role conflicts varies directly with the extent to which indi-
viduals occupy incompatible statuses in that occupation.

5. Postulate 5: The extent to which individuals occupy incompatible sta-
tuses in a population varies inversely with the degree of status inte-
gration in that population.

Operational Definition of Status Integration and Methodology

In testing their theory of status integration and suicide, Gibbs and Martin
were immediately faced with an important challenge, and that was to opera-
tionally define status integration, a term neither felt was adequately clarified
by Durkheim (1964, 14). The authors arrived at what they called “a weight-
ed total integration measure,” which took into account the full and combined
impact of multiple statuses such as age, gender, and marital status on rates of
suicide. This measure allowed for an observable dispersion of scores that
made it possible to separate risks of suicide, depending on the issue under
examination (such as suicide differentials by race and sex). Sources of data
for this research included the Bureau of the Census, Vital Statistics, and doc-
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uments including information on occupations in the United States, all from
the early 1950s (the study also includes international data). Three findings
are covered in this section and they are: occupational integration by sex and race;
measures of the integration of marital status with age, and suicide rates by age; and,
the ratio of suicide rate of widowed to married persons.

One of the findings reported by the authors was a measurement of occu-
pational integration by sex and race. The importance of undertaking this analy-
sis early in their research was that it explicated how their measure of status
integration worked, as well as for the intrinsic value of what this type of infor-
mation would reveal. Gibbs and Martin reported that males had a stronger
measure of status integration for five of eleven occupational categories
(“farmers and farm managers”; “managers, officials and proprietors”; “crafts-
men and foremen”; “operatives”; and, “laborers”) than for females, but that
females had a stronger total-overall weighted measure of status integration. A similar
finding was reported for race, occupational status, and status integration
where whites had stronger status integration in six of 11 occupational cate-
gories (“professional and technical”; “managers, officials and proprietors”;
“clerical and kindred”; “sales workers”; “craftsmen and foremen”; and, “op -
eratives”), but African Americans had a stronger total-overall measure of status occu-
pation (1964, 62). Thus the analysis was able to discern numerical differences
in status integration by race and gender when examining its relationship to
occupational status (one important indicator of status integration).

Gibbs and Martin examined the relationship between age, marital status,
and status integration and found the ages with the highest suicide rates (45–
75+) had the lowest levels of status integration, implying although individuals
were married, as they grew older they experienced less intensive status inte-
gration (1964, 88). In addition, the authors reported the ratio of suicide rate
of widowed to married people was greatest for widowed persons between the
ages of 20–34, when the ratio of integration of married persons to widowed
individuals was very high. This implied strong status integration for married
individuals at younger ages, but far less status integration at the same ages for
those who lost a spouse through death (1964, 99). Gibbs and Martin’s study
is quite extensive and detailed, and consistently found support for their lead-
ing assumption that rates of suicide vary by the degree of status integration in soci-
ety. Yet there are other explanations of suicide that are not necessarily
ground ed in the work of Durkheim, and now discussed.

The Substance of Suicide

As an act, and what some persons might define as the ultimate act, sui-
cide can be extremely difficult to comprehend, and as we will see, for the sur-
vivors of a loved one who has completed suicide, there are many emotions
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and trying times. Two important discussions concerning the meanings of sui-
cide shed some light on what may be going on in the minds of persons who
are contemplating or who have engaged in self-destruction.

Jerry Jacobs (1967) identified 10 phases individuals pass through and
must overcome before they engage in the act of suicide:

1. Problems arise that are overpowering and appear too difficult to
overcome.

2. The problems have developed over time and are not mere isolated
incidents or necessarily of recent origins.

3. Death becomes a way for these individuals to solve their problems.
4. Individuals become increasingly isolated, since they do not believe
they can talk about or share dilemmas with others.

5. In order to move on with their thoughts of suicide, individuals search
for ways to resolve very powerful internal and moral prohibitions
against committing self-destruction.

6. As a result of their perceptions of increasing isolation from others
and the resulting feelings of greater autonomy, individuals contem-
plating suicide are able to overcome the prohibitions.

7. After resolving their prohibitions against suicide, individuals devel-
op rationalizations to justify the act and to minimize other fears they
may harbor concerning suicide. One such justification is that although
they are going to kill themselves, they still place a major value on
life.

8. Individuals arrive at the conclusion that suicide is the answer to their
issues, since the problems they face are not of their doing anyway.

9. In order to alleviate any feelings of guilt or responsibility for their ac -
tions, individuals come to the conclusion self-destruction is the only
solution to their crisis, and have no other choice but to proceed.

10. Suicidal individuals are concerned with what happens to them in the
afterlife, and in order to diffuse the possibility of punishment (in the
afterlife) they pray for themselves, and leave suicide notes asking
others to pray for them as well.

Jack Douglas undertook an analysis of suicide notes that offers addition-
al insights into the meaning of suicide for those persons who have attempt-
ed or completed it. The six patterns of social meaning are (1967, 284–319):

1. A means of transforming the soul from this world to another. In this
instance, suicidal persons have a desire to return to God, or to trans-
form their lives to a different world or existence.



162 The Sociology of Deviance

2. A means of transforming the substantial self in this world, or another
world. Individuals commit suicide in order to draw attention to them-
selves; to prove their worthiness. It is if the individual was saying, “I
am important, so please take notice of me.”

3. A means of achieving fellow-feeling (self-pity). In this case individuals
commit suicide because they feel sorry for themselves, and they envi-
sion how they will appear to others in the coffin.

4. A means of obtaining revenge by blaming others for one’s death.
Suicide is completed to get even with others, perhaps to get even with
bullies at school, or a partner who has just ended a romantic relation-
ship. Clearly, blame for the suicide is being placed on other people,
possibly to make them feel guilty and terrible over the death.

5. A means of escaping the responsibilities of continued life. In this sce-
nario suicide is an alternative to facing up to problems in life, which
can include financial difficulties and marital issues. Rather than contin-
ue to confront these problems, the individual opts for self-destruction.

6. A means of self-destruction after killing another person. Although rare,
this is suicide that occurs after a murder has been committed, such as
when a husband murders his wife and then takes his own life.

Warning Signs of Suicide and Depression

In concluding this chapter, attention is directed toward practical and
important information concerning suicide: warning signs of suicide and de -
pression. The data for both discussions is derived from The American Assoc i -
ation of Suicidology, January 2007. IS PATH WARM is a mnemonic that can
be used to remember warning signs of suicide. The letters stand for:

I=Ideation S=Substance Abuse
P=Purposelessness
A=Anxiety T=Trapped H=Hopelessness
W=Withdrawal A=Anger
R=Recklessness M=Mood Change

The aforementioned warning signs of suicide are frequently associated
with depression, which is the most common mental disorder in the United
States. The common symptoms of depression that are present almost every
day, for a two-week period include:

1. depressed mood, such as feeling sad or empty
2. lack of interest in previously enjoyable activities
3. significant weight loss or gain
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4. insomnia or hypersomnia
5. agitation, restlessness, and irritability
6. fatigue or loss of energy
7. feelings of worthlessness, hopelessness, or guilt
8. inability to think or concentrate, or indecisiveness
9. recurrent thoughts of death
10. recurrent thoughts of suicide ideation
11. a suicide attempt or plan for completing suicide

Whereas the above represents the most common symptoms of depres-
sion, the next is a list of symptoms of individuals who are depressed, and
who are at risk of committing suicide:

1. hopelessness
2. rage, uncontrolled anger, and seeking revenge
3. acting reckless, or engaging in risky activities, without necessarily
thinking

4. feeling trapped, and there is no way out
5. increasing substance abuse
6. withdrawing from friends, family, and society
7. anxiety, agitation, and inability to sleep, or sleeping all the time
8. dramatic mood changes
9. expressing little reason for living
10. feeling no sense of purpose in life

The American Association of Suicidology has also identified verbal and
behavioral clues to suicide. Verbal clues would include direct messages such as “I
am going to commit suicide” and “I don’t want to live anymore.” Indirect mes-
sages would include “Life isn’t worth living” and “Soon it won’t matter any-
more.” Behavioral clues include many of the issues addressed when discussing
individuals at risk of suicide, and: loss of energy; recent lack of concern for
physical appearance; communication difficulties; and, giving away prized
possessions. Other behavioral clues for suicide are: a drop in school grades
and work performance; making final arrangements, in particular making a
will; and, previous suicide attempts (80% of persons who have completed
suicide have attempted it previously). It is noted that great caution is to be
exercised in applying the information on clues and symptoms to individuals
we fear may be considering self-destruction. One of the clues or symptoms
alone may not be sufficient to drive a person to the point of committing sui-
cide. A number of the clues or symptoms combined may be indication that
individuals may be in need of intervention.
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In Recognition: Jack P. Gibbs

Jack P. Gibbs has one of the most distinguished careers of any sociologist
of the last half century. Dr. Gibbs has well over 170 publications, including
scholarly articles in refereed academic journals, and books. One hundred-
seventy is incredibly hard to fathom and attests to Dr. Gibbs commitment to
sociology, and to the pursuit and expansion of knowledge. The depth and
breadth of his publication record is amazing, with articles and books on sui-
cide, status integration, research methods, societal reaction to mental illness,
urbanization and technology, sociology of law, criminal deterrence, concep-
tions of deviant behavior, capital punishment, social control, and terrorism
(and this is just the tip of the iceberg). Dr. Gibbs has received many honors
and recognitions over the course of his career, as a student and professional.
He graduated with honors from Texas Christian University in 1950, and over
the course of his graduate studies was a Fulbright Scholar, and was awarded
a Carnegie Fellowship. His professional awards and recognitions are too
many to mention, but extended across major positions in academic societies
and organizations, including the American Society of Criminology, the
National Research Council, and editorial boards on several major scholarly
journals. Dr. Gibbs held faculty and research positions at the University of
California, Berkeley; the University of Texas, Austin; Washington State
University; the University of Arizona; and Vanderbilt University. Dr. Gibbs
was chair of the Department of Sociology at Washington State University and
Chair of the Department of Sociology and Anthropology at Vanderbilt. In
addition, Dr. Gibbs held visiting professorships at other American Uni ver -
sities, as well as internationally. But it is his work, his long and distinguished
career with so many important contributions to the study of deviance and
sociology that will be remembered, honored, and respected for decades. Jack
P. Gibbs is a giant of his time.

SUMMARY

Suicide is a worldwide phenomenon that largely affects young persons
and the elderly. Across nations, with few exceptions, males complete suicide
far more than females, and females attempt it more than males. The World
Health Organization has reported that the poorest regions of the world have
the highest number of suicides, but in some instances, it is the better off eco-
nomically, especially males who are most prone to taking their own lives. In
the United States, suicide is relatively uncommon among African-Americans
and Latinos, but high for Native Americans and Alaska Natives. Rates of sui-
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cide vary across regions of the United States. Areas of the country that are
sparsely populated and with fewer resources to prevent suicide are at higher
risk of self-destruction among their populations, and college-age students ex -
perience serious issues with suicide, a problem that has existed for decades.
Sociological theories of suicide tend to echo the work of Emile Durkheim,
and focus on the roles of social integration and social solidarity as explana-
tions of self-destruction. Although sociological theories of suicide place heavy
emphasis on social causes and correlates involved in this tragic act, a num-
ber of experts trace the roots of suicide to depression, which in the psycho-
logical and psychiatric sciences is often considered the powerful force in the
decision to end one’s life.



Chapter 10

CRIMINAL BEHAVIORS

CASE STUDY: RICHARD KUKLINSKY

Think about this for a moment. An individual who does not drink alco-
hol; does not gamble; spends time with his wife and family; owns a

home and is living out that part of the American dream; makes a good
income; and has been able to achieve much in life on an eighth-grade edu-
cation. Without knowing a great deal about this individual, it might be easy
to conclude he is a person to admire and respect. Take another look. He was
Richard Kuklinsky, hired killer. The home, income, and wonderful family all
were supported via killing people for money. The guy next door was no
model citizen after all. He killed for five figures, often at the higher end of
that dollar amount, and he also trafficked in drugs and pornography, appar-
ently to the total naiveté of his wife, and to those who resided close to him.

The question becomes “why,” “why would anyone kill for profit?” A look
into the past of Kuklinsky holds keys to that question. As a youngster grow-
ing up in New Jersey, he was skinny and quite frequently was bullied, until
one day he had enough, and the tables were turned. When attacked by a
group of bullies, Kuklisnky returned the favor and physically hurt those who
were once again attempting to injure him. He became the hunter in stead of
the hunted. In his own words, he said “it was better to give then to receive.”
His parents were also abusive to him: to what would become one cold-blood-
ed and callused human being. By age 18, he committed his first homicide by
beating to death another individual with a pool stick after an argument that
ensued while playing pool. That murder was just the beginning, and by the
time he was arrested in the 1990s. he had killed over 100 individuals, only
now he wasn’t killing out of pure anger; he was killing for money. The means
he used to murder people were brutal, and included the use of cyanide,
firearms, stabbing, beating, and dismembering people after he had murdered
them. He was called the “Iceman” because on occasion he would put a corpse

166
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in an industrial freezer until he felt it was time to dispose of it. In one instance
he waited two years to remove a corpse from the freezer.

Kuklinsky’s reputation in the criminal underworld brought him much
business, becoming the “turn-to” guy when someone or an organization want-
ed another person killed. One such organization was the notorious and vio-
lent Gambino crime syndicate out of New York City, a mafia family that need-
ed no help in pulling off murders, but who would turn to Kuklinsky because
he was effective and seemingly invincible. But that invincibility would slowly
come to an end by the time Kuklinsky was approaching age 50. Kuklinsky
murdered several of his business associates, drawing the attention of law
enforcement. The state of New Jersey united with, and formed a federal task
force, and a federal agent, Dominic Polifrome went undercover and befriend-
ed Richard Kuklinsky, wearing a wire and having his conversations with
Kuklinsky recorded. Polifrome was posing as a “wise guy” out of New York
City, but after some months, the task force became concerned that Kuklinsky
was aware of Polifrome and was going to kill him, and the decision was made
to arrest Kuklinsky on the basis of evidence collected from the electronic sur-
veillance. Kuklinsky was eventually sentenced to life in prison where he died
at the age of 70 in March 2006. During his reign of terror, he continued to live
in New Jersey with his wife and three children, unsuspected by anyone who
knew him that he was one of America’s most notorious killers.

Criminal Deviance

Richard Kuklinsky is one example, albeit one very violent and media
noteworthy example of criminal deviance. The great majority of criminality
is not anything like the situation involving Kuklinsky, and even the great
majority of violent crimes, including homicides, are a far cry from those in -
volving Richard Kuklinsky. So why even discuss Kuklinsky in this chapter?
We will return to that question later.

Criminal deviance includes many types of acts in violation of the crimi-
nal law, including crimes for which we are most familiar, such as homicide,
assault, rape, theft, and drug trafficking. But it also includes the most finan-
cially costly and devastating criminal activities, usually subsumed under the
labels “white-collar crimes” and organized crime. In this chapter attention is
directed at two major types of criminal deviance: violence and property offenses.

Violent Criminal Deviance

This section will focus on the following violent crimes: homicide; rape;
and the “abuses,” with emphasis on child abuse. It begins with an overview
of violence in the United States.
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Violence in America

The good news is that the rate of violence in the United States has been
decreasing for two decades. Even given this positive trend, America remains
the most violent of civilized societies on earth. Total violent crime decreased
from 1993 to 2011 and this means there were decreases in the rates for homi-
cide, rape, assault and robbery (www.ojp.usdoj.gov 2012).

There are several explanations for the decreases in rates of violence, and
some are offered here. First, during most of the 1990s, the unemployment
rate was around 4 percent, as low as it had been in 30 years. Lower rates of
unemployment are believed by some experts to be associated with decreas-
es in violence (Reiman, 2007). Second, there was an apparent end to turf wars
related to drug trafficking. The argument is that drug dealers killed each
other off, and as a result, there is now a stable drug trade within areas once
characterized by turf wars, fueled by the illegal drug industry (U.S. News and
World Report, 1996). Third, Alfred Blumstein (2000–2001) cited the impor-
tance of the discontinued widespread use of crack cocaine because of its dan-

Figure 10.1. Violent and Property Victimization, 1993–2013. Adapted from the Bureau of
Justice Statistics.
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gerous effects, and crack itself was related to abundant inner-city youth gang
violence.

In addition, Blumstein noted the reduction in the availability of hand-
guns occurring as a result of police suppression strategies, and community
outcry concerning youth and firearms. Last, Blumstein identified the
improved economy that created legitimate job opportunities for many young
people, employment opportunities that kept many youth from wandering
into the destructive life of street gangs.

Homicide: Race

The rate of homicide decreased steadily from 1993 to 2003, and has lev-
eled off since then. But how does the rate of homicide break out by race, gen-
der and age? Starting with race, there are differences in homicide victimiza-
tion and offending by race. In both instances, the rates are greater for African
Americans, but for both categories, the rates of victimization and offending
have decreased for most of the past twenty years. It must be emphasized that
homicide is an intraracial act, in which 84 percent of white victims are killed
by whites, and 93 percent of African American victims are killed by African
Americans (www.ojp.usdoj.gov, 2011). However, the data on homicide by
race show that the homicide rate is six times greater for African Americans
than it is for whites, and from 2002 to 2011 the highest homicide rate for
African American males was nine times greater than the highest rate for
white males (www.ojp.usdoj.gov, 2013). Additional data on homicide by race
includes (www.ojp.usdoj.gov, 2007; www.ojp.usdoj.gov, 2013):

• From 2002 to 2011 the homicide rate among African Americans
decreased by 19 percent. It decreased by 17 percent for whites.

• African Americans are less likely than other Americans to be mur-
dered at the workplace, to be victims of sex-related crimes, and to be
murdered by poison.

• Almost all murder involves either white or African Americans, with
approximately 51 percent of homicide victims being African
American, and 47 percent white. Nearly 46 percent of murderers are
white, but 52 percent are African American.

• In 2011, there was missing information for 40 percent of African
American homicide offenders compared to 23 percent for white homi-
cide offenders. (The calucation for Latino offenders was not made due
to missing data on ethnicity.) There was missing homicide offender
information for 20 percent of persons identified as American Indian,
Native Alaskan, Asian, Native Hawaiian, or other Pacific islander.
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• Stranger homicides are more likely to be interracial than homicides
involving either friends or acquaintances.

• The greatest percentage of multiple murder victims and offenders are
whites.

Homicide: Age

One of the tragedies associated with homicide is age. Younger Americans
kill; younger Americans get murdered. The 18 to 24 and 25 to 34 year old age
groups are most prone to to homicide victimization, and to homicide offend-
ing. Next is 35 to 49, and the 50 and older, and under 17 age categories are
the lowest for both homicide victimization and offending. From 2002 to 2011,
the rate of homicide decreased substantially for both African American
males and females. However, the differences in rate between younger whites
and younger African Americans (20 years of age and younger) for both gen-
ders remained significant, peaking at 100 per 100,000 for African American
males and nearly 12 per 100, 000 for African American females. The peak
rates for younger white males and females during this same period (2002 to
2011) were 11 per 100,000 and for younger white females it was three per
100,000.

Other data on age and homicide includes (www.ojp.usdoj.gov, 2007,
2011):

• The average age of homicide victims is slightly under 33, and the aver-
age age of homicide offenders is just under 29.

• Young homicide victims are more likely to know their assailants than
older victims.

• 24 percent of the victims of gang-related murders were under the age
of 18, and 69 percent of the victims of gang-related murders were
between ages 18–34.

• 28 percent of gang-related murders were committed by youth under
age 18, with 70 percent for ages 18–34.

• juveniles accounted for a relatively large number of people killed in
sex-related murders (18%), victims of arson (28%), poison (29%), and
being killed by family members (19%).

Homicide: Gender

Whereas homicide tends to be the business of younger individuals, it is
also the purview of males. According to the Bureau of Justice Statistics, the
homicide breakout by gender is (www.ojp.usdoj.gov, 2011):
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• Male offender/male victim: 68 percent of all homicides
• Male offender/female victim: 21 percent of all homicides
• Female offender/male victim: 9.0 percent of all homicides
• Female offender/female victim: 2.0 percent of all homicides

Males have higher rates of both homicide offending and victimization,
and consistent with that reported previously, the rates for both victimization
and offending decreased for males from 1980 to 2008, with the leveling-off
effect occurring for victimization from about 2005 to 2008. Both homicide
offending and victimization rates for females decreased steadily from 1980 to
2008 (www.ojp.usdoj.gov, 2011).

Additionally, homicide data from 1980 to 2008 by gender reveals
(www.ojp.usdoj.gov, 2011):

• In 2008, males were seven times more likely than females to commit
murder. This is down from 10 times in 2005.

• Sixty-four percent of female victims of homicide were killed by an inti-
mate and a higher percentage of males than females were killed by
family members. Females represented 82 percent of victims in sex-
related homicides.

• Ninety-four percent of victims in gang-related homicides were males
and 90 percent of victims in drug-related murders were males.

• Fifty-six percent of male victims of homicide were killed by an
acquaintance and 29 percent of females were murdered by someone
they knew.

• Eighty-three percent of male victims of homicide were killed by a
firearm. The figure for females is 17 percent.

Figures 10.2, 10.3, 10.4, and 10.5 detail longitudinal trends in homicide
rates overall, and by sex, race, and age.

Serial Killings

John Wayne Gacy, Jeffrey Dahmer, Theodore Kaczynski, Ted Bundy,
and Dennis Rader. These are just some names you may recall, or might have
heard about. What do they have in common? Mayhem. They are all serial
killers who have captured the fancy of Americans and the media. The media
jumps on every serial killing, and helps in shaping the perception that serial
killings are a dominant form of murder; that they comprise a significant per-
centage of all murders in any one year. Nothing could be further from the
truth. Maybe, at the most, serial killings comprise 4 percent of total homi-
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Figure 10.2. Homicide Victimization Rates, 1950–2010. Adapted from the Bureau of
Justice Statistics.

Figure 10.3. Homicide Rates by Sex, 1992–2011. Adapted from the Bureau of Justice
Statistics.
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Figure 10.4. Male Homicide Rates, by Victim Age and Race, 2002–2011. Adapted from
the Bureau of Justice Statistics.

Figure 10.5. Female Homicide Rates, by Victim Age and Race, 2002–2011. Adapted
from the Bureau of Justice Statistics.
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cides in a year, and it is easy to understand why the media is so enamored
with them. One, maybe two or three people kill up to a dozen people or
more over an extended period of time, and this becomes call for intensive
media scrutiny and reporting, not only of the killers and their victims, but of
the police who so often seem to be baffled by who has committed such atroc-
ities. But what exactly is serial killing, and who undertakes such horrible
crimes?

It is common to conclude that serial killing is the purview of mentally
deranged individuals, and therefore an area to be addressed by the psycho-
logical sciences. Two sociologists, James Alan Fox and Jack Levin (2005),
have examined serial killers through the twentieth century, and identified
patterns and trends that cut across these type of violent offenders. As their
first step, Fox and Levin defined serial killing involving “a string of four or
more homicides committed by one or a few perpetrators that spans a period
of days, weeks, months or even years” (2005, 31). Given this definition, the
authors identified 558 serial killers, and understanding that at times serial
killing involves multiple murderers, Fox and Levin discovered 494 unique
individuals or partnerships existing in the United States during the twentieth
century. Their research revealed (2005, 36–41):

• 86 percent of serial killers were male.
• 82 percent of serial killers were white.
• 41 percent of serial killers were between the ages of 20–29, and 29 per-
cent were between the ages 30–39.

• 81 percent of serial killers acted alone, and 12 percent involved multi-
ple offenders.

• the major victim preference for male serial killers was women.
• the major victim preference for female serial killers was family mem-
bers, or patients in nursing homes or hospital settings.

• there were between 120–180 serial killings in the United States annu-
ally, a far cry from the annual estimate of 3,500–5,000 reported by the
media.

• 73 percent of serial killings occurred locally, meaning confined to the
same general area, city, or state. 16 percent were regional occurring
across contiguous states, and 11 percent were national, such as in the
case of Ted Bundy, who moved across the nation killing college coeds.

• serial killing peaked in the 1980s, and has dramatically decreased
since then, following the pattern of homicides in general.

Based on the research by Levin and Fox, this author has arrived at the
conclusion that serial killers cannot be pigeonholed or cast typed, and that
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serial killers look just like you and me: they have jobs; they have families;
they are community and church leaders; they are our neighbors; they mow
their yards and take out the trash; they are Boy Scout and Girl Scout leaders;
they go to church on Sundays; and, they kill on the side. 

Rape as Violent Crime: Defining Rape

Rape is defined here as an act of violence, be it stranger rape, acquaintance
rape (i.e., spouse rape; date rate), and even attempted rape. As the title of the
groundbreaking book Against Our Will: Men, Women, and Rape (1975) by
Susan Brownmiller suggests, rape is an act against the will of victims. Going
one step further, rape is conceptualized here as not only including the
unwanted sexual penetration of another human being, but also as acts of vio-
lence that may fall short of penetration, such as forced petting, touching of
the genitals, and physical and emotional dominance and control over others
that may result in some type of harm to victims (identified later in this sec-
tion). So a broad-based definition of rape is used knowing that statistics on
rape often reflect and include forced sexual penetration. But the point being
made cannot be lost, and that is rape is an act of violence.

Rape Data

The National Crime Victimization Survey (NCVS) that is conducted by
the United States Department of Justice and the United States Bureau of the
Census reported there were 300,100 rapes in 2013, down from 346,830 in
2012. However, in 2004, there were 255,770 rapes according to the NCVS.
These figures are much higher than that documented by the Federal Bureau
of Investigation, which typically places the figure between 80,000 to 90,000
rapes each year (www.ojp.usdoj.gov, 2013; www.fbi.gov, 2012). According to
the Rape, Abuse and Incest National Network or RAINN (2009), out of
every 100 rapes only 32 are reported to the police, a mere seven result in
arrest, three rapes are referred to prosecutors, two lead to a conviction, and
only two rapists will be incarcerated in prison. But how are we to interpret
or to comprehen 300,000 or so rapes each year? How can this be placed into
words that may better sensitize us to this violent act? According to Rape in
America (1992) and the Rape Abuse and Incest National Network-RAINN
(www.rainn.org, 2009):

• Nearly 18 million women have been the victims of attempted or com-
pleted rape. This translates into one out of every six women having
been the victim of an attempted (2.8%) or completed rape (14.8%) in
their lifetime.
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• Approximately 3 percent of males or one in every 33 men have been
the victim of an attempted or completed rape.

• RAINN estimates that in 2012, there were 17,342 pregnancies as a
result of rape.

• There is one sexual assault every 107 seconds in the United States.
• During the period 1993 to 2013, there was a 50 percent decrease in
sexual assaults. Had the rate of rape in 1993 continued to 2013, then
there would have been nearly 10 million rapes over that 20-year span.
Instead there were slightly over 4.2 million rapes.

• It is difficult to know precisely the percentage of sexual assaults that go
unreported. However, please keep in mind that based on what was
documented above, in recent years the Federal Bureau of Investigation
reported about 85,000 rapes annually and the NCVS approximately
300,000 rapes. If this is accurate, then law enforcement does not come
into contact with or know about 215,000 rapes annually. Another way
of stating this is that official estimates may miss over 70 percent of all
sexual assaults in one year.

One very important question is “who” rapes? The data strongly suggest
victims and offenders frequently know each other. According to the National
Intimate Partner and Sexual Violence Survey or NISVS (2010), 51 percent of
women surveyed reported they were raped by an intimate partner and near-
ly 41 percent by an acquaintance. Fifty-two percent of males interviewed
responded they were raped by an acquaintance, while 15 percent were raped
by a stranger. The study also reported that 80 percent of female victims of
completed rape experienced their first rape by age 25, but 42 percent experi-
enced their first rape years earlier prior to age 18. Twenty-eight percent of
male victims of completed rape experienced their rapes by age 10 or younger.
What is more, 22 percent of African American women, 19 percent of white
non-Latino women and 15 percent of Latino females experienced rape dur-
ing their lifetimes. Twenty-seven percent of Native American and Alaska
Native women surveyed reported being raped during their lifetime, with the
percentage 33 percent for women identifying themselves as multi racial non-
Latino. When it comes to males, NISVS reported just under two percent of
white non-Latino males had been raped during their lifetimes. Shifting the
focus from completed rape to sexual assault, the study found that 26 percent
of Latino males and 32 percent of multiracial non-Latino males had experi-
enced sexual violence other than rape during their lifetimes (no data was pre-
sented for Native American or Alaska Native males). Sexual assault is much
more than numbers and attention now turns to the consequences of rape.
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The Consequences of Rape

It is one thing to banter around numbers and data concerning rape; howev-
er, it is another issue to discuss its consequences. Rape victims face physical and
health behavioral, psychological, and social consequences that can be life-chang-
ing and even life-threatening. It is to these issues attention is now directed.

Physical and Health Behavioral Consequences of Rape

Rape is first and foremost an act of violence. It entails physical struggles
on behalf of victims that often result in increased anger and hostility from
assailants. Rapists are violent individuals who brutalize, humiliate, and den-
igrate their victims. Listed are some of the physical consequences of the act
of rape (www.rainn.org, 2006; 2009):

• Victims of rape are more likely to have sexually transmitted diseases.
• As previously noted, over 17,000 pregnancies occurred as a result of
rape in 2012

• The long-term consequences of rape include chronic pelvic pain, back
pain, and severe headaches. In addition, over time the victims of rape
may experience facial pain, disability preventing work, gastrointesti-
nal disorders, and premenstrual syndrome.

• Rape victims run the risk of engaging in unprotected sex, may have
earlier initiation into sexual behavior, and often have multiple sexual
partners.

• Victims of rape may turn to drug and alcohol abuse as means of cop-
ing with and escaping the realities of the event of rape.

Psychological Consequences of Rape

Rape has both immediate and long-term psychological consequences. It is
an act of violence that portends lengthy and serious emotional problems for
its victims. Rape is more, much more than an act of physical violence that
begins and ends with harms done to the body. Rape can have devastating
and life-changing effects on the self-concepts and personalities of its victims,
and some victims of rape never fully recover, in the emotional sense. Listed
are several immediate consequences of rape (RAINN, 2007):

• Shock
• Denial
• Fear
• Confusion
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• Guilt
• Withdrawal
• Emotional attachment
• Flashbacks
• Distrust of others
• Anxiety

In addition to the immediate aftermath of rape, there are also longer-term
psychological consequences, and these can include (RAINN, 2006):

• Depression
• Attempted or completed suicide
• Alienation
• Overeating/vomiting

Social Consequences of Rape

Rape carries with it its fair share of social consequences. Not only will vic-
tims face physical and emotional trauma, they may also experience life-alter-
ing changes in all types of interpersonal relationships that include (RAINN,
2007):

• Strained relationships with family members, friends, and intimate
partners.

• Less emotional support from family members, friends, and intimate
partners.

• Less frequent contact with family and friends.
• Lower likelihood of marriage.

Abuse as Violence

When the author of this text was in high school, he was friends with a
rambunctious (some would say rebel) young man who was frequently in
trouble with school officials, and even sometimes with law enforcement. This
teenager, who is called Slim here, was essentially a good youngster, but one
whose wild streaks would seemingly not go away, and an individual who not
only liked to get into fistfights, but who was good at them. For this he gained
quite a reputation, somewhat like the old west gunslinger who other
“slingers” would seek out for the gun battle at the O.K. Corral. Slim rarely
lost a fight, and on the face of it appeared to enjoy living on the wild side.
But many years later I spoke with Slim, and he told me something I never
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knew about his earlier years, and that is his father physically abused him as
a young boy, and even into his teenage years, until Slim was big enough to
fend him off. The abuse was more frequent than not, and my long sought-
after question about why Slim could be mean was finally answered: he was
abused, and he would take this out on others.

There are several types of abuse, all of which can be further subdivided
into additional categories. The types of abuse are physical, sexual, emotion-
al, and psychological abuse. Abuse is also conceptualized as child abuse,
spouse or partner abuse, and elder abuse. These later types of abuse can
involve the aforementioned types, such as physical and sexual abuse, there-
fore abuse of children (to use an example) can entail sexual and physical
abuse, as well as emotional abuse and neglect. This section will cover child
and spouse/partner abuse, and begins with a discussion of child abuse data.

Child Abuse

Each semester the author of this text (referred to in the first person for
the rest of this brief discussion) will ask his students the following question:
“how many of you received corporal punishment as a frequent means of dis-
cipline from your parents or guardians when you were growing up?” The key
to this question is the word frequent. I explain what I mean by “frequent”
before students raise their hands (of course, answering the question is com-
pletely voluntary). My operational definition of frequent is: the majority of
the times students violated their parents/guardians rules and got caught, they
received some form of corporal punishment. Rather than predetermining
what I am referring to as “corporal punishment,” I let students first raise their
hands to the question, and then I ask them what the punishment entailed.
Normally, corporal punishment includes use of the belt or some close fac-
simile, the use of hands, and in some instances, fists. The great majority of
my students, who are between ages 20–22 indicate they received corporal
punishment, and frequently. But my next question takes students by surprise
and it is: “what would you say if I told you that in some circles the corporal
discipline you received, frequent or not, is considered a form of child
abuse?” The normal reactions are rolling the eyes, and looks of surprise. As
discussed previously, abuse can be difficult to define, and perhaps this is
most true for child abuse. Whereas some people may define corporal pun-
ishment as abuse, others may see it as the way to keep their kids in line; walk-
ing the straight and narrow. Remember in the first chapter when discussing
the Hutterites, it was stated that corporal punishment is common, and is said
to be proclaimed by the Bible. Yet none of my students are Hutterites, and
most did receive physical discipline when they were younger. But consider
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the following examples of physical abuse of children that are encountered by
the police, child protective services workers, and other professionals:

• Punching
• Kicking
• Scratching
• Beating with an object (i.e., belt, broom, shovel)
• Burning children with matches, by pacing their hands or feet on a hot
stove, or placing parts, or all of their bodies in hot or scalding water

• Choking
• Suffocating with pillows or hands over the face
• Drowning, or nearly drowning children
• Murder or attempted murder

But how can child abuse be defined? There are differing opinions on
what exactly constitutes child abuse; however a standard definition is found
in the Child Abuse Prevention and Treatment Act (CAPTA), amended in
2010 and is cited below (Child Maltreatment, 2013):

Any recent act or failure to act on the part of a parent or caretaker which results
in death, physical or emotional harm, sexual abuse or exploitation; or an act or
failure to act; or an act or failure to act, which presents an imminent risk of seri-
ous harm.

James Garbarino and James Eckenrode (1997) define child abuse as
developmentally inappropriate actions against children that include four cri-
teria:

• the intention of the actor
• the act’s effect on the child
• an observer’s value judgment about the act
• the source of the standard of the judgment

Keeping our focus on physical abuse, Garbarino and Eckenrode proceed
to define it as “the inappropriate and developmentally damaging use of
force.” The authors conceptualize child abuse of any kind as maltreatment,
including actions, or the lack thereof, that impede normal human growth and
development. We will return to Garbarino, Eckenrode, and other scholars
after addressing the issue of child abuse data.
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Child Abuse Data

An important question is “how much child abuse is there?” In 2013, there
were 679,000 (rounded) official cases of child abuse and neglect in the 50
states, the District of Columbia, and the Commonwealth of Puerto Rico. This
represents a decrease of 23,000 cases, down from 702,000 reported in 2009.
The rate per 1,000 children in the population also decreased from 9.3 in
2009 to 9.1 in 2013 (Child Maltreatment, 2013). There was an increase in the
overall rate of children who received a response from Child Protective
Services (CPS). From 2009 to 2013, the increase was from 40.3 to 42.9 per
1,000 children in the population. It is to be noted that the figures above
(679,000 and 9.1) represent cases that were substantiated after CPS investi-
gations (2013, ii). However, there were nearly four million children who
received CPS investigations, with approximately 17 percent (679,000)
declared to have been victims of child abuse and neglect. In addition, there
were 1,484 deaths as a result of child abuse and neglect, down from 1,685 in
2009 (2013, x). Of course, this information represents official counts, and offi-
cial or government-based counts are typically underestimates, and significant
underestimates at that (for example, the FBI annual reports on crime under-
estimate crime by as much as 60 percent, and the federal government report-
ing on poverty may miss the actual number of poor by as much as half, or
more). It is important to note in 2013 there were just under 73 million chil-
dren under age 18 in the United States, the District of Columbia, and Puerto
Rico (2013, 21). This does raise a significant fact, and since there were
679,000 substantiated cases of child abuse and neglect in 2013, this could
mean there were many cases that never came to the attention of CPS or
other official agencies. One other way of approaching the issue of reporting
accuracy is even if the total number of substantiated cases of child abuse and
neglect in 2013 is doubled to about 1.4 million, that still leaves approximate-
ly 72 million children under 18 who may not have been victims of child mal-
treatment.

Rates of child abuse victimization vary by age, with the highest rate 23.1
per 1,000 children who are less than one. After that, the rate generally drops
for every age, with the lowest rate 3.5 per 1,000 children for youth 17 years
old. From age one to age 17, the decline in rate was from 11.8 to 3.5, with the
one very slight exception occurring from age three to age four when the rate
increased from 11.0 to 11.1 (2013, 22). Child abuse also varies by race, with
the highest rate for African Americans, 14.6 per 1,000 children. Latino chil-
dren had a rate of 8.5 and white children 8.1. The lowest reported rate, 1.7
was for Asian children under 18 years of age. (2013, 40).
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But what about the perpetrators? Who are these sordid individuals, and
what is their relationship to the victims? According to Child Maltreatment
(2013, 66), biological parents constituted 89 percent of perpetrators, 3.7 per-
cent were stepparents and less than 1 percent were adoptive parents. An
additional 7 percent of perpetrators were parental in nature, but the specifics
were unclear. Dissecting the perpetrator-victim relationship further, 64 per-
cent of perpetrators were between ages 25 and 44, with over 40 percent
between 25 and 34. Forty-nine percent of perpetrators were white, 20 per-
cent African American, and 20 percent Latino. The remaining 11 percent
included race/ethnicity unknown (7 percent), multiple race (1.3 percent),
Native American or Alaska Native (1.2 percent), Asian (1.0 percent), and
Pacific Islander (0.2 percent). Males accounted for 88 percent of sexual
abusers, and 76 percent of perpetrators who medically abused children were
women. When it came to physical abuse, the percentages between men (49.6
percent) and women (48.2 percent) were nearly identical (2013, 65). The
same finding held for the percentage of victims by gender, with 49 percent
being boys and 51 percent girls (2013, 22).

Figure 10.6. Child Victimization Rates, 2009–2013. Adapted from Child Maltreatment
2013.

Figure 10.7. Child Fatality Rates per 100,000 Children, 2009–2013. Adapted from Child
Maltreatment 2013.

Figure 10.8. Child Fatalities with Selected Caregiver Risk Factors, 2013. Adapted from
Child Maltreatment 2013.
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It is one thing to abuse and neglect children without this resulting in
death; it is another reality when abuse crosses the line, with the consequence
being child death. Before examining data on this topic, another experience
from the life of the author of this text is reported (again with reference to the
first person).

When I was in my mid-thirties, I attended a funeral of a child who had
been killed by her mother. I had been friends with her husband and had seen
him only on occasion since our early twenties, when we were in college togeth-
er. His first marriage ended in divorce, and my friend who will be called Stu
(not his real name) eventually remarried, and had a son through his second
wife. One evening while Stu was not at home, the mother of the toddler son
was giving him a bath and began drowning him, and while doing so she beat
his head up against the bathtub, causing serious brain damage. Apparently, the
mother had become extremely frustrated with her infant son’s reluctance to be
bathed, and lost all control over her emotions and reasoning. This was an
absolutely terrible situation since “Stu” not only lost a son through a horrible
crime, but also lost his wife (who killed him) to prison. Fortunately, the death
of children from child abuse is relatively infrequent, but in terms of the rela-
tionships involved, is quite similar to the tragedy just discussed.

As previously noted, in 2013, there were 1,484 reported deaths as a result
of child abuse and neglect, with boys making up 58 percent of the victims
and girls 42 percent. The findings concerning the relationship of perpetrators
to their victims is consistent with what is previously known. Seventy-nine
percent of the deaths were contributed to the actions of parents acting indi-
vidually, together, or with others. Over 250 (17 percent) of child fatalities
were the result of individuals who were not related to the victims, with the
remaining 4 percent of perpetrators classified as unknown. The analyses by
race and ethnicity revealed that 39 percent of child fatalities were white chil-
dren, 33 percent African American children, 14 percent Latino children,
with the remaining 14 percent spread across other groups such as multiracial
and Native American children. However, the rate per 100,000 children in the
population showed that African Americans have the highest rate of child
fatalities, 4.52, three times greater than what was reported for white and
Latino children (2013, 56).

Often child fatalities resulting from abuse and neglect have multiple
causes. By far the biggest cause of child fatalities is neglect (71%) followed by
physical abuse (47 percent), “other” (23 percent), and medical neglect, 9 per-
cent. Less than 3 percent of child fatalities occurred as a result of psycholog-
ical abuse, sexual abuse, an “unknown” combined. Once again, these num-
bers are greater than 100 percent if totaled, this being attributed to two or
more types of maltreatment substantiated as the causes of the deaths (e.g., a
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death occurring as a result of both neglect and physical abuse). And care-
givers themselves may be at risk of engaging in child abuse and neglect.
Three risk factors related to poverty, public assistance, domestic violence,
and financial problems are reported to have an association with child fatali-
ties resulting from abuse and neglect. Twenty-six percent of child fatalities
were associated with caregivers who were receiving welfare (e.g., Temporary
Assistance for Needy Families; Medicaid), 15 percent of the fatalities were
related to caregivers either being the perpetrators of or victims of domestic
violence, and 9 percent of the deaths were connected to caregivers being at
risk of having financial problems that made it difficult to provide for the min-
imum needs of families (approximately one-half to two-thirds of all states
reported data on caregiver risk).

Emotional Abuse of Children

James Garbarino has studied child abuse for over three decades, and has
examined all types of child abuse, including the emotional abuse of children,
which is the focus of this discussion. Garbarino has identified five types of
emotional abuse which can occur individually, or in combination with each
other (1978). The first type of emotional abuse of children is rejecting, which
involves denying the child’s self-worth. Rejecting is when parents or
guardians convey to their children that they are no good, or they are failures.
Remember Robert Hanssen? His father did this to him throughout his life,
even as an adult, but the damage to Robert was apparently sufficient by the
time he had graduated from high school. Isolating is the second type of emo-
tional abuse, and it entails cutting the child off from the social world, or pre-
venting children from developing and engaging in productive and positive
social relationships with other children. Garbarino’s third type of emotional
abuse of children is terrorizing, or verbally abusing children. When parents or
guardians engage in this type of abuse, they create a climate of fear and total
intimidation. Terrorizing may take the form of screaming or verbal manipu-
lation and control of children, via use of words beyond their stage of cogni-
tive development, or both. Ignoring is the fourth type of emotional abuse of
children, and entails being psychologically unavailable to children. When
“ignoring,” parents or guardians simply act as if the child does not exist, and
like the previous three types of emotional abuse, it is done on a frequent
basis. The effects of ignoring children can be devastating, since it conveys to
children that they have little worth or value to their parents or guardians, in
addition to sending them the message they are unloved. The last of
Garbarino’s five types of emotional abuse of children is corrupting, or misso-
cializing children by giving them immoral and inappropriate upbringing and
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values. This is similar to Gottfredson and Hirschi’s social control theory,
where they lay the blame for criminal and delinquent children on the
doorsteps of irresponsible parents or guardians. Missosocialized children can
become destructive and antisocial, such as in the case when parents fre-
quently abuse drugs and alcohol in their presence, or even engage in prosti-
tution or other forms of illicit sex in plain view of, or in close proximity to
their children.

Child Sexual Abuse

In 2013, there were an estimated 61,000 official cases of child sexual
abuse, representing a decline that had been reported earlier (Child
Maltreatment, 2013). But what exactly is sexual abuse of children? Child sex-
ual abuse can take many forms, including the physical, emotional, and ver-
bal sexual abuse of children (Mignon et al., 2002). When discussing the phys-
ical sexual abuse of children, attempted, or actual sexual penetration comes
to mind, but physical sexual abuse can also entail disrobing and being nude
in front of children, as well as fondling, kissing, and masturbating children.
In addition, having children pose for videos, and exposing them to porno-
graphic materials also constitutes examples of child sexual abuse. The list is
endless, and includes the use of electronic sexual devices to penetrate the
vagina or rectum of a child (2002, 53). Similar to all forms of child abuse, the
perpetrators tend to be family members, with girls representing the over-
whelming majority of victims. In the case of incest, stepfathers are five times
more likely than the natural father to sexually abuse daughters (2002, 54).
Ample child sexual abuse goes unreported, or there may be delays in report-
ing it because the great majority of the perpetrators of sexual abuse are rela-
tives of their victims. Arata (1998) found that over 70 percent of cases went
unreported when the perpetrator was a relative or stepparent, and at least
that many were unreported when the perpetrators were acquaintances. But
what would bring family members or acquaintances to sexually molest chil-
dren? David Finkelhor (1984), one of the nation’s leading researchers on the
subject, has developed a model that is helpful in answering this complex
question. Finkelhor has developed what he calls the four preconditions
model of child sexual abuse. As such, it is an integrative explanation, encom-
passing elements from psychology, sociology, and social psychology. In addi-
tion to being a model that is intended to explain the processes and stages
involved in the sexual abuse of children, it is also useful as a tool for inter-
vening in, and perhaps even preventing it.

Finkelhor argues that four preconditions must be met before child sexu-
al abuse can occur, and they must go in the order as presented. The abuse is
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not a given, since at any point the potential perpetrators may decide not to
proceed with the act. The first precondition is the motivation to sexually
abuse, and itself has three possible components, any one of which can be the
force behind the decision to molest children. The motivation to sexually
abuse may develop from an emotional congruence or attachment that devel-
ops between the child and the perpetrator. The second source can be sexual
arousal by a child, and the third motivation to sexually abuse may be that the
perpetrator is unable to get his ot her sexual needs met in normal or appro-
priate ways.

The second precondition is overcoming internal inhibitors (of perpetra-
tors), which can include fear (of getting caught), one’s socialization, and
morals. How does one get around these potentially powerful inhibitions
against sexually abusing children? The use of alcohol and drugs may do the
job. Overcoming external inhibitors is the third precondition, and entails the
issue of supervision. Closely monitored children represents a major risk to
perpetrators, and this in itself may prevent child sexual abuse. On the other
hand, lax supervision of children may result in child sexual abuse because
the potential pedophile may see this as an opportunity, with minimal risk of
getting caught. Overcoming the resistance of the child is the last stage, and it
is about trust. When the child develops trust in the adult perpetrator, the
stage is set for sexual abuse. With the first three stages behind them,
pedophiles now can now feel in their convoluted minds that the abuse can
occur, again with minimal risks (Finkelhor, 1984, 53–68).

Effects of Child Sexual Abuse

There are numerous effects of sexual abuse of children. Like the effects
of rape, the consequences for the victims of child sexual abuse may be both
short- and long-term. Listed are several overall effects of child sexual abuse.
The survivors of childhood sexual abuse face an increased risk of (Kilpatrick
et al., 1992; Kilpatrick, Rugerrio, Acierno, Saunders, Resnick, Best, and
Schnurr, 2003):

• substance abuse as a means of dealing with posttraumatic stress disorder.
• becoming adjudicated juvenile delinquents and convicted adult
offenders.

• Becoming child sexual abusers themselves.
• Having a wide array of mental health disorders.
• Being sexually abused again, only later in life as adults, as abused part-
ners or spouses.
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Child sexual abuse carries with it serious emotional scars. Some years
ago the author of this text attended a national conference on juvenile justice,
and one of the major sessions was about incest. A former Miss America was
the speaker at this session, and recanted her tragic story to the audience, a
story that involved being sexually penetrated by her father from early child-
hood into her teenage years. After she finished speaking, the male emcee
went to hug her, and she pulled away from him with a vengeance. I could
not help but assume that this was due to her horrible past experiences with
what was supposed to be a leading male figure in her life: her father.

There are initial/short- and long-term emotional effects of child sexual
abuse, and some are identified below (Saunders, 1999, 7).

Short-Term or Initial Emotional Effects of Child Sexual Abuse

• Fear and anxiety
• Low self-esteem
• Depression
• Anger and hostility
• Sexual behavior problems
• Delinquency
• Substance abuse
• Impaired affective and social processing

The Longer-Term Effects May Include:

• Sexual disorders
• Post-traumatic stress disorder
• Depression, anxiety disorders, and personality disorders
• Attempted and completed suicide
• Impaired social relationships
• Substance abuse
• High risk of future victimizations

Spouse and Partner Abuse (Intimate Partner Violence)

One might think that when people come together in romantic relation-
ships, the last thing that may occur is violence: violence between those
involved romantically. But partner abuse, or abuse between married and
unmarried partners occurs with some frequency, and it can entail danger and
even death.
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Partner Abuse Data

Unless specified otherwise the majority of data that follows is from the
National Intimate Partner and Sexual Violence Survey (NISVS) published
by the National Center for Injury Prevention and Control (2010) and the
Bureau of Justice Statistics (2014) report on nonfatal domestic violence from
2003 to 2012. Although undertaken using different samples, both reports
offer valuable insights into intimate partner violence in America. When
addressing fatalities occurring from intimate partner violence, data from the
Violence Policy Center is presented.

Intimate Partner Victimization: Nonfatal and Fatal

Intimate partner violence as measured by NISVS includes sexual vio-
lence, physical violence, stalking, psychological aggression, and control of
reproductive or sexual health. The study undertaken by NISVS has a broad
definition of intimate partner violence since it also includes psychological
aggression and control of reproductive or sexual health. The survey is an
ongoing, nationally representative sample of noninstituionalized English and
Spanish-speaking adults 18 years of age and older. In 2010, the first year data
were collected by NISVS, over 16,000 interviews were completed involving
9,086 women and 7,421 men. The report accentuates the fact that both males
and females experience intimate partner violence, either over the course of
their lives or during the 12 months prior to being interviewed (2010, 1). The
focus of this coverage will be on lifetime intimate partner violence (IPV)
although some figures will also include data on 12-month prevalence. 

Both females and males have been victims of violence perpetrated by an
intimate. Nearly 36 percent of or 42 million American women have experi-
enced rape, physical violence, and/or stalking by an intimate in their life-
time. The figure for males is 28 percent which translates to approximately 32
million men. The estimates by race and gender are also revealing, ranging
from a high of 54 percent for multiracial females to the low of 35 percent for
white females (victims of rape, physical abuse, and/or stalking). The other
percentages are 49 percent for Native Americans and Alaska Natives
women, 44 percent for African American women, 37 percent for Latino
women, and 20 percent females who are Asian or Pacfic Islander. A large
percentage of males in each racial category also report victimization by rape,
physical violence, and stalking over the course of their lives. The percentages
are 45, 39, 39, 28, and 27 for Native American /Alaska Native, multiracial,
African American, white, and Latino males respectively (no data was report-
ed for Asian or Pacific Islander). It is apparent that the three types of IPV are
common among American adults, since over 74 million are estimated to
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have experienced rape, physical violence, and/or stalking (2010, 39–40).
This is also the case when various types of IPV are examined individually. 

Just under 10 percent (11 million) American women reported having
been raped by an intimate partner in their lifetime and nine million (8 per-
cent) of American males experienced sexual violence other than rape over
the course of their lives (no data was presented for rape specifically). And it
doesn’t end there. Thirty percent of women have been slapped, pushed, or
shoved and 24 percent have experienced more severe physical violence
from an intimate. This includes but is not limited to being slammed against
something (17 percent), hit with a fist or something hard (14 percent), and
beaten. Men do not get a pass since 26 percent have been slapped, pushed,
or shoved, and 14 percent have experienced more serious violence from an
intimate; 9 percent of males have been hit with fists or something hard and
4 percent have been kicked (2010, 43–45).

Psychological aggression (PA) and control of reproductive or sexual
health are two additional types of IPV studied by NISVS. PA includes
expressive-oriented aggression and coercive control, with the former encom-
passing name calling, insulting or humiliating and intimate partner.
Coercive-control represents behaviors that threaten, control, and monitor
intimate partners. Forty-eight percent of both males and females have expe-

Figure 10.9. Lifetime and 12 Month Prevalence of Rape, Physical Violence, and/or
Stalking Victimization by an Intimate Partner-U.S. Women, NSIVS 2010. Adapted from
The National Partner and Sexual Violence Survey 2010.

Figure 10.10. Lifetime and 12 Month Prevalence of Rape, Physical Violence, and/or
Stalking Victimization by an Intimate Partner-U.S. Men, NSIVS 2010. Adapted from
The National Partner and Sexual Violence Survey 2010.



190 The Sociology of Deviance

rienced PA—nearly 58 million women and 55 million males. Women report-
ed an even balance between the two types of PA during their lifetime, but
coercive control was by far the most dominant form for males. Forty-two per-
cent (48 million) of males experienced coercive control and 32 percent (36
million) expressive aggression. 

IPV that entails control of reproductive or sexual health for women
includes refusal by the male to use a condom and attempting to get a woman
pregnant against her wishes. For men this involved a woman trying to get
pregnant when the male partner was opposed to this. Ten million American
women (nearly 9 percent) experienced having a partner who refused to use
a condom or tried to impregnate them (against their will). Twelve million (10
percent) of males reported they had partners who were attempting to get
pregnant in opposition to male wishes, and this also included women stop-
ping the use of birth control (2010, 48). Again the above narrative reported
focused on lifetime events.

The Bureau of Justice Statistics (BJS) has been reporting on nonfatal inti-
mate partner violence for some years and key findings from its 2014 study
are now presented. The BJS includes rape, sexual assault, robbery, aggra-
vated and simple assault as its indicators of domestic violence. Data for the
report are collected using the National Crime Victimization Survey (NCVS)

Figure 10.11. Lifetime and 12 Month Prevalence of Psychological Aggression by an
Intimate Partner-U.S. Women, NISVS 2010. Adapted from The National Partner and
Sexual Violence Survey 2010.

Figure 10.12. Lifetime and 12 Month Prevalence of Psychological Aggression by an
Intimate Partner-U.S. Men, NISVS 2010. Adapted from The National Partner and Sexual
Violence Survey 2010.
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which is an annual survey of Americans 12 years of age or older, based on a
nationally representative sample of American households. In 2012, the basis
of this analysis, 92,390 households and 162,940 persons age 12 or older were
interviewed twice concerning their nonfatal victimizations (2014, 13). During
2012, domestic violence accounted for 21 percent of all violent victimiza-
tions, with intimate partner violence (IPV) comprising 15 percent of total vio-
lent victimizations. The remaining domestic violent victimizations were com-
mitted by family members (4 percent) and other relatives (2 percent). Slightly
over 30 percent of nondomestic violent events were committed by someone
well known to or a casual acquaintance of the victim. Strangers accounted for
38 percent of total violent victimizations (2014, 1). Encouraging information
from this report is that from 1993 to 2012, the rate of intimate partner vio-
lence decreased, with a sharp drop off occurring from 1994 to 2000. The
decline has continued, with a few minor upward spikes. In 1994, the rate of
intimate partner violence was just under 10 per 1,000 persons 12 or older. In
2012, the rate was 3.2. The marked decline is also reported for domestic vio-
lence overall, and for serious intimate partner domestic violence (2014, 3–4). 

The NCVS reported that men and women experienced similar situations
when it came to domestic violence. Most domestic violence committed

Figure 10.13. Violent Victimization, by Victim-Offender Relationship, 2003–2012.
Adapted from the Bureau of Justice Statistics.
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against females was by a current or former boyfriend, and most domestic
violence against males was committed by their former or current girlfriend
or boyfriend (2014, 7). At this juncture, it is important to note that 76 percent
of domestic violence was committed against females while 24 percent
involved male victims. What is more, nearly 80 percent of domestic violence
occurred at or near the residence of the victim (2014, 1). 

Following from this, during 2003 to 2012, the greatest percentage (65 per-
cent) of serious violent crime committed against women involved someone
known to the victim, but the reverse was the case for male victims where 55
percent of serious violent crime committed against them involved strangers.
The findings by age category (12–17; 18–24; 25–49; 50 or older) for serious
violent crime is similar to that just discussed for females where the offender
was more likely to be known than to be a stranger (2014, 6).

Both males and females experience intimate partner violence that results
in death; however, females are more likely to die as a result of intimate part-
ner homicide, therefore focus will be on their experiences . According to a
report from the Violence Policy Center (2014), females were 13 times more
likely to be killed by a male acquaintance than they were by strangers. In
2012, 1,706 women were murdered by males in single victim/single offend-
er circumstances, and 93 percent were killed by males they knew. Sixty-two
percent of victims were either wives or intimate acquaintances of those who

Figure 10.14. Rate of Domestic Violence, by Victim-Offender Relationship, 1993–2012.
Adapted from the Bureau of Justice Statistics.



Criminal Behaviors 193

killed them. What is more, 267 women were killed by gunfire either by their
husband or close male intimate (2014, 3).

The homicide rate of female victims killed by male intimates varies
nationally, with Alaska in 2012 reporting the highest homicide rate per
100,000 females who were murdered by males in single victim/single offend-
er incidents (2014, 4). The top 10 states with the highest rate of homicide
deaths resulting from murder by intimates (single victim/single offender) are
listed below (the number of female homicide victims are in parentheses next
to the rate):

Ranking State Homicide Rate per 100,000 Females
1 Alaska 2.57 (9)
2 South Carolina 2.06 (50)
3 Oklahoma 2.03 (39)
4 Louisiana 1.92 (45)
5 Mississippi 1.89 (29)
6 Nevada 1.83 (25)
7 Missouri 1.73 (53)
8 Arizona 1.70 (56)
9 Georgia 1.66 (84)
10 Tennessee 1.60 (53)

Seven of the above states are from the southern region of the United
States (South Carolina, Oklahoma, Louisiana, Mississippi, Missouri,
Georgia, and Tennessee) and it should be pointed out the state with the high-
est rate, Alaska, has the smallest population and the fewest number of female
homicide victims. Georgia which ranks ninth has the largest state population
of the ten listed.

The Violence Policy Center also reported in 2012 the average age of
female homicide victims murdered by intimates was 40, and the homicide
rate of African American females killed by intimates was over two times as
that for whites, American Native and Alaska Native women. No rate for
Latino females was available, and Asian and Pacific Islander women had the
lowest rate of homicide victimization (2014, 4). If there is a silver lining in
what has been just discussed, it is that from 1996 to 2012 the rate of women
murdered by men in single victim/single offender incidents has steadily
decreased, which follows a trend in crime in general over the past twenty
years (2014, 2). 

Property Offenses

The trend in property offenses followed a similar path as that for violence
(see Figure 10.1). From 1993 to 2013, the overall rate dropped significantly,
and the rates for all three major types of property offenses also decreased.
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The explanations for this decrease are the same as provided for crimes of
violence. The 1990s saw a decrease in the unemployment rate, as well as
improved job opportunities, meaning fewer individuals resorted to property
offenses to survive. Tough law enforcement practices aimed at putting a
major dent in the crack cocaine trade also resulted in a decrease in property
offenses, since fewer individuals turned to crimes such as theft in order to
support their crack habits.

An examination of the data below shows the trends by type of property
offense during a recent ten year period. But as a matter of history, burglary,
which entails the unlawful entry or attempted entry into a business or resi-
dence, actually saw its rate start to decrease in the early 1970s (with a spike
by 1980), with a continued downward slope from that point on. Theft, by far
the most voluminous of all property offenses, began to decline in rate and
total numbers in the early 1980s, and motor vehicle theft has experienced a
significant drop-off in rate and incidents, especially from 2004 to 2012 as
exemplified in the following information (www.ojp.usdoj., 2013).

Type of Crime 2004 2012 2013
Total 19,394,780 19,622,980 16,774,090
Burglary 3,598,570 3,764,540 3,286,210 
Motor Vehicle Theft 1,068,480 633,740 661,250 
Theft 14,727,730 15,224,700 12,826,620 

What is also important to note is the change in rate per 1,000 households
(most figures are rounded). In 2004, for total property offenses, the rate was

Figure 10.15. Rate of Women Murdered by Men in Single Victim/Single Offender
Incidents 1996–2012. Adapted from the Bureau of Justice Statistics.
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168 per 1,000 households; in 2012, it was 156, and in 2013, it was 131. Not
unexpectedly, the same pattern held for the three property offenses under
review. The three-year decline in rate for burglary is 31, 30, and 26; for
motor vehicle theft, the rates are 9.0, 5.0, and 5.2; for theft, the three-year
rates per 1,000 households are 127, 121, and 101. The rate versus the total
numbers overall and by specific property offense is a reminder of how
important it is to focus on rates. For burglary and for theft, the total number
of offenses was greater in 2012 than in 2004, but the rates per 1,000 house-
holds were lower for both crimes. The very minor exception is motor vehi-
cle theft which saw an increase from 5.0 to 5.2 from 2012 to 2013. 

The percent of victimizations reported to the police clearly varies by the
type of property offense, and sheds light on an important fact concerning
criminal victimization: many crimes go unreported to law enforcement.
From 2004 to 2012, the range for reporting total property offenses was 36 to
39 percent. For household burglary, the range was 53 to 57 percent and for
motor vehicle theft, it was 76 to 86 percent. Twenty-seven to 32 percent of
all thefts were reported to law enforcement during the 10-year span. Using
the average of total property offenses reported for the three years (approxi-
mately 18,600,000) and the average percentage of those crimes known to the
police (36 percent), an estimated 11,900,000 property offenses not only did
not officially come to the attention of the police, but the entire criminal jus-
tice system as well.

Understanding Property Offenses

The Professional Thief: Edwin H. Sutherland

In this section, types of property offenders are considered, beginning
with the classic work of Edwin H. Sutherland, The Professional Thief (1937).

There are thieves, and there are thieves. Thieves come in all sizes,
shapes, and forms, with most being unskilled, and because of this a number
of them are sent to prison. But is there such a thing as a professional thief,
one who makes a living via stealing? The answer is yes, and it was ages ago
that one of the most important scholarly contributions to understanding
thieves was made by renowned criminologist Edwin H. Sutherland.
Sutherland used the accounts of an excellent thief—a professional thief
among thieves—to illustrate the characteristics of one who is at the top of his
trade. The thief’s name was Broadway Jones, aka Chic Conwell. Sutherland
sought to accomplish more than just a cursory look at that which makes a
thief operate. His reliance on the career of Conwell allowed him to analyze
the behavior characteristics, attitudes, organizational features, subcultural
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patterns, and views of the world held by Chic Conwell, and professional
thieves in general. In this respect, Sutherland determined that professional
thieves are much like all of us, who go about their business like nonthieves
perform their business activities. As Conwell noted, “It (stealing) is no more
thrilling than the work of the factory slave” (1937, 140). Chic Conwell made
a career out of stealing. Simply, it was his raison d’etre. Compare this with
the 16-year-old teenager who steals a car for a joyride, or the heroin addict
who breaks into a residence, in hope of finding money needed to support his
or her addiction. However, Conwell, and for that matter any professional
thief, just doesn’t manage on the ambition to make a living from theft: they
are taught their trade by already established professionals. There is tutelage
taking place, and over time the Chic Conwell’s of the world become quite
adept at what they do for a living. For example, the author of this text is
aware of a professional thief who would break into homes (after casing them
over a period of time) containing major gun collections, steal one of the guns
and replace it in the cabinet, where it was on display with a bogus, look-alike
model. Usually, these were treasured handguns with considerable monetary
value on the market. It may be days, weeks, months, even years until the
unsuspecting owner realized that the look-alike gun was a fraud, and by then
the real gun had probably been fenced, bringing quite a cash reward to the
thief. Good, really good, top-of-the-line professional thieves do the same with
jewelry, stamps, and artwork. Sutherland noted that professional thieves
rarely specialize in just one type of criminal activity, with the one exception
being pickpockets (1937, 197–228).

Professional thieves such as Chic Conwell are highly skilled at what they
do, as talented at their trade as the cardiologist who is performing the risky
angioplasty on a patient, or the surgeon who is repairing the damaged knee
of a star athlete. But it is not only technical skill that is involved, it is also and
most saliently the ability to manipulate and to take advantage of people.
Professional thieves can have charisma and are frequently likeable, very like-
able, and it is their charm that advances them in their scams, and or it is their
ability to intimidate others that can lead to success with their criminal modus
operandi. Take the case of one of America’s greatest thieves, a con artist by
name of Eddie Pace. Pace, as his friends in the world of thievery would call
him, was a professional criminal who made a significant amount of money
stealing from the innocent. One of his scams was extorting large sums of
money from gay men who had not “come out.” Through his contacts he
would learn who was gay and wealthy around America, and he would trav-
el to those places and extort up to $50,000 from them (he did this during the
1960s and 1970s when $50,000 was more like $100,000). Pace would use
charm, intimidation, and threats, whatever it took to rip off his mark (victim).
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His approach was simple, but effective. Pace would meet face-to-face with his
victims, at first smooching them over, winning their trust, and then he would
lay it on them: give me money, or everybody will know you are gay (some
of his victims were married men with children who would never want their
families knowing they were gay, and some were prominent members of their
communities who stood to lose everything if their sexual preference was
revealed). Over his career, Eddie Pace made a lot of money harming others,
but like even some of the most sophisticated thieves, Pace’s luck would on
occasion run out, and he would spend time in federal prisons for his crimes
(personal interview with Eddie Pace, circa 1980). Manipulating and burning
others is a trademark of some thieves, as is their ability to carefully plan their
crimes, down to the nuts and bolts: they dot every “i”, and cross every “t”.
As a matter of fact, it can be argued it is just exactly this, planning, that is the
rush for the professional thief. The end result—the actual criminal act—may
be like a postmortem for the Chic Conwells out there, after all they may have
spent weeks, if not months planning their crime, and then in a matter of
hours—if that—it’s over with. The crime has been committed, and the thrill
has started to dissipate.

But what other extant characteristics of the professional thief did
Sutherland unveil? Professional thieves clearly view themselves as superior to
amateurs at their trade, and they especially consider themselves in a much
different ballpark than people who commit sex crimes (1937, 197–228).
Moreover, Chic Conwell, and others like him, have a code of ethics that is
probably more binding than that in legitimate business and industry, and this
entails professional thieves being sympathetic and congenial to one another.
In this respect, professional thieves usually operate in gangs or partnerships,
and they share a criminal slang or vocabulary that creates a “we feeling,” and
acts to promote ease of intraprofessional communication.

A Continuum of Types of Property Offenders

Property offenders vary in terms of skill, training, cerebral power (CP),
and probability for arrest (PFA). Drawing and inferring from the works of
Marshall B. Clinard and Richard Quinney (1973), Marshall B. Clinard,
Richard Quinney, and John Wildeman (1994), and Marshall B. Clinard and
Robert F. Meier (2008), it is possible to evaluate property offenders along a
continuum, ranging from the least sophisticated to the most sophisticated
and talented criminals. Point “A” represents occasional property offenders, or the
least skilled of the three areas on the line, and point “C” represents the most
advanced thieves, or professional criminals. Point “B” is the in-between and
would include talented but not top-of-the-line property offenders, referred to
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here as conventional criminals. Please remember what was stated earlier: “there
are thieves, and there are thieves.”

A______________ B_____________ C

The characteristics of the three types of offenders are now presented.
This is not intended to be an exhaustive classification of property offenders.
Instead, it is used simply as a typology that may shed light on variations that
operate in the criminal world.

Characteristics of Occasional Property Offenders:

• Often are teenagers who commit crimes for thrills.
• Crime is not a way of life or themeans to earning a living, and few will
continue in a life of crime.

• May not have a prior criminal record or any prior criminal involve-
ment.

• Low criminal skill level.
• No self-concept of themselves as criminal.
• High probability for arrest (PFA) since they lack talent and criminal
savvy.

• Little if any planning of the crimes (spontaneity may be the rule).
• The crimes they frequently commit include car theft, check forgery,
shoplifting, employee theft, and vandalism.

• Low cerebral power (CP), meaning their crimes involve little insight,
and almost no sophistication of thought.

Characteristics of Conventional Criminals:

• Began their criminal paths as teenagers, often in youth street gangs,
that frequently committed violent crimes.

• Emanate from poverty stricken areas, especially inner-city slums.
• Progress in their criminal careers by becoming better at committing
crimes and then justifying their actions.

• Hold legitimate jobs, but still commit crimes.
• May or may not perceive themselves as criminals, although as many
continue in a life of crime they become the secondary deviant.

• Have substance abuse issues.
• Commit a variety of crimes such as robbery, burglary, and drug traf-
ficking which may entail planning.

• Have a relatively high PFA, and their crimes usually call for low CP.
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Characteristic of Professional Criminals include:

• High skill and talent level, usually developed through differential asso-
ciation.

• Heavy emphasis on planning their crimes.
• High status and respect in the criminal underworld.
• Looking down on persons who earn their money legitimately as saps
and losers.

• Development of a criminal self-concept and identity, and the values
and attitudes that support, verify, and justify a life of crime.

• Low probability for arrest, and high CP.
• Commit a variety of crimes, including pickpocketing, professional shop -
lifting, running confidence games and telephone scams, identity theft,
and extortion (i.e., extorting large sums of money from gay men who have
not “come out” on the threat that their gay identities will be revealed).

In Recognition: Scott Menard

Dr. Scott Menard joined the faculty of the College of Criminal Justice at
Sam Houston State University in 2006, after spending 12 years as a
researcher at the Institute of Behavioral Science, the University of Colorado,
in Boulder. Dr. Menard is recognized here not only because of his contribu-
tions to the areas to be identified, but also because his work has enhanced
the sophistication of research in criminology through use of advanced statis-
tical techniques. Dr. Menard’s areas of academic interest include: Statistics
(Longitudinal Research; Logistic Regression Analysis; Multilevel Analysis),
Research Methods (Survey Research; Evaluation Research), Juvenile
Delinquency, and Life Course Criminology (Victimization; Substance Use;
Theory Testing).

An experienced researcher, Dr. Menard has served as the Principal
Investigator on over $3 million in federally-funded research projects, includ-
ing the evaluation of the Bully-Proofing Your School intervention, a school-
based, curriculum-driven program for reducing bullying and other forms of
school violence; and the tenth, eleventh, and twelfth waves of data for the
National Youth Survey/Family Study (NYSFS), a longitudinal, multigenera-
tional, national probability sample whose focal respondents were 11–17 years
old in 1976–77. In waves 10–12, 2002–2004, the sample was expanded to
include data on the spouses and children of the focal respondents, as well as
reinterviewing the focal respondents’ parents, who were last interviewed in
the first wave of the survey. The survey includes data on criminal victimiza-
tion and perpetration, licit and illicit substance use, marital and employment
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status, academic attainment, mental health, and attitudes toward crime and
delinquency. The most recent waves include the collection of DNA data on
the respondents.

Dr. Menard has published in the areas of both statistics and criminology.
His statistical publications include books, monographs, book chapters, and
journal articles on logistic regression analysis and longitudinal research. His
publications in the area of criminology include books and papers on theory
testing in crime and delinquency over the life course and intergenerational-
ly; the relationship of substance use to crime and delinquency; the conse-
quences of violent victimization and adolescent exposure to violence on
adult outcomes; and papers on the relationship between victimization and
offending over the life course. 

SUMMARY

In this chapter emphasis is on two broad types of criminal deviance: vio-
lent offenses and property crimes. Since the early to mid-1990s, the rate of
violence in the United States decreased steadily. Whether or not this encour-
aging trend continues remains to be seen. The violent crimes addressed are
homicide, rape, and abuse, all of which have decreased in recent decades.
However, every year in the United States, anywhere from 13,000 to 15,000
people are murdered, and over 200,000 are raped and sexually assaulted. In
addition, there are approximately 600,000 to 650,000 cases of child abuse
per year, and thousands of cases of partner and spouse abuse. So although
the trends in violent behavior are positive in nature, many Americans
remain at risk and millions are still victimized annually. The rate of proper-
ty offenses has also decreased, but there are still millions of thefts, including
car theft, and burglaries. A number of crimes, even among the most serious
go unreported, and this could imply that many offenders remain at large who
will continue to prey on innocent victims until apprehended, if ever.
Property offenders will vary on a number of issues including skill and talent,
planning of their crimes, and their probability for arrest.



Chapter 11

ADDICTIONS AND THE USE
AND ABUSE OF SUBSTANCES

CASE STUDY: RINGO STARR

Some people seem to have it all: fame, friends, and wealth. On the surface,
these individuals can make us a little envious, but beneath it all there can

be despair and pain, quite frequently emanating from the abuse of drugs and
alcohol. Such is the situation involving one of the world’s most famous per-
sonalities, former Beatle drummer Ringo Starr. Ringo lucked into the phe-
nomenal rock group, the Beatles, in 1962 when he was hired to replace drum -
mer Pete Best. From that point until the present, the world changed for
Ringo, going from a popular musician on the Liverpool, England rock scene
to a member of a musical group that stormed America in February 1964, and
that remains prominent today. Like so many rock-and-roll stars, Ringo was
born of humble beginnings in Liverpool, on July 7, 1940. His health was frail
as a child, and his formal education was duly impacted by this to the point
Ringo dropped out of school at age 15. But it was at that time Ringo took up
the drums, and the rest is history. Ringo played the Liverpool beat until join-
ing the Beatles—John Lennon, Paul McCartney, and George Harrison in
1962. Many of the aspiring rock and rollers in Liverpool knew each other,
and it was through this route, the good old network, that Ringo found his
way into fame and fortune.

The story of the early Beatles with Ringo as the drummer are legendary,
but one thing is quite clear, and that is all four enjoyed partaking in drinking
alcohol, a practice not uncommon to rockers around the globe, then and
now. Ringo began drinking as a teenager and his drinking became progres-
sively worse, and was eventually joined by the use of other drugs, including
marijuana and cocaine. Ringo married Maureen Cox in 1965, and ten years
later they divorced, with alcohol and drug abuse playing a role in the failed
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marriage. In April 1981, Ringo married actress Barbara Bach, and not only
did his substance abuse continue and worsen, so did Barbara’s, largely as a
result of being married to the famed drummer. In 1988, Ringo Starr did the
unexpected: he entered substance abuse treatment with his wife Barbara,
and neither has used since then, a turnaround that is rare, since the majority
of patients going through treatment relapse a short time after completing treat -
ment. Ringo once said the following: “I’m not a violent man . . . but I was
getting violent. And it was painful getting up in the morning and starting
drinking again” (Daily Mail, December 2007). Perhaps it is in Ringo’s “No,
No” song that the truth about his addiction is truly revealed. In that song, Ringo
sings of his becoming so inebriated from drugs and alcohol that he could no
longer pick himself up from the floor, in apparent reference to his passing out
cold, and then waking up in a stupor so strong that he lacked the psycholog-
ical and physical ability to start a new day. But hats off to Ringo and his wife
Barbara for battling back from alcohol and drug abuse. Their strength and
courage is a role model for the millions who are addicted, and who would
greatly benefit from treatment.

Introduction

This chapter will address several types of addiction and use issues includ-
ing heroin and cocaine use and abuse; alcohol use and abuse; and gambling
addictions. Reference to other drugs such as marijuana and the party drugs
will be made when discussing their prevalence in American culture. The chap -
ter begins with an overview of the nature and extent of drug use in America.

The question posed initially is “what is going on with drug and alcohol
use in American society?” (gambling is covered later). Each year the Sub -
stance Abuse and Mental Health Services Administration (SAMHSA) spon-
sors an extensive survey of drug use among Americans. In this section, re -
sults from the 2013 National Survey on Drug Use and Health (NSDUH) are
covered, and unless indicated otherwise, most data are from this research.
The survey is a representative sample of the civilian, noninstitutionalized
population of the United States 12 years of age and older. In 2013, 67,838
respondents completed the survey, which is accomplished through face-to-
face interviews, and use of self-administered computer-assisted questioning.
What follows is coverage of the findings by selected categories (i.e., age, gen-
der, race/ethnicity, with much emphasis on the use of illicit drugs by younger
Americans, easily the largest and most frequent abusers of illicit substances.
NSDUH focuses on the past month use of illicit drugs, or asking respondents
to recall the use of substances in the 30 days prior to being interviewed. The
drugs covered in this research include marijuana, cocaine, heroin, hallucino-
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gens, and inhalants. The nonmedical use of prescription-type pain relievers,
tranquilizers, stimulants, and sedatives is also examined.

Brief Overview

In 2013, nearly 10 percent (9.6 percent) of the population of the United
States 12 years of age or older reported using illicit drugs during the month
prior to being surveyed. This translates to over 24 million Americans, with
marijuana by far the most frequently used of the illicit drugs under study. In
2013, just under 20 million Americans age 12 or older reported the use of
marijuana in the past month, and the daily use of marijuana increased by
three million users (5.1 to 8.1 million) from 2007 to 2013. Daily use in the
study was defined as having used the drug 20 or more days in the past month.
In addition (past 30 days, age 12 or older), 1.5 million Americans used
cocaine, 681,000 used heroin, 1.3 million used hallucinogens (Ecstasy, LSD,
or PCP), and 595,000 used methamphetamine. Two million Americans used
psychotherapeutic drugs (e.g., stimulants, sedatives) for the first time during
the year prior to being interviewed. So what can top these numbers? Alcohol
of course. Fifty-two percent of the population age 12 or older (137 million)
consumed alcohol in the month before being interviewed. Alcohol abuse is
known to pose serious health issues and so is the use of tobacco.  Sixty-seven
million Americans were current (past month) users of tobacco products such
as cigarettes, cigars, and smokeless tobacco.  Of this number, 56 million re -
ported smoking cigarettes in the month prior to being interviewed (NSDUH,
2013). Many individuals who consume alcohol use tobacco products as well,
thus the numbers who do both types of drugs could approach or exceed 200
million Americans, or approximately two-thirds of the population of the
Unit ed States.

A More In-depth Look at the 2013 NSDUH

The annual report published by the Substance Abuse and Mental Health
Services Administration is extensive and no attempt is made here to cover its
entire range of findings. What is presented in this section represents selected
findings that are intended to overview drug use in America. Several areas
will be addressed and  include but are not limited to: past month illicit drug
use among individuals 12 or older; heroin use in the past month and past
year; use of illicit drugs in the past month for individuals 12 to 17 years of
age; past month use of marijuana for persons 12 to 17; past month illicit drug
use by race/ethnicity for persons 12 or older; binge drinking and heavy use
of alcohol by age for individuals 12 to 20 and 12 to older years; and, trends
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in the use of tobacco by specific age categories and gender. The data in this
section come from  pages 1 to 50 (NSDUH, 2013).

As noted previously and in Figure 11.1, nearly 25 million Americans 12
and older used illicit substances in the month prior to being surveyed (from
this point on the reader should assume “past month” and “12 and older,”
unless specified otherwise). Marijuana was the primary illicit drug of choice
with 19.8 million users, followed by psychotherapeutics, cocaine, hallucino-
gens, inhalants, and heroin. It is important to point out that cocaine and her -
oin, two drugs traditionally considered to be among the most illegal in the
Unit ed States, only accounted for 1.8 million (7 percent) of the 24.6 million
users of illicit drugs. Although in Figure 11.1 it appears that a tiny fraction of
illicit drug users used heroin in the past month, this only reveals part of the
information on its nature and extent. In 2013, 289,000  Americans 12 and
older used heroin in the past month, down from 335,000 users in 2012. This
represents a decrease of 46,000 current users. Looking at the use of heroin
from a broader perspective (past year use), in 2013, 681,000 persons 12 and
older used heroin in the past year, a trend that for the most part has seen a
major upward swing since 2007 when there were 373,000 individuals 12 and
older who were past year users of the drug.

Figure 11.2 presents some possibly alarming information. For ages 14 to 15
and 16 to 17, marijuana is the top drug of choice. But second to marijuana for

Figure 11.1. Past Month Illicit Drug Use among Persons Aged 12 or older: 2013.
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both those age categories are medical-oriented drugs, the psychotherapeutics
(e.g., pain relievers; sedatives; stimulants), and they represent the number one
choice of youths ages 12 to 13 by a slight margin over marijuana. Although
small in percentages for the three age categories, the use of psychotherapeutics
among America’s youth will need to be monitored over the next few years.

Not unexpectedly, a greater percentage of males by year use marijuana
than females. From 2002 to 2013 an average of 8 percent of males used mar-
ijuana and 6.56 percent of females did so. A few years were very close. In
2006, 6.9 and 6.5 percent of males and females used marijuana and in 2012,
7.5 percent of males and 7.0 percent of females used the drug. For both males
and females 12 to 17, there was an increase in reported use of marijuana from
2008 to 2011, but the increase was more steady for females (6.1 to 6.3 to 6.4,
etc.). The biggest jump during that time span was for males, 2008 to 2009,
when there was a 1.1 percent increase.

In recent years, the past month illicit drug use among African Americans,
Latinos, and whites were quite similar. In 2013, 10.5 percent of African
Amer icans used illict drugs in the past month, with the figures approximate-
ly 9 percent for both whites and Latinos. Past month use of illicit drugs did
decrease in 2013 from 2012 for African Americans, while slightly increasing
for Latinos and whites. As is nearly always the case, past month drug use for

Figure 11.2. Past Month Use of Selected Illicit Drugs among Youths Aged 12 to 17: 2013.
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Asian Americans was the lowest of the groups under analysis. In 2013, 3 per-
cent of Asian Americans 12 and older reported the use of illcit drugs.

The NSDUH also reported on the current (past month) use of alcohol
and tobacco by race and ethnicity. The use of alcohol was greatest for whites
(58 percent), followed by individuals reporting two or more races (48 per-
cent), 44 percent for African Americans, and 43 percent for Latinos. Thirty-
eight percent of Native Hawaiians or Other Pacific Islanders, 37 percent of
Native Americans or Alaska Natives, and 35 percent of Asian Americans
were current users of alcohol.

Use of tobacco use also varied by race with 40 percent of Native Americans
and Alaska Natives reporting current use. The next three highest percentages
are for multiracial (31 percent), whites (28 percent), and 27 percent for
African Americans. Native Americans and Alaska Natives had the highest
current use of cigarettes (37 percent), followed by multiracial (27 percent),
African Americans (23 percent), whites (23 percent), and Native Ha waiians
and Other Pacific Islanders (21 percent). By comparison current use was low
for Latinos (17 percent) and Asians just under 9 percent.

One area of study undertaken by the NSDUH is binge drinking which
the NSDUH defines as consuming five or more drinks during the same occa-
sion on at least one day in the past 30 days. By comparison, regular or cur-
rent drinking is defined as having at least one drink in the past 30 days. Heavy
drinking is operationalized as drinking five or more drinks during the same
occasion each day for five days in the past month. The greatest percent of
binge drinkers by age category is for persons 21 to 25 (13.1 percent), followed
by individuals 26 to 29 (11.2 percent), and then 30 to 34 (10.5 percent). Binge
drinking increases from ages 14–15, next 21–25, and then decreases steadily
until ages 60 to 64. Heavy use of alcohol follows much of the same pattern
or trend, and not abusing alcohol (no binge or heavy drinking) has the largest
percentages across all age categories. This is important since the majority of
America’s 137 million persons who drink alcohol tend to do so in modera-
tion. Also important to note is the similarity in the percentages of current,
binge, and heavy drinking between males and females 12 to 20. Sixteen per-
cent of male drinkers 12 to 20 in the United States report having binge
drank, but the percentage for females, just over 12 percent is not that much
different. If binge drinking and heavy drinking are combined, then 20.4 per-
cent of males and 15.1 percent of females 12 to 20 have abused alcohol in the
30 days prior to being interviewed. But perhaps the most salient information
when discussing gender involves current use of alcohol. Basically there is no
difference by gender.

As alluded to previously, the use of tobacco is also researched by the
Substance Abuse and Mental Health Services Administration. From 2002 to
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2013 there was a downward trend in past month use of tobacco products
overall, and for cigarettes. As reported earlier, the great majority of tobacco
users smoke cigarettes, 56 million out of 67 million (83 percent) and the cur-
rent use of cigarettes declined from 26 percent to 21 percent over the 12 year
span. But smoking cigarettes does vary by age. The age categories with the
highest percentages of current (past month) use of cigarettes are 21–25, 26–
29, and 30–34. Past month use of cigarettes tends toward declining from ages
30 to 34

If the health of Americans is taken into consideration, the trend in Figure
11.3 may portend a healthier citizenry in the future, if the pattern continues
and is extended into the years and not a month’s period of time. There is a
marked drop off in current cigarette use for young persons between 12 and
17, and the downward slopes for both genders has been, with limited and
minor exceptions, continuous for the 12 years under analysis. Smoking ciga-
rettes early in life may continue well into the adult years, and the trend as
indicated below could be a positive sign when it comes to health and health
care costs.

Figure 11.3. Past Month Cigarette Use among Youths Aged 12 to 17, by Gender:
2002–2013.
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Heroin

“H”; junk; scag; smack; horse; stuff: with slang names like these for hero-
in, it is hard to fathom that many of the most illegal drugs would have spec-
tacular medical value. The synthetic opioids are marvelous for relieving
pain, and chemically produced derivatives of the coca plant (from which co -
caine is derived in its natural form) have significant value for reducing bleed-
ing, and as a topical anesthetic. When used as legally intended and pre-
scribed, the opiates and cocaine are beneficial to millions of people around
the world. When used for illegal purposes, they can be destructive to millions
of persons worldwide, and nowhere is this more the case than with heroin.
It should be noted that drugs such as heroin and cocaine can be used natu-
rally, and their derivatives are produced chemically in the laboratory.

Heroin is a derivative from opium, which itself is a product of the milky
fluid found in flowering poppy plants that have been growing in the
Mediterranean region since 3,000 B.C., and now are produced across the
globe. The opiates, which are opium and its derivatives, include opium, mor -
phine, heroin, and codeine. The synthetic narcotics—the opioids—include well-
known legal drugs such as methadone, oxycodone (OxyContin) Darvon,
Perc odan, fentanyl, Dilaudid, and Demoral (Goode, 2005). Heroin was ini-
tially derived from morphine in the later 1800s (morphine is a direct prod-
uct of opium), and in the early 1900s in the United States, preparations of
heroin were used as a painkiller to provide relief for headaches and men-
strual cramps. In the early part of the twentieth century, these heroin-based
medications became so widely used that they created a class of heroin
addicts that would shock most contemporary Americans: white, middle-
class, rural females who relied on over-the-counter medicines that included
heroin to cope with menstrual cycle discomforts (Goode, 2005, 88). As a
result of the growing number of Americans addicted to heroin (especially
women), in 1914, the United States Congress passed what is now popularly
known as the Harrison Narcotics Tax Act, which outlawed the sale of over-
the-counter medicines that included heroin and cocaine. Portions of this
major drug legislation are presented below:

Be it enacted by the Senate and the House of Representatives of the United
States of America In Congress assembled, That on and after the first day of
March, Nineteen Hundred and Fifteen, every person who produces, imports,
manufactures, compounds, deals in, dispenses, sells, distributes, or gives away
opium or coca leaves or any compound, manufacture, salt, derivative, or prepa-
ration thereof, shall register with the collector of internal revenue of the district
his name or style, place of business, and place or places where such business is
to be carried on. . . . It shall be unlawful for any person required to register
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under the terms of the Act to produce, import, manufacture, compound, deal in,
dispense, sell, distribute, or give away any of the aforesaid drugs without having
registered and paid the special tax provided for in this section. . . . That it shall
be unlawful for any person to sell, barter, exchange, or give away any of the
aforesaid drugs except in pursuance of a written order of the person to whom
such article is sold, bartered, exchanged or given, on a form to be issued in blank
for that purpose by the Commissioner of Internal revenue. (Public Acts of the
Sixty-Third Congress of the United States, 1914)

A rather interesting side-effect of the act occurred between 1919 and
1922, when the United States Supreme Court decided in several cases that
maintenance of addicts was outside the scope of legitimate medical practice.
As a result of ambiguity in the legislation, some doctors continued to pre-
scribe opiates to addicts, resulting in the arrests of a few physicians. The con-
fusion centered around whether or not physicians had the right to prescribe
op iates to addicts for the purpose of maintenance, and in 1925, the high
court decided in the Linder case that addiction per se was not a crime,
paving the way for legality of maintenance (Goode, 2005). Over time, a de -
crease occurred in the number of individuals, in particular white women ad -
dicted to opiates, but the landscape of those addicted to opiates, especially
heroin, would dramatically change by the 1960s. In the earlier part of the
twenti eth century, it was whites who represented a large percentage of opi-
ate addicts. Sixty years later, and continuing until the present, the largest
share of those addicted to heroin are urban, poor, young, African American
males. Trafficking in heroin became a lucrative venture, and poor inner-city
African Americans became a target, especially by organized criminals who
assumed given the overpowering addictive effects of heroin, African Ameri -
cans would turn to crime to fund their addictions.

But why use heroin if there exists the dangers of ruining lives? There is
no one answer, but two issues immediately arise. One is the incredibly pow-
erful euphoric effects of the drug. As one former heroin addict once told the
author of this text, take the best sex you’ve ever had and multiply it by 1,000,
and you do not even get close to a heroin high (paraphrased). So initially, for
many users, the reason for taking heroin is the high, and this remains the case
for other individuals who use it recreationally. The second answer is more
gruesome and it involves withdrawal symptoms, or what is known as absti-
nence syndrome (AS). For some addicts, coming off a heroin high can result
in a powerful sickness that can last up to 72 hours. The former heroin addict
mentioned earlier described AS in this manner: take your worse flu and mul-
tiply it by 1,000 and you then know what withdrawal is like (paraphrased).
There fore, some heroin addicts continue to inject the drug to prevent the on -
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set of AS, which at various points of the illness can include diarrhea, exces-
sive tears, restless sleep (the “Yen”), tremors, dilated pupils, gooseflesh, se -
vere low back pain, and high blood pressure. At this juncture, it should be
mentioned that common methods of using heroin include injection and
smoking. Inhaling occurs with some younger users of the drug.

Injecting drugs such as heroin poses serious health risks. In 2010, 8 per-
cent of new cases of Human Immunodeficiency Virus (HIV) were related to
Injection Drug Use (IDU). This represents a sharp decrease from 23 percent
of new cases connected to injecting drugs from 1994 to 2000. Still IUD is a
correlate of HIV and in 2010, 14 percent of HIV diagnoses in women result-
ed from IDU (the figure is 7 percent for males).  However, the percentages
will vary by state. For example, in a recent year, 40 percent of white women
in Massachusetts contacted HIV via drug injection. To place this into per-
spective, 77 percent of HIV infections in men are a result of male-to-male
sex ual contact and 86 percent of these cases in females are due to heterosex -
ual contact. Male-to-male sexual contact and drug injection accounted for 4
percent of HIV cases in 2010, while less than 1 percent of HIV cases in wo -
men were a result of sexual contact and drug injection combined (www .dru-
gabuse.gov, 2012). Health risks from IDU are real. Since the HIV/AIDS epi-
demic began in the 1980s, nearly 185,000 American injection drug users di -
agnosed with AIDS have died (www.cdc.gov., 2014).

An important issue concerns the extent of the use of illegal heroin in the
United States, and its origins into the country. The Office of National Drug
Control Policy –ONDCP (2014) estimates there are 1,500,000 chronic heroin
users in the United States (a vastly higher number than reported by the
NSDUH), and earlier the agency estimated there were over three million oc -
casional users of the drug. According to that report, the majority of heroin
addicts reside in three cities: Chicago, Los Angeles, and New York City
(2007), the latter housing the largest number of individuals addicted to hero-
in. Heroin is the least used of illegal drugs, but its addictive effects engender
significant concern. One percent of heroin addicts die each year, but it is to
be noted their deaths have as much to do with auxiliary factors as they do
the direct consequences associated with the use of heroin. The use of dirty
(unsterilized) needles is associated with two conditions that lead to death for
heroin addicts; hepatitis and tetanus, and other diseases such as pneumonia
result in death for some abusers of heroin, as a result of their unhealthy life
styles (Goode, 2005, 308). The ONDCP reports that although Afghanistan is
the world’s largest producer of illegal opiates, only a small fraction of what is
seized by law enforcement in the United States originates from that country.
Ninety-five percent of heroin seized in the United States comes from South
America, mainly Columbia and Mexico (ONDCP, 2014).
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Before leaving the discussion of heroin, mention should be made of its
(and drugs in general) connection to criminal behavior. Needless to say, there
are many stereotypes about heroin users and crime; few are accurate. One
of the leading stereotypes is heroin addicts are nonviolent offenders who
commit theft in order to maintain their habit. This is clearly inaccurate, and
study after study over the past 30 to 40 years has confirmed the exact oppo-
site, that being heroin addicts are often violent offenders who commit crimes
such as assault and robbery while under the influence of the drug. (Goode,
2005, 340). But not to muddy the waters, the argument exists that it is diffi-
cult to establish a cause and effect relationship between not only heroin and
crime, but drugs and crime in general. The argument goes something like
this: Joe is a drug abuser who is also a criminal, but Joe commits a lot of
crime, and also happens to use drugs. There is a strong correlation between
drug use and crime, but not necessarily a causal one (Harrell, Ojmaarh,
Hirst, Marlowe, and Merrill, 2002). It is accurate that people who use drugs
do commit more crimes than nonusers, but many of these individuals were
com mitting crimes before they began using drugs. Such is the case of teen -
agers where delinquency is found to have preceded the use of drugs, and to
no one’s surprise, there is evidence of peer influence on the decision to use
drugs, with or without engaging in criminal behavior (Kappeler, Blumberg,
and Potter, 2000; Menard, Mihalic, and Huizinga, 2001). In addition, there
is little systematic evidence that any of the so-called dangerous drugs leads
directly to criminality, and this includes PCP, crack cocaine, and the hallu-
cinogens (Roth, 1994). Alfred Blumstein (2000–2001, 17–18) has shed light
on this issue by identifying three potential connections between drug use and
crime. The first involves pharmacological/psychological effects, or the belief
using drugs causes crime. The second is economic-compulsive, which is the
argument that drug users commit crimes to support their addictions. Finally,
there is the systemic link, which involves violent crimes that occur in the
dirty and dangerous business of drug trafficking. Blumstein’s research on 414
mostly crack-related homicides in New York City found that 74 percent of
drug-related homicides were systemic in nature, 14 percent pharmacologi-
cal/psychological, and 4 percent were economic-compulsive.

There are other models of the drug/crime relationship. The enslavement
model posits that some individuals become trapped into a life of using
addicting drugs, in particular heroin. These are usually law-abiding people,
who because of bad luck or issues such as poverty and mental illness, turn to
crime to support their heroin habits. Accordingly, it is argued if heroin and
other drugs were legal, then these individuals would not have to commit
crimes (Lindesmith, 1965; Schur, 1962). The position of the predisposition
model is distinctly different from the enslavement approach, since the argu-
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ment is that some people are predisposed to committing crimes, and also to
using heroin. These persons were not forced into using drugs, nor were they
law-abiding citizens before they started using heroin. This is a “birds of a
feather flock together” approach, since the predisposition model explains
much crime and drug use as occurring among people who share similar de -
viant backgrounds and interests (Gottfredson and Hirschi, 1990). Another
ap proach,  the intensification model is a reformulation of the previous two
mod els, and its proponents argue there is no consistent relationship between
the use of drugs and crime. In some instances, individuals engage in crime
before becoming addicted; in others, addiction precedes criminality (Anglin
and Speckart, 1988.) But what about alcohol and crime? This will be
addressed later in this chapter.

Cocaine

“The Champagne of the Rich” or “The Champagne of Drugs.” These are
just two of the labels given to cocaine. In past decades, cocaine was consid-
ered to be a drug used by the more affluent, out of sight from the public and
the law enforcement community. It is said to be a drug used by entertainers
and during the 1980s, and it was a drug of choice of some professional ath-
letes. The issue of who uses cocaine will be addressed later, but for now,
attention is directed on its origins, and why it is preferred by some people.

Cocaine is a natural stimulant that is derived from the leaves of the coca
plant. The people of Peru have crushed the leaves of the plant and then
chewed them for centuries, mostly to overcome altitude sickness, and to sus-
tain high levels of energy needed for strenuous mountain farming. In other
words, cocaine in its natural or chemically produced states gives one a big
boost. It is a powerful central nervous system stimulant that is used today for
many of the same reasons it has been used over time, and that is the kick or
rush that is reported to occur with some forms of cocaine, after initial admin-
istration. However, similar to other drugs, cocaine has legitimate medical value,
and as an alkaloid derivative of the coca plant. It is used today as a topical
anesthetic applied on sensitive tissues, such as the eyes and the mucous mem -
branes. For years, it has also been used to constrict blood vessels, and to
reduce bleeding. This brings us back to a point made when discussing hero-
in, and that is, like heroin and other drugs, cocaine has been used via its nat-
ural state (chewing crushed leaves), and it is also synthetically produced in
the laboratory. The methods used to produce cocaine, and its valuable syn-
thetic derivatives have two different markets: one legal; the other illegal.

Cocaine has an interesting history, and an important pharmacological
fact. Not only was its use condoned by the Inca Indians of the Andes Moun -
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tains in South America, but it was also tolerated by the Spanish crown since
the Andes people would refuse to work in the silver mines unless they were
paid in coca leaves. The Roman Catholic Church attempted to eradicate the
use of natural cocaine because of the worship value it had to the Andes pop-
ulation, and because the Church was just plain flat opposed to its use. Its
efforts failed since mining silver was profitable to the Spanish crown. After
cocaine was first isolated by scientist Albert Nieman of Germany in 1860, it
was hailed as a medical breakthrough that could be used to relieve fatigue
and depression. In addition, psychoanalyst Sigmund Freud prescribed it to
his friends, patients, and even used it himself. Cocaine even found its way
into beverages and in 1886 pharmacist John Styth Pemberton included it in
Coca-Cola® to act as a “brain tonic.” Twenty years later with the passage of
the Pure Food and Drug Act, cocaine was removed from the popular drink
because it was found to be addictive. Coca leaves were also used as an ingre-
dient in wine, and some of its connoisseurs included President William
McKin ley, Thomas Edison, Popes Leo XIII and Pius X, Jules Verne, and H.
G. Wells to name a few (Goode 2005, 279). The pharmacological fact about
cocaine? It is not physically addicting, and before continuing with coverage
of cocaine, additional street names are identified and include: coke, snow
(because illegally it is produced in the form of white powder), candy, flake,
cholly, girl, Charlie, Big “C” or just “C”, and gold dust.

Cocaine is a powerful central nervous system stimulant. But for the ille-
gal use of the drug, just what does this entail, and are there dangers involved
in using cocaine? Cocaine produces intense psychological effects that nor-
mally do not last longer than 30 minutes. Some of the effects are a sense of
exhilaration, feelings of superabundant energy, hyperactivity, extended peri-
ods of wakefulness, and confidence, or the belief that under the influence of
cocaine the user can accomplish and master anything (2005, 283). A cocaine
high can equal or exceed the pleasure of sex, thus the use of the term “girl.”
As a party drug, cocaine has the quality of keeping people up long hours so
they can imbibe on drugs and alcohol until the wee hours of the morning.
The method of administration as well as the purity of the drug does impact
the nature of the high experienced by users. Cocaine is usually snorted, in -
jected intravenously, or smoked. Snorting appears to be the least potent
means of acquiring the high, since its effects will generally take longer to
reach the bloodstream than either smoking or injection. It takes about six to
eight seconds to get the high when smoking, and 12 to 15 seconds when
injecting cocaine. So the nature of the effects of using cocaine will vary
according to the route of administration (2005, 282).

This brings us to freebase and crack cocaine which are frequently con-
fused as being one and the same. Freebase was popular from the early 1970s
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until about 1985 when it was replaced by crack cocaine. Like crack, free-base
is smoked and the vapors are inhaled, but what distinguishes it from crack is
that during the process of producing freebase, the hydrochloride salt is
removed (what is sold on the streets is cocaine hydrochloride), thus produc-
ing about 90 percent pure cocaine (far greater than the 5 to 15 percent pure
cocaine than is typically purchased on the streets, and far greater than for
crack). The production method used to make freebase is volatile, combus -
tible, and unstable, and the dangerous and unpredictable manner in which it
is made and associated accidents (such as explosions) helped to give way to
the emergence of the use of crack (2005, 282). By contrast, crack contains
between 30 and 40 percent cocaine, and cocaine hydrochloride is in volved
in its production. Crack is considered “impure” because it includes adulter-
ants such as baking soda, powdered laxatives, and sodium bicarbonate, re -
turning us to the discussion of method of administration (2005, 287– 288). As
a refresher, please recall that cocaine can be snorted, smoked (in haled), or
taken intravenously, and the effects—both immediate and longer-term—are
im pacted by how it is administered. So with powder cocaine on the streets,
why is there the existence of free-base or crack? If powder cocaine can give
one a super high, why is there need for anything else? The answer is some-
one can always make a better widget and this is so true of the illegal drug
market. The illegal drug profiteers are always looking for the “new” power-
ful money-making drug and/or an innovative way to use an already existing
substance. So for many users, powder cocaine may not be king of the hill
after all, as far as cocaine is concerned. Because they are smoked, both free-
base and crack produce an almost immediate rush with a high that can last
up to 20 minutes. When cocaine is snorted the initial effects may take sever-
al minutes to occur, without necessarily a rush, and its longer pleasurable
effects may last up to 30 minutes. But with crack and freebase, the overall
effects are far more intense and powerful, and because of this, its users will
frequently crave and use them more so than is the case for powder cocaine
administered by snorting. This is even true for injecting cocaine, meaning
smoking crack and freebase produces greater euphoria by comparison (2005,
288).

Any drug abuse can have adverse effects on its users. Some years ago,
The Drug Abuse Warning Network (DAWN) reported there are more deaths
from cocaine than any other illegal drug, and that it is the number one drug
when dependency is the issue (DAWN, 2002). However, sociologist Eric
Goode has argued the dangers of cocaine have been overexaggerated, but at
the same time, it is not wise to assume there are few if any real dangers asso-
ciated with using it (Goode, 2005, 287). There are a number of variables
involved in whether or not cocaine (or many drugs for that matter) is harm-
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ful, and some of these include the frequency of its use and how it is admin-
istered (needles can pose serious issues for drug users). But for the very heavy
and less cautious users of cocaine, the problems can include irritability, ap -
prehensiveness, seizures, and even death. In addition, snorting can produce
permanent damage to the mucous membranes, and psychological crisis (the
author of this text has personally known people whose lining in their nostrils
has been deteriorated because of heavy snorting of cocaine). There are no
givens and for some users, the big issue becomes cost, and for the abusers of
illegal drugs, it is frequently the minority of individuals who have serious
problems from abusing drugs, and then their “dangers” are projected onto
others who use them (2005, 286). But what about crack? The crack scare was
prominent in the 1990s and included reports of “crack babies” born to wo -
men who were pregnant while using it. But this fear and others concerning
crack were overblown and the majority of those using crack did so only occa-
sionally. But crack, like other illegal drugs, can be destructive, and again this
has much to do with the frequency of its use. Compulsive use of the drug can
lead to paranoia, violence, heart problems, male impotency, tremors, con-
vulsions, and depression (2005, 290).

Reflecting on information from the the Drug Enforcement Admini -
stration, the ONDCP (2014) reported that from 2000 to 2010, 90 percent of
cocaine seized in the United States was derived from Columbia and that Co -
lumbia was also the main origin of cocaine in Europe. It is important to note
that there has been a 50 percent decrease in the production of cocaine ema-
nating from Columbia.

Methamphetamine

Drugs can get one up; drugs can get one down. Some drugs do both.
Drugs can be stimulants that are used to give people a boost (adrenaline).
This category includes drugs such as cocaine and the amphetamines. Some
drugs have the purpose of taking people down; to sedate them. This catego-
ry of drugs includes alcohol and the barbiturates. Examples of legal amphet-
amines are Adderall, Benzedrine, and Dexedrine, and examples of legal bar-
biturates are Nembutal, Seconal, and Phenobarbital. Please notice the word
“legal” in the previous sentences. Once again, many drugs have important
medical value and if not abused can be used to help people in important
ways. There are antidepressant drugs such as Prozac and Paxil, and there are
antipsychotic agents that include Thorazine and Haldol. Then there is meth -
amphetamine, a type of amphetamine that is considered one of the most
dangerous drugs used illegally in the United States. Why slip this in here?
Because it is important to understand that many legal drugs spurn the use of
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illegal drugs when placed in the hands of the wrong people. The legal pain -
killing narcotic opiates such as morphine and codeine have their illegal coun-
terpart in heroin, and the legal sedative/depressants such as the barbiturates
and the Benzodiazepines (i.e., Librium, Valium, Xanax) have their illegal
derivative in GHB (gamma-hydroxybutyrate). Methamphetamine (meth) is
a very powerful stimulant that not only provides a rush described by some
per sons to be second-to-none, but it also has staying power that can result in
an orgasmic-type euphoric state that can last hours. Remember the “better
widget”? Meth is an example of a drug that has been used increasingly over
the past 20 years, and is either the most popular illegal drug or close to it in
states such as Arkansas, Oklahoma, and Texas, although its origins were in
Hawaii and California (Goode, 2005, 278). Put simply, meth is king of the hill
with some drug users, and can be very dangerous if used frequently. It gives
a big-time high and for those seeking such thrills, it is easy to comprehend its
popularity. Depending on its form, meth can be smoked, snorted, injected,
or taken orally, and its street or slang names include meth, poor man’s co -
caine, crystal meth, ice, glass, speed, crank, and white tablets. Its forms are
white powder which dissolves easily in water; clear, chunky crystals called
crystal meth or ice; and pills that are sometimes called by their Thai name,
Yaba. The illegal drug scene is characterized by much misled intelligence
and this is evident in the various ways meth is made, ways that invoke dan-
ger and in some instances even death (discussion will follow concerning
meth labs). The retail level of meth will vary, but but earlier in the concern
for the growing meth problem, $400 per ounce was common as was
$3,500–$21,000 per pound, on a regional basis. (West Slope Methampheta -
mine Symposium, 2004). The price per gram of methamphetamine has
dropped in recent years, from a high of about $225 per gram in 2001 to just
under $150 per gram in 2010. But during this period, there were fluctuations
in the cost per gram, but the trend has been downward in recent years.
Related to this discussion is seizure of methamphetamine and methamphet-
amine labs. In years when there were large quantities of meth seized, the price
per gram went down accordingly. In years the opposite was the case, when
less meth was seized, the price per gram increased. The years with the high-
est number of meth lab seizures in the United States were 2000 to 2004, with
seizures much smaller in number since then. For example, in 2003 there were
over 10,000, seizures and in 2010 there were 6,000. Methamphetamine seiz -
ures and meth lab seizures in Mexico have both seen major increases. In
2005 there were 34 lab seizures in Mexico, and in 2009 there were 387 (in
2010 there were 125). Meth seized in kilograms in Mexico jumped from 665
in 2000 to 12,700 in 2010, and there has been an increase in meth seized at
the Southwest United States border as well. But meth users and traffickers are
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resilient, and in times of more effective law enforcement, they have resorted
to different production and use methods, including the so called “shake and
bake” method, where meth is produced in sealed two-liter soda bottles. As it
sounds, the bottle is shook until the meth is ready to use, to the risk of the
consumer since explosions via this method do occur (ONDCP, 2014, 89–93).

A recent trend in the United States, most meth is produced in Mexico,
and is trafficked into the country, primarily as a result of both federal and
state laws curtailing the sale of over-the-counter cold medications that
include ephedrine and pseudoephedrine, the primary ingredient required to
make meth. Previously, in states such as Arkansas, Oklahoma, and Texas, the
common denominator in producing meth was the “mom and pop” shops or
homemade “laboratories” that like freebase are dangerous and unpre-
dictable. One of the reasons for such danger and unpredictability is the pro-
ducers themselves. “Cooks,” as they are called, may know little about the
chemicals and gases they are using to make meth, and what is more, they
may have little if any knowledge of chemistry, therefore making themselves
high-risk candidates for explosions, burns, and even death. So making meth
is not necessarily a simple process, instead it requires a number of steps and
ingredients that “cooks” must understand if they not only want a powerful
product, but also if they desire to avoid the dangers inherent in producing
the drug. So what goes into making meth? Common ingredients include
starting fluid; phosphene gas; drain cleaner; two-layered liquids; lighter fluid;
ether; acetone; hydrogen peroxide; acids such as sulphuric acid; iodine;
anhydrous ammonia; and denatured alcohol (and this is just a partial list). Of
course, equipment is required to make meth and can include a basic chem-
istry glassware set; propane tanks to siphon out the ammonia; coffee pots
and coffee filters; matches; empty blister caps; lithium batteries; tubing; trash
bags; and stoves—again a partial listing (West Slope Methamphetamine Sym -
posium, 2004). So when using things like starting fluid, phosphene gas, an -
hrydous ammonia, matches, and stoves, one best know what they are up
against.

Remember the comment about misled intelligence? There are three
common methods of making meth and they are the Cold Cook, the “Nazi”
or Birch, and the Red Phosphorus or “Mexican” methods. What the three
methods have in common is the use of over-the-counter cold medications
that include ephedrine and pseudoephedrine that are essential in producing
the powerful d-methamphetamine. With the Cold Cook method, ephedrine,
iodine, and red phosphorous are mixed in a plastic container, then metham-
phetamine oil precipitates into another plastic container through a connect-
ing tube. The oil is heated, typically through sunlight or by burying the con-
tainers in hot sand in order to produce the highly desired end result: pure d-
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methamphetamine, in small quantities. The Nazi or Birch method typically
entails the use of sodium or lithium metal, anhydrous ammonia, and ephe -
drine and usually produces up to one ounce quantities of highly pure d-meth -
amphetamine. This method is frequently employed by independent Cau -
casian meth cookers (mom and pop shops). The Red Phosphrous or Mexican
method, also known as the ephedrine reduction technique, usually requires
ephedrine or pseudoephedrine, hydrolic acid, and red phosphorous. As sug-
gested by its name, this method is frequently used by Mexican criminal orga-
nizations, or by cooks trained by Mexicans, and its end result is also pure d-
methamphetamine, only in large quantities. Of course, the “mom and pop”
shops will vary in terms of how they make meth, and a number of these
“shops” use production techniques that are spinoffs of the three methods just
discussed, or are the results of the creative imaginations of the so-called
cooks (West Slope Methamphetamine Symposium, 2004). Since ephedrine
or pseudoephedrine are required to make meth, huge quantities of cold
tablets have to be purchased, so much so that in many instances businesses
selling them would have their stock of such medicines reduced to nothing.
Thus the passage of the laws controlling how these medications can be sold.

The National Survey on Drug Use and Health reported that in 2013 there
were 595,000 persons who used meth in the past month, much higher in raw
numbers than what was reported in 2010 (353,000). The 2013 figure repre-
sents 0.2 percent of the population under study with the 2010 numbers 0.1
percent. In 2011 and 2012, approximately 440,000 (0.2 percent) of the pop-
ulation 12 and older were current users of meth (NSDUH, 2013, 2). The
numbers or data are important but so is the following reminder. Meth is a
powerful drug and its users must exercise considerable caution if they do not
want to become addicted. So addiction is one danger, and there are other
dangers associated with abuse, including brain damage similar to
Alzheimer’s disease, stroke, and epilepsy. Psychotic and violent behavior are
also reported to stem from abuse of meth, as well as depression, anxiety,
fatigue, and paranoia. Meth is highly toxic, and when entering environments
housing meth labs, police often wear protective suits. There is also the dan-
ger of “death bags” or bags containing chemicals and residuals from making
methamphetamine. Just picking one of these bags up may create health
issues as a result of toxicity (West Slope Methamphetamine Symposium, 2004).

Alcohol

Marijuana, cocaine, heroin, methamphetamine, the hallucinogens: When
discussing illegal drugs or drug abuse it is frequently these substances that
dominate the concerns of Americans. But what about alcohol? It is not that
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alcohol gets a pass. On the contrary, the abuse of alcohol is of concern to
Americans, but when placed in the same sentence as illicit drugs such as mar-
ijuana or cocaine, it is not unusual to hear people raise greater opposition to
them than to alcohol. Why? Alcohol is legal (at age 21), and in the minds of
some individuals, this makes alcohol more acceptable and maybe even less
dangerous (a foolish assumption, indeed). The National Survey on Drug Use
and Health (2013) reported that 137 million Americans 12 years of age and
older are current users of alcohol. No illegal drug comes close to that and it
is possible to add up the current users of marijuana, heroin, methampheta-
mine, and cocaine, and combined the number of users falls far short of 137
mil lion people (less than 25 million users). Of course, there are clear dangers
associated with the abuse of alcohol and these will be addressed later. But for
whatever reasons alcohol use carries with it far less stigma than using illegal
drugs such as marijuana, that are not known to cause nearly as much dam-
age to society.

One hundred thirty-seven million people? This represents 52 percent of
the population 12 years of age and older. But it is not moderate use that is
addressed in this section since over  70 percent of Americans who drink do
so in moderation. The concern here will be the abuse of alcohol, or the 10
percent of the population of Americans that consumes 50 percent of all alco-
hol. That’s correct. Fifty percent of all alcohol ingested in the United States
is drank by 10 percent of the population (27/7 Wall St., 2014). This means the
other 50 percent of all alcohol consumed is done so by the remaining 90 per-
cent. In both instances we are talking about truly disproportionate represen-
tations.

Alcohol abuse and alcoholism are difficult to define, and when one con-
siders there is a cultural nuance relevant to such definitions, it becomes even
more difficult to clarify. In the United States, especially in the South, if one
is seen drinking any alcoholic beverage at noon (or even earlier), it may be
im mediately assumed alcohol is a problem for that individual. But what about
lunch time in France, Germany, Greece, Italy, Ireland, and so forth? It is
common for the natives of those and other European countries to drink wine
or beer at lunch, and to repeat that at supper. It is not uncommon for Euro -
peans to drink alcohol in between those meals, or even in the morning. This
does not imply that citizens of other nations do not have problems with alco-
hol. The point made here is that in the eyes of some Americans viewing
drinking at times of the day when we are not used to it may be misconstrued
as abuse of alcohol. Once again culture is an issue, even within the United
States where people from the South drink the least. But of interest is the rate
of binge drinking in the South approximates that of other regions in the
United States (NSDUH, 2013, 41).
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So then, when is drinking alcohol a problem? The Diagnostic and Sta -
tistical Manual-V or DSM-V (2013) classifies and integrates alcohol abuse and
alcohol dependence as Alcohol Use Disorder (AUD). AUD has three sub-
classifications: mild, moderate, and severe and are related to the following 11
criteria. The first four criteria represent alcohol abuse and the remaining
seven alcohol dependence (2013, 490–491).

1. Alcohol is used in larger amounts or over a longer period of time
than intended.

2. Persistent efforts to decrease the use of alcohol are unsuccessful. 
3. There is preoccupation in obtaining, using, and recovering from the
effects of alcohol.

4. There is a craving or strong desire for alcohol.
5. The use of alcohol leads to failures in school, work, and at home.
6. Alcohol continues to be consumed despite major problems it causes
socially and interpersonally.

7. Alcohol use leads to giving up important positive activities related to
recreation, work, and social life. 

8. Alcohol is used recurrently in situations that are physically hazardous.
9. Alcohol continues to be used even when it is known that it is caus-
ing physical and psychological problems.

10. Tolerance defined as needing to drink more to get the desired effect
and a dimished effect when drinking the same amount of alcohol.

11. Drinking to relieve or to circumvent withdrawal symptoms. 

Alcohol Use Disorder exists with just two of the three symptoms. Re -
turning to the three subclassifications, the DSM-V identifies “mild” as the pres-
ence of two-to-three of the 11 criteria and “moderate” as having four-to-five of
the symptoms. “Severe” is the presence of six or more of the above criteria.

Let’s return to the issue of damage momentarily, and focus on econom-
ic damage. Over the years, the author of this text (“I” for the rest of this dis-
cussion) has asked students in his “Sociology of Deviance” classes how many
are or have been bartenders. I usually have a few in each class, but it is the
discussion that ensues from there that grabs the attention of the other stu-
dents. After asking the question, I then tell a story about the owner of a pop-
ular pub in the Midwest who once told me he paid the lease on his bar on
the basis of one or maybe two heavy drinkers who frequented his establish-
ment. The owner astounded me with a fact I did not know, there is always
at least one customer who will spend up to $50 a day, every day of a month
drinking in his place. Assuming 30 days in a month, this adds up to $1,500
spent in the pub, a hefty contribution toward paying the lease. During the
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course of  one year this is $18,000. Unfathomable? Yes, to the moderate or
nondrinker, but to bar owners and bartenders, this is matter of fact, not to
mention profit. Now take two such customers, and the figure is $36,000 a
year; three customers, $54,000 a year, and so on. When I asked the pub
owner why he would allow such obvious individual consumption of alcohol
in his premise he responded: “if they don’t drink here they will elsewhere.
Besides if they get too drunk, I call a cab for them” (paraphrased). Back to
the bartender students. Every one of them over my many years of teaching
“Deviance” has echoed the same fact, and that is in every bar there are at
least several patrons who pay the bills. I also tell the students that as people
enter this pub they may notice several plaques on the wall, close to the door.
These are plaques in the memory of the patrons who killed themselves drink-
ing, mostly at the pub. On cold winter days customers will come into the
place and hang coats on hooks that cover the plaques. What a legacy?

Physician E. M. Jellinek, for years one of America’s leading authorities
on alcohol abuse classified alcoholism into three stages, or patterns of symp-
toms: early symptoms; middle symptoms; and late symptoms. Problems in -
herent within each stage or symptom are repeated below (1946):

Early Symptoms (Incipient alcoholism that lasts 10 years in duration):

• Breaking promises
• Lying about drinking
• Gulping drinks
• Drinking before a party
• Drinking at regular times
• Rationalization
• Irregular eating
• Blackouts

Middle Symptoms (Mostly a continuation of early symptoms, lasting
from two to five years):

• Minimizing drinking
• Carrying a secret supply
• Extravagant behavior
• Irregular eating
• Weekend bouts
• Frequent intoxication
• Nervousness
• Missing work 
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Late Symptoms (Advanced stages of alcoholism that last until death,
psy chosis, or recovery):

• Morning drinking
• Solitary drinking
• Benders
• Irritability
• Substitution of alcohol for food
• Loss of jobs
• Broken homes
• Delirium tremors (DTs)
• Deficiency diseases

Some decades ago, another physician, Dr. Robert V. Seliger developed
an alcoholism evaluation instrument used as a preliminary tool to ascertain
if people are addicted to alcohol. Answering “yes” to six of the 39 items on
the scale may indicate addiction to alcohol. Several of these questions are re -
peated below (1950):

Do you need a drink at a definite time every day?
Do you prefer drinking alone?
Do you sneak your drinks?
Do you lose time from class work while drinking?
Do you desire food while drinking?
Have you lost any friends as a result of drinking?
Has your life become alcohol centered?
Have you ever felt a religious need?
Have you lost any job as a result of drinking?

Answering yes to six of the 39 items does not automatically imply that
one is an alcoholic, instead this and other evaluation instruments are used by
treatment specialists as tools to start the process of determining the nature and
the extent of alcohol abuse issues. Two other evaluation tools, The Addiction
Severity Instrument (ASI) and the Substance Abuse Subtle Screen ing In -
ventory (SASSI) are discussed later in this section.

Now more definitively to the question of who drinks, with the focus here
on age, gender, race, and ethnicity. When it comes to current (past 30 days),
69 percent of individuals between ages 21 and 25 reported consuming alco-
hol, by far the highest number by age category. Forty-four percent of 18 to
20 year olds were current users. Alcohol use tends to decrease as age de -
creases, especially when considering heavy use. Men drink more than wo -
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men, with 57 percent of males current users of alcohol. The figure for women
is 48 percent. However, there is little difference in drinking among young
persons 12 to 17 years of age, with 11 percent of males and 12 percent of
females current users of alcohol. Whites are heavier users of alcohol than
other racial or ethnic groups. Fifty-eight percent of whites compared to 47
percent of individuals reporting two or more races drank in the 30 days prior
to being interviewed.   Forty-four percent of African Americans, 43 percent
of Latinos, and 38 percent of Native Hawaiians and Pacific Islanders were
current users of alcohol. The percentages for Native Americans and Alaska
Natives, and Asians were 37 and 34 percent, respectively (NSDUH, 2013,
35–38). Based on these data, one conclusion that can be drawn is that drink-
ing alcohol is more common among the young, males, and whites although
older Americans, women, and nonwhites also consume alcohol. Of course,
sociologists will also ask the question about the relationship of social class or
socioeconomic status (SES) to drinking, and one of the indicators on SES is
education. It may appear on the grounds of common sense that the least edu-
cated Americans are more likely to consume alcohol (the old “Joe Six-Pack”
stereotype). This assumption is clearly incorrect, except in one very impor-
tant instance. Goode (2005) reports that among respondents 26 years of age
and older, 77 percent of college graduates reported drinking on at least one
occasion in the previous year, compared with 64 percent of people with
some college, 54 percent of high school graduates, and 46 percent of respon-
dents who had not completed high school. According to Goode: “The high-
er the income, education, and socioeconomic status of the respondent, the
greater the likelihood that he or she drinks alcohol” (2005, 212). The one
exception: college educated African American males who drink less as SES
increases. (Herd, 1991; Peralta, 2005).

Earlier, cocaine, heroin, the hallucinogens, marijuana, and methamphet-
amine were discussed. There is the belief, and in some instances it may be
correct that using any of these drugs will lead to criminality and to violence.
Well, to begin with, just by possessing these substances, the law is broken,
and the use of some drugs such as meth may result in violence. Enough said?
Not even close. Alcohol is the number one drug—the kingpin—when violence
is considered. In an analysis of alcohol and crime spanning the years 1997 to
2008, the Bureau of Justice Statistics (2010) reported that on average, at least
20 percent of victims of violent crime perceived their assailants had been
using alcohol. What is more, aggravated assault and simple assault which
accounted for 73 percent of violent crime was said to involve alcohol. The
alcohol/violence connection has long been established, but is it a given? The
answer is no—it is not a given that just by drinking people are destined to
become violent. First of all, the great majority of people who drink do not
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be come violent, and second, it may not be drinking alone that leads to vio-
lent acts. Quite frequently, drinkers mix drugs, meaning they will consume
alcohol and use other drugs such as meth or ecstasy, and the symbiotic
effects of polydrug use may increase the likelihood of violence. Then there
are the issues of context and culture. Drinking is considered a macho thing
to do, and when cojoined with drinking in an environment such as a bar
where things can get a little rough or out of control, even without the pres-
ence of drunkenness, the overall context may lead to violence, not just the
drinking alone. Plus, as Barkan argues (2005, 444), there is a self-fulfilling
prophecy that is present, meaning alcohol is presumed to lead to violence,
and at times it does. The use of alcohol precedes the commission of at least
50 percent of violent acts such as homicide and rape, and research confirms
its use does increase the chances that assaults, murder, and rape will occur
(Nielson and Martinez, 2003; White, Tick, Loeber, and StouthamerLoeber,
2002). There is ongoing theory and research as to the “why” of the alco-
hol/violence relationship, but the findings are inconclusive. The idea that the
use of alcohol reduces inhibitions is offset by theory and research that finds
little support for the alleged connection. The first notion is referred to as the
drunken component perspective and the second is the cognitive/guidedness
approach. But as Barkan writes, norms, the standards for conduct that struc-
ture the social context, are in operation when alcohol is used, and cannot be
overlooked. People learn what is expected of them when drinking, and if the
norms lean toward relaxation and just having a good time, violence may not
occur. If the norms are more “macho,” violent behavior may transpire (2005,
343). This is an important issue that is frequently ignored or bypassed when
discussing the effects of alcohol, and drugs in general. Norms impact a wide
range of behaviors, and with drug use, this can include when one feels high,
how to use drugs, and other than the pharmacological effects of drugs, norms
can impact behaviors before, during, and after using substances.

Alcohol clearly portends risks for health and automobile fatalities. In
2012, 10,322 people were killed in alcohol-impacted driving crashes, repre-
senting 31 percent of all traffic-related deaths in that year. In addition, 20 per-
cent of traffic fatalities of children zero to 14 years old involved drivers under
the influence of alcohol. By comparison, drugs other than alcohol such as
cocaine and marijuana accounted for 18 percent of traffic fatalities (www.cdc
.gov/motorvehiclesafety, 2014). Why is this? The national legal limit for dri-
ving drunk is .08, far higher than what is required to increase the risk of
being involved in a car wreck. For persons with a Blood Alcohol Content
(BAC) between .02 and .04, there is a 1.4 times greater chance of getting into
an automobile accident. Consider what happens as the BAC gets higher.
BAC levels of .05 and .09 and .10 and .14 increase the risk of car crashes 11
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and 48 fold respectively, and the chances of a fatal car wreck increase 385
times with a BAC of over .15 (Goode 2005, 206). Of course, these data reflect
fatalities, and do not cover the many thousands of nonfatal injuries resulting
from drunk drivers. In addition, the abuse of alcohol has definitive conse-
quences for health. The Centers for Disease Control and Prevention (CDC)
reports the long-term health risk of abusing alcohol include high blood pres-
sure, heart disease, stroke, liver disease, and digestive conditions.  In addi-
tion, excessive drinking can lead to the following types of cancer: breast, mouth,
throat, esophagus, liver, and colon cancer. The CDC also reports that alco-
hol abuse is correlated with mental health issues such as anxiety and depres-
sion, and it may lead to memory problems that include poor academic per-
formance and dementia. As if the above is not enough, heavy drinking is as -
sociated with what has been discussed previously; social, family, and
econom ic problems (www.cdc.gov/alcohol/fact-sheets/alcohol-use.htm,
2014).

Gambling

Ask yourself the following questions:

• Did you ever lose time from work or school due to gambling?
• Has gambling ever made your home life unhappy?
• After a win did you have a strong urge to return and win more?
• Did you ever borrow money to finance your gambling?
• Did you ever gamble longer than you had planned?
• Have you ever considered self-destruction or suicide as a result of your
gambling?

These are six of 20 questions included on a scale used by Gamblers An -
onymous (GA) to evaluate the possibility of problem gambling and addiction
to gambling. But you may be asking yourself, “what does gambling have to
do with addiction and why discuss it in the same breath as heroin, cocaine,
and alcohol?” Gambling is a behavior and enterprise that is largely ignored
by sociologists—but it should not be. Millions of Americans gamble; most
recreationally. Millions of Americans drink alcohol; most are modest drinkers.
Millions of Americans smoke marijuana; most just on occasions. Yet sociol-
ogists have undertaken extensive research on drinking alcohol and smoking
pot. However, few sociologists are interested in or write about one of
America’s biggest addiction issues: gambling  (the emphasis in this part of the
chapter is on legal gambling, in particular the commercial casino industry).
If abused, gambling can be as destructive to individuals and society as alco-
holism, and addiction to drugs such as cocaine and heroin. Gambling and
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the other name it is often used synonymously with—gaming—is a multibillion
dollar a year industry (both terms gaming and gambling are used in this dis-
cussion). In 2012, the gross gaming revenue or GGR (defined as the amount
wagered minus the winnings returned to players) in the United States was 37
billion dollars. The 2012 GGR represented close to a two billion dollar
increase over 2011, and an 8.6 billion increase over what was reported for
2003 (28 billion dollars). In addition, the commercial casino industry paid
more than 13 billion dollars in wages and nearly nine billion dollars in taxes
in 2012. Listed below are the 2012 annual revenues, figures rounded,  for the
top five casino markets in the United States, and directly underneath is 2012
Commercial Casino Tax Revenue, top five state dollar amounts (www.amer-
icangaming.org, 2014):

2012 Annual Revenues
Casino Market 2012 Annual Revenue
Las Vegas Strip, Nevada $6.2 billion
Atlantic City, Nevada $3.1 billion
Chicagoland, IND./Ill. $2.2 billion
Detroit, Michigan $1.4 billion
Connecticut $1.2 billion

2012 Commercial Casino Tax Revenue
State 2012 Revenue
Pennsylvania $1.5 billion
Nevada $869 million
New York $823 million
Indiana $807 million
Louisiana $579 million

Communities and state supporters of casinos (not to mention other types
of legal gambling such as lotteries) usually argue that gambling will boost
local and state economies because it will create jobs and provide for major
additional sources of tax revenues (as just shown above). Proponents of gam-
ing proceed to argue that when jobs are created there is an economic multi-
plier effect, meaning people will have more money or more people will have
dollars to spend, thus benefiting local and state economies.

A case in hand is Council Bluffs, Iowa, located across the Missouri River
from Omaha, Nebraska. In the mid-1990s, the city of Council Bluffs, Iowa
voted to have riverboat casinos largely on the auspices that they would jump-
start the economy of the city by creating jobs, and also by infusing large sums
of dollars into the local communities. Part of the approval process mandated
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that the casinos give a certain percentage of their profits back to the local
communities to meet their various needs. One example (and there are many)
of this was the building of a new library in the center of Council Bluffs. What
followed is rather amazing since not only were the casinos built, but so were
hotels and a number of major businesses—right in the vicinity of and in jux-
taposition to the casinos. The casino area also includes a convention center
that houses many events, such as sporting activities and concerts. The case of
Council Bluffs represents an example of what can occur when gaming begins
to operate in cities and states, but, of course, the question becomes, “what is
the cost/benefit analysis associated with casinos and other forms of gam-
bling?” Some people argue that all types of social problems are created or
worsened by the existence of gaming; others argue the positive benefits out-
weigh any negative results from gambling. It is to this discussion attention is
now directed.

In order to address the question of the effects of gaming, two sources are
used. The first is a major study conducted by the National Gambling Impact
Study Commission and the second represents data from the American Gaming
Association (AGA). The former research does not necessarily represent any
particular side of the debate over the benefits/consequences of gambling.
The later data is collected to support the positions of the AGA, al though this
does not imply the data are inaccurate. These two studies represent seminal
research in the analysis of the effects and impact of gaming in the United
States.

The National Gambling Impact Study Commission was established dur-
ing the latter 1990s and its resulting document is known as The Gambling
Impact and Behavior Study (herein identified as GIBS). The research was con-
ducted by the world renowned National Opinion Research Center (NORC)
in conjunction with Gemini Research, The Lewin Group, and Christian/
Cummings Associates. The data collection period was from 1998–1999, and
its purpose was to investigate “the gambling behavior and attitudes of adults
and youth in America and also estimates the effects of gambling facilities on
a variety of economic and social indicators” (National Gambling Impact
Study, 2002). Respondents for the study were selected through the use of
probability sampling techniques, in which samples were drawn from the adult
and younger populations of the United States via random-digit dialing (RDD),
and random selection of patrons who gambled at casinos in eight states. The
sampling process yielded 2,714 adults through RDD, 530 adults who were
interviewed in the gaming facilities, and 534 youth ages 16 to 17 who were
selected by RDD. Data were collected through the use of telephone inter-
views, personal interviews, self-administered questionnaires, and data report-
ed in sources such as Regional Economic Indicator Series, City and County
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Data Book, FBI Uniform Crime Reports, and the NCHS Vital and Health
Statistics series. The study sought to collect information on and about the fol-
lowing issues related to gaming and gamblers:

• demographic information about gamblers
• geographic regional information where the gaming facilities are locat-
ed

• gambling behavior and attitudes of gamblers
• motivations for gambling
• gambling history of gamblers
• problem-gambling diagnostic assessment
• gambling treatment experience
• family/marital status and issues
• income and financial information of gamblers
• mental and general health of gamblers
• substance use of gamblers

A major focus of the study was to differentiate among the types of diffi-
culties experienced by several categories of gamblers. A major question was:
“do pathological gamblers have greater issues with problems such as bank-
ruptcy and loss of employment than other types of gamblers?” Proponents of
gambling typically argue that gaming opportunities have limited association
with various social ills, meaning that these problems would exist anyway.
Op ponents of legalized gambling assume the opposite, and argue strongly
that legal gambling can destroy lives and even ruin communities as a result
of bankruptcy and marital failure which they purport are directly linked to
gaming.

Before discussing the results from this study, several operational defini-
tions are in order. The study classified gamblers as low-risk, at-risk, problem,
and pathological gamblers, based on nine criteria established in the Diagnostic
and Statistical Manual-IV that was published in 1994. Pathological gambling was
defined as “persistent and recurrent maladaptive gambling be havior” as indi-
cated by five or more of the nine criteria including preoccupation with gam-
bling, tolerance, or needing to gamble in increasing amounts of money, and
lying, or lying to family members, therapists, and others about the extent of
their gambling (2002, 16). Problem gamblers were characterized by three or
more of the criteria, and at-risk and low-risk gamblers were defined as hav-
ing one or more of the criteria, and never having lost more than $100 in a
single day, respectively (2002, 21). The other criteria from the DSM-IV are
(2002, 16):
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• withdrawal—becoming restless and irritable when attempting to stop
or cut back on gambling.

• escape—gambling becomes a way to escape from or to avoid prob-
lems.

• chasing—means chasing one’s losses whereby gamblers resume gam-
bling the next day in hopes of winning money.

• loss of control—gamblers are unable to control their gambling.
• illegal acts—gamblers steal, embezzle, and forge checks in order to
finance their gambling addiction.

• risked significant relationship bailout—gamblers become depen-
dent on other people to support their gambling and they lose rela-
tionships and jobs as a result of their addiction.

When comparing problem and pathological gamblers to the other three
categories, the results from the study lend support to the negative side of
gambling. A greater percentage of both problem and pathological gamblers
had lost their jobs in the past year, and were more likely to have been arrest-
ed and incarcerated. In addition, problem and pathological gamblers had
higher rates of divorce and mental health issues, and problem gamblers were
far more likely to have filed for bankruptcy,  and along with at-risk gamblers
had higher percentages of receiving unemployment benefits and welfare
(2002, 43–53). It is to be noted that in most cases, problem and pathological
gamblers were far more likely to have experienced social problems as a
result of their gambling, and at-risk gamblers shared many of the same prob-
lems as problem and pathological gamblers, only in lower percentages.

So, case closed? Not quite easy to state. The American Gaming Associa -
tion (AGA) utilizes research on the effects of gaming undertaken by various
organizations and arrives at a much different picture. Reporting on a study
commissioned by the Department of the Treasury in 1999, the AGA noted a
finding of little association between casino gambling and bankruptcies in the
United States. The study found that bankruptcies were a function of changes
in bankruptcy law as well as a reduction in the stigma associated with filing
for bankruptcy, the enormous growth in the use of credit cards, and indebt-
edness from overspending. In addition, the AGA reported that Utah, which
is the only state without legalized gambling had the highest rate of bankrupt -
cies per household in the United States, and that of the 15 states with the
highest bankruptcy rates only one, New Jersey has casinos. What is more,
Colorado which entered into the casino business in 1991, was the only state
to experience a decline in bankruptcies during the 1990s (American Gaming
Association, 2003). What about crime and gaming? Relying on the F.B.I.
Uniform Crime Report and locally undertaken research from Detroit, the
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AGA reported that in 2005 Las Vegas, Nevada, the kingpin of gaming cities
in America, had one of the lowest rates of crime of any major tourist com-
munity in the states, and that Detroit, a city with a large casino presence also
had a relatively low crime rate. Additionally, the AGA reported that based
on data from the National Institute of Justice and the Public Sector Gaming
Study Commission, there is little evidence that gambling causes or is linked
to crime (American Gaming Association, 2003). This brings us to pathologi-
cal gambling. Earlier it was stated that gaming revenues have soared over the
past decade and that the number of casinos has dramatically increased dur-
ing the same time period. Given this, one might expect to find a large per-
centage of Americans hooked on gaming. Not so according to the AGA.
Employing research from the Harvard University Medical School’s Division
on Addictions, the National Research Council of the National Academy of
Sciences, the Journal of Clinical Psychiatry and the General Accounting Office
(GAO), the AGA reported a pathological gambling prevalence rate of no
greater than 1.5 percent. Keeping in line with its other findings, the AGA also
stated that in Connecticut, a state with one of the world’s largest casinos,
pathological gambling rates may have actually declined, and the results
appear to be the same in Louisiana, South Dakota, Michigan, Minnesota,
Ore gon, Texas, and Washington (American Gaming Association, 2003).

So whom does one believe? It is important to keep in mind that different
data collection methods may result in varying and contradictory results. The
Gambling Impact and Behavior Study based its conclusions on actual interviews
with people who gamble. The AGA based most of its findings on data col-
lected by other organizations that may not be derived from surveys, but
instead are often studies done using secondary analysis involving economic,
social, and crime variables that are documented in major publications such
as the F.B.I. Uniform Crime Reports and United States Bureau of the Census.

Evaluating Addictions

There are a number of instruments used to evaluate addictive behaviors
and two examples of these instruments have been discussed in this chapter.
The “Twenty Questions“ tool and the screening device developed by Dr.
Robert V. Siegler are basic tests used as preliminary means to ascertaining
the nature and degree of addiction to gambling, and drugs and alcohol. But
there are two other instruments that are widely used, primarily to evaluate
drug and alcohol abuse and addiction. The instruments are The Addiction
Severity Index (ASI) and The Substance Abuse Subtle Screening Inventory (SASSI).

The ASI is a standardized tool for evaluating alcohol and drug addiction,
and it is comprised of the following six scales or areas used in assessing the
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degree of addiction to substances (some instruments include a spiritual cate-
gory). The areas include: (1) medical status; (2) unemployment/support sta-
tus; (3) alcohol and drug usage; (4) legal status; (5) family status and social
relationships; and (6) psychiatric status. The instrument is designed to deter-
mine the types and frequency of use of drugs and alcohol, and as a result of
using substances if the respondents (patients) have had marital and family
problems, have been arrested or incarcerated, and if they have missed work
or lost jobs as a result of drug and alcohol abuse. It also asks patients to iden-
tify their health issues (such as ulcers) as well as including items concerning
depression and anxiety. Of course, this is just an overview, and the ASI
includes many more detailed items in each of the areas/scales, as well as ask-
ing basic demographic information such as race, gender, and age of patients.
When implementing the ASI, two individuals are involved: the interviewer
and the respondent. Each gives a rating to the items on the instrument, and
at the conclusion of the questioning, the interviewer derives a severity pro-
file. The interviewer uses a scale ranging from “no problem” (0) to “extreme
problem” (9), and the respondent uses a scale that ranges from “not at all” (0)
to “extremely” (4). Obviously the higher the composite scores determined by
both the respondent and the interviewer, the more likely it is that the latter
will conclude the patient has drug and/or alcohol problems. It is not uncom-
mon to have a disconnect between the respondent and interviewer compos-
ite scores. This may be due to dishonest answers provided by respondents
and/or misreads on behalf of the interviewer. Interviewers are not necessar-
ily social scientists trained in the art of asking questions and coding respons-
es, so at times they may be off the mark in their assessments of respondents.
What is more, respondents may be filling out the ASI because they have
legal problems associated with drug and alcohol abuse (such as DUIs or
MIPs), and they may be lying about a wide variety of issues covered on the
ASI. The questioning takes about 30 minutes to one hour, depending on the
respondent, and especially if the interviewer feels a need to probe in more
detail if he or she suspects respondents are giving false answers. As questions
are posed, the interviewer may take notes, and this can add time to the inter-
view.

The Substance Abuse Subtle Screening Inventory (SASSI)

Brief Description (The following information on the SASSI was prepared
by Scarlett Baker and William Ricketts of the SASSI Institute).

The SASSI is a brief one-page, two-side self-report questionnaire that
helps identify individuals who have a high probability of having a substance
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use disorder. It is an easily administered psychological screening measure
that is available in separate versions for adults and adolescents. The Adult
SASSI-3 and Adolescent SASSI-A2 have an overall empirically validated
accuracy of 93 and 94 percent, respectively (Lazowski, Miller, Boye, and
Miller, 1998; Miller and Lazowski, 1999, 2001, 2005), while validation re -
search on the Spanish SASSI demonstrates an overall accuracy rate of 84
per cent (Lazowski, Boye, Miller, and Miller, 2002). Each questionnaire can
be administered, scored, and interpreted in approximately 15 to 20 minutes.
The SASSI includes both face valid questions and subtle items that have no
apparent relationship to substance use. Subtle items are included to identify
individuals who are unwilling or unable to acknowledge substance misuse/
abuse or the related symptoms.

The adult version (ages 18 and up) consists of 93 items and ten subscales,
and the adolescent version (ages 12–18) consists of 100 items and 12 sub-
scales. Screening instruments published by the SASSI Institute are available
in paper-pencil, web-based, optical scanning, and PC software formats. Free
clinical and technical assistance is available Monday through Friday via a
toll-free number.

Face Valid and Subtle Scales

The Adult SASSI-3 contains three face valid scales: Face Valid Alcohol
(FVA); Face Valid Other Drugs (FVOD); and Symptoms (SYM). The
Adolescent SASSI-A2 contains five face valid scales: FVA, FVOD, SYM,
Family-Friends Risk Scale (FRISK), and Attitudes  (ATT). Examples of some
face valid frequency questions asked to people to rate how often they have
experienced alcohol and drug-related motivations and consequences are:
“Became depressed after having sobered up?”; “Taken drugs to improve your
thinking and feeling?”; and, “Taken drugs to forget school, work, or family
pressures?” 

Subtle items on the Adult SASSI-3 and the Adolescent SASSI-A2 do not
have an apparent relationship to substance misuse and related behavioral
characteristics. The subtle scales are: Obvious Attributes (OAT) reflect an
individual’s tendency to endorse statements of personal limitations that were
shown to be endorsed by those diagnosed with substance use disorders in val -
idation research; Subtle Attributes (SAT) endorsements discriminate be -
tween individuals diagnosed with and without substance use disorders re -
gard less of clients’ willingness to disclose a substance use problem; Defens -
ive ness (DEF) item responses identify clients who are willing or unwilling to
acknowledge evidence of personal problems and limitations; Supplemental
Addiction Measure (SAM) is an additional measure that increases the accu-
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racy of the SASSI but is not intended for interpretation; Secondary Classifi -
ca tion Scale (SCS) (adolescent SASSI-A2 only) helps differentiate severity of
substance use disorders; Validity Scale (VAL) (adolescent SASSI-A2 only)
flags low probability profiles with an elevated VAL score for further evalua-
tion for substance use disorder (Miller & Lazowski,  2001). Additional clini-
cal scales that are not used to screen for substance use disorders but provide
useful clinical information include: Family vs. Controls (FAM) (adult SASSI-
3 only) distinguishes individuals who were known to be family members of
substance abusers from control subjects; and, Correctional (COR) measures
the extent to which an individual’s responses on the SASSI are similar to
people with relatively extensive histories of problems with the legal/judicial
system.

Examples of some true/false subtle items are: “Sometimes I have a hard
time sitting still”; “I am often resentful”; or “I have been tempted to leave
home.” 

The purpose of the SASSI is to help identify people with substance use
disorders so that they may be referred for treatment. Its validated screening
accuracy, brevity, and ease of administration and scoring makes it a useful
clinical instrument for clinicians, researchers, and substance use profession-
als.

In Recognition: William Ricketts

William “Bill” Ricketts, M.S., L.M.H.P. joined the faculty at Iowa
Western Community College in 1991 and serves as the department chair for
the Human Services Addictive Studies program. Bill has been recognized by
the National Institute for Staff and Organizational Development as a master
teacher and was voted “most outstanding teacher” at the Great Iowa Teach -
ers Workshop. Bill currently serves as a teaching consultant for the faculty at
Iowa Western and is also a training mentor for the Iowa Community College
Online Consortium (ICCOC).

Mr. Ricketts is a nationally certified SASSI trainer, joining the SASSI
Institute in 1990 and has completed over 300 trainings for mental health and
substance abuse counselors throughout the United States. He has been rec-
ognized by the SASSI Institute as their top training consultant. Bill current-
ly conducts SASSI trainings in Kansas, Missouri, Nebraska, Iowa, North and
South Dakota, Wyoming, and Montana.

Mr. Ricketts is a clinical member of the American Association for
Marriage and Family Therapist (AAMFT), and a licensed mental health
prac titioner. He trained under Dr. Laura Perls at the New York Institute for
Gestalt Therapy. An experienced clinician, Bill has over 25 years in the men-
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tal health and substance abuse fields as a clinical family therapist specializing
in working with chemically dependent families and running groups for adult
children of alcoholics.

As a consultant, he helps area agencies develop programs for recovering
families. In 2007, Bill helped designed a program called Families Also Serve
Time (FAST) for the Regional Correctional Facility in Council Bluffs, Iowa,
a program for family members of inmates. He has also served on boards of
directors including Youth Emergency Services and YES Youth Street Out -
reach program, which he initiated as president of the board in 2001.

SUMMARY

Millions of Americans use drugs and alcohol. The patterns of use of ille-
gal drugs will vary by age, race, and gender, and most individuals who use
illegal drugs do so recreationally, and many cease illegal drug-taking behav-
ior by their thirties. Heroin is the least used of the illegal drugs, and it is
potent. The abuse of heroin can lead to addiction and some addicts experi-
ence serious withdrawal symptoms or illness within hours of injecting it. Co -
caine is used more frequently than heroin but far less so than marijuana or
alcohol, and it is not known to be physically addicting. Cocaine can be a
party drug and like heroin it can be snorted, smoked, or injected. Powder
cocaine is the most commonly used type of the drug, but over the years,
cocaine has taken the form of freebase and crack, both more dangerous and
physically addicting. Methamphetamine (meth) has been around for years,
but it has been in the past two decades that it has hit the streets in many parts
of the country with a vengeance. Like freebase and crack, meth is a danger-
ously addicting drug that can produce deleterious effects for the individual.
The major source of meth is Mexico and not even tough laws curbing its pro-
duction in the United States has prevented its use. Alcohol is used by 137
million Americans, but mostly in moderation. It is only a small percentage
of drinkers who become problem drinkers and alcoholics, but this small per-
centage contributes vastly to the crime scene in the United States. If abused,
alcohol has numerous mental and health consequences, including death (as
do other drugs such as heroin and methamphetamine). One does not be -
come an alcoholic overnight, instead it may take years before alcoholism sets
in, and by then alcoholics may have done substantial overall harm to them-
selves. Millions of Americans gamble, most just for enjoyment, but some in -
dividuals become problem or pathological gamblers and this can be costly to
themselves, their families, and their communities. Persons with gambling
issues may turn to crime to support their habits, and like those addicted to
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drugs, they may need to enter treatment. The need for treatment for addic-
tion may depend on evaluation and for drug and alcohol abuse. The Ad -
diction Severity Instrument and The Substance Abuse Subtle Screening
Inventory are tools used to assess the nature and extent of problems with
substances.



Chapter 12

SOCIETAL REACTION AND
 STIGMATIZATION: MENTAL DISORDERS

AND PHYSICAL DISABILITIES

CASE STUDY: JOE

Joe was born on August 6, 1946 and was diagnosed with diabetes at agethree. By the time he was age 10 Joe had become legally blind. His adult
height was four feet eight inches, and he weighed no more than 80 pounds.
From his earliest years on Joe was faced with numerous physical issues and
challenges that would eventually lead to his being dropped from formal K-
12 education, long before passage of the Americans With Disabilities legisla-
tion. During his first 10 years of life Joe attended school and was a top stu-
dent, and during this time he became proficient at reading Braille. Until he
lost nearly all sight by age 10, Joe would read with books placed closely to
his face, and he would sit in the front row in his classroom so that he could
see the teacher and the blackboard. At times he would be moved just in front
of the blackboard in order to see what was written on it. By the time he was
in the fifth grade, the school systems had decided Joe was too much trouble
for them to educate, and he was summarily prevented from receiving either
public or parochial education. This was a crushing blow to Joe since he was
a top student and was more than capable of continuing his formal education
with a little help and flexibility from teachers and administrators; after all he
was no behavioral problem and only required minimal assistance. Joe never
asked for special treatment and always wanted to be seen like the other kids:
he did not want to stand out. But to society, Joe had physical stigmas at a time
when such characteristics were looked down upon, and during an era when
little was done to accommodate the “Joes” of the world. Joe was independent
and could walk the streets comfortably and he loved to play sports, espe-
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cially baseball. He would stand at the plate and take pitches, and had an
amazing knack for being able to hit the ball. He could also catch the ball and
had an equally impressive sense of where the ball was in the air. By the time
Joe was denied his formal education, he was more than capable, physically
and emotionally of carrying on his life like that of a healthy child, and he
loved life. But shortly after being removed from his education, which also
meant his friends ( Joe was popular and loved by his peers), Joe’s health start-
ed to deteriorate to the point that he became weaker with each year, but his
spirits were good and his courage admirable; most admirable. It was also at
this time when Joe quit growing and his younger brother would eventually
surpass his height. So here was a youngster on the verge of his teenage years
who was now only four foot, eight inches tall, visually impaired, and without
access to one of the most crucial aspects of adolescence in the United States,
a formal education, and all that goes with it: learning; friendships; sports; a
future; and, girls. As he watched his brother age and have the advantage of
all the good and not so good things that happen to children as they grow
older, Joe was increasingly the victim of being left in the dust, having few
friends and basically little social life, except that which he had with his fam-
ily and the friends of his brother who were kind to Joe. From about age 10
to just before his death at 20, Joe’s diabetes worsened and he experienced
numerous diabetic comas and shocks. He was frequently bedridden and the
occasional target of comments made about his slight stature and eyesight.
Some of these comments were directed at his parents. For example, once
Joe’s father was chided by another individual about “sitting in the first row
in church just so the family could be seen.” Of course the explanation was
that the family sat in the first pew to make it easier for Joe to see the altar and
for him to receive communion ( Joe was most likely 95% visually impaired,
but his parents at least wanted him to see the little he could at church). As
Joe’s physical health became worse, so did his mental health. Joe simply was
not “Joe.” He was not his usual happy self, and he appeared to be losing his
confidence and zest for life. During his last few years, Joe became inconti-
nent, frequently wetting the bed, and he became so weak he was almost an
invalid. He required constant care and was often rushed to the hospital be -
cause of shocks or comas. Just three months before his 21st birthday, Joe’s
health was so bad that he could no longer fight the good fight, and he passed
away on May 8th, 1967, just three weeks before his younger brother, the
author of this text, graduated from high school. But it must be mentioned
that even given his enormous pain, pain emanating not only from his physi-
cal condition but also from the stigmas he faced in our society, Joe was coura-
geous and loving to his family, even to the end. He was and is an incredible
role model, and his example is used in this chapter.
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MENTAL DISORDER AND PHYSICAL DISABILITY:
AN OVERVIEW

Just because some individuals have mental disorders and physical dis-
abilities, does this mean they are deviant? How could it be that Joe was a
deviant? Part of the answer lies in the term used when discussing Joe: stigma.
Throughout history, persons with both physical disabilities and mental dis-
orders have been stigmatized by society, often on the basis of such primitive
thinking that they were demonized. After all, they would not have these is -
sues if it wasn’t for the insertion of the devil into their very beings and souls,
right? But stigmas are about social reactions, and history is replete with ex -
amples of the way that people have defined, constructed, and reacted to the
mentally ill, and those with physical disabilities. So when sociologists study
mental disorders and physical disabilities, they often examine the role of soci-
ety in constructing worldviews of the mentally and physically disabled, and what
the consequences are for the people they are stigmatizing. Sociologists also
study the ways that the stigmatized react to their own stigmatization, in other
words, how they cope with and manage their societal effected self-identities. Of
course, sociologists are interested in mental disorders and physical disabili-
ties, per se, meaning they study such issues as being visually and hearing
impaired, physical handicaps, depression, and anxiety disorders in and of
themselves. Mental disorders are covered first.

Mental Disorders

The Diagnostic and Statistical Manual of Mental Disorders –V:
The Professional Construction of Mental Disorders

The Diagnostic and Statistical Manual of Mental Illness-V (2013) is a promi-
nent and extremely important document used in the treatment and evalua-
tion of mental disorders. Professionals from across many fields—psychiatry,
psychology, social work, and counseling, to name a few—rely on the manual
to offer up to date response to mental disorders. According to the DSM-V,
mental disorder is defined as (2013, 20):

A mental disorder is a syndrome characterized by clinically significant distur-
bance in an individual’s cognition, emotion, regulation, or behavior that reflects
a dysfunction in the psychological, biological, or developmental processes un -
derlying mental functioning. Mental disorders are usually associated with signif-
icant distress or disability in social, occupational, or other important activities.
An expectable or culturally approved response to a common stressor or loss, such
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as the death of a loved one, is not a mental disorder. Socially deviant behavior
(e.g., politics, religious, or sexual) and conflicts that are primarily between the
individual and society are not mental disorders unless the deviance or conflicts
results from a dysfunction in the individual, as described above.

Listed below are the major disorders addressed in the DSM-V. No intent
is made here to exhaust coverage of the disorders covered in the manual, and
readers are encouraged to review the DSM-V in greater entirety in order to
become more fully informed of its contents:

Neurodevelopmental Disrorders
Schizophrenia Spectrum and Other Psychotic Disorders
Bipolar and Related Disorders
Depressive Disorders
Anxiety Disorders
Obsessive-Compulsive and Related Disroders
Trauma- and Stressor-Related Disorders
Dissociative Disorders
Somatic Symptom and related Disorders
Feeding and Eating Disorders
Elimination Disorders
Sleep-Wake Disorders
Sexual Dysfunctions
Gender Dysphoria
Disruptive, Impulsive-Control, and Conduct Disorders
Substance-Related and Addictive Disorders
Personality Disorders
Paraphilic Disorders
Other Mental Disorders
Medication-Induced Movement Disorders and Other Adverse Effects of

Medication
Other Conditions That May Be a Focus of Clinical Attention

Brief descriptions of some of the disorders just listed are presented.
Unless specified otherwise, the definitions and descriptions are verbatim
from the DSM-V.
Neurodevelopment Disorders are a group of conditions with onset in

the developmental period. The disorders typically manifest early in devel-
opment, often before the child enters grade school, and are characterized by
developmental deficits that produce impairments of personal, social, acade-
mic, or occupational functioning. . . . The neurodevelopmental disorders
 frequently co-occur; for example, individuals with autism spectrum disorder
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often have intellectual disability (intellectual development disorder), and
many child ren with attention-deficit/hyperactivity disorder (ADHD) also have
a specific learning disorder (2013, 31).
Schizophrenia Spectrum and Other Psychotic Disorders include

schiz ophrenia, and other psychotic disorders, and schizotypal (personality)
disorder. They are defined as abnormalities in one or more of the following
domains: delusions, halluncinations, disorganized thinking (speech), grossly
disorganized or abnormal motor behavior (including catatonia), and nega-
tive symptoms (2013, 87).
Depressive Disorders include disruptive mood dysregulation disorder,

major depressive disorder (including major depressive episode), persistent
de pressive disorder, premenstrual dysphonic disorder, substance/medi -
cation-induced disorder, depressive disorder due to another medical condi-
tion, other specified depressive disorder, and unspecified depressive disorder
(2013, 155). 
Anxiety Disorders include disorders that share features of excessive

fear and anxiety and related behavioral disturbances. Fear is the emotional
response to real or perceived imminent threat, whereas anxiety is anticipation
of future threat. . . . Anxiety disorders differ from developmentally norma-
tive fear or anxiety by being excessive or persisting beyond developmental-
ly appropriate periods (2013, 189).
Dissociative Disorders are characterized by a disruption of and/or dis-

continuity in the normal integration of consciousness, memory, identity,
emo tion, perception, body representation, motor control, and behavior. Dis -
sociative symptoms can potentially disrupt every area of psychological func-
tioning (2013, 291).
Sexual Dysfunctions include delayed ejaculation, erectile disorder,

female orgasmic disorder, female sexual interest/arousal disorder, genito-
pel vic pain/penetration disorder, male hypoactive sexual desire disorder,
pre mature ejaculation, substance/medication-induced sexual dysfunction,
other specified sexual dysfunction, and unspecified sexual dysfunction. Sex -
ual dysfunctions . . . are typically characterized by a clinically significant dis-
turbance in a person’s ability to respond sexually or to experience sexual
pleasure (2013, 423).
Gender Dysphoria refers to the distress that may accompany the incon-

gruence between one’s experienced or expressed gender and one’s assigned
gender. Although not all individuals will experience distress as a result of such
incongruence, many are distressed if the desired physical interventions by
means of hormones and/or sugery are not available. The current term is more
descriptive than the previous DSM-IV term gender identity disorder and
focused on dysphoria as the clinical problem, not identity per se (2013, 451).
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Personality Disorders . . . an enduring pattern of inner experience and
behavior that deviates markedly from the expectations of the individual’s
culture, is pervasive and inflexible, has an onset in adolescence or early adult -
hood, is stable over time, and leads to distress and impairment (2013, 645).

The development of the DSM-V was a massive, multiyear undertaking
that involved professionals from across the many mental health professions.
The goal was to improve on the DSM-IV since the study of mental disorders
is an evolving and ongoing process. Over 130 work group members with the
authority to vote on content in the manual worked to produce the DSM-V.
In addition, over 400 work group advisors without voting authority had in -
put into the final product. Like the DSM-IV before it, literature reviews, field
trials, and secondary analysis were used to update the DSM-V. The Ameri -
can Psychiatric Association (APA) was first involved in the statistical classifi-
cation of the institutionalized mentally ill in 1844, and since after World War
II, the APA has produced five editions of the Diagnostic and Statistical Man -
ual. The manuals are a highly valued tool in the treatment of mental disor-
ders.

Data on Mental Disorders in the United States

Overview

Millions of Americans have mental disorders, including both children
and adults. In 2012, there were 44 million adults aged 18 and over with men-
tal illness, almost 19 percent of the 18 and older population, and an estimat-
ed one in five children have or will suffer from a serious mental disorder in
their lifetime. (www.nimh.nih.gov, 2014).

In terms of percentages, mental illness is more prevalent among females
and Native Americans/Alaska Natives. Prevalence rates among Latinos,
whites, and African Americans are similar, with mental illness less evident in
the Asian American population. Persons of two or more racial or ethnic iden-
tities have the second higest overall rate of mental disorder by race and eth-
nicity. But what about serious mental disorders among adults? 

In 2012, nearly 10 million Americans 18 and older had serious mental ill-
ness (SMI). SMI results in major functional impairment which interferes
with or has a substantial impact on one or more important life activities. In
addition, SMI is of significant duration to meet diagnostic criteria identified
in the Diagnostic and Statistical Manual of Mental Disorder. The prevalence
of SMI is greater among females than males, and greatest among Native
Americans/Alaska Natives. Prevalence is quite similar for Latinos, whites,
and persons of two or more races, and lowest for Native Hawaiian and Other
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Pacific Islander. Compared to the other races/ethnicities, African Americans
have relatively low prevalence of SMI, and Asian Americans next to the low-
est (2014).

In addition to interviewing Americans on drug use, the National Survey
on Drug Use and Health (NSDUH) also undertakes an annual study on the
mental health of Americans (2014). The following information is derived
from the Mental Health Surveillance Study (MHSS) clinical research which
entailed interviews administered by clinicians to a subsample of the NSDUH
population under analysis. From 2008 to 2012, over 5,600 civilian, noninsti-
tutionalized adults 18 years of age and older completed the MHSS inter-
views. The study focused on specific disorders and included but was not lim-
ited to mood and anxiety disorders (these are the disorders emphasized
here). The time frame under analysis was the presence of mental disorder in
the past year. Some of the findings are now presented (the information that
follows is based on definitions of various disorders that existed prior to the
publication of the DSM-V):

The most common of the mood disorders was Major Depressive Dis -
order (MDD) which affected just under 14 million adults. From 2008 to 2012,
17 million adults had a mood disorder which also included Dysthymic (mild
but long-term depression) and Bipolar 1 disorders or manic episodes (in that
order behind MDD). In addition, nearly 13 million Americans had one or
more anxiety disorders with General Anxiety Disorder (GAD) the most com-
mon (four million Americans). Less prevalent, in millions, was specific pho-
bia (3.7), social phobia (2.2), and panic disorder without agoraphobia-repeat-
ed panic attacks (2.1). Post-Traumatic Stress Disorder (PTSD) was found to
have effected 1.7 million Americans (2014, 8).

Turning attention to gender, about 9 percent of adult females have one
or more mood disorders with the figure 5 percent for males. Seven percent
of females have feelings of sadness and loss of interest (MDD) and 5 percent
of males experience the same symptoms. There is little difference in the per-
centages of males and females who have Bipolar Disorder 1 or Dysthymic
disorder (2014, 9). 

Mental disorders also show some variation by age with only slight per-
centage differences for individuals 18 to 25 and 26 to 49 for one or more
mood disorders and MDD. Approximately 9 percent of individuals 18 to 25
have one or more mood disorders and 7 percent suffer from MDD. But the
prevalence of these types of disorders is less common for persons 50 years of
age and older, with 7 percent experiencing one or more mood disorders and
just under 4 percent MDD (2014, 12).

Race and ethnicity are also important to examine when discussing men-
tal disorders. Nearly 16 percent of Latinos have one or more past year dis-
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orders, with the figures for whites and African Americans 12 and 9 percent,
respectively (no other specific groups were covered). There was very little
percentage differences for MDD among African Americans, Latinos, and
whites, and PTSD was for the most part the anxiety disorder with a wider
range, percentage wise, by race and ethnicity. Nine percent of whites expe-
rienced the condition, with the percentages for Latinos and African Ameri -
cans hovering between three to four percent (2014, A-9). 

As mentioned earlier, one in five children in the United States will suffer
from a serious mental disorder that can be debilitating. Approximately 13 per-
cent of American children ages eight to 15 have a diagnosable mental disorder
with Attention-Deficit/Hyperactivity Disorder (ADHD) the most common in
that age category. Listed below are the most common mental disorders involv-
ing children eight to 15 in the United States (www.nimh.nih.gov, 2014):

Disorder 12-Month Prevalence
Any Disorder 13.1
ADHD 8.6
Mood Disorders 3.7
Major Depression 2.7
Conduct Disorder 2.1
Dysthymia 1.0
Anxiety Disorders 0.7
Panic Disorder 0.4
GAD 0.3
Eating Disorder 0.1

The Mental Health Surveillance Among Children-United States, 2005 to
2011 is a major Study reported by the Centers for Disease Control and
Prevention (2013). Most of its findings are analogous to that just discussed
from the MHSS. The National Survey of Children’s Health (NSCH) com-
pleted interviews from over 91,000 respondents, primarily mothers concern-
ing the mental health of their children. Broader estimates of the number of
children with various mental health problems are derived from the sample
representing 91,642 children. NSCH is a random-digit-dialing population
based telephone survey derived from a cross-sectional sample of noninstitu-
inalized children 17 years of age and under. The survey was administered in
2003, 2007, and 2011 to 2012. The study is a major undertaking and limited
results from it are reported here. 

Many children ages three to 17 have mental health issues. NSCH esti-
mates that anywhere between 13 to 20 percent of children experience men-
tal health issues in a given year. An important finding here is that a number
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of these children will continue into adulthood with mental disorders. Percent -
age estimates by type of disorder for children three to 17 are listed below,
and the estimated number in millions is abbreviated in parentheses by each
percentage (2013):

Disorder Percentage Estimate Ages 3–17
AD/HD 6.8 (4.7)
Behavioral Conduct Problems 3.5 (2.8)
Anxiety 3.0 (1.5)
Depression 2.1 (1.7)
Autism Spectrum Disorders 1.1 (1.5)

Although not indicated above, at least 40 percent of children with one
mental disorder have at least one additional mental health problem. In addi-
tion, from 1994 to 2011 the NSCH reports that the prevalence of mental
health disorders among children was increasing, at an anuual cost of $247
billion dollars per year. 

Before leaving the discussion of the NSCH study, demographic data on
mood and anxiety disorders is presented. Boys and girls have similar rates of
depression, but there are variations by age. A greater proportion of girls than
boys 14 and 16 years old have had a current diagnosis of depression (3 per-
cent compared to 2 percent) and girls are at varying risk for mood disorders
as age increases. With the exception of non-Latino children of multiple races,
there was little variation in the proportion of children who experienced de -
pression by race or ethnicity. And the prevalence of current anxiety was slight -
ly higher in boys than girls (3.4 percent compared to 2.6 percent). Just over
six percent of multiracial children three to 17 years old had experienced anx-
iety in the last 12 months. The percentages for white, Latino and African
American children were 3.4, 2.6, and 2.2 percent, respectively (2013).

A major question becomes why is it that children experience mental dis-
orders? There is no easy answer to this question, but it appears a combina-
tion of social, environmental, and biological factors contribute to mental dis-
orders in younger people. This includes being exposed to environmental
toxins; stresses related to the hardships of life such as poverty and discrimi-
nation; the loss of people one is close to through death, divorce, and broken
relationships; being the victims of violence, such as physical or sexual abuse;
and, witnessing violence such as drive-by shootings and assaults. The signs
involved in mental disorders reveal much about their substance and include
when a child is troubled by feeling sad, hopeless, very angry, and worthless.
Signs also include when children and adolescents go through major changes
such as experiencing suicidal thoughts, decline in school performance, and
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persistent nightmares and poor concentration. In addition, there are some
major behavioral indicators or clues and these include substance abuse, kill -
ing animals, and committing criminal acts without regard for the well-being
of others (SAMSHSA’S National Health Information Center, 2004). 

Depression is a major health problem in children and adolescents, and
its explanations are now briefly addressed. The exact causes of depression in
the very young are not known precisely but appear to include family and
genetic factors, gender differences, biology, and cognitive factors. Based on
data from mental health clinics and patients, it is estimated the children of
parents who are depressed are up to three times more likely to experience
de pression, thus giving some credence to the position that depression has
roots in genetics and the family. It is also believed that between 20 and 50
percent of depressed children and adolescents emanate from families where
there is a history of the mental disorder. As previously noted, there are also
gender differences in the types of mental disorders and these show up in chil-
dren and adolescents, with girls more likely to suffer from depression. The
greater vulnerability to losses of social relationships for girls, and the empha-
sis they place on positive relationships apparently exposes them to higher
rates of depression than is the case for boys. Biological explanations, such as
abnormalities in the pituitary function, although more heavily researched
with adults, may contribute to childhood and adolescent depression. Greater
attention has been placed on the neuroendocrine area and depression in chil-
dren and adolescents, where research has examined the connections be -
tween neuroendocrine cells and factors such as stress. One additional expla-
nation for depression in children and adolescents is cognitive factors, or in -
terest in a “mindset,” or a way of perceiving external events. This involves
taking a pessimistic view of the world and entails blaming oneself for nega-
tive events, and just generally being down about most things. Individuals
with this type of mindset often will see the successes of others as being the
works of someone else, and they tend to interpret positive events in a nega-
tive vein. This mindset is referred to as a pessimistic attribution bias, and
debate ensues over whether or not it precedes or is a result of being de -
pressed. It does not appear in children until after age five which may account
for the very low suicide rate in early childhood (www.surgeongeneral.gov
/librarymentalhealth/chapter3/sec5.html).

A Sociological Approach to Mental Illness:
The Work of Thomas J. Scheff

Much of what was stated above as causes or explanations of mental dis-
order tend toward a medical model, or biologically-based set of explanations
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for MD. The exception is when gender differences in MD were addressed,
with the emphasis slanting more toward a social scientific perspective on cau-
sation. In 1966, Thomas J. Scheff offered what has been a major sociological
paradigm on mental disorders, one that places strong emphasis on social con-
text in understanding MD. Scheff contends that much of what psychiatry
labels as mental disorder is really nothing more than rule-breaking, or “a
class of acts, violations of social norms, and deviance to particular acts which
have been publicly and officially labeled as norm violations” (1966, 33). In
arguing this point, Scheff observed that societies have a plethora of terms for
categorizing the violation of rules, but there are times cultures lack any iden-
tifiers for such violations, resulting in a residue of acts (the leftovers) which
have yet to be labeled or classified. For example, societies have rules or norms
relevant to crimes such as theft and murder, but they may not take into
account such things as witchcraft, spirit possession, or even mental illness,
leading Scheff to write “the diverse kinds of rule-breaking for which our soci-
ety provides no explicit label, and which therefore, sometimes lead to the
labeling of the violator as mentally ill, will be considered to be technically
residual rule-breaking” (1966, 34). This is what Scheff means by the term
residual deviance, or those acts that fall outside the boundaries of what society
knows of and has already labeled as rule violations, but may result in the con-
venient label of mental illness. Scheff, reflecting on the work of Erving Goffman,
writes of “away” or a time when individuals are momentarily disengaged
from the social world around them, and are in a “play-like world” that can
be characterized as day-dreaming. Individuals are adrift, so-to-speak, out
there in their own thoughts, and this may be grounds for labeling them as
being in an hallucinogenic state, or being mentally ill, when indeed they are
just “away” for a while. A subset of the “away” is occults, where at times peo-
ple may communicate with spirits, and for doing so they may be labeled as
mentally ill (1966, 35–36).

Scheff identified the origins of residual rule-breaking (RRB) as arising
from fundamentally diverse sources such as organic, psychological, external
stress, and volitional acts of innovation or defiance. Since Scheff devoted much
of his criticism to the first two, our attention is directed at external stress and
volitional acts of innovation or defiance. External stress can result from the
use of drugs such as LSD and psychotic symptoms that may be derived from
sleeplessness and starvation. Acts of defiance may be found in certain social
movements that do things in unconventional ways, such as when 14 mem-
bers of the Dada movement were engaged in a poetry-reading contest and
all read their poetry at the same time. This may seem harmless except their
behavior resulted in a riot among the audience who attended the event, which
was held during the Weimar Republic. So what is the point? None of the sit-
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uations mentioned above entailed mental illness, instead it all involved resid-
ual deviance: out-of-the-ordinary acts for which previously held notions of
what is normative and acceptable behavior is lacking, but for which the label
mental illness can be attached (1966, 39–47). In support of the argument, the
majority of what is called mental illness is RRB, Scheff cited a number of
studies that reported conflicting data on the prevalence of MD among the
less fortunate and he wrote there are many individuals in society who do
such things as “fly off the handle, who imagine fantastic events, or who hear
voices or see visions” but are not labeled as mentally ill by themselves or by
others (1966, 47). One of Scheff’s observations is most RRB is of a temporary
nature, lasting maybe only days, and therefore should not be recognized as
symptomatic of mental illness. In this latter respect, he discussed head-bang-
ing, temper tantrums, biting, and fantasy playmates or pets by children that
do not acquire stable behavior patterns over time (1966, 52). If what Scheff
has theorized is correct then a great deal of what is contained in the DSM-
IV should be eliminated.

From Thomas J. Scheff to Thomas S. Szasz: The Myth of Mental Illness

Scheff and Szasz—now that can be confusing, not only in name but in sub-
stance. Six years before Thomas J. Scheff published his theory of mental ill-
ness, Thomas S. Szasz rocked the world of psychiatry and psychology with
his conception of mental illness as a myth, that mental disorders were really
problems with living (1960, 113–115). In posing the question, “Is there such a
thing as mental illness?”, Szasz responded, “there is not,” noting that in the
psychiatric sciences, mental illnesses are treated like any other disease, which
to Szasz is a major fatal flaw in thinking (1960, 113). For Szasz, mental illness
refers to the undesirable behaviors, feelings, and thoughts of individuals,
whereas the term disease conjures up notions of biological defects in animals,
plants, and humans. With that in mind, there can be no such thing as men-
tal illness, since illness connotes disease that could be treated like cancer or
diabetes. Szasz wrote, “Since medical action is designed to correct only med-
ical deviations, it seems logically absurd to expect that it will help solve prob-
lems whose very existence had been defined and established on nonmedical
grounds” (1960, 115). Therefore, what is meant by the word “illness?” Szasz
argued that illness simply suggests “deviation from some clearly defined
norms,” be they deviations from bodily or mental illnesses (1960, 114). When
referring to the deviation from bodily illnesses, Szasz stated the norm is the
“structural and functional integrity of the human body,” but when referring
to deviation from mental illness, the norm is psycho-social-and ethical in
context (1960, 113–114). This leads to the question of who defines the norms
and deviation, and Szasz observed it is the patient who comes to the conclu-
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sion that he or she has deviated from some important norm, and a psy-
chotherapist whose job is to treat the patient. Szasz used artists as an example
who are facing a work inhibition and conclude they need to get a jump-start
therapy from a mental health professional in order to get motivated once
again. So, one source of the deviation is “us,” who arrive at the conclusion
that something is not right in our lives, and help is needed. The second source
of the deviation from norms is other people, including physicians, relatives,
friends, and legal authorities, who have decided the patient is some type of
deviant. But rather than write-off the above as obvious examples of mental
illness, Szasz argued it is problems with living, coping, that we all face at
some time or another: “The notion of mental illness thus serves mainly to ob -
scure the everyday fact that life for most people is a continuous struggle, not
for biological survival, but for a ‘place in the sun,’ ‘peace of mind,’ or some
other human value” (1960, 118). Thus to reflect on the work of Szasz, it is
observed that life has its ups and downs, and our behaviors and emotional
states will both coincide with and reflect the daily challenges posed by living.
Just like the example of artists who lose their inhibition to be creative and
productive, all of us go through periods where how we act and think could
be interpreted as requiring help from the mental health community, when
indeed this is no more than problems with living.

Disabilities

Are people with disabilities deviants? Social perceptions of groups of
peo ple, whether accurate or not, shape human behavior, attitudes, and rela-
tionships. Historically, for people with disabilities, their disabilities became
their master statuses. They were labeled as deaf, blind, crippled, or handi-
capped forgetting that they were human beings. These master statuses be -
came more important than any other qualities or characteristics they pos-
sessed. Societies could not get past the disability to see the person. Their dis-
ability became their social persona, regardless of what kind of person they
really were. Without question, the social perceptions of people having dis-
abilities have influenced the parameters in which they have lived throughout
time. Some of these social perceptions or, if you will, stereotypes have been
favorable, such as the belief that people who are blind have greater insight
and wisdom than those who can see. Other social perceptions have had neg-
ative social consequences for people with disabilities, such as people who are
deaf are uneducable and less intelligent. Obviously, neither positive nor neg-
ative stereotypes are based on fact. Historically, societies have been very good
at separating and limiting people with disabilities from participating in the
mainstream. For centuries, Western societies warehoused people with men-



Societal Reaction and Stigmatization 249

tal illness, developmental disabilities, or those with other challenges in insti-
tutions, hospitals, special schools, jails, or prisons. Historically, there also
have been periods when people with disabilities were relatively invisible to
mainstream society. They existed below the social radar screen and as long
as they were not perceived as a threat, they were essentially ignored or in
some cases hidden from society. Whether the intention was to help them or
rid society of them, the net result was the same. Their rights, freedom, and
participation were all restricted. By defining them as a distinct group, we sep-
arate them from mainstream society. The more separated they are from
main stream society, the less familiar they become and the more likely soci-
ety is to stereotype them. Societies have treated them as social deviants. Even
in societies where people with disabilities were or are free to move about the
mainstream and had rights, they remained socially isolated and viewed as
different. Being different sets them aside from full participation; consequent-
ly for those defined as having disabilities, much of their lives is spent dimin-
ishing and overcoming these perceived differences.

The disability rights movement in recent decades has been very much a
struggle fought on several dimensions. One dimension has been the struggle
of people with disabilities for inclusion or participation in mainstream soci-
ety. People with disabilities have found it necessary to fight to be included in
the societies in which they have lived. They seek a voice in how they live
their lives. Ironically, it is the same societies that stereotype and limit them
that they seek acceptable and full membership.

Overcoming prejudice and discrimination has been another struggle.
Similar to the struggles characteristic of the American Civil Rights, Women’s
Equality Opportunity, or other movements, people with disabilities have fought
prejudice and discrimination. A major milestone for the disability rights
movement was the enactment of the Americans with Disabilities Act (ADA)
of 1990. The ADA provides for equal access of people with disabilities to em -
ployment, public and private services, and other aspects of society. It also
calls for reasonable accommodation for those needing adaptive devices or
other considerations in the workplace or other settings.

Another dimension has been the debate over what constitutes a disabili-
ty. It is debatable whether true disability rests with the individual or group or
in the social perceptions of society at large. For example, today many mem-
bers of the deaf community would argue that the absence of hearing is real-
ly not a disability at all and that they have effective and meaningful ways to
communicate. They would further suggest that the hearing society is really
the disabling force because it is the hearing society that forces individuals
who are deaf into unnatural ways of communicating, such as lip reading and
oral communication.
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The odds are (if we do not have one already), we all will develop some
degree of disability during our life spans. Our abilities to hear, see, think,
move, and so forth become more challenging as we age. Thus, the social
issue of disability becomes important to us all at the personal level. We
should all take an interest in the civil rights of those having disabilities or
challenges. Are people with disabilities deviants? Most in modern society would
not hesitate to say no but some of their perceptions and behaviors would
indicate otherwise. American society has made much progress in its percep-
tions and acceptance of people with disabilities, but more needs to be done
starting with the acknowledgement that people with disabilities are first and
foremost members of society and deserve to be recognized as such. They
need to be recognized as individuals who have and will continue to be con-
tributing members to society.

The above thoughts are those of Herbert C. Covey whose Social Per -
ceptions of People with Disabilities in History (1998) is one of the most inspiring
and scholarly treatises to date on disabilities, and serves to inform the struc-
ture and organization of what is to be covered in this section. When dis-
cussing disabilities, the emphasis is to be placed on the the societal reaction to
persons who are disabled rather than on explaining the medical or biologi-
cal nature of disabilities themselves. As Dr. Covey so aptly stated, “Social
perceptions of people, whether accurate or not, shape human behavior, atti-
tudes, and relationships. Historically, for people with disabilities, their dis-
abilities became their master statuses. They were labeled as deaf, blind, crip-
pled, or handicapped forgetting they were human beings. Their master sta-
tuses became more important than any other qualities or characteristics they
possessed. Societies could not get past the disability to see the person. Their
disability became their social persona, regardless of what kind of person they
really were.” Take for instance, Joe was judged and perceived largely on the
basis of being visually impaired, short, and ill. Most people could not get
beyond his disabilities to see and get to know the person inside; the real Joe;
the true Joe. It was not uncommon for the ignorant to come up to Joe and to
ask him how many fingers they were holding up, which was humiliating to
him. Instead of engaging him in talk such as asking him about his interests,
or his opinions on issues, he was seen and treated as a blind, short man.
How ever, he could rattle off baseball statistics until the cows came home and
he could discuss the great books, but few people ever sought to view him in
any other light than that of a disabled individual. It is these types of experi-
ences that are addressed in this section, with emphasis placed on the role society
plays in stigmatizing the disabled. Terms critical to understanding the subject at
hand are presented next.
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Definitions and Overview

Disabled; handicapped; impaired. What do they mean? It can become
quickly obvious that many people run these terms together, using then inter-
changeably as if by doing so it doesn’t matter, or others will not care or mind.
But think about this for a moment. Calling someone handicapped? Doesn’t
that word imply something negative, such as the inability to do something?
Joe was often referred to as being handicapped, and what usually followed
was a self-fulfilling prophecy. Joe was socially constructed as being handi-
capped, and then society proceeded to treat him as such by cutting him off
from gaining a formal education. But there are clear distinctions among the
words disabled, handicapped and impaired, and a starting point is first to
define what is meant by ability. Ability “refers to the individual’s capacity
both to learn new skills and behaviors and to perform previously learned
skills and behavior. Individual differences in abilities may or may not be lim-
ited by disabling conditions. . . . Depending on the context in which it is
used, the concept of ability may be defined narrowly or broadly. In the nar-
row sense ability refers to intellectual functioning, which is composed pri-
mar ily of general intelligence (g) and other constructs such as verbal, numer-
ical, spatial, and perceptual abilities. In the field of rehabilitation, ability is
used in a broader sense to refer to those capabilities required to function in
both living and vocational roles” (Encyclopedia of Disability and Rehabilitation
1, 1995). Disability, on the other hand “is a condition that impairs and impos-
es restrictions on a person’s ability to function at normal or expected levels
of mental or physical activity,” and to be labeled handicapped, (which does
not mean the same as being disabled) “refers to the presence of physical and
social barriers constructed by individuals, institutions and societies that pre-
vent people with disabilities from participating equally or fully in their envi-
ronments” (1995, 257). What about impairment? According to Braddock and
Parish (2001), “disability exists as it is situated within the larger social con-
text, while impairment is a biological condition. The authors cite the impor-
tant contribution by Leonard Davis that adds to the clarification between the
two terms: “Disability is not so much the lack of a sense or the presence of a
physical or mental impairment as it is the reception and construction of that
difference. . . . An impairment is a physical fact, but a disability is a social
construction. For example, lack of mobility is an impairment, but an envi-
ronment without ramps turns that impairment into a disability . . . a disabil-
ity must be socially constructed; there must be an analysis of what it means
to have or lack certain functions, appearance and so on” (2001, 12). For many
disabled individuals, the result of the social constructions that impact and
permeate their lives is ableism, or perhaps the most unknown of and unrec-
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ognized of the “isms” (i.e., racism, sexism, ageism). Ableism involves preju-
dice and discrimination against people with disabilities and emanates from
in dividuals, communities, social institutions, and society at hand. There are
a number of individuals who believe it is prejudice and discrimination direct-
ed against the disabled that is the primary obstacle preventing them from full
participation in the social and economic environments in which they reside,
rather than their physical impairments (Encyclopedia of Disability 1, 2006). Joe
clearly had impairments: he was a diabetic (not necessarily known on sight),
visually impaired, and his adult height was four feet eight inches. He occa-
sionally used a cane (which he hated to do since it furthered his stigmatiza-
tion), read Braille in public, and toward the end of his life required signifi-
cant assistance in order to get around. But, he was intelligent, articulate,
funny, and if people could look beyond his noticeable impairments, they
might have been able to get lost in the other side of Joe, which as already
stated was “the real Joe.” But this is the essence of the sociological interest in dis-
abilities, and that is the way society reacts to those people with impairments, and the
social constructions that can and have served to negatively affect them. Think about
this for a moment, some individuals without legs can downhill ski as can
some people who are visually impaired. Hearing impaired individuals go to
concerts, and theoretical physicist Stephen Hawking, one of the world’s
greatest geniuses suffers from Amyotrophic Lateral Sclerosis, a life-threaten-
ing degenerative illness. Hawking continues to marvel the scientific commu-
nity with his research on unifying General Relativity with Quantum Mechan -
ics, is mobile through a high technology wheelchair, and speaks with the sup-
port of a portable computer and voice synthesizer (Humphrey, 2006, 309).
The list of the successfully disabled is endless, including the magnificent
accomplishments of Erik Weihenmayer who has climbed Mount Everest, the
world’s highest mountain and seven other of the world’s highest summits
(Weihenmayer is blind). Unfortunately, history is replete with examples of the
unfair and cruel treatment of the disabled that has not only stood in the way
of their full integration into the social fabric, but also destroyed that possi-
bility for many.

Disabilities can be either hidden, such as having diabetes or learning dis-
abilities, or they can stand out such as in the case of Dr. Stephen Hawking or
Joe, and the origins of disabilities will vary. Congenital disabilities are heredi-
tary in origin, such as cystic fibrosis; developmental disabilities, which can be -
come more serious with time, include conditions such as epilepsy and cere-
bral palsy that normally develop in individuals before age 22; and, acquired
disabilities in which full mental and physical functioning are prevented, have
their origins in accident, disease, or injury, and include paraplegia, quadri-
plegia, and severe brain damage. There are many different types of disabili-
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ties and from a broad perspective, some of the most common include: Alz -
heim er’s disease; autism; blindness and vision disorders; burns; childhood
disabilities; communication disabilities; deafness and hearing impairment;
eating disorders; head injuries; learning disorders; mental retardation; mus-
culoskeletal disorders; neurological disorders; neuromuscular disorders;
spin al cord injury; and stroke (Encyclopedia of Disability and Rehabilitation 257,
1995). There are three dominant perspectives on disabilities: the medical and
rehabilitative perspective; the legal perspective; and the social perspective. The med-
ical and rehabilitative perspective focuses on the role of the medical commu-
nity in reversing, eliminating, or controlling disability through treatment,
habil itation, and rehabilitation. This perspective recognizes functional limi-
tations resulting from physical (e.g., mobility), sensory (e.g., vision, auditory),
organic (e.g., diabetes, epilepsy, cerebral palsy), intellectual (e.g., learning),
or psychiatric (e.g., schizophrenia, depression) impairment. The legal perspec-
tive whose most important recent example is the Americans with Disabilities
Act (discussed later) entails legislation protecting the rights of individuals
with disabilities, and ensuring justice through full participation in society for
the disabled. The social perspective addresses the issues of prejudice, discrimi-
nation, and stigma that emanate from culture and society toward the dis-
abled, and it also focuses on the myths and stereotypes concerning persons
with disabilities and that they are victims, and all disabilities have their eti-
ology in biological conditions. In addition, the social perspective also exam-
ines the effects of sociocultural-based stigmas on the self-perceptions of the
disabled, and how the disabled react to these perceptions (1995, 259–260).

Disabilities in History

The societal reaction to persons with disabilities has been varied through
history, and has differed within and between cultures and civilizations. The
Old Testament offers contradictory notions concerning disabilities. Leviticus
9:14 states “Thou shalt not curse the deaf nor put a stumbling block before
the blind, not maketh the blind to wander out of the path.” Yet, in Deuter -
onomy 28:15, 28–29 one finds . . . “if you do not carefully follow his com-
mands and decrees . . . all these curses will come upon you: the Lord will af -
flict you with madness, blindness, and confusion of mind. At midday you will
grope around like a blind man in the dark.” Braddock and Parish write the
disabled were believed to be unclean and were placed in the same category
as prostitutes and menstruating women. Ironically, at times persons with dis-
abilities were allowed to participate in religious observances, while another
strange twist came in the early Christian church, based on Romans 10:17
which states, “So then faith cometh by hearing, and hearing by the word of
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God” rendering the hearing impaired as being without faith in the eyes of
God (Braddock and Parrish, 2001, 14).

The back-and-forth societal reactions to and stigmatization of the dis-
abled one also found among the ancient Greeks and Romans. Both civilizations
harbored contradictory attitudes toward disability. For example, the ancient
Greeks and Romans believed that babies born with congenital deformities
were interpreted as a sign that the Gods were displeased with the parents, yet
the Roman Emperor Claudius had severe congenital deformities, and the
Spartans elected a near-dwarf as their king. On occasion and not nearly as
widespread as once believed, infanticide was practiced among the Greeks for
children with disabilities, but children in general were often put to death for
economic reasons when there were too many of them for the culture to sup-
port. Among the Spartans, infanticide was practiced with children born with
serious physical deformities, but in Athens, there is limited evidence that they
were actually cared for and raised. In Sparta, some children with disabilities
did survive largely out of the fact that their deformities may not have become
noticeable until early adulthood, and older adults with congenital disabilities
were apparently present in Greece. Greeks wounded in war were expected
to keep fighting since being mobile was not always necessary in combat, and
there is evidence that prosthetic devices were used by individuals who were
injured during combat (2001, 15–16). There were interesting developments
among the Romans concerning disabilities. The property rights of the dis-
abled were protected under early Roman law, and individuals who would
today likely be classified as suffering from mental retardations were provid-
ed with guardians who would manage their affairs. The deaf who could speak
were permitted to marry and own property; however, hearing-im paired per-
sons incapable of speaking were denied many rights, and they were placed
in the same categories with the mentally ill, infants, and individuals labeled
as intellectually deficient. Later Roman law actually awarded rights to the
disabled, and during the Roman Empire, slaves who were short and who had
intellectual disabilities were used by wealthy men as entertainment, normal-
ly as court jesters (2001, 16–17).

The vast span in time that ran from about the fourth through the four-
teenth centuries, often referred to as the medieval period and the middle ages,
also reflects the ambivalent nature of societies toward the disabled. The fourth
through the sixth centuries saw hospices for the blind established in what is
now called Turkey, Syria, and France, and individuals with intellectual dis-
abilities were housed and cared for in southern Turkey by Bishop Nicholas.
Institutions for persons afflicted with Hansen’s disease (leprosy) were sprin-
kled across parts of Europe, with Italy and Germany constructing hundreds
of them by the Early Middle Ages, and in the thirteenth century, persons
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with mental disabilities received care in family settings in the Belgian village
of Gheel. But these rather positive developments speak only to limited
progress during this 1000-year period since demonology also played a role
in how the disabled were perceived and treated. Deafness, epilepsy, and
mental illness, among other disabilities, were said to be caused by demons
and to have their origins in the supernatural. For example, epilepsy was be -
lieved to be caused by the devil, exorcism was used with persons with men-
tal disabilities, and by the early eleventh century, the persecution and exe-
cution of thousands of witches occurred. These executions were generally
undertaken by the Catholic Church, but they also involved Protestant coun-
tries, and witch hunts were reported in colonial New England and were most
likely directed at the mentally ill. The squalid conditions during the medieval
period resulted in high levels of malnutrition and infectious diseases which
no doubt contributed to many types of impairment, and the disabled, large-
ly as a result of poverty, were forced to the streets to beg, a practice some
scholars have mistakenly said resulted from the disabilities themselves. Be -
nev olence towards the disabled beggars was found in places like France where
their family and friends would carry them to spots to beg, and in England
between the thirteenth and seventeenth centuries, the Crown had differenti-
ated between intellectual disability which included natural fools and idiots,
and mental illness. The mentally ill and their property were protected by the
Crown through Prerogativa Regis, but “idiots” and “lunatics” were not as for-
tunate since the Crown seized their land and any profits generated from it.
The middle ages were also known for the rise in residential institutions for
the poor, those with mental illnesses, and individuals who were separated
from the general population as a result of leprosy (2001, 17–21). To say that
the medieval period and the middle ages were ripe with contradictory beliefs
about and treatment of the disabled would be an understatement.

The eras of the Renaissance and the Enlightenment brought with them a
combination of continued stimatization of those with disabilities and gradual
pro gress toward more humane care of the disabled. During these eras, disabled
persons deemed mentally ill, those suffering from intellectual deficiencies,
and the hearing and visually impaired received significant attention. The
Ren aissance covered the fourteenth through the sixteenth centuries and was
a hodgepodge of reactions to the disabled, including beating the heads of the
mentally ill and the intellectually disabled as a method of treatment, and
physicians would bore holes in the heads of the mentally ill in order to re -
lease the black bile or stones believed to be the cause of mental illness and
conditions such as idiocy. What is more, other “treatments” included the use
of earthworms that were fried with goose grease creating a solution that was
dropped into the ears of the deaf, and at the start of seizures, epileptics would
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ingest the warm gall of a dog or the brain of a mountain goat. All of this oc -
curred during the period of “rebirth,” the Renaissance, which is said to have
been an era of advances in science and in the study of anatomy and physi-
ology. However, the day and age of the belief in demon possession as cause
of some disabilities was still much alive, so it is no wonder that such primi-
tive methods of treatment were used. Major figures from the Protestant Re -
forma tion such as Martin Luther and John Calvin reinforced the beliefs in
demonism by arguing that mental illness was caused by Satan, and the men-
tally disabled were possessed. There were other developments as the Renais -
sance progressed, such as the education of deaf children of the rich in Spain
and the Turkish Ottoman court. England applied the Poor Law of 1601 to the
needy and disabled that placed support of these individuals into the hands of
the local communities when families were unable to provide relief. The dis-
abilities at hand included being lame, impotent, elderly, visually impaired,
and intellectual deficiencies. Persons with mental illnesses did not fair as
well, with many having a greater likelihood than the intellectually disabled
of being incarcerated in houses of corrections, and in gaols. Workhouses
were also established with the first opening in Bristol, England in 1697 and
then spreading across Europe over the next two centuries. Even given the
emergence and growth in workhouses, the majority of care of the disabled
and poor was still in the hands of families. Meanwhile, the United States ex -
perienced the rise of almshouses, starting in Boston in 1662, which served
persons who were poor, visually impaired, hearing impaired, mentally ill, el -
der ly, and orphaned (2001, 21–23). Like the historical eras before it, the Ren -
aissance represented a combination of old and new ways of reacting to the
disabled, and how they were perceived and treated was spotty and varied
across Europe and the emerging nation to be called the United States.

The Enlightenment or Age of Reason also represented a combination of
humane yet archaic ways of reacting to the disabled. Schools for the visually
and hearing impaired became common in Europe by the eighteenth centu-
ry, especially in England and in France, and actually had their origins in
Spain during the early sixteenth century under the guidance of the monk
Pedro Ponce de Leon, who opened a school for the hearing impaired for the
children of wealthy Spanish parents. Although he only taught 20 students, de
Leon is credited with beginning a movement toward humane education of
those with hearing disabilities. His teaching methods included a manual
alphabet and conventional signing and helped to pave the way for more
modern techniques for educating the hearing impaired, as is seen in the use
of signs for educating the hearing disabled in France in the mid-eighteenth
century. Although signing was emerging as a major technique for communi-
cation and education, the founder of the French school for the hearing
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impaired, Michael de L’Epee worked under more ancient assumptions con-
cerning the causes of hearing impairment, advocating the hearing disabled
were the ancestors or more primitive species, and the sign language that he
helped to advance was considered by de L’Epee as a primitive form of com-
munication, but nonetheless suited for those whom could not hear. During
the seventeenth and eighteenth centuries, similar schools were opened in
Ger many and Italy, and in 1784, the first residential school for the visually
impaired opened in Paris, and schools would follow in England, Germany,
Ireland, Spain, and a number of other European nations. Valentin Hauy,
who pioneered the school in Paris, introduced a first model of what would
become Braille, and in the United States, schools for the visually impaired
opened in Boston and New York City in 1832, in Pennsylvania in 1833, and
Ohio in 1887 (2001, 28).

Whereas the above is evidence of more positive care of some disabled,
distinctions still existed relative to mental illnesses and intellectual disabili-
ties. The words “idiots” and “madmen” dominated the thinking of the times,
and hospitals for” idiots,” “cripples,” and the visually impaired surfaced in
England during the eighteenth centuries. John Locke was instrumental in fos-
tering leading views of those with intellectual and mental disabilities, arguing
the former had lost their ability to reason, and that the mentally disabled suf-
fered less from this deficiency and more from forming wrong or bad ideas
together. In Germany, madhouses were combined with penal institutions
that required inmates to work, and in Holland and Germany, the wealthy
had their mentally disabled family members placed in private facilities, in
order to circumvent the embarrassment and dishonor they would face as a
re sult of having loved ones who were classified as mentally sick. Colonial
America experienced several different themes through the seventeenth and
eighteenth centuries, circumventing the English Poor Law by forcing the
poor and the mentally ill from residing and begging in their communities.
But in Delaware, houses existed for providing relief for mentally disabled
individuals, thus showing the type of ambivalence and inconsistency in the
treatment of disabled persons that had existed for centuries, especially in
Europe. Benjamin Rush, a famous America psychiatrist implemented “mod-
ern” strategies for caring for the mentally ill that included bloodletting, low
diet, purges, emetics (agents that cause vomiting), and cold baths and show-
ers. However, two of his most noted treatments were the gyrator machine used
with “torpid madness,” employed to increase the heart-beat to 120 beats per
minute and to spin the body, and the tranquilizing chair that was used to re -
duce sensory-motor activity (obviously a step up from drilling holes in heads
as previously discussed). In some places “bidding-out” was used for persons
with mental disorders and intellectual deficiencies, and it entailed auctioning
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off such persons to the lowest bidder who would care for them while paid the
amount of the bid. This practice was common across the country but was
curtailed in the 1820s because it became too costly. Yet in 1793, Kentucky
passed legislation that authorized payment of $75 to families to care for their
mentally or intellectually disabled loved ones, and this continued into the
late 1920s. However, probably as a result of ignorance, labeling and stigma-
tization were a part of this system, with the mentally ill or intellectually im -
paired dichotomized as either “lunatics” or “idiots.” Progress seemed always
to be countered by old ways of societal reaction (2001, 23–27).

The nineteenth century was characterized by progress and threats toward
the disabled. Institutions for the mentally and intellectually disabled, visual-
ly and hearing impaired, and physically disabled were found in Europe and
in the United States, and words such as “idiot,” “lunatic,” and “deaf and
dumb” became or remained part of the vernacular when referring to individ-
uals with disabilities. Although much transpired during this period, two neg -
ative issues deserve attention: freak shows and eugenics. Freak shows existed in
Europe and the United States and speak loudly of the way that disabled per-
sons were perceived. Physically and mentally disabled persons were sold to
circuses and fairs, put on display, and wild tales of their origins were told that
only accentuated and fueled the belief in the inferiority of the disabled. By
attending freak shows people could gain comfort in their own perceptions of
what is normal, and fortunately freak shows began to dissipate by the late
1800s, with a few circuses and fairs still exhibiting them in the 1940s in the
United States. The eugenicsmovement coincided with Mendelian genetics and
the rise of Social Darwinism, and saw itself played out by associating crime
and deviance with physical and mental characteristics of people that were the-
orized to be the etiology of criminal behaviors and mental deficiencies. What
is more, in the United States, many physicians refused to treat infants with dis-
abilities and birth defects, and in England in 1886, the “Idiots Act” was passed
making the incarceration of persons with “mental defects” more plausible,
and the passage of the Education Act of 1899 resulted in the growth of insti-
tutions for the mentally ill and intellectually disabled (2001, 37–39).

Advocacy for the hearing impaired was a landmark part of the 1800s in
the United States and in England with the development of the British Deaf
and Dumb Association (now the British Association of the Deaf), formed
largely to oppose a ban placed on sign language in educating hearing-im -
paired children, as well as to fight for broader rights, especially as they relat-
ed to greater overall autonomy for the hearing disabled. In Boston, Alex -
ander Graham Bell had championed speech-based education and the elimina-
tion of sign language so that the hearing impaired could “pass” as persons
who could hear, and the ban on the use of sign language was a result of a res-
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olution passed in 1880 at the International Congress on Education of the
Deaf that was held in Italy. One of the world’s most premier institutions for
the hearing impaired, Gallaudet University, was made possible in 1864 when
President Abraham Lincoln signed legislation authorizing the Columbia
Institution for the Instruction of the Deaf and the Dumb and the Blind to
confer college degrees (2001, 35–36). The eugenics movement and Social
Dar winism played no small part in the lives of the hearing impaired, and this
was apparent in the debate between the “manualists” and the “oralists,” the
latter claiming that the hearing disabled were less evolved, inferior to those
who could hear. Ironically, the advocacy of Bell for oralism gave rise to
greater solidarity among the hearing disabled, and one manifestation of this
was the publication of newspapers for and by those unable to hear, and their
circulation across residential schools for the hearing disabled. In 1893, 29 of
these schools had at least 35 newspapers. Bell did not stop at trying to erad-
icate manualism, since he was also a strong proponent of preventing mar-
riages among the hearing impaired (2001, 39).

Reflecting the dramatic increase in the population of the United States,
in a 45-year period from 1850–1895, 55 psychiatric institutions were opened
and soon afterward faced serious problems with overcrowding. One reason
for this was that in 1840 the census began enumerating individuals as either
“idiotic” and “insane,” and just 10 years earlier it began counting the num-
ber of hearing and visually impaired in the American population. A good
portion of the increase in persons labeled mentally ill was due to the fact that
census enumerators were paid more for each person they counted as men-
tally ill or intellectually disabled. The result was a massive increase in the
population counted as insane and intellectually deficient. From 1870 to 1880
the proportion of the population enumerated as insane rose from 97 to 183
per 100,000 population, while the proportion counted as intellectually dis-
abled experienced an increase of 64 to 153 per 100,000 population. Perhaps
the most tragic aspect of the role of the census in impacting the count of the
mentally ill was that in some communities all African Americans were count-
ed as insane (2001, 35).

The twentieth century represents the best and the worst treatment of the
disabled. Sterilizations, shock therapy, electroshock therapy, physical abuse,
and incarceration and institutionalization of the disabled are examples of the
worst practices. Legislation, court decisions, the formation of organizations
such as the Red Cross and Goodwill Industries, and deinstitutionalization are
manifestations of more humane developments relative to the disabled. Focus
here is placed on events in the United States.

Between 1907 and 1949, there were over 47,000 sterilizations of persons
with disabilities in the United States, and this occurred in only 30 states.
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Physicians removed ovaries and Fallopian tubes from women diagnosed
with depression, hysteria, epilepsy, insanity related to childbirth, and nymph -
omania in light of overwhelming documentation that these practices were
completely ineffective, not to mention dangerous and inhumane. The United
States Supreme Court even got into the act of supporting sterilization, and in
1929 in Buck v. Bell it affirmed the right of the states to conduct sterilizations
on persons with intellectual disabilities, and the sterilization program that
would eventually go into effect in Nazi Germany was modeled after that
developed in California in 1933. It is estimated that up to 275,000 people with
mental and physical disabilities were murdered by euthanasia by the Nazis,
and between 300,000 and 400,000 were forcibly sterilized in the state of
California as a result of the passage of the 1933 legislation (2001, 40).

Sterilizations were not the only questionable practices in use during the
early to mid-part of the twentieth century. Shock therapy was undertaken on
thousands of people using drugs such as insulin and metrazol to induce
shock, under the assumption shock therapy would cure mental illness. In
addition, malaria was also part of shock therapy treatment. Electroshock thera-
py, invented by the Italian Ugo Cerletti, was not widely used until the 1930s,
and its strategy was to apply electricity to help persons with psychiatric con-
ditions. Much of this was done in mental institutions or insane asylums which
experienced significant increases in populations during the first 50 years of
the 1900s. Many of these facilities were immense in size with 10 housing over
5,000 patients, 22 with a census of at least 4,000, 40 with populations of 3,000
persons, and an additional 475 hospitals housed at least 2,000 patients. The
treatment of individuals in these institutions was often harsh, and their pur-
poses frequently served no more than warehouse individuals that society oth-
erwise had no clue how to help (2001, 41).

But all was not lost, and during the twentieth century, a number of posi-
tive developments would occur in the perception and treatment and of the
disabled. The social model of disability had part of its impetus among persons
who were visually impaired as found in the writings of visually disabled
Amer icans who exploited the view that it is not the condition of being with-
out sight that is the only issue, instead it is the societal reaction to those with
limited vision that is a major problem. The publication in 1966 of the classic
sociological work The Social Construction of Reality; A Treatise in the Sociology of
Knowledge greatly influenced the way that the disabled would be perceived
and treated. Its authors, Peter L. Berger and Thomas Luckman, offered
insights into how the world around us is socially constructed, and the mean-
ings that people attach to that world in everyday life. From this arose a more
powerful understanding among the disabled and others that would lead to
the recognition that much of the manner in which persons with disabilities
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were dealt with was based on social constructions, not scientific facts. During
the 1950s and continuing until the present, deinstitutionalization became more
common and involved releasing mentally ill persons from institutions, large-
ly as a result of improvements in antipsychotic drugs, and the growing aware-
ness that because of labeling and stigmatization, some of those patients never
needed to be hospitalized in the first place. Of course, there were other fac-
tors that led to the decline in the census of mental facilities, including the use
of penicillin to cure syphilis, and the passage of the 1935 Social Security Act
that resulted in many patients being removed to nursing homes (2001, 45).

Social legislation and court decisions also played an important role in the
changing attitudes toward understanding and treatment of the disabled.
President John F. Kennedy commissioned the President’s Panel on Mental
Retardation that proposed 95 recommendations. These recommendations
included the need for civil rights for the disabled, a call for a major decrease
in the census of mental institutions, and a greater emphasis on community
services. A number of these recommendations became part of the Maternal
and Child Health and Mental Retardation Planning Amendments of 1963
and in the same year Kennedy signed into law the Community Mental
Health Centers Act that improved and expanded on residential, community,
and preventive services for the mentally impaired. By 1971, Congress passed
additional legislation, including Intermediate Care Facilities/Mental Re -
tarda tion (ICF/MR) program which was part of Title XIX of the Social Se -
curity Act which included increased funding for institutional services for the
intellectually disabled. A major piece of legislation was passage of the Edu -
cation for All Handicapped Children’s Act of 1975, which guaranteed chil-
dren with disabilities the right to a free and meaningful education, and many
Americans have heard of and may be familiar with the Americans with
Disabilities Act (ADA) passed in 1990 that bars discrimination against indi-
viduals with disabilities in a number of sectors (ADA is discussed in more
detail later in this chapter). Two United States Supreme Court decisions,
Wyatt v. Stickney (1972) and Pennsylvania Ass’n. Retarded Child. v. Commonwealth
of PA (1971), affirmed the right to treatment for persons with disabilities, and
are further examples of the changing tide in attitudes, perception, and treat-
ment of the disabled that developed in the last several decades of the twen-
tieth century (2001, 45–51).

Language, Stigmatization, and Adjustment to Disabilities

The history of disabilities is immersed in language, stigma, and issues of
adjustment to disability status. As we have seen, words such as idiot and idio-
cy, insane, crippled, and freak have often been used in reference to the dis-
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abled. But there is more to this story of words that helps to shed further light
on understanding disabilities.

Davis (2006) has discussed the emergence and significance of the word
“normal” in reference to disabilities, noting the importance of the growth in
statistics and how it impacted the use and understanding of the word normal.
The conceptualization of the bell curve in early nineteenth century England
influenced thinking about what is normal and not normal, and was used
heavily in biological research, in particular Social Darwinism and eugenics
and the latter’s emphasis on the normal body or individual, and those per-
sons who deviated from that standard. Writes Davis “. . . eugenics became
ob sessed with the elimination of ‘defectives’ a category which included the
‘feebleminded,’ the deaf, the blind, the physically defective, and so on”
(2006, 7). The development and spread of the bell curve enhanced histori-
cally long-standing references to the “normal” as it applied to the disabled.
In a sense, it gave more power to the distinctions between those with and
without disabilities, and it would feed directly into some of the offshoots of
the eugenics movement, such as sterilizations and exterminations of the dis-
abled. This is also seen in the medicalization of disability, in which the dis-
abled are cast into different and specialized categories, a practice common to
the medical profession for the purposes of diagnosis and treatment (Linton,
2006). However, when a very powerful social institution such as medicine
itself is involved in segregating the “normal” from “not normal,” the results
can be tragic since those who do not meet the standards of “acceptability”
are made to stand out, making them a political category. This is precisely what
those involved in disabilities study and the disabilities movement oppose and
fight against, since both argue the medicalization of disability becomes a
stumbl ing block to efforts at bringing about positive changes relative to the
disabled (2006 162). Linton also addresses nice words such as “physically
challenged,” the “able disabled,” “handicapable,” and “special people and
children,” and nasty words including “cripple,” “vegetable,” “dumb,” “de -
formed,” “retard,” and “gimp” as damaging labels that only serve to rein-
force the power of the medicalization of disability (2006, 163–164). What is
more, Charlton (2006) has addressed the perception of the disabled from the
paradigm of political economy, meaning that many disabled persons, especial-
ly those who live in or near poverty and numbering up to 400 million world-
wide, are no more than mere outcasts, individuals who become part of an un -
derclass because they are forced to reside on the periphery of economic life.
Charlton argues persons with disabilities become dehumanized through the
political economy, and through such policies as Special Education which
strengthens the stigmatization of children with disabilities, increasing “the
probability that students with disabilities will get some kind of education into
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a badge of inferiority and a rule-bound, bureaucratic process of separating
and warehousing millions of young people that the dominant culture has no
need for” (2006, 224). Charlton refers to policies and programs such as this
as disability oppression, a “complex and multifaceted issue that is laden with
harmful language, stigma, and negative practices toward and about the dis-
abled” (Charlton, 2006, 217).

A major impetus in the sociological study of disabilities is Stigma (1963)
by Erving Goffman, who was quite influential in the concern for any type of
stigmatizing process directed at the disabled. Goffman distinguished between
two types of stigmatized individuals: the discredited and the discreditable. Dis -
credited individuals assume that their differentness or disability is known to
others, while the discreditable individual is one who thinks otherwise, operat-
ing under the belief that his or her uniqueness is either unknown or not imme-
diately recognized or perceived by others (1963, 4). An important contribution
of Goffman’s was the ways the stigmatized dealt with or adjusted to their dif-
ferences. First, he identified attempts by the stigmatized to correct what is dif-
ferent about them and used as examples individuals who undergo plastic
surgery; visually impaired individuals who receive eye treatment; homosex-
uals who undergo therapy; and illiterate persons who receive remedial edu-
cation. A second strategy involves mastery of some skill or area to overcome
disabilities and includes physically disabled individuals who learn or relearn
how to swim, ride, play tennis, or pilot an airplane, and visually impaired in -
dividuals who gain expertise in mountain climbing and skiing. Another strat-
egy is reassessing the limitations of the “normal,” such as a physically disabled
individual who helps persons without disabilities to appreciate the small
things in life, including being able to shake hands or to listen to music. In
essence, through their disabilities, the disabled are able to teach others about
the blessings of life (1963, 9–11).

Goffman’s work was instrumental in energizing and in helping to grow
the study of disabilities, and this is seen in the area of disability experience, or
the examination of how the disabled react and adjust to their circumstances.
Goffman built on the earlier work of Beatrice Wright and others who ad -
vanced the importance of understanding disabilities in the light of social con-
text. From the early 1960s to the decade of the 1990s an emphasis on under-
standing the experiences of the disabled was on the value transformations
involving the disabled, such as those discussed above by Goffman. To expli-
cate this point, studies specified how the disabled would engage in disavow-
ing their disabilities, and theories evolved that identified stages the disabled
go through that entail disavowing of disability status by disabled and nondis-
abled individuals. Based on interviews with visually impaired persons and
those with orthopedic and cosmetic facial conditions, Davis identified three
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stages which those with and without disabilities travel through as they inter-
act with each other. The first stage, fictional acceptance is when nondisabled
persons treat the disabled as adults, but superficially. The relationships in this
stage are surface at best and lack substance. The second stage is breaking
through and occurs if relationships were smooth and positive in stage one. In
this stage disabled persons engage in disclosing their disabilities in order to
get beyond the superficial nature of the original relationship, and they seek
to find common ground along the lines of similar interests. If breaking
through is successful, then stage three, institutionalization of the normal rela-
tionship occurs in which nondisabled individuals interact with disabled per-
sons as if the latter were “normal.” In this stage, nondisabled individuals play
a prominent role in helping the disabled in adapting to different scenarios,
such as navigating buildings that are not accessible to those with impair-
ments, and relating to individuals who offer them unsolicited help (Gill,
2001, 353–355).

By the 1990s and largely as a result of the lack of empirical evidence to
support stage paradigms involved in the disability experience, attention was
refocused on intrapersonal psychological adjustment to disabilities that involve
study of self-concept, interactions between the disabled and their environments, body
image, and changes in the body. According to Gill (2001), the research on stages
failed for the most part to demonstrate an orderly sequence or a consistent
pattern of characteristics that describe adaptations to disabilities by either the
disabled or nondisabled. Much of the research the past two decades has
examined the impact of disabilities on the emotional status of those with dis-
abilities, and how they function in various capacities such as student, em -
ployee, and family member. Also of interest is how the disabled compensate
for functional losses, and the effects disabilities have on the well-being of
those close to the disabled (2001, 357). One such direction is discussed by
Robert Murphy where he uses the anthropological concept liminality, mean-
ing the disabled live in a state of limbo where they are marginalized and only
partially accepted by society. In a sense, the disabled are caught in a “Catch-
22.” The door is shut on them until society deems the disabled as ready for
greater participation and integration into the social fabric, yet it is society
itself that closed the door initially, leaving the disabled to wonder if and
when they will ever experience social acceptance. Gill suggests that unlike
the term “stigmatization” that implies a static reaction to the disabled, limi-
nality is a more diffuse process that results in less predictability of how soci-
ety will respond to disabled persons, thus placing greater intrapsychological
pressure on them and resulting in feelings of ostracism and dehumanization
(2001, 358–359).
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The Americans with Disabilities Act

The Americans With Disabilities Act (ADA) of 1990 is the culmination
of many previous pieces of legislation passed to protect disabled individuals.
On July 26, 1990, President George Herbert Walker Bush signed ADA into
law, which prohibits disability discrimination in employment, public services,
and public accommodations operated by private entities, and requiring that
telecommunication services be made accessible to the disabled. The three
main sections of ADA are Title I: Employment; Title II: Public Entities; and,
Title III: Public Accommodations. Elements of each title are briefly dis-
cussed (Encyclopedia of Disability, 2006).

Title I states “no covered entity shall discriminate against a qualified indi-
vidual with a disability of such individual in regard to job application proce-
dures, the hiring, advancement, or discharge of employees, employee com-
pensation, job training, and other terms, conditions, and privileges of em -
ploy ment” (2006, 453). An important part of Title I is reasonable accommoda-
tion, in which an employer must make appropriate adjustments to the work-
place in order to make it possible for disabled individuals to perform essen-
tial job functions. However, if the request for reasonable accommodation
poses undue hardship on the employer, such as requiring a major financial in -
vestment or a direct threat to the safety of the employer or others in the
workplace, the employer then may not be required to implement the accom-
modation. In addition, Title I prohibits screening of applicants based on dis-
ability status, meaning as a general rule individuals with disabilities are to be
evaluated for employment solely on the basis of their qualifications. Em ploy -
ers are prohibited from requiring preemployment medical examinations,
and it is in violation ADA for an employer to attempt to learn if individuals
have disabilities, unless knowing this information is critical to performing the
position (2006, 454).

Title II states “no qualified individual with a disability shall, by reason of
such disability, be excluded from participation in or be denied the benefits
of the services, programs, or activities of a public entity, or be subjected to
discrimination by such entity” (2006, 454). Much of Title II is applicable to
a public entity’s physical structure and includes city buildings, city sidewalks,
publicly owned sporting arenas, stadiums, theatres, and botanical gardens on
the premises of state universities. “Program access” is a critical component of
Title II and will vary on whether the facility in question has been previous-
ly altered, or is a new or existing facility. A facility may not have to comply
with a request for alteration if it can be shown that to do so would place a
burden on it (2006, 456).
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Title III states, “No individual will be discriminated against on the basis
of disability in the full and equal employment of the goods, services, facili-
ties, privileges, advantages, or accommodations of any place of public ac -
commodation by any private entity who owns, leases, (or leases to) or oper-
ates a place of public accommodation” (2006, 457). Discrimination under
Title III is defined as general and specific discrimination. General discrimination
includes, but is not limited to, denial of participation and participation of
unequal benefit, providing a separate benefit when a separate benefit is not
essential, employing contracts or administrative methods that are discrimi-
natory in nature, and discrimination against an individual on the grounds
that he or she associates with an individual with a known disability. Specific
discrimination entails but is not limited to failure to make reasonable modifi-
cations that would benefit a disabled person, failure to remove architectural
barriers that impede access when this can be accomplished, and failure to
guarantee effective communication by providing auxiliary aids. Title III
allows for consideration of a direct threat that poses danger to the health or
safety of others that cannot be eliminated by compliance with the mandates
of Title III (2006, 457).

In Recognition: Herb Covey

Dr. Herb Covey may be the most published sociologist never to have
spent one moment of his career as a full-time academician. Dr. Covey’s inter-
ests are eclectic and anything he touches (writes about) is fully covered and
thoroughly researched. Over the years, Dr. Covey has studied education,
criminology, gerontology, methamphetamine abuse, youth gangs, percep-
tions of the aged in history, herbal medicines used by American slaves, and
the disabled, to name a few of his interests. He is published in academic jour-
nals and he has written 16 books on various topics. One of Dr. Covey’s
strengths is his creative imagination. His 1991 Images of Older People in Western
Art and Society should be a classic. It is a moving, inspirational, and sensitive
treatise on how older persons have been perceived and stigmatized in the
arts. The book is in a class of its own; after all, who else with an interest in
the aged has undertaken a study of them from the angle of their identity in
the arts (books, paintings, etc.)? In 1998, Dr. Covey’s Social Perceptions of
People with Disabilities in History was published, and similar to his work on the
aged is sensitively and carefully researched, including chapters on physical
disabilities, lepers, the mentally ill, the hearing and visually impaired, and
individuals with developmental disabilities. The book is beautifully illustrat-
ed with pictures that are convicting and convincing of the manners in which
the disabled have been treated in societies. This work exemplifies the cre-
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ative directions that Dr. Covey has taken throughout his career. It is to be
noted that Dr. Covey has done more than write about the disabled and less
fortunate—the stigmatized—he has volunteered to give downhill skiing lessons
to persons with disabilities. Not only is Dr. Covey a scholar, but he is also a
humanitarian.

SUMMARY

Throughout history individuals with mental disorders and disabilities
have been stigmatized and labeled, and as a consequence have faced many
types of discrimination and hardships, including physical abuse, steriliza-
tions, murder, and infanticide. Millions of Americans have some form of
ment al disorder, and this involves persons of all ages. The Diagnostic and
Statistical Manua–V is the primary source of information on mental disorders,
and the diagnosis and treatment of individuals with mental disorders is
derived from this document. Sociologists and others approach mental disor-
der from the direction of societal reaction, and the manner in which these
types of conditions are socially constructed and defined. Disabilities, includ-
ing mental disorders, have been greeted both harshly and in a humane way
through the centuries, and the reactions to persons with disabilities has var-
ied within and across societies. From the earliest times to the twentieth cen-
tury, the disabled have been both protected and humiliated, and for a great
period of time, disabilities were believed to be a result of demons and the
supernatural, thus justifying in the minds of societies a right to treat them in
whatever manner they deemed was necessary. The United States was in -
volved in sterilizations largely as a result of the eugenics movement, and one
common denominator through history concerning the disabled has been the
inconsistent and often ambivalent societal reaction to and treatment of the
disabled. The second half of the twentieth century has seen improvements in
attitudes toward and the care for the disabled, and legislation such as ADA
has been a major source of more humane and positive concern for persons
with disabilities. As for Joe, unfortunately, laws that could have protected his
right to an education, therefore perhaps contributing to a happier and more
prolonged life, were several years into the future after his death.



Chapter 13

SEXUAL BEHAVIORS AND DIFFERENCES

CASE STUDY: PORNOGRAPHY

Pornography, prostitutes, and escort services. At first glance this may not
sound all that unusual to you, until it is explained that it involved a won-

derful young married couple whose husband was extensively involved with
all three, and then some. This is the case of Martha and Sam (aliases to pro-
tect their actual identities), graduates of major and prestigious universities,
who fell madly in love during their early twenties and who no one in their
wildest dreams would ever have suspected of facing a crisis in their marriage
as a result of major sexual issues. Sam graduated from one of the nation’s
military academies, and Martha is a graduate of a top flight state university
in the East. Early in their married years, Sam became involved with pornog-
raphy over the internet, and graduated to using the internet to contact pros-
titutes. Sam eventually became involved with an escort service and was spend -
ing significant amounts of money on call girls, typically the most expensive
of prostitutes. Martha was unaware of Sam’s activities until she encountered
his credit card that had items blacked out on it. Later a flyer was mailed to
their residence advertising sex parties. Martha obviously became more con-
cerned and depressed, and when she confronted Sam, he always denied any
wrongdoing, and would laugh at her. But the problems continued. Martha
encountered pornography sites on the Internet Sam was viewing, and she
grew increasingly suspicious about Sam’s involvement with prostitutes. So here
are two young persons from solid homes and with outstanding educations
whose marriage was on the brink of disaster as a result of Sam’s behaviors.
To make matters worse, Sam became so entrenched with pornography and
prostitutes that he started to visit public parks where gay men would have
sex. Sam would go to public bathrooms and insert his penis in a hole in a
bathroom wall where oral sex was performed on him, anonymously. Only

268



Sexual Behaviors and Differences 269

after leaving Sam and with eventual counseling were Sam and Martha able
to save their marriage. According to Sam and Martha and based on the coun-
seling they experienced, their circumstances are far from unusual. Many
individuals from the most “solid” upbringing and “respectable” people have
engaged in similar behaviors.

OVERVIEW

Four types of sexual deviance are considered in this chapter: the sexual
behaviors of Americans; prostitution; sexual orientation; and, pornography.
All four can be controversial in nature. Take pornography as an example and
try to define it. The old expression “one man’s wine is another man’s vine-
gar” applies to defining pornography. For some people, any kind of sexual-
based material represents pornography; for others, the sky is the limit in con-
sidering any definition of the subject. The internet has become a major play-
er in what some declare as pornography, and there are movies, magazines,
newspapers, and the use of the telephone as methods of delivering pornog-
raphy. Perhaps United States Supreme Court Justice Potter Stuart said it best
when he stated (paraphrased) “I cannot define pornography, but I know it
when I see it.” Homosexuality is also a divisive issue. In recent years, a num-
ber of states have had same-sex marriages on the ballot, and often the vote
was to prohibit them. But as of the writing of this book, 37 states now legal-
ly sanction same-sex marriage. Yet what seems to get lost when undertaking
such referenda is it wasn’t that long ago that voting on this topic not only
would not have occurred, but would never have been mentioned to begin
with. Of course, there is the debate over the so-called “homosexual agenda”
which begs the question of the representation of gays in the total population,
an issue to be addressed in this chapter. Prostitution is probably the least con-
troversial of the four areas to be explored, but for some, there is still the ques-
tion of whether it is a “victimless crime,” meaning the prostitute-client rela-
tionship is a matter of choice and free will for both, and therefore does not
constitute any criminal action. The sexual behaviors of Americans, which
includes a diversity of issues also conjures up debates and disagreements. It
is to this topic the attention is now directed.

Sexual Behaviors of Americans: Research

The research on the sexual behaviors of Americans undertaken by
Alfred Kinsey (1948, 1953) had a major influence on the development of the
study of human sexuality. By the 1960s, more research was being conducted
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on this subject and has escalated since then. Many different individuals and
organizations study the sexual behaviors of Americans, including the Centers
for Disease Control and Prevention which recently published the results of a
national survey that examined such behaviors (Drug Use and Sexual Behav -
iors Reported by Adults: United States, 1999–2002, 2007). The Centers for
Disease Control and Prevention (CDCP) undertook the National Health and
Nutrition Examination Survey (NHANES) from 1999–2002 which asked quest -
ions about the drug use and sexual behaviors of a scientifically selected sam-
ple of Americans. Over 21,000 Americans were interviewed in their homes
and just under 20,000 had medical examinations at Mobile Exam Centers
(MEC). Respondents were asked if they had ever had sex; age at initiation
of sex; and their number of sexual partners (sex here includes intercourse
and oral sex). Basic demographic information on respondents was also col-
lected. Ninety-six percent of the sample reported ever having sex, and range
in age from 91 percent for persons 20–29 years old to 98 percent for indi-
viduals 50–59 (most percentages are rounded). Non-Hispanic whites had the
highest percentage ever having sex (97%), followed by 96 percent for non-
Hispanic blacks and 88 percent for Mexican Americans. The question also
showed slight variations by education, with 92 percent of respondents who
had less than a high school education reporting ever having sex, and 96 per-
cent with a high school education and 97 percent with more than high school
indicating they ever had sex. An important question was “age at first sex”
which takes on greater significance given the national concern for HIV/
AIDS and sexual activity among youth. The percentage of age at first sex for
individuals less than 15 years of age was 16, and for ages 15–17, 18–20, and
21 and older the percentages were 41, 28, and 15, respectively. It becomes
clear given this data that young Americans are active in sexual behavior,
with nearly 60 percent having sex by age 17. Age and first sex showed vari-
ations by gender with 19 percent of males and 12 percent of females report-
ing having engaged in sex before age 15. After that (15–17, 18–20, 21 and
older) the percentages of males and females reporting age at first sex were
quite similar. The number of sexual partners also showed variation by gen-
der with males nearly twice as likely to have reported 15 or more sexual part-
ners in their lifetime. Of interest is the breakdown by race and ethnicity with
46 percent of non-Hispanic black males reporting the highest number of life-
time sexual partners (15 or more), followed by non-Hispanic white males
(27%), and Mexican American males (20%) reporting 15 or more sexual part-
ners. This is sharply contrasted with females where 12 percent of non-His -
pan ic black females, 10 percent of non-Hispanic white females, and 5 per-
cent of Mexican American females reporting 15 or more sexual partners dur-
ing their lifetime. The most common number of sexual partners by race and
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gender was between two and six which was also reported for levels of edu-
cation (2007, 5–12).

A nonscientific poll taken by ABC News Primetime Live in October 2004
sheds light on the sexual behaviors and perceptions of Americans who were
surveyed, and given that it is not generalizeable to the population of the
United States, does present some rather interesting results that can serve as
talking points, especially between males and females. Although the ABC poll
was undertaken over a decade ago, the survey cuts across different aspects of
sexuality (e.g., fantasizing; cheating) which are not necessarily addressed in
oth er research covered in this chapter (ABC News Primetime Live Poll: The
American Sex Survey 2004). Thirty percent of those surveyed reported that
they had fantasized about cheating on their partners, while 16 percent said
they had cheated on their partners. When it came to threesome sex, 21 percent
of respondents said they had fantasized about it and 14 percent reported they
had done it. The workplace isn’t necessarily immune from sexual activity since
12 percent of respondents indicated they had sex at their place of work and
an additional 10 percent had fantasized about it. Speaking of thinking about
sex, or sex on the mind, 70 percent of males surveyed as opposed to 30 per-
cent of females reported they think about sex every day, and 83 percent of
male respondents compared to 59 percent of females said they enjoyed sex
a great deal. The war of the roses doesn’t end there. Men reported having 20
sexual partners on average compared to six for women, while 21 percent of
males surveyed said they had cheated on their partners, double that for fe -
males. Over 30 percent of males reported they had visited a sex website, three
times greater than that for women, and 42 percent of women compared to
25 percent of men felt that visiting a sex website was cheating. However, the
majority of both males (72%) and females (54%) surveyed had visited a sex
chat room. Men and women also differed on the issue of orgasm, with 74 per-
cent of males and 30 percent of females reporting they always experienced
orgasms, and 48 percent of women compared to 11 percent of men had faked
orgasm (2004, 1–15). Other findings from the poll include (2004, 8–15):

• 70 percent of those surveyed reported they enjoy sex a great deal, 50
percent said they were very satisfied with their sex lives, and 36 per-
cent stated their sex lives were very exciting.

• 55 percent of respondents indicated they were sexually traditional,
while 42 percent reported being sexually adventurous.

• Discussing fantasies declined steadily by age, with 71 percent of
respondents 18–29 reporting they discussed fantasies, but for respon-
dents age 65 and over, that figure dropped to 22 percent.
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• 72 percent of couples married less than three years had sex at least sev-
eral times a week, but for those married for more than 10 years, the
percentage was 32 percent. Eighty-seven percent of respondents mar-
ried less than three years and 70 percent of those married for over 10
years reported they enjoyed sex a great deal.

• 70 percent of respondents who rarely if ever attended church report-
ed homosexuality is acceptable, compared to 57 percent and 31 per-
cent who attend a few times each month and who attend church on a
regular basis, respectively. Ten percent of regular church attendees
reported visiting a sex website, and 19 percent of the occasional atten-
dees and 29 percent of those who rarely attended said they had visit-
ed porn sites.

• Thirty-seven percent of respondents who rarely if ever attended church
reported having sex on the first date. The percentages for the occa-
sional attendees and those who go to church regularly were 35 and 14
percent, respectively.

• Last but not least: 57 percent of those surveyed reported they had sex
outdoors, in a public place.

The National Survey of Sexual Health and Behavior (NSSHB) represents
an extensive study of the sexual behaviors of Americans, and was undertak-
en by the Center for Sexual Health Promotion at the University of Indiana.
Nearly 6,000 individuals between ages 14 to 94 were interviewed concerning
their sexual experiences and use of condoms (2010). On the latter note, the
authors of the study reported although the use of condoms has increased
with some groups, still only one out of four acts of sexual intercourse involve
the use of condoms. 

Just like research previously cited, the questions asked to the 5,865 re -
spondents were quite specific and personal including inquiries into the follow -
ing types of sexual expression: masturbation, oral sex, vaginal intercourse,
and anal sex. Listed are some of the findings:

• Across all age categories examined, males typically had much higher
percentages than females for masturbating alone. Of interest is the per -
centage of males and females ages 60 and over who masturbated. Over
60 percent of males and 47 percent of females ages 60 to 69 reported
masturbating. The percentages for males and females 70 and over
were 46 percent and 33 percent, respectively.

• Anywhere from 36 to 48 percent of adults between the ages of 18 and
49 reported they masturbated with their partners, with the percentages
close for males and females between ages 20 to 49.
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• Approximately 50 to 80 percent of males between ages 24 to 59 said
they had received oral sex from women. Seventy-eight percent of
males 30 to 39 reported engaging in this type of sexual behavior, the
highest percentage for any age category. The percentage range for
women who received oral sex with other women was 1 to 9 percent.
Women between ages 20 to 24 were the 9 percent.

• Women between ages 18 and 49 represented the highest percentages
of women who had received oral sex from males. Just over 70 percent
of women 20 to 29 reported males had performed oral sex on them.
But 34 percent of women 50 to 59 and 25 percent of women 60 to 69
also received oral sex from male partners. Very small percentages of
men reported having received oral sex from other males. The range
was 1 percent (ages 14 to 15) to 8 percent (ages 50 to 59).

• The majority of female and male respondents 18 to 59 had experi-
enced vaginal intercourse. The peak years were 25 to 48 when any-
where from 70 to 80 percent of men and women reported they had
vag inal intercourse. An interesting finding involved males and females
18 to 19 and 20 to 24 years old. A larger percentage of women than
men had vaginal intercourse. Fifty-three percent of males 18 to 19 and
63 percent 20 to 24 experienced vaginal intercourse. Sixty-two per-
cent of women 18 to 19 and 80 percent 20 to 24 had engaged in vagi-
nal intercourse.

• Compared to that just discussed, anal sex was an uncommon and
infrequently reported sexual behavior. A very small percentage of
women had anal intercourse with males. The peak years for women
were between 20 and 39 when approximately 22 percent of females
reported this occurrence. The same pattern is true of male-to-male
anal sex. Very few males had engaged in this behavior, but the peak years
for men were between 25 and 49 when an average of about 25 percent
of males said they had engaged in anal sex with a male partner.

One of the least understood aspects of sexuality is the sexual lives of older
Americans; however, between March and July 2006, 3,005 Americans ages of
57 to 85 were interviewed in their homes concerning a number of issues,
including their sexuality (Lindau, Schumm, Laumann, Levinson, O’Muirch
Eartaigh, and Waite, 2007). The data from the National Social Life, Health
and Aging Project (NSHAP) indicate older Americans are interested in and
do engage in sex, but for many older Americans, sexual activity declines after
age 70 as a result of health-related problems. When older Americans experi-
enced a decrease in sexual activity, this was likely to be due to the declining
health of male partners. Sexual activity among the respondents included in -
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tercourse, oral sex, and masturbation with 50 percent of sexually active cou-
ples under age 75 stating they engaged in oral sex, and 50 percent of males
and 25 percent of females indicating they masturbate. NSHAP also stated
that women who were not in a current relationship were more likely than
men to report lack of interest in sex, and when women between ages of
75–85 reported little sexual activity, this was due predominately to outliving
their male partners. Not unexpectedly, sexual activity was found to decline
with age, although 73 percent of respondents ages 57 to 64 reported they had
sex with at least one partner in the previous year. The percentages for ages
65 to 74 and 75 to 85 were 53 and 26 percent, respectively. The NSHAP rep-
resents the most comprehensive and in-depth study to date on the sexual
behaviors of older Americans, and it is important in helping to debunk the
myths and stereotypes that older persons are not sexually active.

A major concern of Americans is teen sex. Today’s teens are two to three
times more likely to engage in sex (intercourse and oral sex) than were their
counterparts of previous generations. Contemporary American adolescents initiate
sex younger, have more sexual partners, are more likely to contact sexually transmit-
ted diseases, and have the highest rate of premarital pregnancy in the world (Bear -
man, Moody and Stovel, 2004; Mosher, 2005). A major study of youth risk
undertaken by Grunbaum, Kann, Kinchen, Ross, Hawkins, Lowry, Harris,
McManus, Chyen, and Collins (2003) echoes the above, reporting 46 per-
cent of high school students and nearly 80 percent of college-aged students
18–24 years old have had sex. The onset of sexual activity was reported to
increase with age, with 34 and 41 percent of ninth and tenth grade high
school students indicating sexual activity, respectively, compared with 52
percent of eleventh graders and 61 percent of twelfth graders who reported
engaging in sexual behaviors (intercourse and oral sex). The study also
revealed significant differences by race and ethnicity for teenagers engaging
in sex. Sixty-nine percent of African American male high students, 53 per-
cent of Latino male high school students, and 45 percent of white male high
school students had engaged in sexual intercourse. The pattern-trend was
similar for female high school students with 53 percent of African American,
44 percent of Latino, and 41 percent of whites reporting they had sexual
intercourse, respectively. Regardless of race or ethnicity, males were much
more likely than females to report engaging in sexual intercourse before age
13. Spencer, Zimet, Aalsma, and Orr (2002) reported self-esteem affects the
sexual activity of teenagers, but it varies by gender. Boys between the ages of
12–14 with high self-esteem are more likely to engage in sexual intercourse, but
girls the same ages with high self-esteem were more likely to postpone onset
of sexual coitus. What about “just saying no to sex”? It appears saying no
delays entrance into sexual intercourse; however, it does not necessarily mean



Sexual Behaviors and Differences 275

that teenagers refrain from sexual activity altogether, since a growing num-
ber of them engage in “technical virginity,” or oral sex which is now more
common among teenagers than sexual intercourse. Additionally, teens who
“say no” delay entrance into sexual intercourse for 18 months, but when they
start engaging in it they are less likely to use condoms (McGinn, 2004;
Mosher, 2005; Mulrine, 2002).

Prostitution

At first glance, prostitution may seem a rather simple and mundane
topic; not much to think or write about. But take, for example, the following
observation by Rachel West (Miller, Romenesko, and Wondolkowski, 1993,
300): “Given the economic status of women, how many of us are forced to
rent our bodies, stay in marriages we want to get out of, make deals with the
landlord, shop keeper, put up with sexual harassment on the job, smile when
we don’t want to, put out or get fired, and so forth? How many wives make
a greater effort at being sexy when they need extra money from their hus-
bands? How many women choose the man who has greater career prospects
over the man who is a heartthrob? How much do we all have to prostitute
ourselves because women intentionally have so little to show for the tremen-
dous amount of work we do?” Now compare this to a standard definition of
prostitution “as exchange of money for sex” (1993, 303). The statement by West
of fers a broader interpretation by what is understood to be prostitution. In
other words, women are prostituting themselves in a number of common
walks of life (i.e., marriages; jobs). Exchange of sex for money? That reflects
a traditional understanding of prostitution.

Prostitution, or the exchange of sex for money, is an ancient practice, but
the focus here is on prostitution in the United States. In Massachusetts, night
walking was considered an offense and laws against it were enacted in 1699
and reenacted in 1787. But it was not until 1917 that the actual punishment of
prostitutes occurred in the state. In 1871 and 1875 the state of New York
attempted to pass legislation to regulate prostitution but failed, largely due to
the work of women’s organizations such as the Women’s Educational Society
that opposed such legislation on the grounds that it had been unsuccessful in
Europe. The interpretations of prostitution varied with the times, with nine-
teenth century feminists oscillating between economic and moralistic-based ex -
plana tions of the behavior. Economic views of prostitution encompassed the no -
tion prostitutes were forced into their trade because of economic discrimina-
tion which entailed both low wages and inferior jobs. As a result of the fact
that some women were forced to engage in prostitution, earlier feminists
argued that prostitutes should be free from police harassment and prosecu-
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tion. But another position on prostitution also prevailed during this period,
one that viewed it as morally wrong and degrading to both women and soci-
ety. These women, sometimes labeled purity crusaders, believed that young
women were forced into prostitution by evil men, and argued for a repres-
sive stance against it, one that would backfire. A number of prostitutes dur-
ing the nineteenth century worked for madams who would offer them protec-
tion from violence and economic abuse, but the hardened reactions against
them forced many prostitutes to work for pimps and organized crime, expos-
ing them to continuous acts of violence and increasing economic insecurity.
In addition, and as a result of increasing immigration, industrialization, com-
mercialization and urbanization, a growth in social control agencies oc -
curred, including special courts, social workers, and vice squads that result-
ed in long-term, frequent incarceration and rigid treatment of prostitutes
(1993, 302–303). Characteristic of the societal response toward prostitution
is a laissez faire attitude whereby the police are unlikely to arrest prostitutes
if they are operating in lower class, minority-based neighborhoods. How -
ever, when prostitutes, especially streetwalkers, employ their trade in mid-
dle-class to higher communities, their risks of arrest increase, and this is not
only evident along social class lines but is also apparent when the prostitutes
are women of color. To this day in the United States, there is only one state that
legalizes prostitution and it is Nevada where prostitution is closely regulated
in 13 largely rural counties (1993, 303, 312). In Nevada, brothel prostitutes
are fingerprinted and carry prostitution identification cards that are issued by
district attorneys and the police.

Types of Prostitutes

As you will see, there is no one type of prostitute and prostitution as a
trade is a reflection of the broader system of social stratification, since there
are what can be categorized as “lower-class to higher-class” prostitutes. What
is discussed is a traditional-based categorization.

Streetwalkers are at the bottom rung of prostitutes who walk the streets
and solicit customers, and contrary to popular belief, they render their ser-
vice in vehicles (cars, semi-trucks, and pick-ups) and by doing so they open
themselves up to a variety of risks and dangers. Needless to say they are not
earning their meager pay in the “Beacon Hills” of the world; instead they go
about their business in lower-class neighborhoods where they encounter less
problems from the police, whom as already noted, tend to “look the other
way” just as long as prostitution is not occurring in more affluent areas. Motel
rooms, of course, are also used with the service lasting between 15–30 min-
utes. In vehicles, the prostitute and client will spend no more than four to 15
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minutes engaged in sexual activity, which for both cases (vehicles and rooms)
suggest the anonymity and emotional detachment involved in acts of selling
sex for money. Streetwalkers are prone to violence for a number of reasons,
including where they have sex and the fact they are often lower class women
who are not respected. Demands for “kinky sex” are frequent, and the police
may assault them in order to get sexual favors, with assault a major issue for
young prostitutes under 16 years of age. If this is not bad enough, streetwalk-
ers earn low pay which they must often share with pimps (Thio, 2006; 2013).

Child and adolescent prostitutes are a second type of prostitute, and perhaps
the least known of and most tragic example of selling sex for money. Child
prostitutes are frequently referred to as baby pros and range in age from eight
to 12. Baby pros are normally from dysfunctional families who learn their
trade by observing or being in the presence of mothers and older sisters who
engage in prostitution, pornography, or sex with boyfriends and pick-ups
(but not sex for money). These young girls are frequently the victims of all
types of abuse, especially physical and sexual, and they tend to be involved
with prostitution on a part-time basis, with some attending school like other
children. Adolescent prostitutes range in age from 13 to 17, and like child pros-
titutes are also likely to emanate from maladjusted environments where abuse
and heavy drug use are common, thus adolescent prostitutes themselves are
often victims of abuse and are addicted to substances. These young women,
many who come from rural America, enter into prostitution to earn money
to survive as well as to support their drug addictions, and frequently fall un -
der the control of pimps who promise them security and comfort. Child and
adolescent prostitution is a worldwide issue, occurring in places like the
Himalayan regions of Nepal where up to 7,000 girls annually are sold to
brothels in Bombay, India, and in Brazil where 25,000 young women and
girls are forced into prostitution in remote Amazon area mining camps. In
Thailand, young girls are sold by their impoverished parents to local broth-
els, or to German tourists who take the girls back to Germany to perform
their trade as house prostitutes. In many instances, it is poverty that leads to
these young women and girls being sold by parents who are destitute and
willing to engage in destroying the lives of their own children in order to sur-
vive. On a worldwide basis, the demand for sex with children has grown
leaps and bounds and often under the misled perception that young children
are less likely to have AIDS. It is usually tourists from rich, Western nations
and Japan who go in droves to poorer countries seeking sex with children,
largely as a result of the less likelihood of being arrested (2006, 216). It is not
uncommon for police in the poor countries to look the other way, since they
are either bribed or work under the assumption that the problem is so wide-
spread there is little that can be done about it anyway.
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A third type of prostitute is house prostitutes who work at places otherwise
known as the cathouse, whorehouse, parlor house, bordello, joint or simply house,
and, of course, brothel. As noted previously, brothels are only legal in some
counties in Nevada, and their legal status not only carries with it the require-
ment for being fingerprinted and possessing prostitute identification cards,
but prostitutes are also required to receive weekly medical checkups as well.
Working at a brothel can mean better pay than being a streetwalker, and it
may even result in a safer and secure environment. Not all is rosy with broth-
el work since prostitutes are not necessarily free to set their own hours, and
they must give one-half of their earnings to the house. It appears that house
prostitutes who work as escorts (escort services) have the most lucrative ar -
rangements, since in addition to the fee for their services they will often re -
ceive handsome tips, but they may also face danger since they ply their trade
away from the house, and sometimes clients can become violent and de mand
rough sex (2006, 217).

Call girls represent the upper end of the prostitute echelon and are often
known as the “aristocrats” of prostitution, and can have salaries that parallel
those of physicians and lawyers. Some call girls reside in affluent neighbor-
hoods and are the most educated among prostitutes, and as a result of har-
boring a much different self-concept and image than is the case for other
prostitutes, they are insulted if they are seen in the same light as or treated
like streetwalkers or house prostitutes. The tool of the trade for call girls is
the telephone; however, it is common for them not to use their personal tele-
phones, relying instead on answering machines or an answering service, thus
avoiding detection by the police and maximizing business. Call girls will lis-
ten to their answering machines or use the answering service which allows
them to move from one customer to another. Veteran call girls get much of
their business from referrals, or satisfied customers, and the novices get their
start by getting names from other call girls and through advertising. Call girls
are among the most attractive and well-dressed prostitutes, and in addition,
they respect their clients and work under the informal code of ethics in which
names of customers are never mentioned.

Formal Responses to Prostitution: Law Enforcement
and Attempts at Decriminalization

Prostitution is unevenly enforced across the United States, and reiterating a
point, police efforts against it have much to do with the “where” (impover-
ished v. more affluent areas) and the “who” (people of color v. whites). The
great majority of prostitutes are females who comprise at least 70 percent of
persons arrested for prostitution. Male customers are rarely arrested, and
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streetwalkers who make up about 20 percent of all prostitutes account for 90
percent of all arrests of prostitutes. What is more, 40 percent of all street
prostitutes are women of color who comprise nearly 60 percent of arrests for
prostitution, and 85 percent of those jailed for practicing their trade (Miller
et al., 1993, 313). On occasion, the law enforcement response includes police
sweeps, crackdowns on prostitution usually for political purposes. A number
of what typically are street prostitutes are arrested and jailed, leading mem-
bers of the community to perceive they are now more safe and secure from
crime and perversion. However, the sweeps frequently backfire since these
prostitutes will eventually get released from jail and head straight back to the
streets, and it is usually women of color who wind up paying a double price
since they not only have been jailed (and probably have been numerous
times before), but their primary source of income has been briefly halted. It
is not uncommon for street prostitutes to have limited legal job opportuni-
ties, therefore jailing them can have serious implications for their economic
well-being. When police crackdowns transcend the streets and also involve
arresting prostitutes in their apartments, felony charges can be brought
against them, and if these women have been sending money to relatives in
other states, they can then be charged with violating federal racketeering
statutes. Ironically, laws such as that just discussed are allegedly passed to
protect prostitutes (there are dangers involved in selling sex from an apart-
ment or house) and to hold their male clients culpable for their actions, but
often result in further legal stigmatizing of prostitutes. In addition, policies
such as urban renewal and urban revitalization that result in tearing down
blighted areas where prostitutes often work, can actually force them into
practicing their trade in fringe areas including alleys, the back of cars, and
doorways, thus escalating the chances of becoming victims of violence. Since
prostitution is encompassed in what is called deviant street networks, prostitutes
open themselves up for greater risks of arrests. Deviant street networks include
many types of predatory crimes including prostitution, petty larceny, forgery,
credit card fraud, embezzlement, auto theft, burglary, and robbery, exactly
the types of crimes the public demands the police take action against. The
police who may want little to do with enforcing laws against prostitution may
find themselves doing so since it is carried out within a framework of other
visible criminal activities (1993, 314–316).

This section will conclude with a discussion of pimps, but additional men -
tion of the social structure involved in street prostitution is now addressed.
In some communities such as Milwaukee, Wisconsin, prostitution occurs
with in pseudo-families comprised of the pimp and two or three women who
refer to each other as wives in law. The longest serving women are known as
the bottom woman, who because of her longevity with her male lover/pimp
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works less and enjoys higher status among the wives in law. Pseudo-families
form to meet the needs of both the prostitute and the male, the latter who
often has just been released from prison. Both are in need of emotional sup-
port, and turning to the streets for prostitution and other activities within the
deviant street network offers an immediate and stable source of income.
Rather interestingly, the pimp and the “wives in law” both exert social con-
trol over each other, with the pimp in control of his women as they ply their
trade, but the prostitutes themselves exert control over the man since they know
what other crimes he has committed, a fact of interest to law enforcement.
When the prostitutes leave the pimp, it is usually because he did not meet
their total needs, meaning they were seeking out caring relationships which
he did not provide for them. Thus women leave the relationships realizing
he was doing little more than taking advantage of them, and that he was no
more than a pimp anyway (1993, 318).

Prostitutes themselves have organized in order to secure greater rights
and protection. Three organizations, Call Off Your Old Tired Ethics (COY-
OTE), Women Hurt in Systems of Prostitution Engaged in Revolt (WHIS-
PER), and the U.S. Prostitutes Collective address the issues of decriminaliza -
tion and the control of prostitution by men. The three organizations oppose
legalization of prostitution since they argue it would do no more than en -
hance male domination over the trade, and result in further stigmatization
and oppression of prostitutes. Of the three organizations, it is COYOTE that
is the most well known and active, and here will get the lions share of atten-
tion. Although its name changed to the National Task Force on Prostitution
in 1979 (NTFP), the organization is still more widely known as COYOTE,
fighting against discrimination against prostitutes and taking a firm stance on
decriminalizing prostitution, and the elimination at the federal level of all
legal restrictions placed on the profession. Founded in 1973 by ex-prostitute
Margo St. James, COYOTE advocates educating the public concerning the
costs involved in controlling prostitution, strengthening prostitution through
legal rights, and as noted previously, decriminalizing prostitution. It also wants
prostitution to be perceived as legitimate work, and it assumes the position
that women have the right to control their own bodies, meaning they have
the right to sell sex for profit. Women’s organizations such as NOW (the
National Organization for Women) generally view prostitution as degrading
and sexist, and therefore stand at a distance from movements such as COY-
OTE and WHISPER. In addition, there can be political fallout for organi-
zations such as NOW that fear stigmatization themselves as a result of being
associated with pro-prostitution advocacy. COYOTE has met with little ef -
fectiveness and success due to a lack of both financial resources and staff to
carry out its objectives. In addition, the public has not been enthusiastic in
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supporting its aims and those of similar organizations on the grounds it op -
poses decriminalization and is more likely (if interested at all) to support le -
galization of prostitution (1993, 323–324).

Pimps and Johns

When discussing prostitution and especially when enforcing laws against
it, it is usually prostitutes who are the center of attention. Pimps often are the
subject of jokes when alluding to prostitution, and clients, the customers, bet-
ter known as johns seem rarely to get much focus from the general public or
the police. Kathleen Barry (1979) has authored one of the more insightful and
important accounts of prostitution to date, identifying pimping as the oldest
profession, while focusing on the methods pimps use to lure women, in par-
ticular young teenage girls into the trade. Her book, Female Sexual Slavery
(1979), is a provocative look at sexual abuses of women undertaken and con-
trolled by male dominance and hegemony in societies. Barry defines female
sexual slavery as the “international traffic in women and forced street prosti-
tution taken together” (1979, 7), and uses the term procuring to accentuate
the manner in which women are brought into prostitution. Barry writes: “pimp -
ing and procuring are perhaps the most ruthless displays of male power and
sexual dominance” (1979 86). Five types of procuring by pimps are identi-
fied: befriending or loving; actions of gangs, syndicates, and organized crime;
employment agencies; purchase; and, kidnapping.

Befriending or loving is typically the first step in procuring a prostitute,
entailing the use of love or romance to lure a woman into the ranks of pros-
titution, and receives the greatest amount of attention of the five methods of
procuring discussed by Barry. To understand procuring is to understand the
definition of a pimp which is one who lives off the earnings of a prostitute (1979,
87). After luring a young woman into his life, the pimp offers her protection
and will take care of her overall needs, including bailing her out of jail if nec-
essary. What is important is these young women can be quite naïve, often
from small rural towns who have come to larger cities in search of a better
way of life, and get hooked into prostitution by streetwise and deceitful males
who take advantage of their naivety. Be the pimps white or African Ameri -
can, they have some common underlying features, one of which is their view
of the trick or the customer as a sap who is easily ripped off and for whom
the pimps have no respect. In addition, there is learning the rules of pimp-
ing, known as whorology that is learned either on the streets or in prison.
These so-called rules encompass more than just learning how to pimp, mean-
ing more than just how to work the streets, con customers, and control pros-
titutes. It also entails putting a steel lid on the emotions of prostitutes since it
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is money that the pimp seeks first and foremost, and getting too emotionally
entangled with one of his “wives-in-law” could affect the profits to be made
in hustling. Pimps also are aware that many of the women they procure are
bored, and seek excitement that the pimp can provide via the hedonistic
lifestyle associated with being a prostitute. Yet there are other attractions for
young women entering into prostitution such as extravagant clothes, new
cars, and more money than they have ever seen in their young lives. On this
note, there is a major stereotype about pimps, especially African American
pimps and that deals with the Lincoln or Cadillac they are perceived as own-
ing and forever cruising the streets in. The big, expensive car is often a
reward for successful pimping that has taken years to establish, and owning
one of these flashy vehicles only enhances the procuring possibilities avail-
able to pimps (imagine being one of these unsuspecting young women who
encounters a pimp in an expensive Lincoln, with all of his street smarts and
conning personality, and how that can quicken the pace of luring her into
what can be a devastating life of selling her body for money). But there are
questions such as “what is the first step in getting a young, naïve woman to
begin selling sex for money,” and “how/where does this all begin?” One ans -
wer is the pimp will tell the woman, if she really loves him she will need to
have sex for money with someone she does not know. If she refuses, the
pimp may turn on his charm and charisma (perhaps even anger), and when
she finally agrees, he has her hooked. This one sex episode leads to what can
be thousands of other such encounters over a number of years, and is known
as seasoning, or breaking the women’s will and separating her from her pre-
vious life. Seasoning results in new identities for prostitutes since they will
adopt street names used when hustling “johns,” and can be a process of get-
ting women to remain in prostitution, with the pimp using violence and in -
timidation against them. Obedience is critical within the pimping social struc-
ture and the demands for conformity, coupled with brutality and positive
rewards such as money and clothes are keys to keeping women working the
streets (1979, 89–96).

The role of gangs, syndicates, and organized crime is also a method of procur-
ing; however the majority of procuring appears to involve the freelance style of
the street pimp. When it moves from this into the realm of prostitution center-
ing around organized criminal interests, the nature of the role in prostitution
shifts to behind the scenes, with organized crime involved in massage par-
lors, prostitution hotels, and pornography, which Barry considers as a form
of prostitution since it is a major procurer of children for sexual slavery. Em -
ployment agencies represent a third type of procuring, and similar to the flashy,
con-artist street pimp, possess an enormous power of lure. Frequently, the
employment agencies are false covers for female sexual slavery, with young
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women going to them seeking jobs and being told the positions exist in for-
eign countries, only to discover upon arriving in these nations the jobs they
thought they were hired to perform do not exist. Hard pressed for money,
these women are then informed of ways to earn income, including prostitu-
tion. They are not only far away from home, but they are in a foreign land
without resources or family, and being desperate they agree to begin their
careers as prostitutes.

The two remaining forms of procuring are purchase and kidnapping, with
purchasing girls accomplished by buying them from impoverished parents
(worldwide and in the United States), and kidnapping usually entails stealing
young girls, frequently from third-world countries. Race plays into the latter
two types of procuring with blue-eyed, blond-haired girls from mid-America,
and darker-skinned girls from third-world countries in Central and South
America, Africa, and Asia desirable in sexual slavery markets (1979, 96–113).

“Johns,” or “tricks,” are a frequently ignored element of prostitution,
both from law enforcement and research perspectives. Remembering that “it
takes two to Tango,” tricks make up a major part of the sex for money enter-
prise but are rarely arrested or studied by behavioral and social scientists.
Years ago, Winick and Kinsie (1971) provided insights into the reasons men
purchase the services of prostitutes which include avoiding competition, mean-
ing some men feel they cannot compete for women and turn to prostitutes in
order to meet their sexual needs. Some men prefer impersonal sex in which
no love is expected or involved, while other males seek sexual variations their
wives refuse to engage in, or they feel are inappropriate with their wives.
Winick and Kinsie also discussed sexual peculiarities that entail sadistic sex
with prostitutes, and/or because they have fetishes, while there are males
who go to prostitutes because they want uncomplicated sex,meaning they show
up, have sex, and go their separate ways without having to be concerned or
worry about their partner. Not all johns are made from the same stock, with
some of them occasional johns who are normal psychologically and who only
occasionally purchase the services of prostitutes. Yet there are habitual or
compulsive johns who may be less normal, desiring long-term relationships
with prostitutes while seeking to help them in a number of ways. However,
there is another side to habitual or compulsive johns, and that is they view
some sex as dirty and go to prostitutes as a result. These “tricks” do not want
to degrade nonprostitutes or their wives with their sexual ambitions, and
may even go to prostitutes because they cannot reach erection with their wives
or partners, but are able to do so with prostitutes because of the excitement
they achieve when having sex with them (Thio, 2006, 2013).
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Pornography

Some years ago, the author of this text was asked to participate in view-
ing a movie starring Marilyn Chambers, with the goal being to discern if
there was any redeeming social or cultural value to the production. I knew
little about Marilyn Chambers and even less about the movie, since I was
asked last minute to do this by a supervisor who had decided not to partake
in watching the film. There were five individuals in the viewing room that
included members of the community, one of whom was a minister. We were
told by a facilitator we were to evaluate the movie on its cultural and social
merits, and upon watching it, we would vote on if it should be shown in local
theatres (please keep in mind I was largely in the dark concerning the nature
of what we were doing). The movie began with little fanfare, but it soon
became apparent to me I was watching a “skin flick” with Ms. Chambers
engaging in one sexual act after another. I cannot remember the length of the
movie, but I do recall two things: first, that I was furious with my boss, and
second, I was mortified by what I saw on the screen. I was put to one very
important test, and that was to vote to show or not to show the film in the
community, and since I had not previously viewed anything remotely close
to the movie, I was predisposed to vote against it. In my eyes, the movie was
pornographic since it entailed sex scene after sex scene, and in my opinion
had nothing to offer of cultural and social value. However, the vote was 3–2
in favor of allowing the movie to be shown in local theaters that I later
learned was restricted to places that only presented sex-dominated films. The
question at hand was one that had been asked for some time: “what is
pornography?” For three people in the room, the movie was not pornogra-
phy; for two it was.

Definitions and Legal Decisions

Defining pornography is no easy task. Let us revisit United States
Supreme Court Associate Justice Potter Stuart’s observation that he was un -
able to define pornography, but he knew it when he saw it. This is the heart
of the debate over pornography: some people will see a Marilyn Chambers-
type movie and identify it as pornographic; others will conclude differently.
Much is the same with alternative methods of expressing sexual behaviors,
such as sex on the internet and in magazines. Slade (2000) offers insight into
the issue of definition by distinguishing between pornography and obscenity,
writing pornography is legal in the United States while obscenity is illegal, but
reminding the reader that pornography still is “in the mind of the beholder”
(2000, 315). According to Slade, pornography is a term invented in the mid-
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nineteenth century and historically means writing about prostitutes, and over
the years has been defined by numerous legal efforts to regulate sexual ex -
pression. Obscenity, on the other hand, is offensive and is defined as such by
leg islative action as appealing to the prurient interest (lasciviousness in na -
ture) of the average citizen, based on the application of contemporary com -
munity standards. In addition, obscenity lacks serious merit, meaning it of -
fers little to communities in the form of artistic, literary, political, or scientif-
ic value (2000, 314). However, a reality still remains and that is the line be -
tween what some persons identify as offensive or obscene, and what is con-
sidered pornography remains blurred, not to mention that the United States
has experienced significant changes in attitudes, beliefs, and values that affect
how people define pornography and obscenity.

Over the years, court decisions have represented the landmark for gaug-
ing the definitions and control of pornography and obscenity. Regina v.
Hicklin (1868) was the judicial basis for deciding cases concerning obscenity
until the mid-twentieth century, forbidding the distribution and sale of
obscene materials on the grounds they would corrupt the minds of persons
exposed to them. The Hicklin ruling was consistently upheld in cases such as
People v. Doris (1897) and Mutual Film Corp. v. Industrial Commission of Ohio
(1915). The substance of both cases was quite compatible with Hicklin, with
their arguments based on the dangers still and moving pictures presented to
society’s morals. However, operating in an era of smut hunting, a New York
judge decided in Halsey v. New York Society for the Suppression of Vice (1920) that
printed materials were to be considered in their entirety (in reference to
obscenity) as opposed to judging them on the basis of limited or selected pas-
sages. Other court rulings were made prior to the famous Roth decision (to
be discussed), with United States v. One Book Called “Ulysses” (1933) and United
States v. One Book Entitled Ulysses by James Joyce (Random House Inc. (1934)
in support of Halsey. In the 1933 case, New York District Court Judge John
M. Woosley ruled that although “Ulysses” may cause one to vomit, it was not
sexually arousing or excitable, and in “Joyce” appellate court judge Augustus
Hand decided “Ulysses” did not aggravate or accentuate prurient interests
(2000, 203–208).

Many other rulings have been made relative to pornography and obs -
cenity, but it is Roth v. United States (1957) that is recognized as one of the
most influential court decisions concerning pornography of the last half cen-
tury. Depending upon who is asked, the Roth decision either clouded or clar-
ified the pornography/obscenity issue. On the one hand, the United States
Supreme Court ruled the materials under consideration were obscene and
without any redeeming social value, and therefore were not entitled to pro-
tection under the First Amendment (Roth was a major publisher of pornog-
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raphy). On the other hand, the ruling also declared materials with such value
were not obscene. But the issue rested with the expression “prurient inter-
ests” with the Court deciding the materials under consideration appealed to
the lewd or lustful feelings within humans. To exacerbate issues further, from
1957 to 1967, the United States Supreme Court ruled on 13 obscenity cases,
but reported 55 different concurring or dissenting opinions (2000, 216–217). The
evolving decision making of the high court vis-à-vis pornography and
obscenity is found in the 1973 case Miller v. California that changed Roth by
rejecting the test “utterly without redeeming social value” and replaced it
with “whether the work, taken as a whole, lacks serious literary, artistic, polit-
ical or scientific value” (2000, 217). Removal of the word “redeeming” weak-
ened the original statement decided in Roth and held future tests of obscen-
ity were to be determined by applying contemporary community standards. Also
in 1973, the high court ruled in the case of Paris Adult Theatre v. Slaton that
states have the right to close adult theatres when obscene material or com-
merce in such “. . . has a tendency to injure the community as a whole, to
endanger the public safety, or to jeopardize . . . the state’s right . . . to main-
tain a decent society” (2000, 217–218). More recently the courts have ad -
dressed the role of the internet as a resource of pornography, and in two ma -
jor decisions the courts ruled the internet is protected under the first amend-
ment. In American Civil Liberties Union v. Janet Reno, Attorney General of the
United States (1996), the Court of Appeals for the 3rd Circuit ruled the pro-
visions passed by Congress in the Communications Decency Act (CDA) of
1996 were unconstitutional. The CDA was passed to prohibit pornography
on the inter-net, mostly to protect children. One year later in Janet Reno v.
ACLU, the United States Supreme Court upheld the decision in “Reno” with
Justice John Paul Stevens writing “The internet in encouraging freedom of
expression in a democratic society outweighs any theoretical but unproven
benefit of censorship” (2000, 228).

All of the above decisions were made in light of the First Amendment to
the Constitution of the United States that guarantees freedom of speech:

Congress shall make no law respecting an establishment of religion, or pro-
hibiting the free exercise thereof; or abridging the freedom of speech, or the
press, or the right peaceably to assemble, and to petition the Government for a
redress of grievances. (2000, 228–229)

Court decisions concerning pornography and obscenity have posed ma -
jor and interesting challenges to the first amendment, and phrases such as
“utterly without redeeming social value,” “lacks serious literary, artistic, polit-
ical or scientific value” and “freedom of expression” demonstrate both the
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vagueness and difficulties faced in defining and legislating laws concerning
pornography.

Court decisions have been one modality in attempts to control pornog-
raphy and obscenity; commissions have represented another. When govern-
ment commissions are established, it is usually because communities per-
ceive they have a problem they need to address, if not resolve. Two major
commissions were created to deal with pornography. In 1970, the Commis -
sion on Obscenity and Pornography offered its findings which included
America needed to have a more open atmosphere concerning the discussion
of sex in general, and that there was little correlation between pornography
and social problems, including violence. The Commission also recommend-
ed government should not interfere with the right of adults to read, view, or to
purchase sexually explicit materials. However, it did recommend legislation
to control the sale of such materials to youth who did not have the consent
of parents. One of the strongest recommendations was that pornography not
be pushed onto the public through the mail or through public display (1970,
64–65). In addressing its position concerning a greater need for open discus-
sion concerning sex in general the Commission stated, “. . . it believes that
much of the “problem” regarding materials which depict sexual activity stems
from the inability or reluctance of people in our society to be open and direct
in dealing with sexual matters. This most often manifests itself in the inhibi-
tion of talking openly and directly about sex. Professionals use highly tech-
nical language when they discuss sex; others escape by using euphemisms,
or by not talking about sex at all. Direct and open conversation about sex
between parent and child is too rare in our society. Failure to talk openly and
directly about sex has several consequences. It overemphasizes sex, gives it
a magical, nonnatural quality, making it more attractive and fascinating. It di -
verts the expression of sexual interest out of more legitimate channels. Such
failure makes teaching children and adolescents to become channels for trans -
mitting sexual information and forces people to use clandestine and unreli-
able sources” (1970, 53).

The second commission in 1986, The Report of the Attorney General’s
Commission on Pornography, reached different conclusions, especially as
these related to women. Its findings reported exposure to sexually violent mate-
rials which led to an increase in aggression, particularly toward females, and
that pornography reduced women to subordinate roles, resulting in their
humiliation. By 1986, America had become more concerned about child
pornography, and the Commission felt predisposed to address it with a
degree of severity, thus 49 of its 92 recommendations dealt with pornogra-
phy. The Commission made recommendations for changes in both federal
and state laws, for the United States Department of Justice, and the Federal
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Communications Commission as these related to pornography. At the feder-
al level, the recommendations ranged from granting states the power to seize
profits made from obscene materials to prohibiting the transmission of such
material via wire. A more complex recommendation dealt with the distribu-
tion of obscene material through interstate commerce requiring that states
needed to prove these types of materials interfered with interstate commerce.
One of the strongest recommendations at the federal level was that hiring
individuals to participate in commercial sexual performances would consti-
tute unfair labor and business practices. Recommendations directed at the states
were quite similar to those involving the federal level, but also included that
states should update their obscenity statues to conform with Miller v. Cali -
fornia by dropping “utterly without redeeming social value” and replacing it
with the standards established in Miller. In addition, the Commission rec-
ommended that all second offenses for obscenity be made felonies. Recom -
mendations for the United States Department of Justice included the estab-
lishment of an Obscenity Task Force, and the creation of an Obscenity Law
Enforcement Data Base that could be used by authorities across the nation
in pursuit of interdiction into and prosecution of violators of obscenity legis-
lation. The recommendations proposed for the Federal Communications
Com mission included using its full regulatory powers in preventing dial-a-
porn telephone activities, and in sanctioning cable and television networks
for transmitting obscene materials. The Commission also demonstrated its
concern for the victims of pornography by recommending that resources be
provided for persons harmed by obscenity, either as a result of working in
pornography or from exposure to it (Slade, 2000, 232–234).

The Effects of Pornography

One of the major questions concerns the effects of pornography on both
the user and other persons. These effects can be direct or indirect, with direct
effects focused on the immediate results or reactions to viewing or reading
pornography. Direct effects also examine the “arousal-based” nature of porn -
ography, as well as the stimulus results in behavior and attitude changes. In -
direct effects are concerned with the longer-term, slow to develop, and sub-
tle reactions to exposure to pornography. So much of what is said about the
effects of pornography is political in nature, with some persons advocating
pornography as having deleterious effects on users and other people, while
there is also the camp that argues pornography has little if any bad or dan-
gerous consequences for anyone. In other words, some individuals and
groups claim pornography is a monster that is devouring the consumers of
it, turning them into sexually violent predators; yet there are those who
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argue the exact opposite and even go as far as to state pornography has ben-
eficial consequences for individuals and society. It is to empirical research
findings on the effects of pornography attention is now directed.

The results of empirical research on the effects of pornography reflect the
broader positions exclaimed in society, meaning they are mixed. There are
studies that report pornography is not harmful, and there is research that pur -
ports the opposite. Studies supporting no harm from pornography date back
some years (Ben-Veniste, 1970; Fischer and Grenier, 1994; Kimmel and Lind -
ers, 1996; Kupperstein and Wilson, 1970; Kutchinsky, 1991; Russel, 1974;
Scott and Culvier, 1993; Winick, 1985). Of course, an important question is
“what are the effects under consideration?” Few earlier researchers appeared
to be concerned about immediate sexual arousal that may result in mastur-
bation and enhanced fantasizing. Much of that research questioned the effects of
pornography on violent behavior, such as rape. In a study of the Uniform Crime
Reports published annually by the Federal Bureau of Investigation, Kuper -
stein and Wilson (1970) reported a decrease in overall sex offenses during a
period when there was a sharp increase in the availability of pornography. Cross-
national comparisons between the United States and European nations have
been made, and have also shown a dramatic decrease in arrests for sex of -
fenses at a time when there was a corresponding significant increase in porn -
ography (Ben-Veniste, 1970; Kutchinsky, 1991). This finding has led some to
distinguish between sexual offenses that are committed as acts of violence, as
opposed to being a direct result of exposure to sexually explicit material
(Russell, 1980; Scott and Curvelier, 1993). Other research has reported ar -
rests for sex crimes were well below the American national average during a
period of expansion in pornography (Winick and Evans, 1996), and one study
went as far as to conclude that rates for rape and aggravated assault increased
when there was a corresponding decrease in the consumption of pornography
(Kimmel and Linders, 1996). Fischer and Grenier (1994) undertook experi-
mental research with male subjects, exposing them to sexually explicit mate-
rials and treatment conditions, and reported antiwoman fantasies were not
caused by or as a result of viewing pornography.

Yet there are strong sentiments in regard to, and research that finds
pornography to be correlated with committing sex offenses (Dworkin, 1981;
Emmerick and Dutton, 1993; MacKinnon, 1989; Marshall, 1988; Silbert and
Pines, 1984; Zillman and Bryant, 1982, 1986). In a major experimental study
that exposed both male and female undergraduate students to differing
amounts of pornographic videos, male subjects who viewed the greatest
amount of pornographic movies gave shorter prison sentences to an offend-
er who was accused of committing a rape (the subjects were told to read a
newspaper article about the rape), and they were also found to express greater
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insensitivity toward women (Zillman and Bryant, 1986). Emerick and Dutton
(1993) studied 76 adolescent boys who had been charged with a number of
crimes including rape, bestiality, sexual abuse, child molestation, and mak-
ing obscene phone calls, reporting 70 percent had been exposed to pornog-
raphy, and over 60 percent of the young males had been sexually abused as
children. Marshall (1988) reported 33 percent of heterosexual child moles-
ters, 33 percent of rapists, and 39 percent of homosexual child molesters
used pornography during pubescence, compared with 21 percent of nonof-
fenders exposed to pornography at the same stage of life. So where does this
leave us? “One man’s wine is another man’s vinegar” applies equally to em -
pirical findings reporting the effects of pornography, as well as it does to per-
sonal opinions and political agendas concerning the topic.

As indicated above, a number of studies have been conducted on the
effects of pornography on violence. But there is research that has examined
the effects of pornography on other factors. Two studies that address this
direction are now discussed. 

Hald and Malamuth (2008) studied the effects of pornography on a sam-
ple of 688 Danish heterosexual men and women (316 males; 372 females)
and used the Pornography Consumption Effect Scale (PCES), an instrument
developed by the authors. This scale includes items that consider the effects
of pornography on attitudes toward sex and sex life, sexual knowledge of
respondents, attitudes toward the general quality of life, and toward the op -
posite sex. The main objective of the study was to determine if pornography
had negative or positive effects on those individuals surveyed.

Hald and Malamuth hypothesized that males would experience greater
positive effects of pornography than females. They also hypothesized that
sexual background variables would act as predictors of the effects of pornog-
raphy, negative or positive. The sexual background variables included: num-
ber of sexual partners; frequency of masturbation; experience with group
sex; and if consumers of pornography perceived sexually explicit materials
as realistic.

The results in the study were generally in the direction of the hypothe-
ses, and as expected, males were found to use pornography far more than
females. But, both men and women reported that pornography was much
more likely to affect them positively than to have negative consequences.
This meant that both males and females reported that consumption of
pornography was beneficial to their sex lives, attitudes toward sex and the
opposite sex, and life in general. 

Hald, Smolenski, and Rosser (2013) studied the effects of sexually ex -
plicit materials (SEM) on men who have sex with men (MSM), an area they
said had not received much attention previously. Two samples were used in
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the research. The first sample included 361 gay males involved in a test-retest
validity analysis, and the second sample, undertaken several months later,
involved a final sample of 1,333 gay men who completed a revised version
of the Pornography Consumption Effect Scale (PCES). An important objec-
tive of the study was to ascertain if SEM had negative or positive effects on
respondents. This was important since MSM are at high risk of sexually
transmitted infections (STI), and if pornography did negatively impact this
population, then this would surface in the data.

Ninety-seven percent of the sample responded that SEM had positive
effects on a number of areas including attitudes toward sex, enjoyment of
and interest in sex, and understanding of sexual knowledge. Other positive
effects of SEM involved understanding their (gay) sexual orientation, and in
having protected anal intercourse. Self-esteem was also positively correlated
with SEM. One conclusion suggested by the authors was an impact of SEM
in informing gay men of HIV prevention through the use of condoms.

Alternative Sexual Orientations: Homosexuality

The author of this book graduated with a high school graduating class of
63 peers: 44 females and 19 males. Of the 19 males, three came out as gay
and none of the women were lesbians, or female homosexuals. Two of the
three have passed away, and one is still living. Three of 19 is just under 16
percent, and by all accounts is much higher than the percentage of gays in
the population. One of the three males did marry in his twenties, but was
later divorced, apparently after experiencing the coming-out process (he is
one of the two who is deceased). Some years ago a male professor acquain-
tance of the author’s was arrested in a park for soliciting sex from an under-
cover male police officer. This acquaintance, who is married and has adult
children, exclaimed he is not gay, and said he turned to the illegal sexual
activity because he was experiencing depression and frustration. Several
years ago I had occasion to speak at social gatherings with a male who had
been divorced for some years. One evening a group of friends gathered at a
favorite pub, and as my wife and I approached the table to join them, I
noticed this rather familiar looking female, and as I came closer I realized
that it was this former male acquaintance, who would eventually tell me she
was in the earliest stages of changing her sex. She was wearing a dress and
make-up. Her new identity is “Venus” (not actually her new name). Many
people have encountered similar situations, which does raise the question of
the prevalence of alternative sexual orientations in the general population.
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Gays in the American Population and the Issue of “Coming Out”

Savin-Williams (2005) sheds light on the question of prevalence by char-
acterizing gays and lesbians into three categories: same-sex feeling; same-sex
behavior; and, identifying oneself as gay or lesbian. When considering same-sex
feeling, or being attracted to a person of the same gender, Savin-Williams
reports 6 percent of males and 4 percent of women fall into this category,
with 9 percent of men and 4 percent of women classified as same sex behavior,
or engaging in sex with a same-gender person. What about the question of
the prevalence of individuals who are exclusively gay or lesbian? The author
reports just under 3 percent of males and 1.4 percent of females identify
themselves as gay or lesbian. Savin-Williams highlights an important issue,
and that is persons who are not exclusively gay or lesbian do engage in
homosexual behaviors, and can be attracted to a person of the same gender
(2005, 40–44).

One of the most perplexing issues involving homosexuality is coming out,
which is the process of acknowledging, accepting, and appreciating one’s
gayness. A number of models describing the process of coming out for gay
men and women have been developed, and two are briefly discussed.
Richard Troiden (1979, 1988, 1989) has proposed a four-stage model that
includes sensitization, identity and confusion, identity assumption, and, com-
mitment. Sensitization occurs when the individual, usually at an early age be -
gins to experience feelings of being different from same sex peers. Confusion
often results with sensitization, since the individual is troubled by his feelings
and cannot understand them fully. The second stage, identity confusion, is
char acterized by the individual feeling inner turmoil and uncertainty about
his or her identity. Normally this stage begins during adolescence, and indi-
viduals may begin to think they are gay, but not without a price since they
may experience feelings of guilt, self-hatred, and isolation. During identity
assumption, which often occurs in late adolescence, individuals are more cer-
tain they are gay and may accept this fact. Having developed a more clear
understanding of their sexual identity, during this identity assumption indi-
viduals may seek out gay friendships, and they begin to find ways to cope
with their emerging identity. Commitment signifies individuals have become
comfortable with their homosexuality, frequently entering into relationships—
romantic and nonromantic—with members of the same sex. The comfort
zone also permits individuals to acknowledge their gayness when asked about
it, with this likely to occur when other people offer them a feeling of safety
and acceptance. Eli Coleman (1981) proposed a five-stage model of coming
out for gay men and lesbians, beginning with precoming out. In this stage indi-
viduals are not aware of their same-sex feelings, although they may recog-
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nize they feel different than other people, especially same-sex peers. During
coming out, individuals are aware of their same-sex feelings, and they may
begin to tell other people about their sexual identity, which may also entail
seeking contact with other individuals who may offer empathy for their
emerging sexuality. Exploration entails individuals seeking out contact with
gay people, and can include initiation into homosexual contact with other
gays. First relationship is as it sounds and frequently involves a short-lived sta-
ble relationship that is romantic in nature. The final stage is integration where
the private and public lives of individuals begin to merge, without the com-
partmentalization that characterized the previous stages. Prior to integration,
it is common for gays to live separate existences in which their sexual orien-
tation is kept largely secret to most people, including family members.

Gay men and women have similar experiences “coming out,” and
although their sexual activities do not parallel one another, these behaviors
do reflect the patterns found among heterosexual males and females. In soci-
ety in general, males are more sexually active than females, and among
homo sexuals, gay men are more sexually active than lesbians. This may be
due to the greater expectation in society for males to be more sexually active
and aggressive in the first place, and what’s more, gay men are more sexu-
ally active than straight males because when gay men meet, they may both
be eager to engage in sex (similar to heterosexual situations when males are
more likely to be seeking sex with women, than the other way around)
(Blum stein and Schwartz, 1990). Lesbians are much like heterosexual women
since they are less interested in the “one-night stand,” placing relationships
above sex, which develop slowly over time (Nichols, 1990). Lesbians in part-
nerships exhibit classic sex role behavior, and nowhere may this be truer
than their desire to be mothers. Kantrowitz (1996) reported that lesbians have
the same desire to be mothers as heterosexual females.

Explaining Homosexuality

There is no one theory or explanation of homosexuality. Over the years,
a number of biologically-oriented theories have been developed, and they are
all over the place. One of the most frequently cited of these theories is gay
men have smaller brains than heterosexual males, more specifically their hy -
po thalamus is less than half the size of straight males (Levay, 1996). There
are also hormone theories purporting that homosexuality is a result of lower
levels of testosterone in gay men than in straight males, and lower levels of estrogen
in lesbians compared to heterosexual females (Roper, 1996), claims that have
been rejected by others in the scientific community (Burr, 1996; Porter,
1996). Studies have also reported differences in the size and functions of areas



294 The Sociology of Deviance

of the brain between homosexuals and heterosexuals (Allen and Gorski,
1992; Swabb and Hoffman, 1990), and other research has examined the role
of DNA among gay men, reporting nearly 70 percent of them had male rel-
atives who were gay (Hamer and Copeland, 1994). Quite frequently a major
(if not the major) problem with biologically-based theories of homosexuality
is nonrepresentative or biased samples. For example, the Hamer and Copeland
study was of 114 males who were not selected using probability sampling
techniques, and Simon Levay used the brain tissues of 41 deceased males of
which 19 were identified as homosexuals.

Sociological explanations of homosexuality examine the process of social-
ization in gender and sexual identity. Gender identity is the sense of being
male or female, and sexual identity, which includes sexual orientation, is one’s
attractiveness to others and feelings of sexual arousal. Based on the data cited
earlier, it appears nearly 98 percent of the population is heterosexual, which
strongly suggests the power of parents/families and social institutions in pro-
ducing individuals who will become heterosexual. Although from a socio-
logical perspective the exact processes—the how—in becoming gay have not
been clearly identified, some research has pointed to the role of mothers in the
socialization process to becoming gay. Fleischman (1983) reports that moth-
ers who have far more physical contact with their toddler sons, than they do
with their little girls, may have a higher chance of their sons growing up
homosexual. He also cites that a critical period in the socialization process is
between birth and age three, and mothers who shower their little boys with
physical contact may be setting the stage for their sons leaning toward a gay
sexual identity.

The power of socialization cannot be underestimated in searching for ex -
planations for sexual orientation. An explanation introduced here is that the
major social institutions, including the family, education, religion, govern-
ment, economy, sport, and the media reinforce each other in a very power-
ful way to affect the 98 percent prevalence of heterosexuality in the popula-
tion. In American society, heterosexuality is promoted both directly and sub-
tly through the electronic and printed media, in schools, places of worship
and faith, on the athletic fields, and in leadership in government, and busi-
ness and industry. The heterosexual look is accentuated and stressed through
every walk of life, and from the time of birth, children are bombarded with
and exposed to the idea of heterosexuality: it is all around us, and it is
inescapable (for the greatest majority). So this may account for the predom-
inance of “straights” in society, but can it explain the small percentage of
individuals who are gay? The answer is boldly “yes.” The ever present and
powerful orientation toward heterosexualitymay in itself lead to becoming gay or
lesbian. The ominous number of heterosexual messages may actually act as
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a take-off for some to try or become attracted to the opposite, or homosexu-
ality. In other words, socialization to the heterosexual choice may not work
for all. It may be a turnoff or even an enticement to try something different.
This may explain the etiology of homosexuality for the 3 or so percent of the
population that is gay.

The groundbreaking research undertaken by Alfred Kinsey in 1948 and
1953 is still useful in understanding homosexuality. Kinsey developed a het-
erosexual-homosexual rating scale that sheds light on the variations in human
sexual behavior. The scale ranges from 0 to 6, and is ordered in the follow-
ing manner: (0) exclusively heterosexual; (1) predominantly heterosexual,
only incidental homosexual; (2) predominantly heterosexual, but more than
incidentally homosexual; (3) equally heterosexual and homosexual; (4) pre-
dominantly homosexual, but more than incidentally heterosexual; (5) pre-
dominantly homosexual, only incidentally heterosexual; (6) exclusively
homosexual. Of interest is the percentage variation within each category. For
example, Kinsey reported 50 percent of males were exclusively heterosexual
over their life course (rating # 1), and 4 percent were exclusively homosex-
ual during their lifetimes (rating # 6). But Kinsey reported much more, since
18 to 42 percent of males and between 11 and 20 percent of females were pre-
dominantly heterosexual, but engaged in incidental homosexual behavior
(rating # 1), and 13 to 38 percent of males and between 6 and 14 percent of females
were predominantly heterosexual, but more than incidentally homosexual
(rating # 2). Between 9 and 32 percent of males were equally heterosexual and
homosexual, with the range 4 to 11 percent for females (rating # 3). Between
7 and 26 percent of males and 3 to 8 percent of females were predominantly homo-
sexual, but more than incidentally heterosexual (rating # 4), and 5 to 22 per-
cent of males and 2 to 6 percent of females were predominantly homosexual, but
incidentally heterosexual (rating # 5). Although Kinsey failed to employ sci-
entific sampling techniques in his studies of male and female sexual behav-
ior, the above data do suggest that some individuals cross the line between het-
erosexuality and homosexuality, and therefore may not be labeled as strict-
ly homosexual (or heterosexual for that matter).

AIDS and Homophobia: Threats to the Homosexual Lifestyle

Acquired Immune Deficiency Syndrome (AIDS) poses a real threat to
the homosexual community, especially for gay males. As reported in Chap -
ter 11, 77 percent of HIV diagnoses in males is transmitted through male-to-
male sexual contact, while for females, 86 percent is transmitted via hetero-
sexual contact. Men who have sex with men (MSM) account for just 2 per-
cent of the population of the United States, but 66 percent of all new HIV
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infections. What is more, one-half of all persons living with HIV in the coun-
try are MSM. In addition, ethnic minorities are at high risk of becoming
infected with HIV. For African American males the estimated rate of HIV
diagnosis per 100,000 population is 116. For Latino and white males the rate
is 44.7 and 15.3, respectively. The disparity also exists among women, only
not to the extreme as for males. Per 100,000 population, the estimated rate
of HIV diagnosis for African American females is 42. It is 9.2 for Latino
females and 2.1 for white females. Among MSM, 64 percent of new HIV
infections occur to African American, Latino, Asian/Pacific Islanders, and
Na tive Americans/Native Alaskans. Latinos account for up to 20 percent of
new HIV infections in the United States with a significant proportion of
this percentage due to drug injection among males born in Puerto Rico
(www.drugabuse gov, 2012). 

Although not specifically referencing the gay population here, it is also
important to note that the high risk of HIV infection is also found in the
younger and older populations. Among the young, individuals between ages
20 and 24 are at the highest risk, and in 2010, just under 10,000 younger
Americans between ages 13 and 24 were diagnosed with HIV, representing
20 percent of new HIV infections. And the problem is also significant among
aging people. It is estimated that people age 50 and older account for 50 per-
cent of all HIV and AIDS cases, and this percentage has been increasing
since 2000. In 2010, 16 percent of new HIV diagnoses were to individuals 50
years of age and older. As discussed in this chapter, many older Americans
remain sexually active and perhaps do not perceive themselves to be at risk
of acquiring sexually transmitted diseases (2012).

Homophobia, or antigay prejudice and discrimination also poses a threat
to the homosexual community. Also referred to as heterosexism since it has
comparisons and similarities to other “isms” (racism, ageism, sexism, abel -
ism), homophobia is still a recognized danger to some gays. In 2014, the Fed -
eral Bureau of Investigation reported nearly 21 percent of “bias-motivated
offenses” (hate crimes) were incidents involving sexual orientation, with 61
percent (1,402) classified as antigay. (Summary of the Uniform Crime Re -
porting Program, 2014). Wilkinson (2004) has identified homophobics as indi-
viduals who are less educated, more conservative politically, religiously, and
sexually. They are also more negative toward racial and ethnic minorities,
while supporting traditional gender roles. Wilkinson also states homophobics
are men who see themselves as masculine, and they are women whose self-
perception is that of feminine. In addition, homophobic persons are less likely
to know gays, and they are more given to using stereotypes about homosexu-
als, such as seeing gay men as “feminine” and lesbians as “masculine” women.
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Alternative Sexual Orientations: Transgenderism and Bisexuality

Transgenderism is a term of recent origins, first appearing on the scene dur-
ing the 1990s, and refers to individuals who may see themselves as both male
and female, although there are varied ways to define transgenderism. Trans -
gendered persons are commonly referred to as Lesbian, Gay, Bisexual, and
Transgender, or LGBT (a more complete list of definitions related to sexual
orientation is presented below). Three types of transgendered people include
transsexuals, intersexuals, and transvestites. (Thio, 2006, 2013). Transsexuals,
who are typically males, identify with and assume a gender identity of the
opposite sex. Transsexuals move through stages before they adopt a com-
plete redefinition of themselves as the opposite sex, and some transsexuals will
undergo hormone therapy and/or sex change operations. But for the pur-
poses of distinction, transsexuals assume a more permanent view of them-
selves as persons of the opposite sex as opposed to transvestites who cross-
dress, usually for the purposes of sexual gratification. It is important to note
that transvestites are heterosexuals, again usually males who see themselves as
predominantly heterosexual but who enjoy dressing as females, while not
adopting a more permanent self-concept as a woman (or in the case of female
cross-dressers, as a man). Intersexuals are individuals born with male and fe -
male organs who may undergo surgery during infancy, with most of these
surgeries changing infant girls into boys (2006, 255–256; 2013, 269).

Bisexuals are heterosexuals who engage in sex with members of their own
gender as well as persons of the opposite sex, and according to Weinberg,
Williams, and Pryor (2002), move through four stages in the process of becom-
ing bisexual: initial confusion; finding and applying the label; settling into
the identity; and, continued uncertainty. Initial confusion is as it sounds, and
that is many bisexuals experience serious doubts about their sexual identities
before developing a self-definition of bisexual. Finding and applying the label
entails becoming more aware of their bisexuality and receiving encourage-
ment from other persons who have moved through the four stages. Settling
into the identity involves secondary deviance, meaning adopting a more deep
and thorough self-labeling as bisexual, a process that may take years. Con -
tinued uncertaintymeans that even after inculcating the self-definition of being
bisexual, many bisexuals encounter periods of doubt, even resentment about
their sexual identity.

International + LGBT website at the University of Michigan offers a list
of terms related to the LGBT community. The definitions provided suggest
that there are different ways that these words are understood and defined
(the definitions are verbatim from the website). Some of these terms include:
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• LGBT, LGBTQ, LGBTQA, TBLG: These acronyms refer to Lesbian, Gay,
Bisexual, Transgender, Oueer or Questioning, and Asexual or Ally. Although
all of the different identities within “LGBT” are often lumped together (and
share sexism as a common root of oppression), there are specific needs and
concerns related to each individual identity.

• Asexual: A person who generally does not feel sexual attraction or desire to
any group of people. Asexuality is not the same as celibacy.

• Ally: Typically any non-LGBT person who supports and stands up for the
rights of LGBT people, though LGBT people can be allies, such as a Lesbian
who is ally to a transgender person.

• Bisexual: A person who is attracted to both people of their own and another
gender. Also called “bi”.

• Cisgender: Types of gender identity where an individual’s experience of their
own gender matched the sex they were assigned at birth.

• Gay: A person who is attracted primarily to members of the same sex.
Although it can be used for any sex (e.g. gay man, gay woman, gay person),
“lesbian” is sometimes the preferred term for women who are attracted to
women.

• Genderqueer: A term which refers to individuals or groups who “queer” or
problemlatize the hegemonic notions of sex, gender, and desire in a given
society. Genderqueer people possess identities which fall outside of the wide-
ly accepted sexual binary (i.e. “men and “women”). Genderqueer may also
refer to people who identify as both transgendered AND queer, i.e. individ-
uals who challenge both gender and sexuality regimes and see gender identi-
ty and sexual orientation as overlapping and interconnected.

• Heterosexual: A person who is only attracted to members of the opposite sex.
Also called “straight”.

• Homosexual: A clinical term for people who are attracted to members of the
same sex. Some people find the term offensive.

• Intersex: A person whose sexual anatomy or chromosomes do not fit with the
traditional markers of “female” and “male”. For example: people born with
both “female” and “male” anatomy (penis, testicles, vagina, uterus; people
born with XXY.

• Lesbian: A woman who is primarily attracted to other women.
• Queer: 1) An umbrella term sometimes used by LGBTQA people to refer to
the entire LGBT community. 2) An alternative that some people use to
“queer” the idea of the labels and categories such as lesbian, gay, bisexual,
etc. Similar to the concept of genderqueer. It is important to note that the
word queer is an in-group term, and a word that can be considered offensive
to some people, depending on their generation, geographic location, and
relationship with the word.

• Pansexual: A person who experiences sexual, romantic, physical, and/or spir-
itual attraction for members of all gender identities/expressions, not just peo-
ple who fit into the standard gender binary (i.e. men and women.)
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• Transgender: The term has many definitions. It is frequently used as an
umbrella term to refer to all people who do not identify with their assigned
gender at birth or the binary gender system. This includes transsexuals, cross-
dressers, genderqueer, drag kings, drag queens, two-spirit people, and others.
Some transgender people feel they exist not within one of the two standard
gender categories, but rather somewhere between, beyond, or outside of
those two genders.

• Transsexual: A person whose gender identity is different from their biologi-
cal sex, who may undergo medical treatments to change their biological sex,
often times to align it with their gender identity, or they may live their lives
as another sex. 

At this juncture, it is important to state that the above terms represent
more than just terminology. The LGBT community faces real dangers and
this is apparent among the LGBT young, with the focus here on suicide. The
Centers for Disease Control and Prevention report LGBT youth in grades
seven through 12 are twice more likely to have attempted suicide than het-
erosexual adolescents, and the proportion of transgendered youth who have
attempted suicide can be as high as 25 percent (www.cdc.gov/lgbthealth
/youth.htm, 2014). The Centers for Disease Control also reported similar al -
though more alarming data. LGBT youth are four times more likely than
their heterosexual counterparts to attempt suicide, with questioning youth
having a three times greater chance of attempting to end their own lives.
What is more, nearly half of young LGBT people have given serious thought
to committing suicide. By comparison, one in six students in grades nine
through 12 have seriously considered suicide, meaning that suicide ideations
among America’s young are not uncommon, but more so for transgendered
youth (www, thetrevorproject.org, 2011).

In Recognition: Shere Hite

When it comes to groundbreaking research in the study of human sexu-
ality, many names come to mind. One name is Shere Hite who helped to
extend the limits of the study of human sexuality with two major works, one
on female sexuality in 1976 (the focus of this recognition), and male sexuali-
ty in 1981. The Hite Report: A Nationwide Study of Female Sexuality is recognized
for both how the study was undertaken and what it revealed. It was still only
the 1970s and tolerance for such research was not nearly what it is today. Add
to this, the study was about how females feel about, enjoy, and engage in sex.
Was America ready for this? Shere Hite has two doctorates, one which is in
clinical sexology from Maimonides University, North Miami Beach. Dr. Hite
originally pursued the Ph.D. at Columbia University, but left because she felt
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it to be too conservative. Her 1976 study of female sexuality was undertaken
in a manner that raised eyebrows in the scientific community that demands
probability statistics as the means of acquiring samples that will meet the
requirement of generalizability. Hite circumvented this pillar of social sci-
ence methodology and used women’s groups, the National Organization for
Women, abortion rights organizations, and magazines to distribute her ques-
tionnaire. Over 100,000 questionnaires were distributed, and 3,000 were
completed, adding to the skepticism that would follow the publication of her
findings. So what were some of the results? Hite reported that most women
masturbate, but have guilt feelings about it. She also found only 30 percent
of women orgasm regularly from intercourse, that many women fake or -
gasm, and are critical of their husband/partner’s lovemaking. Perhaps the most
controversial aspect of her study was on lesbians who she stated found more
sexual gratification from sex with women than men, and a number of lesbi -
ans interviewed were married. Three thousand completed responses out of
100,000 distributed questionnaires left a number of individuals skeptical
about the validity of her findings. But in the tradition of Alfred Kinsey, her
research weathered the storm, and her contributions to the study of sexuali-
ty remain significant today.

SUMMARY

Americans are sexually active across all age groups, and this even in -
cludes the elderly. Sex among teens is common and remains a concern
among American adults. Prostitution continues to receive attention from so -
cial institutions, in particular religion and the law, and there are different
types of prostitutes, with most being streetwalkers, many who work for pimps
who may exact violence against them. Men (johns) seek the services of pros-
titutes for a variety of reasons, one which is sex without strings or commit-
ment. Over the years a number of laws have been passed concerning porn -
ography, but the major approach has been to leave the distinction between
obscenity and pornography to community standards. The research on the
effects of pornography remains inconclusive, and may be dependent on po -
litical motives and agendas. Approximately 3 to 8 percent of the population
is homosexual, a number that appears to remain unchanged for many years.
Homosexuality may entail a process of “coming out,” or stages along the
path to becoming and adapting to being gay. There is no one explanation or
theory of homosexuality; however, a sociological approach is to focus on the
process of socialization in the development of sexual orientation. In addition
to heterosexuality and homosexuality there is transgenderism and bisexuali-
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ty, which normally involve males. Bisexuals are heterosexuals by self-con-
cept who enjoy sex with both men and women, and transgendered persons
can be those born with male and female sex organs, cross-dressers, and trans-
sexuals who identify with the opposite sex, and who may undergo major bio-
logical procedures to more fully become a male or female. As outlined in this
chapter, there are different types and varying understandings of transgen-
derism; there are different paradigms for explaining and defining transgen-
dered persons.



Chapter 14

ELITE AND POWER DEVIANCE

CASE STUDY: ENRON

Many people have heard about the Enron scandal, just one of a number
of major examples of corporate corruption that have occurred in the

past 15 years in the United States. In a general sense, what people know
about the Enron tragedy is that the company, as was, no longer exists, and
that many people lost their jobs, investments, and life savings as a result of
the scandal (to the tune of billions of dollars). But what if it was said that what
occurred at the highest levels at Enron is the epitome of greed, brazenness,
arrogance, cold-bloodedness, and elitism? It is one thing to comprehend how
the scandal was pulled off, meaning the understanding of the fraudulent and
complicated accounting techniques that were employed to hide the corrup-
tion—the technical elements of the scandal. It is another issue to address the
demise of the seventh largest corporation on the Fortune 500 using princi-
ples and theoretical notions from sociology and social psychology. What
does this imply? Power, or what will be called power deviance in this chapter.
The age-old expression “power corrupts” applies magnificently to the Enron
scandal. Brilliance in accounting and other technical areas of expertise was
not the sole requirement for a number of high-ranking officials within the
company to make millions of dollars via theft and deceit. Power was the num-
ber one element needed to commit the various crimes for which a number of
Enron officials were convicted. With power can come arrogance, and when
the two are co joined, individuals may come to see themselves as untouch-
able and beyond reproach. From this may stem fear, fear faced by lower-
ranking individuals who are hesitant and frightened to do anything about the
scandal, even if they are suspicious that things are not right with the compa-
ny. But Sharon Watkins, the Vice President for Corporate Development for
Enron, did not cave in to the abuses of power and greed engaged in by peo-

302
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ple above her, and her integrity was instrumental in revealing the depths of
the scandal, a point to be addressed later.

The story of Enron is the story of the late Kenneth Lay, who founded it
in 1985 by merging InterNorth from Omaha, Nebraska with Houston Na -
tural Gas, Houston Texas, eventually moving corporate headquarters to
Hou ston. So what was Enron? Enron was an energy trading giant providing
electricity and gas throughout the United States. In addition, Enron was
involved in the water utility market, broadband services, and capital and risk
management (to name just a few of its other interests). So respected was the
company that from 1996–2001 it was named by Fortune Magazine as “Ameri -
ca’s Most Innovative Company” (Wikipedia, 2007). Make no mistake about
it, Enron was not only big; it was gargantuan.

Before identifying the criminal schemes used in the scandal, a listing of
major Enron officials, their positions with the company, and the charges and
convictions brought against them is presented. This is discussed here to
clearly show that the company was not destroyed by mid-managers or other
lower-level individuals seeking wealth and prestige. Instead, Enron was dec-
imated by its highest ranking employees, the very people trusted with the health
and stability of the corporation.
Kenneth Lay: Lay, the founder of Enron was its Chief Executive Officer

(CEO) and eventually Chairman of the Board of Directors (COB). As found -
er of the corporation, Lay yielded enormous power and influence, not only
within Enron but also nationally and internationally, but all of this power
was not enough to prevent him from being arrested, indicted, and convicted
of serious criminal charges that included conspiracy to commit securities and
wire fraud, bank fraud, and giving false statements to federal authorities. He
was convicted of multiple counts on each charge, for which he could have
received years in federal prison, but he died unexpectedly at the age of 64 in
the summer of 2006, several months before he was to be officially sentenced.
What is essential to understand is there is no parole in the federal system,
and had Lay lived to begin his sentence, he may have spent the remainder
of his years in prison.
Jeff Skilling: During his tenure with Enron, Jeff Skilling held the titles

Chief Operations Officer (COO) and Chief Executive Officer (CEO), and in
May 2006, along with Kenneth Lay, Skilling was found guilty on federal
charges of committing securities and wire fraud, making false statements to
auditors, and insider trading. He also faced multiple counts on the charges
levied against him, such as 51 counts of insider trading. Skilling who was 54
years old at the time of his sentencing, received 24 years in federal prison.
Since there is no parole in the federal system, Skilling must do 85 percent of
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his time, which means he is not eligible for release from prison until he is 74.
Along with the serious crimes for which he was involved, if Skilling did any-
thing to receive such a lengthy sentence, it was his failure to cooperate with
authorities, as well as his lack of remorse for destroying the lives of thousands
of investors and company employees.
Andrew and Lea Fastow: If there was ever an example of misdirected

intelligence (probably better stated as genius), it is Andrew Fastow who is the
former Chief Financial Officer (CFO) of Enron. Fastow was one of the mas-
terminds behind the Enron scandal and was sentenced to six years in feder-
al prison on charges of conspiracy, wire fraud, insider trading, and obstruc-
tion of justice. In addition to prison time, Fastow, who earned at least $30
million dollars in the scandal, was forced to forfeit $24 million dollars of his
assets. At one point he had over 100 charges filed against him and his prison
sentence, which was originally 10 years was reduced to six years as a result
of his turning state witness for the federal authorities. In other words, Fastow
cooperated with the investigation by helping to give up both Jeff Skilling and
Kenneth Lay. Fastow’s wife Lea spent one year in prison on charges of in -
come tax evasion (her original sentence was six months but was extended to
one year because she attempted to renege on her plea bargain agreement).
Part of her husband’s plea bargain deal was that Lea would first serve her
time, get released, and then he (Andrew Fastow) would begin serving his
long er sentence so that at least one of them would be at home to raise their
children. If Andrew Fastow fails to cooperate with the authorities concerning
any ongoing or new questions relevant to the Enron scandal, he could auto-
matically have some if not all of the remaining 90 plus charges brought
against him in new criminal proceedings.
Richard Causey, Michael Kopper and Ben Gilson: Three other

major conspirators in the Enron scandal were Richard Causey, the Chief Ac -
counting Officer (CAO); Michael Kopper, Managing Director of Enron
Glob al Finance; and Ben Gilsan, the Treasurer of Enron, all individuals with
significant access to Enron’s inner workings, making them prime candidates
for being able to pull off such major criminal activities, not to mention three
men who yielded enormous power within the energy trading giant. Think
about this: the CAO, the company finance czar, and the company treasurer:
who would be in a better position in any major corporation to know the
deep est and most detailed information about the company’s finances and
investments? If dishonest, and they were, who would be more suited to un -
derstand how to swindle the company, its employees, and investors out of
billions of dollars? The answer: the people with their hands directly and inti-
mately on the economic heartbeat of the company: Causey, Kopper, and
Gilsan. For their crimes Causey received 66 months, Kopper 37 months, and
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Gilsan 53 months in prison. All initially made out like bandits, earning mil-
lions of dollars from their roles in the crimes, and this was on top of already
major salaries, bonuses, and stock options. For example, based on insider
information Causey sold nearly 200,000 shares of his company stock, profit-
ing him over $13 million (www.enron. com/corp/pressroom/bios/rickcausey
.html, 2008). The charges against the three included money laundering, con-
spiracy, fraud, and insider trading. In addition to their prison sentences, mil-
lions of dollars of assets were seized from Causey, Kopper, and Gilsan, and
they could have received much longer prison sentences but chose to enter
plea bargaining agreements to avoid punishment that could have resulted in
at least 15 years each federal incarceration.

So what did their crimes entail? It would take a book just by itself to
explain and to detail all of the criminal shenanigans involved in the Enron
disaster. But at the center of the scandal are special purpose entities (SPE), rap-
tors, or offshore partnerships (the SPEs can be thought of as Special Purpose
Entities Offshore Partnerships) which involved investments made by Enron
and outside parties. The SPEs could either be entered on Enron’s balance
sheet, or could be treated as off balance sheet investments according to rules
of accounting. Enron chose the latter because company officials thought that
would make Enron appear more attractive for investors on Wall Street (Unit -
ed States Securities and Exchange Commission, Plaintiff v. Michael Kopper, Defend -
ant, 2002). The creation of these SPEs as part of over 3,000 of Enron’s off-
shore investments opened the door for deceit and greed in a manner and
magnitude rarely seen in American corporate enterprise. The following
statements made by former Enron officials relative to these SPEs will help to
place focus on the issue. Said one executive, “they (Enron senior officers)
would clear a white board and draw a flow chart that would be absolutely
incomprehensible.” Another former Enron executive stated “they’d be draw-
ing boxes and arrows going in every direction” (The Oklahoman, 2005). So
what is the point of this? Individuals such as Skilling, Fastow, Causey, Gilsan,
and Kopper were involved in blinding company employees and investors
about the company’s financial status through the use of deceptive accounting
and diagram techniques. Very smart individuals such as lawyers, engineers,
accountants, and finance experts employed by Enron and hired as consul-
tants would be misled—bamboozled about investments involving SPEs, al -
low ing the culprits to engage in a shell game where money would be moved
in and out of the SPEs in such a confusing and complicated manner that no
one, except those directly involved with the crimes would have any clue as
to what was really taking place, or the exact locations of the investments. So,
what was really taking place? The funneling of millions of dollars from these
raptors into the pockets of high-ranking Enron executives, such as Kopper
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and Fastow. That is correct. A funneling game that kept numerous smart and
highly educated Enron employees in the dark, with only a small but very
powerful number of individuals knowing about, being involved in, and ben-
efiting from the deceit processes. One individual who became very suspicious
about the accounting practices used by the Enron elite was Sharon Watkins,
herself an accountant who came to Enron from the giant accounting firm
Arthur Andersen. Watkins wrote a letter to Kenneth Lay stating that these
accounting techniques would destroy the company, and “blew the whistle”
on the scams to the Securities and Exchange Commission (SEC), resulting in
the full-blown investigation now known to millions of Americans.
Unfortunately, she was correct and equally unfortunate was the demise of
Arthur Andersen since it was involved in destroying documents related to
the Enron scandal. So what seems to be in a heartbeat, a brief moment in
time in the cosmic scheme of things, not one, but 2 of America’s most high-
ly touted and respected companies, Enron and Arthur Andersen, were deci-
mated and largely dismantled as a result of the greed and arrogance of key
figures within the Enron status hierarchy. This returns us to a point made ear-
lier, and that is it was not as much the ability to manipulate and deceive via
sophisticated accounting or finance skills that made the Enron situation pos-
sible. It was the use and abuse of power that frightened and stymied other Enron
employees to the point that they would accept anything that was told to them
of Enron’s overall financial health, by people they believed in and thought
they could trust. There was also the factor of “awe,” or being in awe of the
likes of the Lays, Skillings, Fastows, and Koppers, so much so that this alone
was enough to blind top flight mid-managers and others to the crimes occur-
ring around them. There is more to the Enron scandal including fraudulent
activities involving Kopper, Fastow, and others in California with wind
farms, and corruption involving that state’s public retirement system. The
end result? The collapse of a corporate giant: the destruction of “America’s
most innovative company”; the loss of thousands of jobs and billions of dol-
lars of investor money; and company bankruptcy in December, 2001. 

The Financial Crisis of 2008

One might conclude that after the Enron scandal America would not see
the likes of corporate greed and malfeasance for years. This was not to be the
case. Beginning in 2007 but escalating in 2008 the United States and much
of the rest of the world experienced a financial crisis unseen since The Great
Depression of the 1930s. Known as “The Great Recession,” the crisis was so
powerful and ominous that it nearly ruined the economy of the country as
well as European economies. Ironically, it came on the heels of a boom in
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the U.S. stock market, and was for many Americans and internationals a
huge shock, not to mention a financial backbreaker for millions of people.

The explanation for the financial disaster is well known by now, but the
intricacies may not be. The bottoming out of the U.S. housing market result-
ed in billions of dollars worth of losses to American and international banks,
and stock markets around the world felt this impact almost immediately. The
Dow Jones Industrial Average was slightly over 14,000 at the beginning of
the economic downturn, dropping to below 7,000 by 2009. The Standard
and Poor 500 Index dropped from nearly 1,600 to 700. It would take huge
multibillion dollar stimuli packages to corporations and banks from the United
States government and a bond purchasing program from the Federal Re -
serve Bank to bail out the failing economy, and to gradually turn the various
stock market indicators upward. It was touch and go for months. Millions of
Americans lost their homes and their jobs, and the unemployment rate
soared from slightly over 4 percent to nearly 10.5 percent.

An accounting for the above centers around subprime lending to bor-
rowers so that they might purchase one aspect of the American dream, a
home. Banks were lending money at variable instead of fixed interest rates,
with many borrowers seeing their house payments balloon, doubling and
tripling their monthly mortgages. As noted earlier, millions of Americans lost
their homes since they could no longer afford their house payments. One
lending technique that got many Americans in trouble was subprime piggy-
back loans, where potential home owners not only took out loans for their
mortgages, but also for their down payments. This seriously increased the
risk of defaulting on the loans. So many banks and lending institutions
delved into the subprime lending business, and it would take a full chapter if
not a book to detail who they all were, not to mention how deeply en -
trenched they became in this very risky lending enterprise (McClean and
Nocera, 2010). Government lending institutions Fannie Mae and Freddie
Mac, along with American International Group (AIG), Bear Sterns, Country -
wide Financial, Goldman Sachs, J.P. Morgan, and Merril Lynch all eventual-
ly embraced subprime lending. Subprime lending spread like wild fire across
the financial landscape for the purpose of turning gargantuan-type profits, of
course, leading to massive bonuses for CEOS. The incentive was there, so
one-by-one some of the major financial institutions in America jumped on
board, at the expense of many unsuspecting Americans. The security and
stability of the American and international economic order was placed in
serious jeporardy. Innocence could hardly be argued by anyone closely asso-
ciated with the unethical and flawed home lending practices. A strategy
known as tranching was adopted by a number of lending institutions.
Tranching involves breaking up mortgage bonds into pieces based on their
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relative risks, and then selling them to investors who were willing to assume
risk. Of course, the goal of such risk taking was to turn major profits. A term
associated with this type of risk taking is “derivatives,” meaning risk is shift-
ed from the books of one firm to that of another (or drevided from another
seucurity). Collateral Debt Obligations (CDOs) or securities representing the
debt of different companies were comprised of tranches and other yield- and
risk-producing securitites such as junk bonds and emerging market debt.
CDOs (sometimes understood as securitization) could produce high yield
which in turn had the possibility of resulting in triple-A ratings from compa-
nies such as Moody’s, Standard and Poor’s, and Fitch Ratings. These high rat-
ings then would give cover to the many lending institutions involved in the
subprime lending business, thus giving them credibility in the eyes of bor-
rowers and smaller financial interests (2010, 81; 121–124). All of this has to do
with the notion of market-based securities, which involved bundling up all the
tranches and debt and reselling the bundles, for far more than their original
worth. Advantage the lending institituons; disadvantage the buying public.

The selling of such high-risk subprime mortgages to millions of home
buy ers had dramatic impact on the nation’s economy. The results were not
only loss of homes and jobs from a traumatic hit on the economy, but also
resulted in despair emotionally and communally for individuals and the col-
lective whole. The culprits themselves lost billions of dollars, and the tailspin
was in place. The double whammy was that many lending institutions were
going under along with the myriad of people who took on these loans. 

In Hard Times: The Divisive Toll of the Economic Slump (2014), author Tom
Clark argues the great recession had multiple effects in the United States that
included increased unemployment rates for younger workers 16–24 years of
age, and greater overall increases in unemployment rates for males than
females. Unemployment rates also rose at a greater rate for African Ameri -
cans than for whites, and marginalization or underemployment was experi-
enced by many Americans as well. Perhaps not visible to the naked eye were
other effects such as a reported slump in U.S. civic society membership and
a sharp sinking of reported happiness months after the recession began, espe-
cially but not unexpectedly for the jobless. Suicide is another factor ad -
dressed by Clark. It is not uncommon for Americans to assume that suicide
rates may increase during hard economic times, but Clark, arguing that
many dynmacis contribute to increases in suicide, reports an increase of
nearly 5,000 suicides that began to occur shortly after the economic crisis hit
America in 2008. Many similar findings for the United States were also felt
in Great Britain directly on the heels of the recession, with the exception of
suicide rates which did not show an increase until 2011, when unemploy-
ment peaked there (2014, 106–107). 
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This chapter segues into a discussion of elite and power deviance, con-
cepts that are intended to help understand what is covered in this chapter.
Important examples from the last several decades are accentuated, some of
which may have been forgotten, or perhaps even unknown to some Ameri -
cans. These examples serve to remind us that the potential for corrupt and
unethical behavior in many spheres of American society remain, with the
financial meltdown of recent years prima facie indication of this.

Elite and Power Deviance Defined

Elite deviance will be defined in light of the work of David Simon (2006)
who has authored multiple editions of Elite Deviance dating back to 1982.
Elite deviance is deviance engaged in by the highest corporate, military, and
political figures in the United States. It can and does include criminal and
unethical behavior, with a common denominator being it is done at the ex -
pense of the public, for power and profit. Therefore the characteristics of
elite deviance are (2006, 12):

• it is undertaken by individuals from the highest social classes.
• acts of elite deviance can be criminal, immoral, and unethical.
• elite deviance can be done for personal gain or to enhance the power
and wealth of organizations.

• little risk is involved for those engaging in elite deviance.
• acts of elite deviance can pose serious threats and danger to citizens
and to society in general.

• elite deviance can be concealed for many years (thus the issue of little
risk).

So if elite deviance entails activities undertaken for power and profit that
can damage the best interests of millions of other people, what then is power
deviance? Power deviance is a term coined by the author of this text that is an
extension of and addition to the meaning of elite deviance. Power deviance is
behavior that involves corruption, immorality, callousness, greed, and arro-
gance. It is the ability to walk over others and to do them harm without feel-
ings of remorse or sympathy. Individuals engaged in elite deviance may actu-
ally know their activities endanger others, the environment, and plant and
animal species, and this may include feelings of remorse or regret on behalf
of the culprits. However, power deviance is cruel, and those engaged in it sim-
ply do not care what they do to others. Take the example of Enron. As the
company’s stock value and profit levels plunged, many of those involved in
the scandal continued to rip off the company, not caring what that entailed
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for thousands of others. As noted, Richard Causey cashed in over $13 mil-
lion in stocks completely aware that Enron was in deep financial trouble, but
he still took the money and ran, contributing immensely to the precarious
financial status of the company. What is more, Kenneth Lay and Jeff Skilling
continually misled the company and its investors by telling them things were
good, when all indications on Wall Street told a much different story. By
engaging in power deviance, the two prevented others from knowing in
advance that their jobs/careers, lifesavings, and investments were in serious
jeopardy (preventing them from taking actions that might have reduced the
effects on them of this terrible scandal). At one point in a meeting with in -
vestors who were questioning the economic health of Enron, Skilling direct-
ed profanity at one stockholder, demonstrating his lack of caring and con-
cern for people who had invested their lives and savings in the energy giant,
exemplifying what is meant by power deviance.

Types of Elite Deviance and Power Deviance

Elite and power deviance cover much ground. All types of corporate,
military, and political deviance serve as examples of the concepts. This can
include stock fraud, insider trading, polluting the environment, unethical
experiments on humans, bribery, graft, monopolies, padding the payroll,
false advertising, unsafe products, embezzlement, wasting resources, war,
and assassinations. The list is endless because the examples are endless, but
they all have certain elements in common, including the abuse of power, unethi-
cal conduct, and callused attitudes toward the human condition by individu-
als holding significant prestige and status. Consider Watergate for one mo -
ment, perhaps the cat’s meow of examples of political corruption, and for the
purposes of this discussion, prima facie evidence of both elite and power de -
viance. Many people understand Watergate as a burglary involving zealots
convicted to the reelection of President Richard Milhous Nixon. On June 17,
1972, five men broke into the Watergate Hotel in Washington D.C. to bug
telephones. Why? The area that was burglarized was home to the Demo -
cratic National Committee, and with the 1972 election less than six months
away, those responsible for the crime believed that any critical information
relative to the upcoming election could become known to Republican inter-
ests (this is one explanation for the burglary). Those arrested for the burglary
were former C.I.A. operative Bernard Barker, who is believed to have been
involved in the ill-fated Bay of Pigs evasion in April, 1961, and Virgillio R.
Gonzales, a Cuban refuge and a locksmith from Miami, Florida. Others
arrested included former F.B.I .and C.I.A. agent James W. McCord who was
the co-coordinator of the Republican National Committee and the Com -
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mittee for the Re-election of the President (CREEP), and anti-Fidel Castro
Cuban exile Eugenio R. Martinez who had ties to Barker. The arrests includ-
ed one very interesting person from Miami, who went by the alias Frank A.
Sturgis, also with connections to Bernard Barker. Not only was Sturgis him-
self involved in anti-Castro activities, but it was later discovered that his real
name was Frank Fiorini, a bagman for a major Florida-based mafia don,
Santo Trafficante (Ultimate Sacrifice: John and Robert Kennedy, the Plan for a
Coup in Cuba, and the Murder of JFK, 2005). Why might this be interesting? In-
and-of itself, the fact that a member of the mafia was involved in the burglary
should immediately raise suspicions since the crime entailed breaking into a
leading political party’s base of operations. Co  joining this issue with who
Sturgis/Fiorini was involved with in committing the crime makes his partic-
ipation in the act even more interesting (to use a light word). Sturgis’ partners
in the burglary were either former C.I.A. and F.B.I. employees (Barker and
McCord), not to mention that McCord held a major position within the
Republican Party at the time he committed the felony. In addition, Sturgis
participated in the burglary with two Cuban exiles who hated Fidel Castro,
and who may have participated in the botched Bay of Pigs invasion.

So what is a made man in the Santo Trafficante crime syndicate doing
breaking into the national headquarters of the Democratic Party, with Cuban
exiles and former operatives within the C.I.A. and F.B.I.? One other ques-
tion: what are former members of America’s premier law enforcement and
foreign intelligence gathering apparatuses doing committing a burglary?

The story of Watergate is much bigger and in-depth then what is covered
in this chapter, but a few more names should be mentioned in connection
with the burglary. Two other former employees of the C.I.A. and F.B.I. were
the “brains” behind the break-in. G. Gordon Liddy was a former “G” man,
Treasury official, and former C.I.A. case officer who at the time of the crime
was a member of Nixon’s White House staff. E. Howard Hunt, who passed
away in 2007, was former C.I.A, and a consultant to President Nixon, and is
believed to have played a role in planning the Bay of Pigs invasion. Also inti-
mately involved in the planning of the burglary were the two most powerful
men in the Nixon White House: H. R. Haldeman, Nixon’s Chief of Staff, and
John Erlichman, domestic affairs advisor to the president. Now for another
question: why would two men occupying powerful positions within the most
important political office in the world plan what turned about to be not only
a two-bit burglary, but a stupid one at that? Before it was all said and done,
other important officials within the Nixon White House resigned, were fired,
indicted, or convicted of their roles in the crime including John Mitchell, the
Attorney General (AG) of the United States—the nation’s top law man; coun-
sel to the president, John Dean, who testified before Congress that he had
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discussed the cover-up of Watergate with Nixon at least 35 different occa-
sions; and Alexander Butterfield who was Nixon’s appointments secretary.
What is more, Mitchell’s replacement as AG, Richard Kleindienst, also re -
signed over the scandal and Charles Colson, counsel to Nixon and today one
of America’s most well-known Christian writers spent time in prison for his
role in the scandal (www.watergateinfo.com 2008). Let’s not forget Richard
Nixon himself who on August 8, 1974 became the first president to resign
from office, and it can be argued that Nixon wanted to be president of the
United States more than anything, or perhaps even anybody before or since
him. All this pain and controversy over an ill-conceived and misadvised bur-
glary. As this is not enough, Vice President Spiro Agnew was forced to resign
from office before Nixon for crimes unrelated to Watergate. Agnew’s situa-
tion is detailed when discussing political corruption.

Watergate is prime representation of both elite and power deviance. It is
an example par excellence of deviance committed by people at the highest
levels of government, and it speaks to the meaning of power deviance. Nixon
and his most trusted staff members placed the stability and security of the
United States at great risk for over two years. At stake was national security
and the image of the nation that had already been tarnished by the war in
Viet Nam. Cover-up and lies came out of the Nixon White House in mathe-
matically incalculable droves, and all along it was about the men at the top,
or “All the President’s Men” to echo the book written by Bernstein and
Woodward (1974). Nixon, Haldeman, Erlichman, Mitchell, Liddy, et al. were
out to protect their hides at the expense of millions of other Americans.
Water gate is power deviance at its finest: corruption, deceit, lying, arrogance,
and callousness. For two years, Nixon and a number of his closest allies ex -
pended much of their time trying to bail themselves out of a scandal that
became a national nightmare, and while doing so failed to pay heed to their
roles and responsibilities running the most powerful office in the land.

Elite and power deviance cover much ground and include many exam-
ples. What follows are major examples of these types of deviance occurring
within the corporate, military, and political sectors of the country. The dis-
cussion begins with three examples of political corruption, two which have
all but faded from the memories of the American people, the Spiro Agnew
fiasco and Wedtech, and one that still remains a topic of conversation, Iran-
Contra.

Political Elite and Power Deviance: The Case of Spiro Agnew

There are many examples of political elite and power deviance includ-
ing Watergate, and smack dab in the middle of Watergate was a scandal
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involving Vice President Spiro Agnew who resigned from office on October
10, 1973. But as previously noted, Agnew’s departure from the Vice Presi -
dency had nothing to do with Watergate; instead it had everything to do with
political graft, or accepting money illegally to perform favors for others. Al -
though forced out of office by President Richard Nixon who himself would
resign from office just 10 months later, Agnew never went to trial and instead
pleaded no contest or nolo contendere to charges of income tax evasion and
money laundering brought against him by the Attorney General of the State
of Maryland. So what is it that got Agnew into trouble? Agnew’s political
career in Maryland included holding the positions of Baltimore County Ex -
ecutive (BCE) and Governor, and as BCE, Agnew took numerous bribes
from engineering firms in order to secure contracts for them. In doing so,
Agnew developed close relationships and consorted with four individuals: I.
H. Hammerman, a real estate developer and mortgage banker; Jerome B.
Wolff, an attorney and an engineer who was president of Greiner Environ-
mental Systems; Allen Green, president and co-owner of Green and
Associates, Inc.; and, Lester Matz, president of two Maryland-based engi-
neering firms. Most of the illegal contracts were awarded to the four indi-
viduals or their close associates, and it is to be noted that the five principles
rarely collaborated together on specific contracts, instead the contracts would
be made to one, maybe two firms at any given time (Beall, Skolnik, Baker,
and Liebman, 1978).

Normally there is a bidding process involved in awarding contracts in
state and federal government, with the contract awarded to the lowest bid-
der. The process is supposed to be “blind” in nature meaning that bids are
sealed and no one knows the dollar amounts contained in the envelopes until
they are opened. But in the 1960s in Maryland, engineering contracts were
not awarded on the basis of this type of bidding process; instead who re -
ceived the contracts was totally up to the discretion of public officials such as
the Governor and county executives. Enter power deviance. Spiro Agnew was
a corrupt individual who learned the ropes of awarding contracts illegally
earlier in his career as Baltimore County Executive, procuring his skills with
small contracts and then graduating to bigger ones that would hold for him
larger sums of money. He was also ruthless, demonstrating complete disre-
gard for law and procedure. By awarding many contracts to the few, a num-
ber of engineering businesses were never afforded the opportunity to profit
legally from working with state and local government, clearly demonstrating
Agnew’s lack of concern for fairness, equity, and the common good, not to
mention his violation of trust and oath of office.

The procedures involved in awarding the contracts were quite simple,
but effective. As Baltimore County Executive and Governor, Agnew had ac -
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cess to information concerning construction projects such as the building of
bridges, and relayed this information to the four individuals discussed earli-
er, proceeding to take money from them so that their firms or interests would
get contracts. To enhance the bribery scheme, Agnew appointed Jerome B.
Wolff, Chairman Director of the Maryland State Roads Commission, and in
that capacity, Wolff was largely responsible for determining what firms would
receive contracts, collecting money from them, and giving 50 percent of the
take to Agnew. Some firms were implicitly involved in the scandal and were
so because they needed the work (1978, 829).

Agnew received cash payments in white envelopes either directly or
indirectly from Green, Hammerman, Wolff, and Matz, and his take was nor-
mally between 3 and 5 percent of the contract amount. The money was usu-
ally given to him in his government office, including when he was Vice
President, and the payments ranged from $1,000 to $20,000. Depending on
the individual, Agnew would receive multiple payments per year, and as one
example, Allen Green provided Agnew with up to six white envelopes annu-
ally, and while Agnew was Governor, Green and Associates received ten
contracts totaling $4,000,000. At one point during the time he was receiving
bribes, Agnew reached into a suit jacket and found an envelope containing
$20,000, apparently forgetting that he had placed the envelope in the jacket,
an indication of the number of bribes he had taken since he had forgotten
this one particular payoff. Be it $1,000, $11,000 or $20,000, Agnew said he
took bribes because he needed the money to support his political ambitions,
and to maintain a lifestyle of a high-ranking public figure (1978, 833–842).

Iran-Contra: Arms for Hostages

Presidential administrations are often muddled in scandals and doubts
concerning decisions they make. For instance, two recent presidents, William
Jefferson Clinton and George W. Bush have faced scandals and questions,
Clinton for the Monica Lewinsky and Whitewater scandals and President
George W. Bush for the situation involving the firing of eight federal prose-
cutors, and serious questions centering around his decision to take the United
States to war with Iraq. President Gerald R. Ford may have lost his bid for a
second term in office as a result of his pardon of former president Richard
Nixon, and Lyndon Johnson’s decision to escalate the conflict with Viet Nam
based on the so-called Gulf of Tonkin Resolute has raised serious doubt for
years. Former president Jimmy Carter, arguably the greatest former presi-
dent in American history, will always have the image of his administration
tarnished as a result of his inability to end the Iranian hostage crisis.
Forgotten is his enormous success with the Camp David Accords where he
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brokered a major peace agreement between the leaders of Israel and Egypt
(Menachem Begin and Anwar Sadat, respectively). It is believed that John
Kennedy carried on affairs while president and, of course the greatest scan-
dal of them all in the past 50 years is Watergate involving Richard Nixon.
But what about President Ronald Reagan, was his administration squeaky
clean?

While Jimmy Carter was president of United States, 52 diplomats were
kidnapped by Iranian militants and held captive for 444 days, from No vem -
ber 4, 1979 until January 20, 1981, the day Reagan was inaugurated, raising
suspicions that Ronald Reagan had made a secret deal with the Iranian gov-
ernment for the release of the hostages prior to his taking office (in addition
to the 52 American hostages there were 16 other hostages whom were re -
leased before January 20, 1981). The hostage crisis was a major embarrass-
ment to the United States since it appeared it was unable reach a settlement
with Iran for the release of the captives, and it proved to be a crushing blow
to the reelection bid of Carter. But why the release on January 20, 1981? Was
it because this new, tough-talking conservative president had led the Iranians
prior to his inauguration to believe that he would take military action against
them, or did it possibly involve other motives?

The answer to the question may very well lie in what is now known as
the Iran-Contra Affair or scandal. In October 1980, either Vice President-
elect George Walker Herbert Bush or future C.I.A. Director William Casey
allegedly met secretly in Paris, France or in Washington, D.C. (there has been
debate just who met with the Iranians and where the meetings were held)
with representatives from the Iranian government and offered them a deal of
arms for hostages, and the Iranian government would receive armaments
(prob ably missiles) in return for the captives (Simon, 2008). If this seems a
bit confusing, it should since Iran had become a major adversary of the
United States, causing it great embarrassment, and here is a presidential can-
didate (Reagan) supposedly tough on anything and anyone who is anti-
Amer i can and it is alleged he was secretly making a deal with the Iranians
through some of his closet confidents. At stake for the Reagan bid to become
president was the fear of a so-called “October surprise” in which Jimmy
Carter would win the release of the hostages just weeks before the 1980 elec-
tion, bolstering his chances of reelection that had been severely damaged as
a result of the Iranian crisis (2008, 313). If there was such a deal made by
Reagan interests with Iran, it apparently was with the understanding that the
hostages would not be released until after the election, and Iranian agree-
ment with this would spell sure defeat for Carter. What may have begun as
a win-win involving both governments whereby Iran would receive sorely
needed military armaments and the United States would get back its
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hostages, is believed to have evolved into bigger theatre early in the Reagan
presidency.

The country of Nicaragua was involved in civil turmoil during the Rea -
gan presidency that involved the Sandinistas, said to be sympathetic to com-
munism and a C.I.A.-created organization known as the Contras. The Reagan
administration along with the C.I.A., now directed by William Casey, feared
that without substantial military and economic support provided to the
Contras, the Communist-backed Sandinistas would take control of the coun-
try, a thought totally unacceptable to the big time anti-Communist Ronald
Reagan. During the first two years of his presidency, Reagan was able to
authorize funds for the Contras by working with Congress, but then from
1982–1984 Congress passed what have become known as the Boland Amend -
ments which cut off funding to the anti-Communist Contras (2008, 312).
Reagan, Bush, Casey, and others then sought ways to keep military aid alive
to the Contras, and once again enter Iran which itself was engaged in a bru-
tal and lengthy war with neighboring Iraq. Iran was in need of armaments
and it is alleged entered into an agreement to buy these arms from the
United States who then would divert the proceeds from the illegal sale to the
Contras. Why illegal? The sales were in contradiction to the Boland Amend -
ments which were forbidden by law.

The Iran-Contra issue gets even more interesting from here. Take, for
example the following monikers: Operation Polecat; the Enterprise; and,
Operation Black Eagle (2008, 314–316). The sales of arms for cash scheme was
called “Operation Polecat” by those with knowledge of it within the State
Department because it stank so much. Carrying out the illegal arms sales was
placed in the hands of what would be called the “Enterprise,” which was
comprised of retired military and intelligence personnel, arms dealers, and
drug smugglers, and was allegedly created by Marine Lieutenant Oliver
North, who eventually stood trial for his role in “Irangate.” But it is “Opera -
tion Black Eagle” that raises the greatest eyebrows, since it entailed making
a deal with Panamanian dictator Manuel Noriega who enjoyed a profitable
relationship with the United States during the 1980s, but in 1992 began serv-
ing a 30-year prison sentence on a number of charges including cocaine traf-
ficking. The deal struck with Noriega involved the use of Panamanian air-
fields by the Black Eagle operatives to support the efforts of the Contras in
neighboring Nicaragua. The illegal operations were run from these airstrips
in exchange for the use of the cargo planes, but for what purposes and why
did Noriega need the cargo planes? The answer is to smuggle cocaine and
marijuana into the United States in collaboration with one of the world’s
most violent and dangerous drug trafficking organizations, the Medellin drug
cartel from Columbia, South America. One route taken by these planes was
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to Costa Rica where they would land in farm area owned by a C.I.A. and
National Security Council (NSC) liaison officer to the Contras, John Hull.
From Hull’s ranch area, the drugs would be smuggled into the United States
by air and land, and for his efforts with the drug smuggling scheme, Hull was
receiving up to $1,000 a month, courtesy of the NSC. It is worthy to note that
80 percent of the cocaine smuggled into the United States each year came
directly from the Medellin operation which was controlled by at that time
two of the most notorious drug traffickers in world history, Pablo Escobar
and Jorge Ochoa (Geiss, 1988; Simon, 2008, 313–314).

What about the trial of Marine officer Oliver North, who has become a
popular television personality since the Iran-Contra affair? In 1989, North
was convicted on the charge that while serving as an aide to the National
Security Council under Ronald Reagan, he destroyed classified documents
related to “Contragate,” a conviction that was overturned by a federal ap -
peals court in 1990 (The New York Times, 1990). For many Americans Oliver
North is a hero who served his country with dignity, who should never have
faced criminal charges for his role in the Iran-Contra scandal since he was
acting as a patriot carrying out orders given by the highest powers in the
land.

Wedtech

Mention Wedtech to the majority of Americans and they would proba-
bly say “Wed what? Yet the scandal involving Wedtech is one of the worst in
American history, one so bad that Fred J. Crook, writing for The Nation said it
was more severe than one of America’s worst political nightmares, the Tea -
pot Dome scandal of the 1920s (1988, 458). Earlier in the text, the theory
“Institutional Anomie” by Messner and Rosenfield was discussed. A major
premise of this theory is everyone wants a part of the American dream and
will do anything to get their share of the pie. This thinking to a once small-
time tool and die company in the poverty stricken south Bronx of New York
City, the Welbeit Electronic Die Corporation, later known as Wedtech. Wed -
tech is an example of the American dream founded in 1965 by John Mari -
otta, the son of Puerto Rican immigrants. For some years the company strug-
gled to stay alive, and by the 1980s it was in need of a quick fix, hoping to
get its hands on government contracts, especially since Jimmy Carter when
campaigning for president in 1976 visited the south Bronx and gave the
impression he would come to the aid of Wedtech. He never did, thus open-
ing the door for the scandal.

There were so many names associated with the Wedtech scandal it would
be futile to mention all of them here; however, it is believed to have involved
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lower level players and individuals all the way to the top of the Reagan
White House. Enter Mario Biaggi, a member of the United States House of
Representatives from the south Bronx who was instrumental in winning mil-
itary contracts for John Mariotta, but illegally. Well aware of Wedtech’s pre-
carious financial status and the company’s inability to secure loans from the
Small Business Administration (SBA), Biaggi went to work contacting indi-
viduals within the Reagan administration concerning Wedtech’s need to
secure financing from the SBA, a move that was neither crooked or unusual
since members of the House made these types of requests on a frequent basis
(1988, 458). The problem became how the awards from the SBA were actu-
ally made. Biaggi was given kickbacks for his role in winning SBA money for
Wedtech, and he was able to arrange a cover-up by having Wedtech hire the
law firm that employed his son (Richard Biaggi) to overview and manage the
contracts. The money awarded to Wedtech was substantial and this called for
the need for legal counsel to help John Marriata understand the intricacies
involved in the contracts with the SBA. Mario Biaggi owned over 100,000
shares of Wedtech stock that he hid by placing his ownership of it in the
name of his lawyer son, who was paid $500,000 by Wedtech for his services.
This is another example of “scratch my back and I’ll scratch yours” since it
entailed a company that needed work, a corrupt politician who accepted
bribes to secure the needed contracts for Wedtech, and the politician’s son
who was willing to go along with the scheme for a large sum of money.

But it doesn’t end there. Wedtech needed help and through his efforts,
Biaggi was able to set up a meeting in the basement of the White House that
included an Assistant Secretary of the Army, representatives from the SBA
and from Wedtech, and Mark Bragg who was a partner in a public relations
firm with Lynn Nofziger, a major political advisor to President Reagan. Out
of this meeting came the contracts with the SBA and eventually contracts
with the American military that included building 13,000 six-cylinder en -
gines for generators and pumps for the U.S. Army and pontoon boats for the
U.S. Navy, none of which would have been built by Wedtech if it wasn’t for
the bribes accepted by Biaggi, his son, and others. So how well did Wedtech
do? The company flourished with annual revenues exceeding $100 million
annually, and with military contracts that totaled over $250 million. How -
ever, by 1986 the company had gone bankrupt as a result of paying individ-
uals like the Biaggis large sums of kickbacks and bribes. Unfortunately, the
victims also included at least 1,500 Wedtech employees who lost their jobs as
a result of the bankruptcy (1988, 461). The scandal is said to have involved
Edwin Meese, a close personnel friend of President Reagan’s and a counselor
to him, and a cousin of then Vice President George H. W. Bush, Charles
Dickey Dyer III, who was instrumental in getting the Reagan White House
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to secure the SBA loans and military contracts for Wedtech. Anything else?
Here is a sampling of others who benefited from the scam (1988, 460):

• James Jenkins, an aide to Edwin Meese, became a Washington repre-
sentative of Wedtech and received an annual salary of $165,000.

• Four members of the Board of Directors of Wedtech who looted the
company of over 2 million dollars.

• Michael Mitchell and his brother Clarence Mitchell, two Maryland
State Senators who received $50,000 in bribes from Wedtech, and
whose uncle was a member of the House of Representatives and head
of the Congressional oversight committee that monitored the SBA.

• South Bronx officials of teamster Local 875 who extorted nearly
$500,000 from Wedtech on the threat of invoking labor strife within
the company.

• Auditor Richard Bluestine who was paid in excess of $2,000,000 in
stocks, favorable loans, and salary to cover-up invoice forgeries.

All of this may sound like only your basic corruption and greed until it
is explained that Wedtech may have lacked the capacity and competency to
build the armaments requested by the United States military, therefore plac-
ing soldiers and sailors in harms way, illustrating further and once again the
meanings of elite and power deviance. The Wedtech scandal involved very
powerful people at the top in government, and greedy people who appar-
ently could care less about others and who benefited financially from the scam.
A number of convictions did follow, including an eight-year prison sentence
for Mario Biaggi (French, 1988).

Corporate Elite and Power Deviance

The Enron scandal is just one of numerous examples of corporate crime
in American history, and it is just one example, albeit a major example, of
fraudulent activities engaged in by corporate America in recent decades. In
this section, two other examples of corporate elite and power deviance are
examined, the WorldCom and Tyco scandals. The section will end with brief
but detailed examples of other corporate crimes.

WorldCom

How would you like to receive a 25-year prison sentence? Many students
enrolled in a course in deviance are about 20 years old, and if they received
25 years in prison they would be in their mid-forties when released. Now
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place yourself at age 63 and given 25 years behind bars, that would mean
you would be 88 when you left prison (federal and various state crimes
require the convicted to serve 85% of the time, so it is possible to be released
in less than 25 years). Thus is the case with Bernie Ebbers, a basketball coach
turned tycoon CEO of what was one of America’s largest telecommunica-
tions firms, WorldCom (now MCI Inc.). Other top WorldCom executives
were also convicted in the scam, including the company’s CFO, Scott Sulli -
van, who received a five-year prison sentence and David Myers, the former
Controller who received a light one-year and one-day sentence, primarily
because he cooperated with authorities investigating the WorldCom scandal.
Sullivan’s sentence, too, was relatively light because he testified against
Bernie Ebbers, but he played a larger role in the crime than did Myers and
received more time in prison.

So what was it Ebbers and others did that was so criminal? A major crime
was fraud, which was accomplished by lying about inflating company earnings by
nearly four billion dollars, thus misleading stockholders into believing World -
Com was in excellent financial health. Of course, by doing so, Ebbers, Sulli -
van, Meyers, and others benefited greatly since WorldCom stock became so
hot, when in reality the company’s earnings were not anything close to that
reported on its financial statements (Lyman and Potter, 2004; Simon, 2008).
At stake was a massive accounting fraud whereby in January, 2001 WorldCom
began labeling some of its routine expenses as capital expenses in order to
avoid having to deduct them as a result of doing business. The result was a
massive overstatement of the company’s net income, a classic example of
what is meant by cooking the books. Perhaps the most devastating criminal act
was Ebbers looting the company of over $1.5 billion in personal loans, a move that
diluted the company’s treasury of money required to maintain itself in a
competitive telecommunications industry. The company did agree to pay
back investors $500 million, a sizeable amount until one considers that it is
just a small percentage returned to investors. Henry J. Bruen Jr., a former
executive with Enron, said, “Where do I get my life savings back from . . . or
my career reinvigorated.” Exhibiting sympathy for Ebbers’ long-time
employee of WorldCom, Gino Cavalla, who also lost many thousands of dol-
lars stated, “The man is 63 . . . He’s going to die in jail. How much sterner
could you get” (The Oklahoman, July 2005). Another example of the ruthless-
ness and cutthroat mentality of Ebbers and his co-conspirators in the crime
is that along the way to becoming a giant in its industry, WorldCom ate up
and devoured other companies, including MCI. Part of the reason that
Ebbers received such a harsh sentence was his failure to cooperate with auth -
orities practically up to his sentencing, and what appeared to be an ongoing
display of arrogance and a failure to elicit any remorse. At his sentencing,
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Ebbers wept as the judge, Barbara Jones, read the sentence and afterwards
stated, “This was not a minor fraud . . . Mr. Ebbers committed a fraud that
caused numbers of investors to suffer losses. His statements deprived in -
vestors of the truth about WorldCom’s financial condition” (2005, 8A).

Tyco International Ltd.

Tyco was a large conglomerate that was chartered in Bermuda to avoid
paying U.S. corporate taxes, and like other American conglomerates and
corporations, its headquarters were in the United States, thus giving it access
and all rights to government contracts that are so important to the successes
enjoyed by American corporations (Reiman, 2003). The two principle con-
spirators in this crime were Dennis Kozloski, the CEO, and the CFO, Mark
Swartz, both who were convicted of charges of looting Tyco of millions of
dollars. The charges against the two included grand larceny and conspiracy,
falsifying business records, violating business law, and securities fraud. So
what is it they did? Kozloski and Swartz looted Tyco of over $600 million. In
other words, they just plain stole from the company, never paying back a
dime until ordered to do so during their sentencing. Their means of com-
mitting the crime included embellishing themselves with unauthorized pay
and bonuses (after all, they were the bosses), stealing from loans made to
Tyco, and cashing in their company stock at inflated prices after lying to in -
vestors about the company’s financial status (The Oklahoman, June 2005).

So what did they use 600 million dollars for? Kozloski and Swartz pur-
chased expensive art, jewelry, and houses, and in addition, they were known
to throw extravagant parties that would cost millions of dollars. An example
is the party thrown by Kozloski for his wife’s 40th birthday party on the
Italian island of Sardinia that featured waiters dressed in togas and an ice
sculpture of David by Michelangelo. So what’s so big about that? The ice
carving had Vodka flowing from the genitals. What is more, Kozloski’s art
purchases included paintings by Renoir and Monet valued at over $13 mil-
lion, for which he evaded over one million dollars in New York sales tax
through a scheme that entailed mailing empty boxes to the company in New
Hampshire where he purchased the art (Reiman 2003, 128). In short, it did
not take a rocket scientist to steal the $600,000,000. It required power deviance
(PD), or the brazenness, arrogance, elitism, and bullying that personifies PD.
Kozloski, who had the looks of a professional wrestler and Swartz who re -
minds one of the late John F. Kennedy, Jr. proceeded to rip off Tyco of its
very existence, and investors of their life-savings. For their greed or egoism,
as coined by Willem Bonger, both received prison sentences of eight and a
third to 25 years. At the time of their sentencing Kozloski, was 58 and Swartz,



322 The Sociology of Deviance

44. Even if they serve the lower end of the range, Kozloski will be 66 and
Swartz 52 when released from the penitentiary. Additionally, both were
ordered to pay $239 million in restitution and fines (Wong, 2005).

Other Examples of Corporate Elite and Power Deviance

During the past 10 to 15 years, there have been a number of indictments
and convictions of once big-time corporate executives. The following is a list
of just some of these:

• James Olis, the former finance executive of Dynegy Inc., is serving 24
years in prison for his role in cooking the books in the Enron scandal
(The Oklahoman, June 18, 2005).

• John Rigas, founder of Adelphia Communications Corp. is serving 15
years and his son, Timothy Rigas, former company finance director,
20 years for their roles in looting millions of dollars from the compa-
ny, using methods analogous to those employed by Bernie Ebbers,
Dennis Kozloski, and Mark Swartz (The Oklahoman, June 18, 2005).

• Richard Scrushy, CEO of HealthSouth Corp., and Donald Siegelman,
a former Governor of Alabama, were convicted of charges of fraud,
and Scrushy was ordered by the court to pay the Securities and Ex -
change Commission $81 million. Siegelman and Scrushy were sene-
tenced to seven-year prison terms for collaborating in a bribery scheme
to establish a state lottery in Alabama (Whitmire, 2006; Whitmire,
2007).

• Diva Martha Stewart was sentenced to five months in prison, and five
months of in-house confinement upon release from prison for lying to
federal authorities about her sale of ImClone Systems stock. She was
also fined $30,000, pocket change for the billionaire (Crawford, 2004).

• Joseph Nacchio, former CEO of Qwest Communications Interna tion -
al was sentenced to a seven-year prison term on charges of insider
trading, and he was ordered to forfeit $52 million in stock gains ac -
crued from the insider trading scam, and in addition he was fined 19
million dollars for his role in the crime (Coffman, 2007).

Military Elite and Power Deviance

Deviance can and does occur at the highest levels of every American in -
stitution, including the military. As we have seen, individuals involved in cor-
porate elite and power deviance engage in activities such as insider trading, theft,
fraud, and deceit, and political elite and power deviance include much of the
same, with bribery and graft added to the mix. But what about corruption



Elite and Power Deviance 323

and abuse of power within the military sphere? Once again, much of the
same. However, military elite and power deviance can involve the loss of life
and may even place the entire nation at risk. The history of the United States
is replete with examples of this, including the cases that are now discussed.

The Pentagon’s Black Budget: Secret Military Spending

The Pentagon has often enjoyed the luxury of having access to substan-
tial amounts of funding that are unavailable to other major government insti-
tutions, such as the Departments of State, Education, and Health and Human
Services. It is unclear how much money over time has been allotted to the
Pentagon, unknown to Congress and the general public (thus the term black bud-
get), but it may very well range into the billions of dollars. One such exam-
ple is secret military spending involving MZM, Inc., a once small and
obscure consulting firm that contracted with the Pentagon, that eventually
earned $200 million annually in defense industry contracts (Kelly and
Drinkard, 2005). So how did this relatively miniscule, “blurp on the radar
screen” company go from being out-of-the-loop to making millions of dol-
lars? It is called bribery.

MZM supplied computer systems and analysts for use in intelligence
gathering and was located in the district of Congressman Randy Cunning -
ham, Republican from California. Cunningham received substantial sums of
Political Action Campaign (PAC) funds from MZM employees, and also
benefited greatly from a house deal worked out with Mitchell Wade, CEO of
MZM, Inc. Cunningham was not alone in the scheme since it also involved
Representative Virgil Goode, Republican from Virginia. The scam basically
went as follows: MZM needed work, and the two Congressmen were willing to push
contract deals for MZM through the House of Representatives, for a price, or better
stated, for bribery money. One way this was accomplished was that Cunning -
ham and Goode would add provisions for spending onto bills, with little or
no notice by other Congress persons. Doing such favors for one’s district is
quite common, and frequently members of the House look the other way
when one of their peers engages in such add-ons, since they do it as well.
One explanation given for this procedure is that members of Congress are
often seeking to strengthen or add jobs in their districts, and defense indus-
try contracts are one way of doing business (2005, 2). When this occurs,
money is allotted for contracts that can go unrecorded, thus becoming part of
the black budgeting process. An example is $ 23 million added by Representa -
tive Goode for a classified project that was awarded to MZM, ironically
money that was not requested by the Pentagon or accounted for in its bud-
get, thus creating 23 million dollars in black budget money.
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Listed are examples of the payoffs made to Cunningham and Goode, be -
ginning with Representative Cunningham whose campaign donations from
MZM included (2005, 1–5):

• $1,000 in May 2002, just two days after the General Services Admini -
stra tion approved MZM as an information technology service provid -
er, a huge step in acquiring government contracts.

• $5,000 on September 23, 2003, just one day before Cunningham was
instrumental in placing language in a bill favorable to MZM, and an
ad ditional $2,000 the day the House passed the Pentagon spending
bill, which was on September 24, 2003.

• $2,500 on June 22, 2004, the day the House passed the annual defense
budget.

Payoffs from MZM to Representative Goode included (2005, 1–5):

• donating $90,000 to Goode’s campaign treasury from 2002–2005,
support from not only Mitchell Wade but from 70 MZM employees.

• $1,000 a month in 2002 which resulted in a contract worth $163 mil-
lion for an open-ended computer services contract at the National
Ground Intelligence Center in Goode’s district, for which Cunning -
ham also received $250 a month.

• $19,000 in March and April 2003 just before Congress awarded MZM
with Pentagon contracts.

• Many thousands dollars more to both Cunningham and Goode in and
around the times Congress was to award defense industry contracts to
MZM and other companies.

The unethical behavior did not begin and end with these types of bribes,
which brings this discussion back to the home purchased by Mitchell Wade
from Representative Cunningham. Wade via company he controlled paid
near ly $1.7 million for the home owned by Cunningham, and then sold it for
nearly half that price eight months later, giving the nearly $700,000 back to
Cunningham so that he could use the profit to purchase a different home in
Rancho Santa Fe, California (2005, 2). On March 3, 2006 Cunningham, 64,
received the longest sentence ever by an American Congressman, eight
years and four months in federal prison for accepting $2.4 million in bribes,
and is not eligible for release in the federal system until age 71 (Archibold,
2006). In addition, Cunningham was ordered to pay nearly $4 million in
fines and back taxes and to give up his interest in the Rancho Santa Fe home
(talkingpointsmemo.com/grandolddocket. php December, 2007). Mitchell
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Wade was sentenced to 30 months in prison (www.washingtonpost.com,
2008).

By now you may be asking what makes this different from the other
examples of elite and power deviance presented in this chapter? There is
much similarity, but we must keep our eye on the ball, meaning here we are
addressing secretive funding for the military that is not known to the public.
In addition to the typical graft and bribery that has long been used to line the
pockets of politicians for their votes and favoritism, the situation involving
MZM includes two powerful members of the House of Representatives who
used chicanery to get contracts for the company when that funding was not
recorded in the Pentagon budget. The add-ons to bills at the last minute were
recorded elsewhere, and since this practice was so common in Congress,
other representatives would turn a blind eye to what people like Goode and
Cunningham were doing, knowing that their day for also engaging in simi-
lar actions was just around the corner and/or had already transpired. To
accentuate this point it is believed that from September 11, 2001 to 2005,
classified Pentagon spending (black budget; secret military spending) in -
creased by 48 percent to nearly $27 billion. But is this all: is the case involv-
ing MZM Inc. the only concrete example of the Pentagon’s black budget?
Consider the following (Simon 2008, 171–173):

• Even after the cold war was over following the collapse of the former
Soviet Union, the Pentagon continued development of a $20 billion
top-secret satellite project known as MILSTAR which was designed to
coordinate a six-month nuclear war with Moscow. The project has
since been dissolved (we think).

• The development of the B2 stealth bomber was laced with corruption
and fraud resulting in enormous costs overruns, a reality in the Pentagon
in addition to its black budget. The project, awarded to Northrop was
originally estimated in 1981 at 22 billion dollars but wound up costing
three times as much ten years later. This was due largely to criminal
activities such as those involving William Reinke, Northrop’s chief en -
gineer on the project who established his own firm, RE Engineering
that siphoned off at least $600,000 from Northrop in subcontracts
allegedly related to the bomber.

• A practice in awarding defense contract known as the nickel job that
entails price fixing was also a part of the B2 top secret project.
Northrop’s top purchasing agent, Ron Brousseau, received kickbacks
from companies that amounted to 5 percent of a contract’s amount in
return for the purchase of their products by Northrop. Brousseau
allowed competing companies to take turns receiving contacts by us -
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ing the ago-old practice of awarding contracts to the lowest bidder, of
course, known to all companies involved in the scam.

• In the end, Northrop was indicted for fraud and conspiracy for over-
charging the government $400 million for the stealth aircraft, and the
so-called overcharge was probably a drop in the bucket relative to the
actual amount of the rip-off on the American taxpayer.

Violations of Human Rights and
U.S. Establishment of Puppet Governments

Military elite and power deviance include actions directly related to the mil-
itary, in particular decisions and conduct that favor and are engaged in by the
Pentagon. But this type of deviance also includes actions that if not directly
connected to the military are at least tangentially related to and in support of
its philosophies and culture. Take, for example, Guatemala and Iran in 1953,
South Viet Nam in 1963, and the Dominican Republic in 1965, when the
C.I.A. and the American military were involved in installing leaders sympa-
thetic to the United States and its interests (Simon, 2008, 182–184). Iran is an
example of the show of military and clandestine muscle for which the United
States and the world community are on edge today. The C.I.A. placed the
Shah’s family in power in Iran in 1953, and what took place from there laid
the seeds for the Iranian Revolution in 1979, and the Iran-hostage crisis.
During the 26-year period the Shah was in power, the United States gave bil-
lions of dollars worth of aid to Iran, most of it for military purposes, while
Iran was involved in violations of human rights that included (Baraheni,
1976; Simon, 2008, 185–187):

• the arrests of at least 18,000 people annually by Iran’s secret police,
the SAVAK.

• the murders of 6,000 Iranian citizens on just one day, June 5, 1963.
• in 1975 Amnesty International estimated that between 25,000 and
100,000 Iranians were arrested and imprisoned.

• native languages were forbidden to be learned by minorities, and Iran
had a serious problem with poverty that especially affected its minor-
ity population.

• the abuses and severe problems within Iran were never reported in
Iranian newspapers, because the Shah controlled all media within the
country.

Previously it was mentioned the United States gave billions of dollars to
Iran, much of it secretly to support the Shah who in turn used much of what
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Iran purchased with the money against his own people. Between 1961 and
1973, the United States provided Iran with $1.7 billion in foreign aid which
was used to purchases guns, grenades, tear-gas, computers, and patrol cars
which went to the Iranian police force controlled by the Shah. During a 30-
year period from 1946 to 1976, Iran received $1.6 billion from United States
military assistance programs that was used for arms purchases, and training
over 11,000 Iranian military officers (2008, 185). It doesn’t end here since be -
tween 1971 and 1978, the United States sold Iran $15 billion in military hard-
ware, and it aided the Shah’s government in developing a helicopter fleet
known as the Sky Calvary Brigade, similar to American helicopter units in
Viet Nam. By the time of the revolution, the United States had approxi-
mately 40,000 military advisors and a contingent of C.I.A. operatives inside
Iran (2008, 185–186). The very powerful Rockefeller family played a signif-
icant role in the Shah’s rise to power since it was part of the planning of the
coup that overthrew Mohammad Mossadegh, the prime minister of Iran who
was believed to have leftist leanings. In return for his being placed into pow -
er with the assistance of the Rockefellers, the Shah deposited millions of dol-
lars into the Chase Manhattan Bank owned by the Rockefeller family, and in
1979 when the Shah was very ill and as a result of pressure from David
Rockefeller and former Secretary of State Henry Kissinger, the Shah was
admitted into the United States to receive medical treatment. While in
America, militants overran the United States Embassy in Iran, taking
hostages, and starting the nerve wracking and embarrassing Iran hostage cri-
sis. What is more, in 1973 and 1974, the Shah increased the price of Iranian
oil by nearly 500 percent with the blessing of Secretary of State Henry
Kissinger who was a close ally of David Rockefeller (2008, 186). It is to be
noted that a number of human rights organizations cited the Shah for his
inhumane and cruel treatment of Iranian citizens and this included Amnesty
International, the International Commission of Jurists, and the United Na -
tions Commission on Human Rights. Individuals such as David Rockefeller
and Henry Kissinger were most likely knowledgeable of the atrocities occur-
ring during the reign of the Shah, but for political and economic motives
chose to look the other way (2008, 186).

Additional Examples of Military Elite and Power Deviance

Iran is just one of many cases whereby the military and other wings of
the United States government have been involved in aiding and abetting vio-
lations of human rights, overthrowing old leaders, and installing new ones
around the world. Yet the United States has been a strong proponent of hu -
man rights policies for years as exemplified by its participation in the Inter -
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national Bill of Rights passed by the United Nations in 1948, and as a major
signatory of the Helsinki Agreement of 1975 which has a strong clause on the
protection of and support for human rights. However, the United States has
done its fair share to circumvent these documents and examples of this in -
clude (Simon, 2008, 187–190):

• Millions of dollars of aid to El Salvador for years that was involved in
brutalizing its own people through government death squads. It is esti-
mated that from 1979 to 1983, over 40,000 civilians were murdered,
and an additional 800,000 people or 20 percent of the country’s pop-
ulation were forced to become refugees as they attempted to escape
the atrocities occurring in their homeland. In 1993, the United Nations
released an official report on the violence in El Salvador documenting
that over 80,000 mostly unarmed people were actually killed, repre-
senting one in 70 persons in the population. What is disturbing is that
during the 1980s when so much of this violence was taking place, ma -
jor oil conglomerates such as Chevron and Texaco poured an estimat-
ed $100 million of investments into El Salvador.

• In 1974, General Augusto Jose Ramon Pinochet Ugarte led a coup in
Chile against Socialist President Salvador Allende with the assistance
of the C.I.A. and U.S. military, immediately implementing a dictator-
style government. What was to follow were years of oppression of the
Chilean people which included exile status for one out of every 55
Chileans by 1988. During his reign of terror, Pinochet resided in a
15,000 square foot home estimated to cost between 10 and 13 million
dollars, protected by seven dozen guards and a high-tech infrared se -
curity system. In some areas of Chile, the unemployment rate was as
high as 60 percent, not to mention that the overall economy was a dis-
aster. Meanwhile, Pinochet’s government was known to have tortured
hundreds of thousands of citizens by use of means such as electrodes
on genitals and knees, mock executions, sleep derivation, submersion
in water, sexual abuse, and loud music. Police loyal to Pinochet made
a practice of going to homes and removing men from them, and then
taking them to sports complexes where their names would be checked
up against lists of persons suspected of opposing Pinochet. They were
either released or further detained.

Theories of Elite and Power Deviance

Two theories related to elite and power deviance are discussed. The first
is by David R. Simon and the second is by C. Wright Mills, one of the most
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time-honored American sociologists. It is to be noted that the term power
deviance was developed by the author of this text and was not directly ad -
dressed by either Simon or Mills. Power deviance is an extension on the term
elite deviance used for over 25 years by David Simon, and elite deviance itself
is an outgrowth of the work of Mills.

Elite Deviance: David Simon

As noted earlier in this chapter, elite deviance is deviance engaged in by
the most privileged members of our society. It is deviance involving the highest
ranking members of corporate, military, and political America. Simon has
identified the key elements of elite deviance, that include (2008, xi):

• “The notion that elite deviance in and of itself is a great social prob-
lem in American life. Elite deviance consists of criminal and deviant
acts by the largest corporations and the most powerful political orga-
nizations.”

• “Elite deviance stems from a system of political economy in which
power and wealth are increasingly concentrated in the hands of a
power elite.”

• “Within this power elite there has emerged a series of criminal and
deviant acts that have been termed “the higher immorality.”

• “Elite deviance is intimately related to each and every other type of
nonelite deviance.”

• “The solution of the problem posed by elite deviance involves a seri-
ous restructuring of the major institutions of postmodern society; the
political, economy, and mass media.”

In addition to these elements Simon has identified six characteristics of
elite deviance (2008, 9–10):

• “The acts are committed by persons from the highest strata of society:
members of the upper and upper-middle classes . . . committed by the
heads of corporate and governmental organizations; others were com-
mitted by their employees on behalf of the employers.”

• “Some of the acts are crimes in that they violate criminal statutes and
carry penalties such as fines and imprisonment. Other acts violate
administrative and civil laws, which may also involve punishment. In -
cluded are acts of both commission and omission. Other acts, such as
U.S. presidents lying to the public about the Viet Nam War, although
not illegal, are regarded by most Americans as unethical or immoral
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(that is, deviant). Thus, elite deviance may be either criminal or non-
criminal in nature.”

• “The acts were committed with relatively little risk. When and if the
elites were apprehended, the punishments inflicted were in general
very lenient compared with those given common criminals.”

• “Some of the incidents posed great danger to the public’s safety, health,
and financial well-being.”

• “In many cases, the elites in charge of the organizations mentioned
were able to conceal their illegal or unethical actions for years before
they became public knowledge (for example, Hooker Chemical’s dump -
ing of poisonous chemicals and the presidential misuses of the F.B.I.
and C.I.A.). Yet the actions mentioned were seemingly compatible
with the goals of such organizations (that is, the maintenance or en -
hancement of the organization’s power and/or profitability).”

According to Simon, elite deviance includes criminal, deviant, and un -
ethical behaviors, which strikes up an interesting point. Those engaging in
elite deviance may not be committing crimes—they may not be violating any
laws—but their actions may be unethical and injurious to a society, not to men-
tion to the entire planet. These actions can include the polluting of air, land,
and water that is permitted under laws of the Environmental Protection
Agency, and known to corporate executives who own and control the pol-
luting companies. It may include job-related illnesses and dangers occurring
within the workplace that are may not be covered under the criminal law.
Several examples are workplace-associated cancers, carpal tunnel syndrome
(repetitive strain disease), black lung disease, and serious accidents and even
death that occur on the job (Reiman, 2003, 77–81). In addition, the debate
goes on concerning global warming, including data such as that reported by
a Public Interest Research Group (PIRG) in summer 2006. PIRG docu-
mented over 2,300 daily global temperature records that were set in just one
month of that summer; July. In addition, PIRG reported above normal tem-
peratures from 255 major weather stations across the world during the peri-
od 2000–2006. A major contributor to global warming is carbon dioxide
emissions in the atmosphere that stem chiefly from automobile emissions
and corporate pollution (Simon, 2008, 9), which returns us to the term power
deviance. Again elite deviance refers to criminal, deviant, and unethical actions
committed by those at the top—individuals who control America’s major
social institutions. Power deviance goes one step further and is defined as
behaviors or conduct that have serious consequences for others, involving
knowledge by those in power that their actions are harmful and dangerous. Adding
to this is the elites could care less and show no remorse for the dangers they
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have posed to society and civilization in general.
Critical to Simon’s theory of elite deviance are the linkages among the

elites, meaning that corporate, military, and political elites do not exist in
mutual exclusion from one another; instead they feed into each other, sup-
porting each other’s major goals and priorities, which include wealth, power,
and prestige. Consider the following examples of the linkages (2008, 21–25):

• 656 individuals either serve as trustees or presidents of America’s 25
most prestigious universities. Thus there is a higher education-corporate
link (discussed when covering C. Wright Mills).

• NBC, CBS, and ABC, the nation’s three major television networks,
are either owned by or own other major corporations. For example,
General Electric, maker of appliances and weapons systems owns
NBC, and all three networks are owned by the following commercial
banks: Chase Manhattan, Morgan Guaranty, Bankers Trust, Citibank,
and the Bank of New York. The interlocks include (but are not certainly
limited to) ABC/Disney and corporations such as FedEx, Edison Inter -
national, Northwest Airlines, and Xerox. NBC/GE interlocks include
Anheuser-Busch, Dell Computer, Texaco, and Kellogg. CBS/Viacom
linkages include Amazon.com, American Express, Electronic Data
Systems, and Verizon. Thus there is an elite media and corporate giant
link.

• The largest 50 financial institutions and 500 manufacturing firms are
controlled by less than 0.5 percent of the United States population, and
they are interlocked and control nearly 70 percent of all business in -
come and over half the nations’ banks. What is more, the richest 10 per-
cent of the population of the United States possesses 70 percent of the
nation’s household wealth, and one-third of net wealth is possessed by
a mere 1 percent of the population. Thus there is an elite and corporate
elite to total wealth link.

Examples of the interlocks or linkages are too numerous to present here
and would take volumes to identify, but suffice it to say they are for real, and
cut across and involve the most influential players from the major institutions
of society.

The Power Elite: C. Wright Mills

C. Wright Mills is an influential figure in American sociology and his
classic work The Power Elite (1956) remains one of the most important books
written in sociology since the 1950s. Mills conceived of an American society
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dominated by a handful of elites, men of enormous power and influence, and
it is his writing on this topic that had the most important effect on theorists
such as David Simon and G. William Domhoff (1970, 1978, 1983, 1998,
2002). Mills conceptualized American society as a pyramid, with the top
comprised of the most important military, political, and corporate leaders,
representing just a tiny percentage of the entire pyramid (Figure 14.1). The
second layer on the pyramid, representing perhaps no more than 20 percent
of the total area, includes Congress, other legislators, interest group leaders,
and local opinion leaders. Finally, there are the masses who comprise at least
70 percent of the pyramid and who include the unorganized, exploited, and
basically those who feel disenfranchised from society’s social institutions,
especially government, the polity, and the economy. Much of what Mills
accomplished in The Power Elite was to speculate on the make-up and opera-
tion of the power players in American society, and in doing so, he offered
insights into how they were able to sustain their enormous influence over
time. One of the avenues for the maintenance of the power elite was closed
society where the elites would be raised, educated, married, reside, and spend
their social lives among themselves. In early life, nowhere was this more
important than in education, where children of the elites would receive K-12
private educations, next attending America’s most prestigious universities,
colleges, and military academies, assuring for the first 21 or so years of life,
the social circles of elite children were highly selective and restrictive (1956,
281).

Figure 14.1. C. Wright Mill’s Pyramid.
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Mills identified the power elite as those whose names would appear in
The Social Register, referring to them as The Metropolitan 400. These were
America’s aristocrats, the “bluebloods of society” who belonged to the world
of celebrity, or café society. These individuals, few in number but great in
wealth, power, and prestige, held pedigree unknown to over 99 percent of
Americans (1956, 47–70). But Mills was wise to the ever-growing and
expanding heterogeneity in America, distinguishing between the “old rich”
and the “new rich” (1956, 95–117). The old rich were people who came to
power prior to the Civil War and included names such as the Astors, Cabets,
Lodges, and Mellons, all who had much in common, most noteworthy they
were white, Anglo Saxon Protestants (WASP), emanating from the East Coast
aristocracy, with the emphasis on northeast pedigree. The new rich were indi-
viduals who made their wealth and acquired power after the Civil War, and
were basically non-WASPs, and using examples from the last century would
include the Kennedys, Vanderbilts, Gates, and Buffetts. Critical to under-
standing the elites, be they “old” or “new,” was that they would only meet
on occasion (within and between the two types) when it was in their best inter-
ests to come together. Be they of older or new privilege, they also shared one
other factor in common: wealth. Although marriage was to be within the power
structure (old or new), meaning never between the two types of elites (and cer-
tainly to the total exclusion of the rest of us), the power elite of America
hoarded their wealth and power, rarely sharing it, except through founda-
tions. One way this was accomplished was through corporate board mem-
bership where the power elite held a monopoly on the most important cor-
porate boards in America. The elites would sit on multiple boards as also
observed by William Domhoff (2002), setting policies that not only affected
specific American corporations, but also the legislative and moral agendas of
the United States. In other words, they “circled the wagons,” controlling the
economic, political, and military destinies of the country.

Power in the Hands of the Few: The Business Roundtable

There are a number of influential economy-focused power groups in the
United States of which several are The Economic Council, The Council of
Economic Advisors, the Business Council, and the Business Roundtable
(BRT). Attention here is directed at the BRT, an organization unknown and
unheard of by the great majority of Americans, but one of the most powerful
institutions not only the in United States, but the world. It is an organization in
the tradition of C. Wright Mills in the sense that it is comprised of a tiny, but
enormously powerful and influential number of Americans. The BRT is much
of what Mills, Simon, Domhoff, and others have written about; it is an organi-
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zation comprised of the elites in corporate America who are interlocked and
whose decisions affect every major aspect of American life. The BRT has pro-
found effects on legislation, foreign affairs, elections, the environment, trade,
and it permeates every major part of the economy. How could this be? Please
consider the following (www. businessroundtable.org 2006; 2014):

• the BRT is comprised of the top CEOs of the leading 150 companies
in the United States.

• the membership of the BRT accounts for over seven trillion dollars in
annual revenues.

• the 150 companies employ over 16 million people.
• the BRT membership accounts for nearly a third of the value of the
U.S. stock market, and returns nearly $200 billion in dividends to
shareholders.

• the BRT contributes a third of all corporate income taxes paid to the
federal government.

• Members of the BRT donate more than nine billion dollars each year
to charitable organizations, representing more than 60 percent of all giv-
ing from corporate America.

• the BRT spends $158 billion annually on research and development
(R&D), which is 60 percent of the total private spending on R&D in
the United States.

• Annually the BRT generates more than $540 billion in sales for small
and medium-sized businesses. 

Is this power? Is this influence? It is extremely important to state that the
BRT is not a deviant, or unethical organization. It is devoted to capitalism
and to America. To put it mildly, the BRT is patriotic to the core, and makes
no bones about it. The BRT home page states, “The Roundtable is commit-
ted to advocating public policies that ensure vigorous economic growth, a
dynamic global economy, and the well-trained and productive U.S. work-
force essential for future competitiveness. . . . The Roundtable believes that
the basic interests of business closely parallel the interests of the American
people . . . the Roundtable focuses on issues it believes will have an effect on
the economic well-being of the nation” (www. businessroundtable.org 2006).

The BRT was a major player in the passage of support for trade with
China having donated nearly $100 million in campaign contributions to indi-
viduals running for the Senate in 2000. Both Republicans (R) and Democrats
(D) alike received contributions, in effect urging them to vote for China trade.
Listed are the top five donations from companies in support of this legisla-
tion (most figures are rounded up):
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• AT&T—$4.1 million: $1.6 for D and $2.5 for R
• Citigroup Inc.—$3 million: $1.7 for D and $1.3 for R
• Verizon Communications—$2.6 million: $1 million for D and $1.6 mil-
lion for R

• United Parcel Service—$2.5 million: $580,000 for D and $1.9 million
for R

• Phillip Morris—$2.4 million: $511,000 for D and $1.9 million for R

There are many powerful corporations on the BRT and the list includes:
Lockheed Martin; Merrill Lynch; Boeing; General Electric; Union Pacific;
American Airlines; Anheuser-Busch; Exxon Mobil.; Chevron; Eli Lilly;
General Motors; Dupont; Texaco; Halliburton; Kellogg; Union Carbide; and
Black & Decker. The BRT is a prima facie example of the type of power,
wealth, and influence that people like C. Wright Mills have addressed: power
that can shape and change a nation, if not the world.

The Assassination of President John F. Kennedy

Wedtech, Iran-Contra, Watergate, Enron, Tyco, Worldcom, MZM, the
black budget, Chile, El Salvador, and the list goes on and on. These are
examples of elite and power deviance, par excellence. They are at the top of
the pinnacle of the abuse of wealth, power, and prestige. They all involved
individuals from the highest levels of their respective entities (i.e., govern-
ment; corporate America), and they were also characterized by power de -
viance, or actions that hurt others for which there was little expressed re -
morse or sorrow. However, within the past 50 years in the United States,
there is perhaps no greater example of crime against the American people
and crime against government than the assassination of the 35th president of
the United States, John F. Kennedy ( JFK). The murder of the president is
addressed since he himself came from the elites, and it has been claimed for
years that much information concerning the assassination has been covered
up, destroyed, or just plain buried in lies and deceit, actions common to
those engaged in elite and power deviance. The coverage of the assassination
will begin with a brief overview of JFK, and then it will consider two major
arguments concerning who killed the president: nonconspiracy and conspiracy.

Overview of John F. Kennedy

John Fitzgerald Kennedy was the 35th president of the United States, at
age 43 the youngest ever to be elected to that office. His rise to power was
made largely possible as a result of the wealth and power of his father, Joseph
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P. Kennedy, who acquired much of his riches in the stock market, the movie
and oil industries, and bootlegging. The elder Kennedy was one of America’s
wealthiest and most powerful Americans who was more than capable of
swinging the political winds in the favor of his children when they ran for
political office. John Kennedy was elected to the House of Representatives in
1946 and the United States Senate in 1952, both on the heels of enormous
financial and networking support provided by Joseph P. Kennedy. It was not
all the work of the father, since JFK was a World War II hero, and a man
who had to overcome serious childhood illnesses and health problems that
also carried over to his adult years (Perret, 2001). In addition, it is often over-
looked or forgotten that JFK spent 14 years in Congress before becoming
president, so his was not necessarily a meteoric or overnight rise to that of -
fice. Winning the presidency was no walk in the park either. JFK made an
unsuccessful bid for vice president for the Democratic Party in 1956, with the
eventual nomination for president going to Adlai E. Stevenson. But the stage
was set, for JFK gained exposure in 1956 that would pay off in 1960 when
he won the party’s nomination for president, entering into a contentious and
very tight race for the presidency against Vice President Richard M. Nixon.
Kennedy carried the election by a mere 118,574 popular votes out of over 68
million casted. In the end, he had 303 electoral votes to Nixon’s 219, and it
was the state of Illinois that carried JFK over the top in the electoral count
(www.potus.com, 2004). For years it has been argued it was the influence and
contacts of Joseph P. Kennedy that won Illinois. The elder Kennedy was
acquainted with one of America’s most notorious Mafioso, Sam Giancana
from Chicago, who it is alleged Joseph Kennedy turned to in order to get
more votes for his son. It is believed that Giancana used his influence in
Chicago to get out the votes on behalf of JFK, which was a deciding point in
the final vote tally. What is more, it is alleged that Joseph P. Kennedy also
used his wealth, power, and prestige in the Democratic Primary in West
Virginia, a state which at that time was crucial to winning the nomination for
president from the Democratic Party. It has been asserted that the father of
the president turned to Frank Sinatra, one of the world’s most renowned
entertainers, to acquire the support for his son in West Virginia. It is argued
that Sinatra had mafia ties and used these to influence how unions would
vote in the primary, since mobsters like Johnny Rosselli were involved in
corrupting unions nationally. Sinatra was friends with Rosselli and was able
to convince him to carry out the wishes of the elder Kennedy with West
Virginia unions, contributing to JFK’s eventual primary victory in that state
(Waldron and Hartmann, 2005). Here is the alleged situation of a member of
America’s power elite, Joseph P. Kennedy, working side-by-side with some
of the country’s most notorious and powerful organized crime figures to win
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the highest office in the land, if not the world, for his son. Just three years
later, that son, John F. Kennedy, would lie in a pool of blood and brain mat-
ter after having been assassinated by Lee Harvey Oswald. Or was it Oswald?
It is to this issue attention is now directed.

Lee Harvey Oswald: The Lone Assassin:
The Argument for Nonconspiracy

Since 1963, there has been ongoing debate as to who killed President
Kennedy. Many theories have been put forth (some identified next section),
but there has been support for what has been called the lone gunman expla-
nation, meaning that it was one and only one person who killed JFK: Lee
Harvey Oswald. Over the years, there have been several commissions and
committees established to investigate the assassination; however, the Warren
Commission (1964) remains the most important of these, and it is this body
that first established it was Lee Harvey Oswald who acted alone in killing
President Kennedy. Some major results from this commission are presented.

The Warren Commission

Just six days after JFK was killed in Dallas, President Lyndon B. Johnson
authorized Executive Order No. 11130 to investigate the assassination. The
Commission was chaired by Chief Justice of the United States Earl Warren
and included a future president, Gerald R. Ford, who himself would ascend
to the presidency via national tragedy (Watergate). The Warren Commission
also included the very powerful Representative Hale Boggs, and Senators
Richard B. Russell and John Sherman Cooper. In addition, former Director
of the C.I.A., Allen Dulles, was a member of the Commission ( JFK fired him
after the failed Bay of Pigs invasion) as was current United States Senator
Arlen E. Spector, who is credited with developing the magic bullet theory, dis-
cussed later. The Commission was comprised of over 30 individuals who un -
dertook extensive and exhausting study of the murder, producing over 26,000
pages of evidence and figures. The report was published in the fall of 1964,
less than one year after the assassination (1964, v–vii).

The major conclusion of the Warren Commission was that Lee Harvey
Oswald acted alone in killing President Kennedy. The Commission based this
finding on a number of facts including palm and fingerprints on the rifle and
pistol used to assassinate the president and police officer J. D. Tippet (respec-
tively); eyewitness reports; the fact that Oswald purchased the rifle and pis-
tol used in the slayings of JFK and Tippit; Oswald’s finances; and his past
history of violence and erratic behavior. The extent of the evidence is be -
yond the scope of this chapter, but some of the most important conclusions



338 The Sociology of Deviance

derived by the Commission are presented. Before doing this, an overview of
Kennedy’s reasons for visiting Texas, part of his Texas itinerary, and the com-
position of the motorcade are presented.

With less than one year until his reelection bid for president, John
Kennedy decided to travel to Texas as a move to bolster support from the
South for winning a second term. He arrived in San Antonio, Texas at 1:30
pm on November 21, where he was in a motorcade in that city, and then he
flew to Houston where he also rode in a motorcade and gave a speech. Ken -
nedy was accompanied by his wife Jacqueline Kennedy; the Governor of
Texas, John Connelly; and Vice President Lyndon B. Johnson, among oth-
ers. On the morning of November 22, Kennedy flew to Dallas, again to ride
in a motorcade and to give another speech. The presidential airplane, Air
Force One, arrived at Love Field (in Dallas) just before noon, and it was from
there the motorcade would proceed to weave its way through downtown
Dallas, with the intention of ending at the Trade Mart where Kennedy would
give a luncheon presentation. The route taken by the motorcade was to pass
through a warehouse district that housed the Texas Book Depository Build -
ing (TBDB) where Oswald worked, located in Dealy Plaza. From there it would
proceed to the Trade Mart, just minutes from the plaza. As the president’s
limousine passed the now famed building, shots rang out at 12:30 pm, and
America had its fourth assassinated Commander-in-Chief (1964, 19). The
motorcade was comprised of a lead car, a pilot car, the Vice-Presidential car,
the Vice-Presidential follow-up car, motorcycles, other vehicles, and, of course,
the Presidential limousine, and the Presidential follow-up car. In the Presi -
dential limousine were President Kennedy, his wife who was seated to his left
in the rear seat, Governor Connelly who was seated in the jump seat in front
of the president, and his wife who was seated to his left. Driving the limou-
sine was Secret Service Agent William R. Greer, and to his right was anoth-
er agent, Roy H. Kellerman (1964, 19–20). When it became evident that
something terrible had occurred, the limousine sped up to at least 80 miles
per hour, now on its way to a new destination, Parkland Memorial Hospital,
where the president was pronounced dead at 1:00 pm. The Warren Com -
mission would establish that three shots were fired from the TBDB, and it
would claim unequivocally that the shots came from a rifle fired by Lee
Harvey Oswald. So what is some of its evidence?

Fingerprints and palmprints were discovered on wrapping paper, boxes,
and the rifle used to kill Kennedy. The rifle was a Mannlicher-Carcano 6.5mil-
limeter Italian-made rifle that Oswald purchased through a mail order cata-
log house in Chicago, Illinois. The Dallas police found a latent palmprint
from the underside of the barrel of the rifle and identified it as belonging to
Oswald. In addition, the police established that the palmprints and finger-
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prints on a paper bag Oswald used to carry the rifle into the Texas Book De -
pository Building also were those of Oswald (this is an important conclusion
since Oswald claimed the paper bag held curtain rods). As noted previously,
the rifle used to kill the president was ordered through the mail and pur-
chased by “A. Hidell.” Forensic handwriting analysis of the handwriting on
the mail order for the rifle was traced to Lee Harvey Oswald, and the same
was found to be the case for the revolver used kill the police officer (1964,
240–241). In addition, the Commission was able to establish that hairs and
fibers found on a blanket used to wrap the Mannlicher Carcano rifle on the
homemade paper bag found on the sixth floor of the TBDB, and on the shirt
worn by Oswald on November 22, all belonged to Oswald. What is more,
two pictures of Oswald holding the rifle taken prior to the assassination were
examined and stated to be authentic, meaning they were actual pictures of
the alleged assassin holding the weapon used to murder President Kennedy
(1964, 249–250). The Commission took many routes in investigating the assas-
sination, too many for our purposes. But one other set of forensic examina-
tions included test firings and reenactments of the assassination, tests of the
penetration power and bullet stability from the rifle, as well as tests simulat-
ing President Kennedy’s neck and head wounds, and the wounds to
Governor Connelly. These tests concluded the rifle was more than capable
of exacting the damage it did on the two men, and most saliently, they de -
monstrated the rifle had enough power to send a bullet through two persons
(1964, 246–248). So thus far the evidence includes fingerprints found in mul-
tiple places, hair and fiber samples (found in multiple places), and forensic
analyses of the rifle and revolver, all traced to Lee Harvey Oswald. In many
criminal cases, only one of these types of evidence would be necessary to
establish guilt, and in addition to the above, there were eye witnesses who
saw a rifle being fired from the sixth floor of the TBDB, and those who saw
Oswald kill police officer Tippit, less than one hour after the assassination.
Nine total witnesses gave positive identification that it was Oswald who
killed the policeman (1964, 10–11).

Recently, the most comprehensive book written to date in support of the
Warren Commission was published by the famed former prosecutor, Vin -
cent Bugliosi, who was instrumental in the sentencing of Charles Manson in
the early 1970s. The book, Reclaiming History: The Assassination of President John
F. Kennedy (2007), over 1,600 pages in length, is an incredibly detailed and
in-depth treatise of the assassination, taking it apart from every conceivable
angle, and perhaps closing the door on the mysteries surrounding the mur-
der. Much of what is covered in the book is derived from the Warren
Commission Report, and what is addressed here is additional information
from that and other documents scrutinized and researched by Bugliosi for 20
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years. Important evidence in support of the “lone gunman theory” not ad -
dressed when discussing the Warren Commission findings is summarized
below, and what is selected from over 1,600 pages is information not usual-
ly covered when discussing the assassination (2007, 955–965):

• Oswald claimed to have carried curtain rods in a package to work with
him on November 22; however, they were never found anywhere in
the TBDB.

• Atypical of Oswald was on this day he did not bring his lunch to work.
• Before leaving for the TBDB, Oswald left his wedding ring and $170
for his wife Marina. The $170 is thought to be all the money he had.

• Oswald was seen on the sixth floor of the building by Charles Givens
at 11:55 am, just 35 minutes before the assassination. Oswald claims
to have been eating lunch on the first floor of the TBDB and walked
up to the second floor to purchase a Coca Cola from a pop machine.
Workers in the building said it was rare for anyone to go up to that
floor to buy pop, since there was a pop machine on the lunchroom
floor that sold mostly Dr. Pepper, a drink that Oswald had with his
lunch each day. A police officer, Marion Baker, encountered Oswald
on the second floor just two minutes after the shooting and questioned
what he was doing there. Shedding doubt on Oswald’s story about
coming up from the first floor is the comment he made to Givens at
11:55 when Givens asked Oswald if he was going downstairs to eat
lunch. Oswald’s response was “No, sir. When you get downstairs, close the
gate to the elevator.”

• After the assassination, Oswald worked his way to his rooming house
where he picked up his revolver, and he changed trousers. When
asked why he picked up his revolver in the middle of a work day,
Oswald simply responded, “You know how boys do when they have
a gun, they just carry it.” Speaking of a work day, the afternoon of the
assassination Oswald was the only employee of the TBDB unaccount-
ed for when the building supervisor took an employee count. Oswald
was not known to have left work early any of the previous days he was
employed there.

• A clipboard belonging to Oswald for three orders all dated November
22, 1963 was found on the sixth floor. None of the orders had been filled.

One of the most perplexing situations surrounding the assassination was
the murder of Lee Harvey Oswald himself. On the morning of November
24, Oswald was gunned down by Dallas nightclub owner Jack Ruby, as
Oswald was being transferred from the Dallas City Hall to the Dallas
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Sheriff’s Office, a murder that has raised suspicions in the eyes of many
Ameri cans for years. The shooting was witnessed by millions of Americans
(the author of this text who was 15 at the time had his back to the television
set when the killing occurred) and there you have it, three murders in a three-
day period in Dallas, Texas: one, a murder of the President of the United States;
the others, the killing of the murderer of the President, and the killing of a
police officer. It was bizarre and frightening, and over the years, the killing
of Oswald has been couched in conspiracy theories: that he was murdered
because he knew too much; because he was part of a conspiracy, possibly
involving organized crime and therefore had to be eliminated; and so forth.
Vincent Bugliosis has examined the killing of Oswald and has concluded, as
did the Warren Commission, that the killing of the assassin had nothing to do
with conspiracy. Bugliosi uses as evidence some fascinating information that
sheds immediate doubt on conspiracy. Jack Ruby killed Oswald at 11:21 am,
but just four minutes earlier was at a nearby Western Union sending $25.00
to one of his dancers from his nightclub, the Carousel Club. After complet-
ing the transaction, Ruby began walking toward the City Hall building which
was less than 500 feet from the Western Union, aware that Oswald was to be
transferred that same day. As he came closer to the ramp where Oswald was
to be placed in a vehicle for the ride to the sheriff’s office, Ruby saw Oswald
who was in the protection of Dallas police officers, stepped forward, and in
the spare of a moment, without premeditation, pulled a revolver from his
coat jacket and shot Oswald in the abdomen (the revolver was given to Ruby
by a Dallas police officer, a friend of Ruby’s, so he could have it when tak-
ing money from his business to deposit it at his bank). Ruby had no clue what
time during the day Oswald was to be transferred, and the transfer time was
interrupted by officials such as Dallas U.S. Postal Inspector Harry D. Holmes
who made a last-minute decision that Sunday morning to interview Oswald
about purchasing the rifle and handgun through the mail. No one knew when
the transfer was to take place, and when it occurred came with little advance
notice, and Oswald was escorted to the basement of City Hall where he met
his fate. In 1963, there were no cell phones, and the claims that some police
officers somehow relayed the transfer to Ruby are erroneous, according to
Bugliosi. So Bugliosi argues that Ruby’s act was out of-the-blue, and with no
knowledge of when the transfer was to take place. It has been said that Ruby
killed Oswald because he, Ruby, so admired President Kennedy, and Bugliosi
claims when Ruby saw Oswald he simply stepped forward and killed him,
allowing his emotions to get the best of him (2007, 1,071–1,078). Bugliosi con-
siders this information critical to his claim that Oswald acted alone, and for
the noted prosecutor, it helps to shut the door on conspiracy theories, for
which we now turn our attention.
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The Argument for Conspiracy

Since the assassination of President Kennedy, there have been many
books claiming the murder was as a result of conspiracy. These books have
been all over the place when it comes to the “who,” meaning who conspired
to kill the president. The conspiracies have included the mafia; the C.I.A.; the
F.B.I.; the military-industrial complex; the Soviet Union; Fidel Castro; right wingers;
Lyndon Johnson (LBJ); Gerald Ford; Cuban exiles, and so on and so forth. Claims
have been made that it was actually a combination of Kennedy haters who
cojoined to assassinate him, such as LBJ working with the military industrial
complex, and the mafia working side-by-side with anti-Castro forces (Cuban
exiles). Hundreds of books have been written on this topic, along with
numerous articles in newspapers, magazines, and scholarly academic jour-
nals. Some of the books have been published by respected journalists and
schol ars; others have been written by “one-hit wonders” who never pub-
lished another book, leading Vincent Bugliosi to observe that a cottage indus-
try developed that produced book after book relating to the assassination. In
addition, the internet has become a huge source of information on the mur-
der, with blogs posted largely by amateurs laying claims to their conspiracy
slants. Ironically, the most influential source of conspiracy (author’s opinion)
came from the movie JFK, produced by Oliver Stone in 1991. This movie did
more to inspire, and perhaps the better word is to incite conspiracy theories
and thinking than all previous books on the topic combined (author’s opin-
ion). The movie itself was partially based on two books, Crossfire: The Plot
That Killed Kennedy (1989) by Jim Marrs, and On the Trail of the Assassins: My
Investigation and Prosecution of the Murder of President Kennedy (1988) by Jim
Garrison. Movies are a quick and easy residue of “facts” and can be a pow-
erful influence on how people see and interpret events, and this was the case
with JFK, to which we turn our attention.

JFK

The 1991 film JFK starred Kevin Costner as New Orleans, Louisiana
District Attorney Jim Garrison and a host of other big-time names, some just
making cameo appearances. Sissy Spacek played the role of Garrison’s
devoted wife, and Tommy Lee Jones appeared as Clay Shaw whom Garrison
indicted for the murder of the president. Joe Pesci played right-winger and
homosexual David Ferrie, and Ed Asner was former F.B.I. agent Guy
Bannister. The cast also included Kevin Bacon who played the role of ex-con
and homosexual Willie O’Keefe, and Jack Lemon who was Jack Martin, a
friend and sometimes employee of Guy Bannister, an alcoholic, former F.B.I.
agent, turned private detective. One of the most interesting roles in the
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movie was portrayed by Donald Sutherland who played the mysterious “X,”
a former military man who had inside information on the assassination that
he allegedly discussed with Garrison in Washington, D.C. So the cast was a
meshing of well-known actors (i.e., Asner, Lemon, Spacek, Sutherland), and
those on the rise such as Kevin Bacon and Kevin Costner. The list of stars
helped to make the movie all the more believable, and for the younger gen-
eration of persons who knew little about the assassination, not to mention
those who were around when the murder occurred, JFK became the prima-
ry and most convincing source of their knowledge of what happened on that
fateful November morning in 1963.

The essence of the movie is this: Clay Shaw was part of a conspiracy—the
mastermind behind the plot to murder President Kennedy that involved
David Ferrie, Guy Bannister, a host of anti-Castro exiles, and others. Also
entangled in the assassination were Lyndon Baines Johnson, Kennedy’s Vice
President, the Joint Chiefs of Staff, and former C.I.A. Director John Foster
Dulles, whom you may recall was fired by President Kennedy. The conspir-
acy also included the C.I.A., who Clay Shaw is identified in the postscripts
to the movie as having an association, and people “in the know” through
their assortment of contacts, such as Willie O’ Keefe. JFK entails a collage of
coconspirators who wanted Kennedy dead, strange bedfellows if you will,
and an ambitious young District Attorney who became convinced that Clay
Shaw was the culprit behind a massive conspiracy and government cover-up.
As the plot thickened and the movie developed, Clay Shaw was revealed as
a right winger with ties to David Ferrie, who was friends with Guy Bannister,
the latter who hated JFK with a passion. Shaw, Bannister, Ferrie, and others
were portrayed as strongly connected to anti-Cuban exiles who themselves
loathed Kennedy, blaming him for the failed Bay of Pigs invasion (they
believed the Cuban refugees and exiles involved in the invasion were left as
sitting ducks, and this was an embarrassment to those Cubans stranded in the
United States who wanted their country back, minus Fidel Castro). In the
process, the military industrial complex comprised of those who could not
stand JFK, Lyndon Johnson who became president, and members of the
Joint Chiefs of Staff conspired with Shaw and his band of Kennedy haters to
assassinate the president. Garrison became convinced of this, tracing Oswald’s
network back to New Orleans (where he lived as a youth), discovering that
Oswald knew Shaw, Ferrie, and Bannister, and some Cuban exiles. As his
thoughts developed about these connections and as he read through the
Warren Commission Report (a document he mistrusted), Garrison became
convinced that Oswald was set up to take blame for the assassination (he was
a “patsy”). After initial efforts to tie David Ferrie to the murder failed short-
ly after November 22, 1963, Garrison dropped interest in the case, but it was
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four years later on March 1, 1967 that the two-year trial against Clay Shaw com-
menced, a trial Garrison would lose based on scanty evidence tying Shaw to
the murder, and unreliable witnesses, some of who were ex-convicts and
drug addicts. Of course, Oliver Stone brought Jack Ruby into the picture,
tying Ruby to Oswald and to others in the conspiracy. One of the opening
scenes in JFK shows prostitute and drug addict Rose Cherami (her real name
was Melba Christine Marcades) being dumped from a car in rural Louisiana,
later lying in a hospital bed crying out loud that Kennedy was to be killed in
Dallas in two days. This scene created immediate interest in the movie and
set the stage for the much bigger picture to be presented. In short, Oliver
Stone put forth one of the most powerful conspiracy theories via screen, a
movie claimed by some, including Vincent Bugliosi, to be inundated with er -
rors, falsities, and just plain outright deception. One of the biggest criticisms
of JFK came from the late television news anchor Peter Jennings, who on the
eve of the 40th anniversary of the assassination in November 2003 present-
ed an in-depth television show that was in complete support of the Warren
Commission. During the show, Jennings claimed that the part of the movie
where Garrison gave an emotional closing statement to the jury never oc -
curred. Jennings also through modern technology was able to reenact the
path of the second shot fired from the TBDB, the shot that penetrated the
president and entered Governor Connally (the trajectories of all three shots
were reenacted). This is known as the magic bullet theory, a shot that has played
an important role in many conspiracy theories. The Warren Commission
reported Kennedy “was first struck by a bullet which entered the back of his
neck and exited through the lower front portion of the neck . . . Governor
Connally was struck by a bullet which entered the right side of his back and
traveled downward through the right side of his chest, exiting below his right
nipple. This bullet then passed through his right wrist and entered his left
thigh where it caused a superficial wound” (1964, 10). The bullet exited the
thigh and was later found on a stretcher in Parkland Memorial Hospital. For
years, there have been many “doubting Thomas’s” when it comes to this
shot, individuals who have found it simply outlandish and incredible to think
that a bullet could travel the path as described, first hitting JFK, next enter-
ing Connally, and then doing its zigzag routine. The Jennings report which
depicted the possibility of such a shot has been supported elsewhere, and is
detailed in Case Closed (1993) by Gerald Posner, another book that is in sup-
port of the Warren Commission. Not to be withstanding, Oliver Stone re -
mains firm on what he presented in JFK.

Credible writers such as Mark North and Lamar Waldron and Thom
Hartmann have written two detailed accountings of the assassination which
are briefly reviewed. North’s provocative book, Act of Treason (1991), lays the
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blame for the murder of President Kennedy on the doorstep of J. Edgar
Hoover, Director of the F.B.I. The subtitle is “The Role of J. Edgar Hoover
in the Assassination of President Kennedy” which in itself should make the
focus of the book quite clear. North never implicated Hoover directly in the
shooting, nor did he ever even insinuate that Hoover had anything to do
directly with the assassination. What North did contend is that Hoover inten-
tionally withheld vital information concerning the intentions of mafia figures
to have JFK eliminated. For example, North cites as evidence the following
intelligence from ELSURElectronic Surveillance—a statement made by
Philadelphia mobster Angelo Bruno: “See what Kennedy done. With
Kennedy a guy should take a knife, like one of them other guys, and stab and
kill the fucker . . . somebody should kill the fucker. . . . I mean it. This is truer,
honest to God . . . I hope I get a week’s notice. I’ll kill. Right in . . . White
House. Somebody’s got to get rid of this fucker” (1991, 128). North cites other
similar statements made by members of organized crime who he claimed
were the key players in the assassination. These figures were Carlos Marcello
from New Orleans, Santo Traficante from Miami, and Sam Giancana from
Chicago. Act of Treason also ties the powerful union leader Jimmy Hoffa and
another Mafiosi, Johnny Roselli, to the conspiracy. It is North’s contention that
Hoover had a significant amount of ELSUR pointing to the plan to kill
Kennedy by elements of organized crime, but failed to share this information
with anyone, especially Bobby Kennedy, the Attorney General of the United States,
and brother to the president. In the end, according to North, the plan was
carried out by organized crime, and JFK lost his life.

In 2005, Ultimate Sacrifice: John and Robert Kennedy, the Plan for a Coup in
Cuba, and the Murder of JFK was published. Its authors, Lamar Waldron and
Thom Hartman, spent the better part of 17 years researching the assassina-
tion and concluded like North that the mob was involved in the murder. But
they assume a different slant by involving Cuban exiles in the plot who were
said to have worked side-by-side with figures such as Johnny Roselli in killing
Kennedy. The book is over 900 total pages in length and contains an incred-
ible amount of detail, many names, and it is next to impossible to do it jus-
tice in a few paragraphs. However, the major positions of the book are now
presented.

Waldron and Hartman concluded that Bobby Kennedy had devised a
plan to overthrow Fidel Castro in a coup, to be led by an individual within
the Castro government who is never identified in the book. President Ken -
nedy was involved with the plan, known only to a handful of individuals.
After two major crises involving Cuba and the United States, the Bay of Pigs
fiasco of April 1961 and the Cuban Missile Crisis of October 1962, the two
Kennedys wanted to get rid of Castro, once and for all. It was absolutely
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imperative that this coup, code name C-Day or Coup for Cuba, be kept confi-
dential and highly secretive since the United States had pledged never to
invade the island as part of the agreement with the Soviet Union to end the
missile crisis. If word leaked that the Kennedy Administration was not only
assisting with but planning and funding the coup, which involved Cuban
exiles in the United States and anti-Castro forces inside Cuba, this could re -
sult in a nuclear confrontation with the Soviets (and at a minimum Castro
might have had traitors executed). So how does organized crime come into the
picture? Waldron and Hartman argue that the C.I.A. had been working with
organized crime for several years to have Castro assassinated, therefore the
United States government already had its feet wet in the coup business, and
it was mobster Johnny Roselli that the C.I.A. was associated with in attempt-
ing to pull off a successful coup, which never happened. Prior to the revolu-
tion that brought Castro to power in Cuba, the mafia had a significant pres-
ence in that nation as a result of owning gambling Casinos in Havana. The
mafia knew the island and had contacts in Cuba even after Castro came to
power, and was a natural choice to assist in plans to kill Castro. But critical
to understanding C-Day was that the mafia was not involved; it was out of
the loop and the coup was to be strictly the work of Cuban exiles, some
C.I.A. operatives, and a small number of people who were close to the
President and his brother, Bobby. Waldron and Hartman concluded the
mafia infiltrated the plan, and decided as a result of knowing about the coup
that it would be in its best interest if JFK was murdered. Since the book is so
detailed and includes hundreds of names, it is never totally clear how the
mafia infiltrated the plan, and equally ambiguous is why, as a result of
becoming privy to C-Day, some mobsters decided to have JFK murdered.
One conclusion that can be reached is during Kennedy’s three years in of -
fice, his Attorney General brother went after some members of organized
crime with a vengeance, and this became reason for them to have Kennedy
assassinated. The Mafioso once again are Marcello, Trafficante, Roselli,
Giancana, and Hoffa, and knowing about C-Day offered them an opportu-
nity to place a hit on JFK, since it could send a message to Bobby Kennedy
and others about the power and reach of organized crime. Not only might
Bobby know that it was mobsters who killed his brother, but he could arrive
at the conclusion that they were able to infiltrate a major, major secret, for
which he would never take any action against them for murder of his broth-
er. In essence, Waldron and Hartman suggest November 22, 1963 was a mat-
ter of two facts: assassination and blackmail.
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In Recognition: David Simon

David R. Simon is recognized here for keeping the spirit of C. Wright
Mills alive and others who have followed in his footstep, such as Williman
G. Domhoff. Although he has engaged in other writings, Simon’s nine edi-
tions of Elite Deviance stand out in his career because they help to maintain
the study of power from a critical perspective, and because each edition con-
tains new and refreshing reminders that power continues to be corrupted and
abused by the elites, a fact reinforcing a number of the assumptions of Mills
and his exemplar, Karl Marx. Elite Deviance is a detailed accounting of ille-
gal, unethical, and immoral activities engaged in by the military, corporate,
and economic elites of American society. Not only does it explain the nature
of power, but it also gives numerous and often heartbreaking examples of its
abuses. Examples of this include toxic dumping and other types of pollution
allowed by the law, and those not sanctioned legally. Simon addresses the
issue of campaign financing and discusses the manners in which campaign
finance laws are circumvented and violated. At stake, of course, is who we
elect to office, sometimes the highest offices in the land, and the threat that
incompetent individuals may assume political power as a result of the volatil-
ity of campaign financing legislation is both scary and real. But it is Simon’s
application of C. Wright Mills that is of paramount importance in Elite
Deviance. The ideas of Mills’s Simon maintains and energizes include the con-
cept of a power elite itself, and notions such as the higher immorality, spe-
cialized vocabularies, and inauthenticity. Over 50 years have passed since
Mills wrote The Power Elite, and although the United States has undergone
significant transformation during this period, much if not all that Mills ad -
dressed in 1956 is still relevant today, if not more so. David R. Simon looms
as one of the most important individuals to keep the memory of Mills alive,
not to mention that his work stands its own ground.

SUMMARY

Elite deviance includes actions taken by the highest ranking members of
society. It entails behaviors that are illegal and unethical, normally occurring
in the corporate, political, and military sectors of the United States. Power
deviance is an extension of elite deviance, and encompasses corruption and
damage to individuals and society, for which there is no remorse. Whereas
elite deviance depicts deviant and criminal activities engaged in by the elites
of society, power deviance is conceptualized as elite deviance that borders
on the brutal: it can imply devastation to the environment; it can entail cor-
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ruption of the United States Constitution and its institutions; it can mean
destroying the lives of thousands of people through theft and accounting
fraud; all without any feelings of empathy or sympathy for the victims. Power
deviance is deviance involving greed taken to the highest exponent. The sit-
uations of the 2008 financial crisis, Enron, Tyco, Worldcom, Watergate, Iran-
Contra, the black budget, Chile, and MZM, all entail elements of elite and
power deviance. With Enron, for example, the top echelon of the company
was involved in eventually bringing havoc to the lives of many people, and
these elites participated in the theft of a corporate giant without concern for
what that would mean for others. The situations in Chile and Iran demon-
strate a total disregard for human life, for the benefit of the few. The many
deaths that have occurred in places such as these two countries represent just
the tip of the iceberg of elite and power deviance, in the government and
military spheres. C. Wright Mills coined the phrase “the power elite” and
David Simon is credited with “elite deviance.” The power elite are far and
few between, have its origins in WASP, and have expanded to include non-
WASPS. However, both elites share several things in common: wealth,
power, and prestige. Simon echoes the great work of Mills by detailing the
enormous expansion of the elites in the United States since the 1950s. The
assassination of President Kennedy involved the murder of the son of one of
America’s most powerful elites, Joseph P. Kennedy. It has been argued for
years the assassination has been clouded in cover-up and lies from the high-
est levels of American society, especially the government. Although denied
by the Warren Commission and others, a number of individuals have claimed
that entities such as the C.I.A. and F.B.I. played a major role in the murder
of the president. Perhaps on this issue only time alone will tell.
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