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Preface

Educators have always been concerned with
measuring and evaluating the progress of their stu­
dents. As the goals of education have become
more complex, and with the increasing demand by
all parts of our citizenry for accountability on the
part of educators, these tasks of measurement and
evaluation have become more difficult. There has
been increased criticism of the quality of our ed­
ucational product. There are students who are un­
able to read, students who are unable to write ef­
fectively, students who lack a knowledge of the
fundamental arithmetic processes, and students
who cannot engage in higher-order thinking pro­
cesses. International studies indicate that U.S. stu­
dents compare poorly to students in many other
countries. All of these factors require us more than
ever before to be concerned with valid and reliable
measures of our educational products. Educational
measurement and evaluation can, very broadly, be
divided into two areas: the construction, evalua­
tion, and use of (1) teacher-made classroom as­
sessment procedures and (2) standardized tests.
This text covers both broad areas. In addition, it
covers auxiliary topics related to the informed use
of measurement.

Measurement and Evaluation in Education and
Psychology, Fourth Edition, can serve as the main
text in the first course in measurement and evalu­
ation at either the undergraduate or the graduate
level. The major focus of the text remains un­
changed from the third edition. This is so, in part,
because the previous editions have been well re­
ceived by our students and colleagues. Just as im­
portant, however, is the fact that the basic princi­
ples involved in the construction, selection,
evaluation, interpretation, and use of tests have

not changed radically since the first edition was
published. Nevertheless, we have thoroughly up­
dated the text. (For example, we have added 278
references dated 1985 through 1990.) Further,
this revision should not be construed as only an
updating of the previous edition. Changes have
been made both in the organization and in the
relative emphases of topics. And there have
been, as one would expect, changes made with
respect to those selections that hindsight reveals
to be deserving of expansion, modification, or
deletion.

The basic rationale behind this text is that ed­
ucational decisions are continually being made.
These decisions should be based on information
that is accurate. The responsibility of gathering,
using, and imparting that information belongs to
educators. The contents of this book are based on
the authors' conviction that there are certain
knowledges, skills, and understandings for which
classroom teachers and school counselors and ad­
ministrators should be held accountable in order
to meet the responsibilities listed above. The se­
lection of topics and the coverage given them have
benefited from the advice of many colleagues. At
all times, the needs of present and future educators
have been kept foremost in mind.

No formal course work in either testing or sta­
tistics is necessary to understand the text. When
we felt that the topic being presented could not be
treated without some theoretical background, we
attempted to present a simple but clear treatment
of the theory. When we felt that the topic being
discussed did not require theoretical treatment, we
chose to omit the theory.

The book is divided into five major parts. The
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viii PREFACE

unit and chapter organizations differ somewhat
from the third edition. At the beginning of every
chapter we present a set of objectives stated as
general outcomes. Some teachers may prefer to
develop more specific behavioral objectives to aid
in instructional planning. They are, of course, free
to do so. In Unit 1 we have an introductory chap­
ter in which we briefly discuss the relationship be­
tween information gathering and educational de­
cision making and present a classification of the
purposes of measurement and evaluation as well as
an introduction to some of the current issues in
measurement. Chapter 2 covers norm- and crite­
rion-referenced measurement.

Unit 2 is on teacher-constructed measurement
procedures. Chapter 3 considers the role of objec­
tives in educational evaluation. It covers the need
for objectives and methods of determining and
stating them. Chapter 4 is an overview of teacher­
constructed tests. Chapter 5 is on essay test con­
struction. Chapters 6 and 7 are on objective test
construction. Chapter 8 discusses procedures for
analyzing, evaluating, and revising teacher-con­
structed instruments. Chapter 9 covers other
teacher-constructed devices, with increased atten­
tion to performance assessment. Topics covered
include rating scales, observational techniques, an­
ecdotal records, and peer appraisal. Numerous ex­
amples of both poor and good test items have been
provided in this unit to help illustrate the various
test-construction principles discussed.

Unit 3 covers the interpretation of test scores.
Chapter 10 covers methods of describing educa­
tional data. Chapter 11 (previously Chapter 13)
discusses norms, types of scores, and profiles.
Chapter 12 covers reliability, and Chapter 13, va­
lidity. Some readers of this text may wish to skip
(or only skim) several sections of Chapter 12. For
example, the section "Reliability of Difference
Scores" is more technical than the rest of the
chapter, and understanding it is not necessary to

comprehend the other material.
Unit 4 covers professionally constructed (stan­

dardized) measuring procedures. Chapter 14 pre­
sents an overview of standardized instruments.

Chapters 15 through 17 cover aptitude, achieve­
ment, and noncognitive measures, respectively.
We have expanded our discussion of interest in­
ventories and career assessment tools. That chap­
ter, while thoroughly updated, is more similar in
coverage to the second edition than the third edi­
tion. Chapter 18 (previously Chapter 21) covers
assessing exceptionality. Some brief reviews and
critiques of standardized tests and inventories are
provided to familiarize potential test users with
the diversity of tests available and the factors they
must consider when selecting a test and using its
results. At no time should it be considered that the
tests reviewed are necessarily the best tests avail­
able-they are only exemplars. In addition, the
reader is not expected to remember the many spe­
cifics discussed. Why, then, one might ask, should
we discuss them? We mention them to give the
reader some acquaintance with the different kinds
of standardized tests available and how they
should be evaluated. We have tried to evaluate the
various tests critically, pointing out their strengths
and weaknesses, so that users will have some gen­
eral notion as to what questions should be asked
when they select tests: how they should interpret
the information presented in the test manual re­
garding the test's psychometric problems, and
what one test has to offer, if anything, over other
available tests. To derive maximum value from
these brief test descriptions, we strongly urge the
reader to have a specimen set of the test (including
the manual) available. Finally, examples are pro­
vided to illustrate how test results can be used in
making educational decisions.

Instructors stressing teacher-made tests might
wish only to skim Unit 4. Instructors stressing
standardized tests could skim Unit 2.

Unit 5 includes four chapters: Chapter 19 (pre­
viously in Unit 3) on factors influencing the mea­
surement of individuals, Chapter 20 on marking
and reporting, Chapter 21 on accountability and
evaluation programs (local, state, and national),
and Chapter 22 on some public concerns and fu­
ture trends in educational evaluation.

Special thanks are due to seven external re-



viewers who provided us with many insightful
suggestions. Finally, we appreciate the valuable as­
sistance given in the production of this book by
Jo-Anne Weaver, our Holt editor.

We also wish to thank Chery Moran and Marj
Oyer for extensive secretarial services and pleas­
ant demeanor over successive revisions.

PREFACE Ix

We wish to thank George Denny for his li­
brary research and his many helpful suggestions.

Finally, we wish to thank our wives, Beth and
Ruth, for their unceasing support.

W.A.M.
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Chapter 1

Introduction
to Measurement
and Evaluation

• Need for Decision Making
• Definitions: Test, Measurement, Evaluation, and Assessment
• Information Gathering and Educational Decision Making
• Purposes of Measurement and Evaluation
• Issues in Measurement and Evaluation

Educational and psychological testing represents one
of the most important contributions of behavioral
science to our society. It has provided fundamental and
significant improvements over previous practices in
industry, government, and education. It has provided a
tool for broader and more equitable access to
education and employment.... The proper use of
well-constructed and validated tests provides a better
basis for making some important decisions about
individuals and programs than would otherwise be
available. (AERAIAPAINCME, 1985, p. 1.)

NEED FOR DECISION MAKING

Decision making is a daily task. Many people
make hundreds of decisions daily; and to make
wise decisions, one needs information. The role
of measurement is to provide decision makers
with accurate and relevant information. Both ed-

ucators and behavioral scientists have been con­
cerned with measurement as a necessary compo­
nent in both research and practical decision
making. The whole field of differential psychol­
ogy is based on the fact that individuals differ, that
these differences are important, and that we need
to measure these differences and use this infor­
mation in decision making. Employers, for exam­
ple, are concerned with hiring, placing, and pro­
moting the best people for the good of the
organization and the welfare of the employees.
Educators are concerned with measuring and eval­
uating the progress of their students, the value and
relevance of the curriculum, and the effectiveness
of instruction.

The most basic principle of this text is that
measurement and evaluation are essential to sound
educational decision making. We believe that edu-

3



4 EVALUATION IN EDUCATION

cational decisions should be based on accurate, rel­
evant information and that the responsibility of
gathering and imparting that information belongs
to the professional educators and psychologists.

In this chapter we will (1) define some terms,
(2) discuss the role of information in educational
decision making, (3) present a classification of
purposes of measurement and evaluation, and (4)
present a brief overview of some of the more ex­
citing issues to be covered in this book.

After studying this chapter, you should be able
to:

1. Define and differentiate the terms test, mea­
surement, evaluation, and assessment.

2. Recognize that measurement and evaluation
are essential to sound decision making.

3. Understand the components of a model of de­
cision making.

4. Classify the purposes of measurement and
evaluation.

s. Recognize the ways measurement and evalua­
tion can assist in instructional, guidance, ad­
ministrative, and research decisions.

6. Appreciate the variety of interesting issues in
measurement and evaluation that will be cov­
ered in subsequent chapters.

7. Understand several of the controversial issues
at a basic level.

DEFINITIONS: TEST, MEASUREMENT,
EVALUAliON, AND ASSESSMENT

The terms test, measurement, evaluation, and as­
sessment are occasionally used interchangeably,
but most users make distinctions among them.
Test is usually considered the narrowest of the
four terms; it connotes the presentation of a stan­
dard set of questions to be answered. As a result
of a person's answers to such a series of questions,
we obtain a measure of a characteristic of that per­
son. Measurement often connotes a broader con­
cept: We can measure characteristics in ways
other than by giving tests. Using observations, rat-

ing scales, or any other device that allows us to
obtain information in a quantitative form is mea­
surement. Also, measurement can refer to both the
score obtained and the process used.

Evaluation has been defined in a variety of
ways. Stufflebeam et al. (1971, p. xxv) stated that
evaluation is "the process ofdelineating, obtaining,
and providing useful information for judging deci­
sion alternatives." Used in this way, it encom­
passes but goes beyond the meaning of the terms
test and measurement. A second popular concept
of evaluation interprets it as the determination of
the congruence between performance and objec­
tives. Other definitions simply categorize evalua­
tion as professional judgment or as a process that
allows one to make a judgment about the desira­
bility or value of something. One can evaluate
with either qualitative or quantitative data.

Thus, measurement is not the same as evalua­
tion. Two students may obtain the same measure
(test score), but we might evaluate those measures
differently. Suppose, at the end of the fifth grade,
we have two students who are both reading at the
fifth-grade level. However, at the beginning of the
year, one student was reading at the third-grade
level, and one at the fourth-grade, fifth-month
level. Our evaluations of those outcomes are not
the same. One student progressed at an above­
average rate, and the other at a below-average rate.

The term assessment is also used in a variety of
ways. Much of the time the word is used broadly,
like evaluation; or it is often used to indicate the
use of both formal and informal data-gathering
procedures and the combining of the data in a
global fashion to reach an overall judgment. At
times, assessment is used more particularly to refer
to the clinical diagnosis of an individual's prob­
lems.

It is important to point out that we never mea­
sure or evaluate people. We measure or evaluate
characteristics or properties ofpeople: their scholas­
tic potential, knowledge of algebra, honesty, per­
severance, ability to teach, and so forth. This
should not be confused with evaluating the worth
of a person. Teachers, parents, and students do
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not always seem to keep this distinction clearly in
mind.

INFORMATION GATHERING AND
EDUCATIONAL DECISION MAKING

The direct involvement of everyone in education
means that every person must at some time make
educational decisions. Likewise, those who work
for a living or hire others make employment de­
cisions. Some decisions will affect many people
(for example, federal decisions regarding funding
of mammoth projects); other decisions may in­
volve only a single person (johnny's decision not
to review his spelling list). There are many deci­
sions that educators must make, and many more
that they must assist individual pupils, parents, and
the general public in making. Should Susan be
placed in an advanced reading group? Should
Johnny take algebra or general mathematics next
year? Should the school continue using the math­
ematics textbook adopted this year, revert to the
previous text, or try still another one? Is grammar
being stressed at the expense of pronunciation in
first-year German? Am I doing as well in chemis­
try as I should? Have I been studying the right ma­
terial? Should I go to college? These are just a few
of the types of questions and decisions facing ed­
ucators, parents, and students. Whoever makes a
decision, and whether the decision be great or
small, it should be based on as much and as accu­
rate information as possible. The more, and the
more accurate, the information on which a deci­
sion is based, the better that decision is likely to
be.

Professional educators and psychologists have
the important responsibilities of (1) determining
what information needs to be obtained, (2) obtain­
ing accurate information, and (3) imparting that
information in readily understood terms to the
persons responsible for making the decisions­
students, parents, teachers, college admissions of­
ficers, counselors, personnel officers, government
officials, or judges. The philosophy, knowledge,

and skills that are covered in this book should as­
sist the educator in fulfilling such responsibilities.
This book, in general, deals with the development
of information-gathering techniques and infor­
mation that all those concerned with the teaching­
learning process need if they are to make the
soundest educational decisions possible. This
brief introductory section is intended to focus the
reader's attention on the basic notions that educa­
tional decisions must be made, that these decisions
should be based on information, that this infor­
mation should be accurate, and that the responsi­
bility of gathering and imparting that information
belongs to educators,

Some people argue that we should use test data
to enhance learning rather than to make decisions.
Such a reaction indicates a misunderstanding. Of
course, the primary role of schools is to enhance
learning. Tests should and can assist in this when
test data are used to make decisions-decisions
about what and how to teach, decisions about what
and how to study, and so on. Test data will not
enhance learning unless we use the data to guide
us in subsequent actions-in other words, use the
data for decision making.

Certainly, no single course in educational mea­
surement can teach you how to obtain all the in­
formation needed to make all the decisions with
which you will be confronted as educators, but it
can be of considerable help. It can suggest prin­
ciples and methods of deciding what information
would be useful for various decisions and how this
information should be gathered. If these principles
and methods are applied, it is more likely that the
information gathered will be accurate and useful.
Teacher-constructed instruments as well as nu­
merous existing tests and inventories can be used
to gather important data, particularly with regard
to the probabilities of alternative courses of ac­
tion. However, there are limitations of measure­
ment data that users should know about.

Occasionally the notions of measurement and
decision making are misunderstood. Some people
seem to feel that if a decision leads to a poor out­
come, then that shows the data on which the de-
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cision relied should not have been used. For ex­
ample, some argue that educators and employers
should not use selection tests since selection de­
cisions are imperfect. Such reasoning is faulty. In
making decisions we are always taking risks since
we cannot predict outcomes with complete cer­
tainty. A good decision is one that is based on all
relevant available data. This increases the chances
of a favorable outcome-it does not guarantee it.
The major mistake in decision making is that de­
cisions are too often based on incomplete and/or
faulty data. In general there should be a variety of
accurate data from diverse sources in order to
make the best decision possible. Any moratorium
on the use of certain types of data would almost
invariably result in poorer decisions.

PURPOSES OF MEASUREMENT AND
EVALUATION

Decisions are often classified as institutional or
individual decisions. Institutional decisions are
ones where the choice confronting the decision maker
will rarely or never recur. In education, institu­
tional decisions are typically those made by school
personnel concerning students (for example,
grouping and college admissions). Individual de­
cisions are typically those the individual makes about
himself (for example, vocational choice). At
times, institutional decision making will restrict
individual decision making (for example, when a
college does not admit a student who would like
to attend).

Another way to classify educational decisions is
as instructional, guidance, administrative, or re­
search/program evaluation. These categories are,
of course, somewhat arbitrary and overlapping. If
a decision is made that programmed texts are to be
used in all ninth-grade algebra classes, it might be

'For clarity and economy, we use the masculine form of pro­
nouns throughout this text when we refer to students and the
feminine form when we refer to teachers, counselors, princi­
pals, and so on. We hope the reader will impute no sexist mo­
tives; none are intended.

considered either an instructional or an adminis­
trative decision. Ordinarily, instructional deci­
sions are thought of as decisions that affect activ­
ities occurring in a particular classroom, and
administrative decisions are those that affect activ­
ities in the total school building(s). Table 1-1
shows some of the functions of various kinds of
data.

Instructional Decisions

The major role of the school and of the individual
classroom teacher is to facilitate certain types of
student learning. The teacher should encourageac­
tivities that promote desirable student learning
and discourage those that do not. Sometimes teach­
ers feel that evaluation is the antithesis of instruc­
tion-that somehow the role of an evaluator is at
odds with the role of a stimulator and promoter of
learning. That is not true, even if evaluation is de­
fined narrowly as judging. This view is certainly
not true under the broader definition of evalua­
tion. Evaluation incorrectly done may be at odds
with the promotion of learning. Evaluation cor­
rectly done should enhance learning because it
aids both the teacher in teaching and the student
in learning. The Joint Committee of the American
Association of School Administrators stated that
"to teach without testing is unthinkable" (1962, p.
9). Parnell put it well:

Measurement is the hand-maiden of instruction.
Without measurement, there cannot be evaluation.
Without evaluation, there cannot be feedback.
Without feedback, there cannot be good knowledge
of results. Without knowledge of results, there can­
not be systematic improvement in learning (1973, P:
2698).

Measurement and evaluation can help both the
teacher and the student. Let us look at both aspects
more carefully.

Measurement and Evaluation Help the
Teacher As stated above, the major role of the
school is to facilitate learning. The kinds of
changes we wish to obtain in pupils are commonly



TABLE .-. Purposes of Various Kinds of Data

Kinds of Data

Classroom Standardized
Aptitude Achievement Classroom Achievement Interest Personality Attitude
Tests Tests Observations Tests Inventories Inventories Inventories

INSTRUCTIONAL
Evaluation of learning

outcomes X' X X X
Evaluation of teaching X X X X
Evaluation of curriculum X ? X X
Learning diagnosis X X X X
Differential assignments

within class X X X X ?
Grading ? X X
Motivation X X X

GUIDANCE
Occupational X X X X X X X
Educational X X X X ? X
Personal ? X ? X X X

ADMINISTRATIVE
Selection X X X X
Classification X X X X X
Placement X X X X ?
Public relations

(information) X ? X
Curriculum planning

and evaluation X X X X
Evaluating teachers X
Providing information

for outside agencies X ? X
Grading X X ?

RESEARCH AND
PROGRAM EVALUATION X X X X X X X

•An X indicatesthat the data can and shouldbe used for that purpose.
A ? indicatesthat there is some debateabout whether or not the data can serve that purpose.

~
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referred to as objectives, or goals. The methods we
employ to help pupils realize the objectives con­
stitute educational experiences or instruction. The
evaluationprocedures are the means of determining
the extent to which the instruction has been effec­
tive. There is a definite relationship among in­
struction, objectives, and evaluation. Schemati­
cally, we can represent this relationship as follows
(Furst, 1958,p. 3):

/Objeetim~

Educational Evaluation
Experiences Procedures

Tentative, preliminary objectives determine
the instructional procedures and the methods used
to evaluate both educational experiences and ob­
jectives. At the same time, evaluation and educa­
tional experiences help clarify the objectives, and
the learning experiences help determine the eval­
uative procedure to be used. Moreover, the results
of evaluation provide feedback on the effective­
ness of the teaching experience and ultimately on
the attainability of the objectives for each student.

There are several ways, then, in which evalua­
tion procedures aid the teacher: (1) they help in
providing knowledge concerning the students'
entry behaviors; (2) they help in setting, refining,
and clarifying realistic goals for each student; (3)
they help in evaluating the degree to which the ob­
jectives have been achieved; and (4) they help in
determining, evaluating, and refining the instruc­
tional techniques.

The importance of readiness for learning is a
well-accepted principle. To teach effectively we
must establish where a student is, and start there.
We should have estimates of the student's capacity
for learning, as well as estimates of what he cur­
rendy knows. We cannot, for example, teach long
division to a student who cannot subtract. To be
effective teachers, we must be aware of what our
students already know.

There are many ways we can obtain data about
entry behavior. Aptitude tests provide general in­
formation concerning the speed and ease with

which a student can be expected to learn. Achieve­
ment tests provide information as to whether a
student is weak or strong in a subject-matter area.
For more specific information regarding the defi­
ciency, diagnostic instruments are needed. Knowl­
edge obtained from parents and previous teachers
also assists in determining entry behavior. These
various instruments and techniques will be dis­
cussed more in later chapters. The major point we
wish to make here is that effective instruction does
take into account what an individual knows or
does not know at the beginning of instruction. It
is inefficient-and perhaps even damaging to the
individual-to place him at too high or too Iowa
step in an instructional sequence. The determina­
tion of entry skills should occur every time one is
considering a new unit of instruction.

Measurement and evaluation also aid the
teacher in setting, refining, and clarifying realistic
goals for each student. Knowledge of the pupil's
entry behaviors obviously helps in the setting of
realistic goals. The very act ofbuilding a measure­
ment-evaluation device and carefully looking at
the outcomes should help in refining and clarify­
ing these goals. Nothing is quite so helpful in forc­
ing a teacher to think through her goals carefully
as is the act of constructing or choosing measuring
devices. To determine what behaviors will be ob­
served in order to ascertain whether the derived
goals have been reached requires careful consid­
eration of those goals.

After administering an instrument following an
instructional unit, one can make some judgment
about how realistic the goals were and about the
degree to which the instructional objectives have
been achieved and the effectiveness of the instruc­
tional procedure. For example, if a third-grade
teacher used the Cuisenaire method for teaching
arithmetic, knowledge about the degree of student
success would be necessary to evaluate the efficacy
of that method. Program evaluation is a compli­
cated topic. It relates to instructional, administra­
tive, and research uses of measurement and eval­
uation. We will discuss this topic further in
Chapter 21. However, we would like to point out
here that teachers can use the results of evaluation
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to improve their classroom procedures. Such tech­
niques as preparing an analysis of the errors on
classroom tests (described in Chapter 8) and look­
ing carefully at the results ofstandardized achieve­
ment tests (Chapter 16) can give good clues to the
teacher regarding strengths and weaknesses in her
instruction.

Measurement and Evaluation Help the
Student Measurement and evaluation aid the
student by (1) communicating the teacher's goals,
(2) increasing motivation, (3) encouraging good
study habits, and (4) providing feedback that iden­
tifies strengths and weaknesses.

The goals of instruction should be communi­
cated to students well in advance of any evalua­
tion. Students are much more apt to learn what we
deem important if they know what it is. But if we
never evaluated to find out whether our objectives
were being achieved, the students might well be­
come cynical about what our goals really were, or
indeed whether we had any. Reliable and valid
examinations' during and at the end of a course are
very effective ways of convincing the students of
our objectives. Occasionally, people will criticize
testing because the student tries to "psych out the
teacher" and learn what the teacher thinks is im­
portant. This criticism seems to assume that it is
better if students do not bother trying to ascertain
the teacher's objectives! Once goals are stated and
understood, they become the "property" of the
students, and this should serve to increase their
motivation. (Of course it is possible to teach too
directly toward a test. This is true because the test

2Reliability and validity are technical terms that pertain to test
quality and are covered in more detail in Chapters 12 and I 3.
However, the terms are used throughout this text and you need
a basic understanding of them now. Reliability means consis­
tency. If we measure reliably, very little of the obtained score
is due to random error and we are likely to obtain a similar
score on remeasurernent. Validity pertains to the correctness
of the inferences one makes from the scores. To make correct
inferences, the test must measure the same thing we think it
measures. In Units I and 2 we are primarily concerned with
content validity-s-i.e., does the content of the test adequately
represent the content of the domain to which we wish to infer.

covers only a sample of a broader set of objectives.
It is this broader domain toward which one should
ideally teach.)

Knowing that one's performance will be eval­
uated generally increases motivation, which facil­
itates learning. Some have argued that we should
not have to resort to measurement techniques
(such as testing) in order to motivate students.
They believe that learning should be fun and that
the intrinsic joy of learning is more desirable than
extrinsic motivation. However, as Ebel (1972, P:
42) pointed out, "no choice need be made between
extrinsic and intrinsic motivation." Learning
should be fun, but this does not mean that mea­
surement and evaluation are bad. In fact, learning
is apt to be made even more fun, and intrinsic mo­
tivation (as well as extrinsic motivation) should in­
crease, if students realize that their efforts and
achievements are being recognized. Realists,
though, are aware that striving toward excellence
in any endeavor is not all fun. A professional base­
ball player does not play ball just for fun. Extrinsic
factors such as money, fame, and fear of losing a
job exist in real life. Without extrinsic motivation
many people would not work so hard or accom­
plish so much. The same is true of students. This
may not be an ideal picture of the world, but it is
a realistic one.

One aspect of good study habits is frequent re­
view. Frequent evaluation encourages this prac­
tice. Another important aspect of learning is that
the student must be aware of his strengths and
weaknesses. Evaluation and subsequent feedback
can playa major role in guiding the student's fu­
ture efforts. In recent years there has been an in­
creasing awareness of the importance of giving
students information as well as teaching students
self-evaluation. Of course, there are always a few
educators who argue that we should not evalu­
ate-or at least not communicate the results of the
evaluation-because it might harm a pupil's self­
concept. This is faulty reasoning. There is no
good evidence that accurate feedback damages stu­
dents' self-concepts, but there is much evidence
that such feedback improves subsequent perfor­
mance. Going over tests constructed by the class-
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room teacher is an excellent technique for provid­
ing both feedback and a learning experience. Even
the experience of taking a test itself facilitates
learning. Stroud stated:

It is probably not extravagant to say that the contri­
bution made to a student's store of knowledge by the
taking of an examination is as great, minute for min­
ute, as any other enterprise he engages in (1946, p.
476).

This may be particularly true if a student is using
an answer sheet that provides immediate feedback
as to the correctness of the answer. In summary,
then, students learn while studying for the test,
while taking the test, and while going over the test
after it is completed.

Guidance Decisions

Students may seek guidance in their vocational
planning, in their educational planning, and in
their personal growth. Testing can help in this
guidance (see Harmon, 1989). What courses
should Sharon take in the tenth grade? Should she
improve her study skills? In what should she major
in college? What should she do after graduation
from college? Should she try to become more as­
sertive, more orderly, more independent, or more
nurturant? Students must have accurate self-con­
cepts in order to make sound decisions. Students
depend, in part, on the school to help them form
those self-concepts. Tests of aptitude and achieve­
ment, and interest and personality inventories,
provide students with data about significant char­
acteristics and help them develop realistic self­
concepts. The classroom teacher can help also,
particularly by providing the student with infor­
mation concerning his mastery of subject matter.

Administrative Decisions

Administrative decisions include selection, classifi­
cation, and placement decisions. In selection deci­
sions one decides whether to accept or reject a
person for a particular program or treatment. In
classification one decides the type of program or

treatment (for example, enrolling in the college of
education, engineering, or liberal arts), and in
placement one decides the level of treatment (for
example, no-credit English, the regular program,
or the honors program). Administrative decisions
are also involved in areas such as curriculum plan­
ning, hiring or firing teachers, and-in some
schools-career ladder or merit pay decisions.

Knowledge ofvarious characteristics of the stu­
dent body is required to answer some of the ques­
tions. What should be the ratio of algebra to gen­
eral math sections in ninth grade? Does the school
system need another remedial reading teacher?
Should the school district offer more college prep
courses, or should it emphasize vocational educa­
tion? Should the work-study program be ex­
panded? Other decisions depend on knowledge
concerning individual students. Should Billy be
admitted to kindergarten this year, or should he
wait until he is one year older? Will Susan profit
from a remedial reading program? Whatever the
question, the administrator often depends on the
teacher to obtain the necessary data, and at times
to make the actual decision.

There has been a trend to move away from the
use of measurement for educational selection de­
cisions and toward measurement for aid in the in­
structional decisions mentioned earlier (Bloom et
al., 1981). This development reflects a general dis­
enchantment with the notion that educators
should be engaged in any selection processes.
However, decisions such as who makes the trav­
eling squad in an athletic, a music, or a dramatic
activity and who represents the school in a state
math contest or science fair, are more reasonably
referred to as selection rather than classification or
placement decisions. There will continue to be ac­
tivities in educational institutions that by their
very nature must restrict the number of students
who participate. Although we agree with those
who say that the most important role of measure­
ment in education is to aid in decision making de­
signed to improve the development of all individ­
uals, we also think that selection decisions are
necessary in education and that measurement
should play an important role in making these de­
cisions.
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Research (and Program Evaluation)
Decisions

Research and program evaluation decisions cut
across the three preceding types of decisions. In­
structional, guidance, and administrative decisions
may all be based on research. In fact, under a broad
definition of research, one could say research de­
cisions are being made whenever information is
gathered as a prelude to the decision making.
Often research is not directed toward the making
of one specific decision, but is intended instead to
e~lighten a whole range of possible future deci­
SIOns.

ISSUES IN MEASUREMENT AND
EVALUATION

Thus far in this chapter we have stressed the point
that measurement and evaluation aid in decision
making. While we hope this simple statement is
unarguable we do not mean to imply, nor would
we want you to infer, that the field of measure­
ment and the materials covered in this text are dull
and noncontroversial. There are many exciting
and controversial issues to be discussed, of an in­
tellectual, philosophical, political, social, legal, and
psychometric nature. We believe (as do Stetz &
Beck, 1981) that a thoughtful and balanced pre­
sentation of the issues is called for. We hope our
discussion of these issues can be both objective
and interesting. Some of the issues we will be dis­
cussing in this text are very general, others quite
specific.

Probably the most important issues in educa­
tional measurement are not debatable. Those are
as follows: (1) The assessment, grading, and eval­
uation of students is one of the teacher's six core
job functions (Rosenfeld, Thornton, & Sturnik,
1986). (2) Teachers can spend a major portion of
their instructional time on assessment-related ac­
tivities (Stiggins & Conklin, 1988). (3) Teachers
are not well trained to do these activities (Schafer
& Lissitz, 1987-as well as many other refer­
ences). Thus, (4) we need to train teachers better
so that they can choose, develop, administer, and

interpret measures (both formal and informal) of
important educational outcomes. This whole text­
book is written in an attempt to do just that!

More specific-and more debatable issues­
are also addressed in the text. A partial listing of
them follows: several include a brief discussion in
order for you to get the "flavor" of these issues.

1. The General Value of Standardized Tests

While some consider standardized tests to be
extremely useful (see the quote at the beginning of
the chapter) others are very opposed to such tests.
Consider the following quote:

I feel emotionally toward the testing industry as I
would toward any other merchant of death. I feel
that way because of what they do to the kids. I'm not
saying they murder every child-only 20 percent of
them. Testing has distorted their ambitions, dis­
torted their careers (Zacharias, quoted in Kohn,
1975,p.14).

The January-February 1980 NEA Reports fea­
tured an article entitled "Teachers and Citizens
Protest the Testing Ripoff," suggesting that both
teachers and citizens are opposed to standardized
tests. But that is misleading. A survey by Stetz and
Beck (1981), for example, indicated that only 16
percent of teachers agreed with the National Ed­
ucation Association's proposed moratorium on
standardized testing. In general, national polls sug­
gest that parents overwhelmingly feel that such
tests are useful (see Lerner, 1981).

Weare not suggesting that the issue of the
value of standardized tests can be settled by pop­
ular vote. We are only demonstrating that the
issue does exist. Throughout this book, especially
in Unit 4, we will be discussing the uses and mis­
uses of standardized tests. We hope you will con­
clude, as we do, that proper education can mini­
mize the misuse and that the positive functions of
such tests outweigh the negative results that may
follow from their misuse.

2. Testing for Accountability

Historically tests have been used as aids in the
educational process. In recent years there has been
an increased emphasis on holding educators ac-
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countable for student results and using state-built
and/or standardized test scores as evidence of
school or teacher quality. The public and legisla­
tors believe that holding teachers responsible for
the achievement will result in better education. As
of 1987, thirty-two states tested elementary chil­
dren on a statewide basis (Cannell, 1987). The
wisdom of using test scores for accountability
purposes is much debated, and we will discuss this
further in Chapter 21. One implication of using
tests for accountability purposes is that

raising test scores may now be the number-one un­
acknowledged goal of schools in this country (Pipho,
1988, p. 278).

A specific accountability use is to base teachers'
salaries (or career-ladder level) in part on student
test scores. Most measurement professionals
would not support this practice. It will be dis­
cussed further in Chapter 22.

3. Minimum Competency Tests for Students

A large number of states, and local districts
within states, are mandating what are generally
called minimum competency tests. These are tests
that students must pass in order to obtain high
school diplomas, competency certificates, or pro­
motions from grade to grade. In general, the pub­
lic has backed this expansion of the use of tests.
For example, in a 1988 Gallup survey 73 percent
of the respondents believed all high school stu­
dents should pass an exam in order to receive a
high school diploma (Gallup & Elam, 1988).
However, there are a myriad ofsocial, legal, philo­
sophical, educational, and measurement issues
connected to minimum competency testing that
we will discuss in the last chapter. At that point,
you should have the background to better under­
stand the issues.

4. The Merits of Measurement-Driven
Instruction

Tests that are used either to hold teachers ac­
countable or that are required for high school
graduation are considered "high-stakes" tests be-

cause the decision being made-at least in part­
from the test score is a high-stakes decision-that
is, one with important consequences. These high­
stakes tests influence the nature of instructional
programs. The term measurement-driven instruc­
tion (MDI) is used when this occurs. There is de­
bate about whether MDI is good or bad. Pop­
ham has emphasized that "MDI can be a potent
force for educational improvement" (1987, p.
680). The tests can serve as a powerful curricular
magnet directing instructional efforts to important
objectives. However, others worry about the ef­
fects of MDI. Bracey (1987), for example, argued
that MDI lends to fragmentation and narrowing of
the curriculum, discourages teaching for transfer,
and leads to trivialization.

Airasian, in a thoughtful analysis of MDI, sug­
gested that

the nature of the content measured and the standards
established for satisfactory test performance inter­
relate with the test stakes to determine the instruc­
tional response to an MDI program (1988, p. 10).

If the content is basic and the standards are quite
low (so mastery is easily attained), the testing pro­
gram will not likely have much of an impact on
instructional practice. However, high standards
for high-stakes tests will result in MDI.

5. Teaching (to) the Test

Measurement-driven instruction results in
teaching toward the test-which, as already sug­
gested, may be helpful or harmful. If the instruc­
tion is toward the objectives being tested-not the
test items-and if the objectives indeed comprise
a sufficiently important domain-as opposed to
being a representative sample of the domain­
then teaching to the objectives is quite useful.
However:

Teachers should not teach to the specific questions
on a test, or indeed to the specific objectives if the
test samples objectives from a broader set . .. of
course, teachers should never limit their instruc­
tional programs to the general content of the test
(Mehrens, 1984a, p. 13).



INTRODUCTION TO MEASUREMENT AND EVALUATION 13

Teaching too directly to the specific objectives
or items on the test means one cannot make an in­
ference to the broader domain that was sampled by
the test. What activities constitute legitimate in­
struction and what activities are inappropriate
teaching to the test will be discussed further in
Chapter 19.

6. The Lake W obegon Effect

Lake Wobegon was a mythical town (Garrison
Keillor) where all the children were above aver­
age. According to one report, the average in every
state was above the national average, 90 percent of
the school districts claimed to be above average,
and more than 70 percent of the students were
told they are performing above the national aver­
age (Cannell, 1987). There are many possible rea­
sons for such a finding, and they are discussed
quite thoroughly by several authors in the Sum­
mer, 1988, issue of Educational Measurement: Is­
sues and Practice (EM:IP, 1988; see also Mehrens
& Kaminski, 1989). The major possible reasons
are "outdated" norms and teaching too directly to­
ward the test.

If education is improving in the United States,
then it is inevitable that in 1990 (say) more than
50 percent of the students will be above the aver­
age student in (say) 1984. Historically new norms
have been gathered only when a test was revised,
so if a test was revised in 1984 norms gathered in
that year would be used until the test was once
again revised (perhaps in 1991). Currently some
publishers are providing updated annual norms as
well as the original normative data (see Chapter
11).

As already mentioned, if scores are used for
high-stakes decisions, educators may inappropri­
ately teach too directly toward the test (teach the
test). This may well cause the scores to increase,
but those scores no longer truly indicate the level
of achievement (see Mehrens & Kaminski, 1989).

7. Testing Teachers

Concern with the quality of education in the
United States has led to many national reports on
educational reform (e.g., National Commission,

1983) and the appointment of nearly 300 task
forces to study ways to improve education (Cross,
1984). One of the ways chosen to improve edu­
cation was to focus on the quality of teachers
(Carnegie Task Force, 1986; Holmes Group,
1986). One of the ways chosen to improve the
quality of teachers was to implement testing pro­
grams for entry into and exit out of the teacher
education programs and to eventually receive a li­
cense to teach. As of 1986, 46 states had mandates
for some sort of teacher testing (Sandefur, 1988).
Current plans are underway to implement a test as
a requirement for national certification (Shulman,
1987).

Teacher testing programs are both politically
based and supported by the public (see Gallup,
1984, 1986; Gallup & Elam, 1988; Neuisnotes,
1984). However, as might be expected, the vast
effort to establish teacher testing programs has not
been without controversy (see Mehrens, 1987,
1989; Rebell, 1986). This issue will also be dis­
cussed further in the last chapter.

Other controversial issues discussed in this text
include the following:

8. Are norm-referenced tests and criterion-re­
ferenced tests built differently? How should
each be constructed and when should each be
used?

9. What is the role of objectives in educational
evaluation and how should the objectives be
worded?

10. Do essay tests measure objectives which can­
not be measured by objective tests?

11. Is performance assessment underutilized by
classroom teachers?

12. Is it important and ethical to measure affect?
How can it be done?

13. Are tests fair to both sexes and various ethnic
groups? How should fairness be defined?
What test construction procedures can make
tests "fairer" without negatively impacting
test validity? Is the "Golden Rule" approach
psychometrically sound?

14. What is a reasonable definition of intelli­
gence? What respective roles do genetics and



14 EVALUATION IN EDUCATION

environment play in "determining" intelli­
gence?

15. Are tests reliable enough to provide diagnos­
tic information? Can educators wisely differ­
entiate instructional procedures based on di­
agnostic information?

16. Should grades have a common meaning? If so,
how can that goal become more closely ap­
proximated? Should grades be used as mea­
sures ofachievement, as motivators, and/or as
builders of self-concept?

17. Who should have access to test data? How
can we assure appropriate privacy of data?

18. Can we fairly test children with special
needs?

19. Should test data be used for selection deci­
sions (such as college admissions and hiring
decisions)?

We hope you will enjoy learning more about
the issues listed (or briefly discussed) above, as
well as others discussed in the text. You will not
get a final, correct answer to each issue. You will
receive as objective a discussion as possible from
two authors who admit to one bias at the outset:
In general measurement is a good thing, and edu­
cators will make better decisions using appropri­
ate data than without it. Happy reading.

• SUMMARY

The following statements summarize the major
points of this chapter:

1. Measurement and evaluation are essential to
sound educational decision making.

2. The term test often suggests presenting a
standard set of questions to be answered.

3. The concept of measurement is broader than
that of testing. We can measure characteris­
tics in ways other than by giving tests.

4. Evaluation is the process of delineating, ob­
taining, and providing useful information for
judging decision alternatives. Some prefer to
use the term assessment for this process. Oth-

ers use assessment to refer to clinical diag­
nosis.

5. Every person must at some time make edu­
cational decisions.

6. A good decision is one that is based on rele­
vant and accurate information. The respon­
sibility of gathering and imparting that infor­
mation belongs to the educator.

7. Educational decisions are classified as instruc­
tional, guidance, administrative, and research
decisions.

8. Evaluation aids the teacher by (a) helping to
provide knowledge concerning the students'
entry behaviors; (b) helping to set, refine, and
clarify realistic goals for each student; (c)
helping to determine the degree to which ob­
jectives have been achieved; and (d) helping
to determine, evaluate, and refine her instruc­
tional techniques.

9. Evaluation aids the student by (a) communi­
cating the goals of the teacher; (b) increasing
motivation; (c) encouraging good study hab­
its; and (d) providing feedback that identifies
his strengths and weaknesses.

10. Evaluation aids in the administrative deci­
sions of selection, classification, and place­
ment.

11. A variety of controversial issues exist in mea­
surement. These are intellectual, philosophi­
cal, political, social, legal, educational, and
psychometric in nature.

• POINTS TO PONDER

1. What educational decisions should be made
without a consideration of standardized test
data? Should any educational decisions be made
in the absence of data?

2. Is the decision about whether a person attends
college an individual or an institutional deci­
sion? Can it be both?

3. Should public school educators be concerned
with the research functions of standardized
tests? Has too much class time been devoted to
this function?



Chapter 2

Norm- and Criterion­
Referenced
Measurement

• Distinctions between Norm- and Criterion-Referenced
Measurement

• Constructing Norm- and Criterion-Referenced Achievement
Tests

• Uses for Norm-Referenced Measurement
• Uses for Criterion-Referenced Measurement

• Comparing the Two Measures

One current issue in measurement concerns the
distinctions between, and relative advantages and
disadvantages of, norm-referenced and criterion­
referenced measurement (NRM and CRM). What
do those two terms mean? What are the advan­
tages and disadvantages of each? Which is the
more useful for various purposes?

Although measurement specialists disagree on
the use of terms, the degree to which existing tests
have appropriate properties, and how ideal our ex­
pectations should be with respect to these prop­
erties, there is little disagreement over the ideal
properties that tests should have in order to facil­
itate various kinds of interpretations.

We believe a brief discussion of this topic early
in the book will benefit our readers. Further elab­
orations of this same topic will occur at subse­
quent places in the book. Later you may wish to
reread this chapter for further insights. After com­
pleting this chapter, you should be able to:

1. Recognize the distinctions and similarities be­
tween norm- and criterion-referenced mea­
surement.

2. Recognize the need for both norm- and crite­
rion-referenced measurement.

3. Determine, for a given decision, which types
of data are likely to prove most useful.

15
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DISTINCTIONS BETWEEN NORM­
AND CRITERION-REFERENCED
MEASUREMENT

Much confusion exists in the literature on the def­
initions of the concepts of NRM and CRM. Dif­
ferent authors mean different things when they
use the term NRM. (For example, some authors
mean standardized tests when they say norm-re­
ferenced and vice versa, although they are not syn­
onymous terms.) Likewise, CRM gets used differ­
ently by different specialists. No wonder that
educators and the public are confused. The mea­
surement profession is confused! (Of course, no
author thinks he or she is confused about the
issue-only the other writers are!)

With respect to score referencing, the distinc­
tion is one of absolute versus relative meaning. In­
dividuals have, at times, been inclined to interpret
scores on tests as if they have absolute meaning.
For example, educators often set a passing score
(such as 60 percent) that is the same across differ­
ent tests. Thus, if Mary scores 62 percent on a
spelling test and 58 percent on a mathematics test,
one would conclude that Mary did better on the
spelling test than on the math test. The trouble
with this inference is that it assumes absolute
meaning of the scores. If one concludes she
"passed" the one and "failed" the other, then two
more assumptions are made: (a) that the amount
needed to pass can be determined, and (b) that it
is equal in both cases. All of these assumptions are
open to question.

Since there are so many questionable assump­
tions involved in the absolute method of inter­
pretation just described, measurement specialists
developed the notion of norm-referenced (NR)
interpretation-that of adding meaning to a score
by comparing it to the scores of people in a ref­
erence (or norm) group. For example, Mary's
score of 62 percent in spelling may place her at the
50th percentile rank in comparison to her class­
mates (in other words, she scores better than 50
percent ofher classmates), whereas her math score
of 58 percent may place her at the 80th percentile
rank.

Some people have suggested the norm-refer­
enced approach does not tell us the really impor­
tant information of what and how much the stu­
dents have learned. They wish to use the absolute
notion of interpretation and have coined a term
for it-criterion-referenced (CR) interpretation.
But if one is to make this type of absolute inter­
pretation, the test must have certain properties.
Thus, there seem to be two major types of dis­
tinctions made between NRM and CRM. Some
talk about the distinction between NRM and
CRM in terms of the method of referencing the
score. Others talk about the difference in the kinds
of tests. There are many subcategories within each
of these types.

It would seem that the distinction between the
two types of scores should be clear enough. If we
interpret a score of an individual by comparing it
with those of other individuals (called a norm
group), this would be norm referencing. If we in­
terpret a person's performance by comparing it
with some specified behavioral domain or crite­
rion of proficiency, this would be criterion refer­
encing. To polarize the distinction, we could say
that the focus ofa normative score is on how many
of Johnny's peers perform (score) less well than
he does; the focus of a criterion-referenced score
is on what it is that Johnny can do. Of course, we
can, and often do, interpret a single test score both
ways. In norm referencing we might make a state­
ment that "John did better than 80 percent of the
students in a test on addition of whole numbers."
In criterion referencing we might say that "John
got 70 percent of the items correct in a test on
addition of whole numbers." Usually we would
add further "meaning" to this statement by stating
whether or not we thought 70 percent was inad­
equate, minimally adequate, excellent, or what­
ever.

There is some debate about whether CRM car­
ries with it any implied standard or set of stan­
dards. That is, do we reference the performance
to a cutoff score (or set of cutoff scores)? It de­
pends on what one means by "criterion" or "stan­
dard."

Glaser (1963) was one of the first to use the
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term CRM. At one point he suggested that "cri­
terion-referenced measures indicate the content of
the behavioral repertory, and the correspondence
between what an individual does and the under­
lying continuum of achievement" (1963, p. 520).
A bit later in the same article, however, he stated
that "we need to behaviorally specify minimum
levels of performance" (p. 520). In 1971, Glaser
and Nitko defined a criterion-referenced test
(CRT) as "one that is deliberately constructed so
as to yield measurements that are directly inter­
pretable in terms of specified performance stan­
dards" (Glaser & Nitko, 1971, p. 653, emphasis
added). However, although often misinterpreted
by subsequent CRM advocates, they apparently
did not mean the standard was a cutting score. In
1980, Nitko continued to use the 1971 definition
but clearly stated that one ought not to "confuse
the meaning of criterion-referencing with the idea
of having a passing score or cut off score" (Nitko,
1980, P: 50, emphasis in original).

Popham, another leading advocate of criterion­
referenced measures, suggested in 1969 that "cri­
terion" meant performance standard (Popham &
Husek, 1969, P: 2). However, by 1981 he argued
"that to interpret criterion as a level of examinee
proficiency yields almost no dividends over tradi­
tional testing practices" (Popham, 1981, P: 28).
We do not cite these quotations to suggest that the
leading writers in a new field should never change
their minds. The quotations, however, do indicate
why there is confusion among the followers of
this movement. At any rate, everyone agrees that
with a criterion-referenced interpretation of the
scores the focus is on "what Johnny can do," and
the comparison is to a behavioral domain.
Whether there should be an implied standard of
proficiency or cutoff score(s) is debatable. We
suspect most users think of the criterion referenc­
ing of scores in this fashion because of the close
association in most people's minds between CRM
and mastery or minimum competency testing.

Despite some disagreement about the profi­
ciency aspect, measurement experts generally
agree on the basic distinction between norm-re­
ferenced and criterion-referenced score interpre-

tatlon. However, there are many disagreements
about the distinctions between norm- and crite­
rion-referenced tests. The definitions discussed
earlier suggest that criterion-referenced tests are
constructed to permit inferences from the results
of test questions to the entire domain. Other def­
initions have varied (Ivens, 1970; Harris & Stew­
art, 1971; Millman, 1974).

Actually, most authors (for example, Popham,
1978, 1981; Hambleton & Eignor, 1979; Nitko,
1980) now admit that "domain-referenced" is the
more accurate term. It carries no implication of a
cutoff score or standard, which suits those who
wish to delete this meaning from "criterion-refer­
enced." Unfortunately (in our opinion) Popham
and others have chosen to continue using the term
criterion. Their argument for doing so is that
"even though in many educators' minds there was
more confusion than clarity regarding that mea­
surement notion, it was generally conceded that in
criterion-referenced measurement educators had
found a new approach to assessment which, for
certain purposes, offered advantages over tradi­
tional measurement strategies" (Popham, 1981, P:
30). It seems unfortunate to retain a term that ed­
ucators accept in spite of (or due to) their confu­
sion.

The existing confusion over terms and defini­
tions is partly caused by misunderstanding content
validity. (See Chapter 13 for a discussion of con­
tent validity. Basically, content validity is related
to how adequately the items in a test sample the
domain about which inferences are to be rnade.)
Some proponents of CRTs have said or strongly
implied that norm-referenced measurement is lim­
ited to comparing people and unable to provide
any information about what an individual can
do-as if the comparison was not based on any
content (Samuels & Edwall, 1975; Popham, 1976).
The debate often is really about the relative merits
of "traditional" standardized achievement tests,
which "people usually now refer to as norm-refer­
enced tests" (Popham, 1981, P: 24) and tailor­
made domain-referenced tests. Some people think
that scores from traditional tests cannot be do­
main-referenced because the domain is not clearly
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defined and the items are not a random sample
from the domain. Although publishers of some
standardized tests do describe their content only
in very general terms, others provide detailed con­
tent outlines. To be meaningful, any type of test
score must be related to test content as well as to
the scores of other examinees (Ebel, 1962, p. 19).
Any achievement-test samples the content of some
specified domain and has an implicit behavioral el­
ement. In norm-referenced measurement, in con­
trast to criterion-referenced measurement, "the
inference is of the form- 'more (or less) of trait x
than the mean amount in population y'-rather
than some specified amount that is meaningful in
isolation" aackson, 1970, r- 2).

Careful reading of the content-validity section
of Chapter 13 should convince you that experts in
achievement-test construction have always
stressed the importance of defining the specified
content domain and sampling from it in some ap­
propriate fashion. All achievement-test items,
norm- or criterion-referenced, should represent a
specified content domain. If they do, the test is
likely to have content validity. Although all good
achievement tests (those with high content valid­
ity) are objective-based, very few can truly be
called domain-referenced. In constructing such
tests, one defines a content domain (but generally
not with complete specificity) and writes items
measuring this domain. But if any procedure (sta­
tistical or judgmental) has been used to select
items on the basis of quality, then the test user can
no longer infer that a student "knows" 75 percent
of the domain because he answered 75 percent of
the items correctly. The inability to draw this par­
ticular inference comes from the use of nonran­
dom procedures in choosing items. Actually there
are few situations where we need to make the pure
criterion-referenced interpretation. To know that
an individual can type 60 words per minute on an
IBM PC using WordPerfect is a useful datum
whether or not the words on the test were ran­
domly chosen from some totally specified domain
of words. To know that an individual can cor­
rectly add 80 percent of the items on paired three-

digit whole numbers asked on a test is useful
whether or not those items were randomly pulled
from the total set of permutations possible.

Actually, the distinction many authors cur­
rently make between "norm-referenced tests" and
"criterion-referenced tests" is based on the degree
of precision in specifying the content domain and
on the item-generating rules for sampling from
that domain. Strong advocates of CRTs argue for
very precise specifications of domains and item­
generating rules. As they admit, most CRTs are
not built with such precision and are not superior
to traditional tests in content validity.

The difference between existing CRTs and
NRTs is most obvious when considering the
breadth of the domain. The typical norm-refer­
enced achievement test is a survey instrument cov­
ering a broad domain, such as knowledge of the
basic arithmetic functions of addition, subtraction,
multiplication, and division, each with whole
numbers, decimal fractions, and common frac­
tions. One could think of twelve subdomains and
sample from each when constructing the test. A
typical criterion-referenced test would be likely to

cover only one of these subdomains, or perhaps an
even more specific domain (such as horizontal ad­
dition of two-digit numbers to two-digit num­
bers).

In our opinions, current terminology is quite
misleading. We can recognize differences in de­
gree as to whether or not a test represents a well­
defined domain (is content valid). We can also
recognize differences in degree of breadth of the
domain. The terms norm-referenced and criterion­
referenced should not be used to categorize tests on
either of these bases. We believe the most logical
distinction between NRM and CRM has to do
with whether the score is compared with other in­
dividuals' scores (norm referencing) or to some
specified standard or set of standards (criterion re­
ferencing). In either case we wish to infer from a
test score to the domain that the test samples.
Only in rare cases can we do this so precisely that
we can estimate the percentage of items known
for the entire domain. That would be the ideal
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goal with respect to content validity. What we can
do is to make sure the test, whether norm- or cri­
terion-referenced, covers an identifiable content.

CONSTRUCTING NORM- AND
CRITERION-REFERENCED
ACHIEVEMENT TESTS

There are times when we do wish to differentiate
among individuals. At other times, however, it is
not necessary, and perhaps not even advisable, to
do so at all degrees of achievement. We may sim­
ply want to find out whether individuals have
achieved a specific set of objectives. In other
words, we reference a person's score to a crite­
rion. Thus, there are really two different goals or
objectives in achievement testing: (1) to discrim­
inate among all individuals according to their de­
grees of achievement and (2) to discriminate be­
tween those who have and have not reached set
standards (or to determine whether each person
has achieved [at a sufficiently high level] a specific
set of objectives).

Traditional test theory and techniques of test
construction have been developed on the assump­
tion that the purpose of a test is to discriminate
among individuals. If the purpose of a test is to
compare each individual to a standard, then it is
irrelevant whether or not the individuals differ
from each other. Thus, some of the criteria of a
measuring instrument considered essential for a
norm-referenced measure are not important for
criterion-referenced measures (see Popham &
Husek, 1969). What one looks for in item analy­
sis, reliability, and some types of validity are dif­
ferent in a criterion-referenced measure.

For many aspects of test construction, how­
ever, such as considering the objectives, preparing
test blueprints, and wording the items, there are
more similarities than differences in the prepara­
tion of norm- and criterion-referenced tests. For
example, criterion-referenced tests emphasize that
items measure certain specified objectives; a
norm-referenced instrument should do the same

thing. As mentioned earlier, a test intended for
criterion-referenced interpretation typically sam­
ples a more limited number of objectives more
thoroughly than a norm-referenced one.

Differences and similarities between the two
approaches pertaining to test blueprints, item
writing, item analysis, reliability, and validity will
be further discussed later in the text.

USES FOR NORM-REFERENCED
MEASUREMENT

Most actual testing as well as the traditional or
"classical" theory of testing, have been based on a
norm-referenced approach. Such an approach is
useful in aptitude testing where we wish to make
differential predictions. It is also often very useful
to achievement testing. For many purposes the
role of a measuring device is to give us as reliable
a rank ordering of the pupils as possible with re­
spect to the achievement we are measuring. Stu­
dents will learn differing amounts of subject mat­
ter even under a mastery learning approach. It may
happen that all students, or at least a high percent­
age of them, learn a significant enough portion of
a teacher's objectives to be categorized as having
"mastered" the essentials of the course or unit.
But some of these students have learned more than
others, and it seems worthwhile to employ mea­
surement techniques that identify these pupils. In
the first place, students want and deserve recog­
nition for accomplishment that goes beyond the
minimum. If we gave only a minimum-level mas­
tery test, those students who achieve at a higher
level would lose an important extrinsic reward for
learning-recognition for such accomplishments.

Perhaps a more important reason for normative
testing than student recognition is in its benefits
for decision making. Often, for vocational or ed­
ucational planning, students wish to know how
they compare to others with similar plans. Norm
referencing is also necessary in selection deci­
sions. If two physicians have mastered surgery,
but one has mastered it better, which one would
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you want to have operate on you? If two teachers
have mastered the basics of teaching, but one is a
much better teacher, which one do we hire? If two
students have mastered first-semester algebra, but
one has learned it much more thoroughly, which
one should receive more encouragement to con­
tinue in mathematics? We probably all agree on
the answers. If, however, we have not employed
measurement techniques that allow us to differ­
entiate between the individuals, we cannot make
these types of decisions. Certainly, norm-refer­
enced measures are the more helpful in fixed­
quota selection decisions. For example, if there
were a limited number ofopenings in a pilot train­
ing school, the school would want to select the
best of the applicants-even though all may be
above some "mastery level" (see Hunter &
Schmidt, 1982).

Because standardized NRTs are often broader
in focus than CRTs, they are more useful for pro­
viding a broad overview of the achievement levels
in a given subject matter. They are better for mon­
itoring the general progress of a student, class­
room, or school. Although some individuals be­
lieve that general norm-referenced tests are
insensitive to instruction, they do in fact show
gains from grade to grade. Recall, however, that a
score from any test, broad or narrow in focus, can
be either norm-referenced or criterion-refer­
enced.

Norm-referenced testing is often considered a
necessary component of program evaluation. We
have mentioned that CRTs are often narrower in
focus than NRTs. Some view this narrow focus as
advantageous in program evaluation. We can con­
struct a CRT over the particular program objec­
tives to see if they have been achieved. In evalu­
ating a program, however, we would also wish to
know how effective the program is in comparison
to other possible programs. Without random as­
signment of students to programs (which is sel­
dom possible in schools), the comparison needs to
be through some norm-referenced procedure that
compares the performance of the pupils in the
program with a norm group. Moreover, the more

narrow focus of a CRT may not be an unmitigated
blessing. At times we desire to evaluate broader
outcomes (see Cronbach, 1963).

USES FOR CRITERION-REFERENCED
MEASUREMENT

The support for criterion-referenced measure­
ment originated in large part from the emphasis on
behavioral objectives, the sequencing and individ­
ualization of instruction, the development of pro­
grammed materials, the learning theory that sug­
gests that almost anybody can learn almost
anything if given enough time, the increased in­
terest in certification, and the belief that norm re­
ferencing promotes unhealthy competition and is
injurious to low-scoring students' self-concepts.

The principal uses of criterion-referenced
measurement have been in mastery tests within
the classroom; for minimum competency tests, for
example, high school graduation; and for licensure
tests. A mastery test is a particular type of crite­
rion-referenced test. Mastery, as the word is typ­
ically used, connotes an either/or situation. The
person has either achieved (mastered) the objec­
rivets) satisfactorily or has not. Criterion-refer­
enced testing in general could also measure de­
grees of performance. Mastery tests are used in
programs of individualized instruction, such as the
Individually Prescribed Instruction (IPI) program
(Lindvall & BoIvin, 1967) or the mastery learning
model (Bloom, 1968). These programs are com­
posed of units or modules, usually considered hi­
erarchical, each based on one or more instruc­
tional objectives. Each individual is required to
work on the unit until he has achieved a specified
minimum level ofachievement. Then he is consid­
ered to have "mastered" the unit. In such pro­
grams instructional decisions about a student are
not dependent on how his performance compares
to others. If he has performed adequately on the
objectives, then the decision is to move on to the
next unit of study. If he has not, then he is re­
quired to restudy the material (perhaps using a dif-
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ferent procedure) covered by the test until he per­
forms adequately, that is, "masters" the material.
If instructional procedures were organized so that
time is the dimension that varies and degree of
mastery is held constant, then mastery tests would
be used more frequently than they are now.

Mastery testing requires the tester to set a cut­
off score. There should be a careful rationale and
procedure for choosing that point. No very useful
information can be obtained regarding degree of
proficiency above or below the cutting score.

A related use of criterion-referenced testing is
minimum competency testing. As mentioned in
Chapter 1, we will discuss this issue in Chapter
22. Minimum competency testing is one area
where cutting scores are set, and degrees of per­
formance above the cutoff are not considered in
making promotion, graduation, or certification de­
CISIOns.

Licensure tests for teachers are considered cri­
terion-referenced. The purpose of a licensure test
is to ensure that the public health, safety, and wel­
fare will be protected. Thus, licensure tests are to
help determine whether individuals have minimal
competence to practice their profession. Thus, a
cutting score must be established.

Employing the individually prescribed instruc­
tion or mastery model of learning, minimum com­
petency testing and licensure are not the only uses
for criterion-referenced measures; one may also
use such measures to help evaluate (make deci­
sions about) instructional programs. In order to
determine whether specific instructional treat­
ments or procedures have been successful, it is
necessary to have data about the outcomes on the
specific objectives the program was designed to
teach. A measure comparing students to each
other (norm referencing) may not present data as
effectively as a measure comparing each student's
performance to the objectives.

Criterion-referenced measurements also offer
certain benefits for instructional decision making
within the classroom. The diagnosis ofspecific dif­
ficulties accompanied by a prescription of certain
instructional treatments is necessary in instruction

whether or not the teacher uses a mastery ap­
proach to learning.

Because criterion-referenced tests are often
narrower in scope, there may be enough items on
a given objective to make inferences about an in­
dividual's general performance on that objective.'
This cannot typically be done on a traditional
norm-referenced test because there are too few
items on any specific objective.

Finally, criterion-referenced tests can be useful
in broad surveys of educational accomplishments
such as the National Assessment of Educational
Progress or state or local assessment programs.

COMPARING THE TWO MEASURES

All measurement specialists agree that both NRM
and CRM are sometimes necessary for effective
decision making. When to use norm-referenced
and criterion-referenced interpretations depends
on the kind of decision to be made. For guidance
decisions, we should employ both NR and CR in­
terpretations. For selection decisions, an NRT is
preferred. For classification decisions, one might
use both. For placement and certification deci­
sions, one might well primarily use a CRT. For
instructional decisions, it depends mostly on the
instructional procedures employed. If instruction
is structured so that time is the variable, and a stu­
dent keeps at a task until he has mastered it, then
we should use mastery testing. This type of in­
struction is often employed in individualized in­
struction. If instruction is structured so that time
of exposure is constant, then students will achieve
at different levels, and we should attempt to detect
this differential achievement with a test that dis­
criminates, although we might well want to attach
both normative and criterion-referenced meaning
to the score. Which instructional procedure
should be used depends on the structure and im­
portance of the subject matter being taught.

There are some subjects so hierarchical in
structure that it is futile to teach higher concepts
until basic ones have been mastered. For example,
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students cannot do long division until they can
subtract and multiply at some basic level (although
precisely at what level is unknown). This is cer­
tainly not the case for all subjects, however. We
do not really need to have mastered (or even have
read) A Tale of Two Cities before reading Catcher
in the Rye, or vice versa.

Likewise, as mentioned earlier, there may well
be some skills or knowledge so important that all
students should master them, regardless .of how
long it takes. Knowing how to spell one's name
probably fits in this category. But, again, this is not
true of all subjects. As Ebel stated:

We might be willing to allow one student a week to
learn what another can learn in a day. But sum these
differences over the myriads of things to be learned.
Does anyone, student, teacher, or society, want to
see one person spend 16 or 24 years getting the same
elementary education another can get in eight?
Should it be those least able to learn quickly who
spend the largest portion of their lives in trying to
learn? Our present practice is quite the reverse.
Those who are facile in learning make a career of it.
Those who are not find other avenues of service, ful­
fillment and success (1969, p. 12).

Gronlund (I985, p. 27) made a distinction be­
tween instructional objectives that should be mas­
tered by all students and those that provide for
maximum development. For the former, one
would want to employ criterion-referenced test­
ing; for the latter, norm-referenced testing. Thus,
for instructional decision making, there is a place
for both mastery (criterion-referenced) and dis­
criminative (norm-referenced) testing. Mastery
testing is probably more important in the early el­
ementary grades than later in school.

Finally, we should mention again that many
tests are amenable to both norm- and criterion­
referenced interpretation. Publishers of some
standardized achievement tests, for example, re­
port a norm-referenced score on each subtest and
within each subtest report whether a pupil an­
swered each item correctly, as well as the per­
centage of pupils in the classroom, building, dis-

trict, and national norm group who got the item
correct. These item statistics are also frequently
summarized over items for each objective.

• SUMMARY
The principal ideas, conclusions, and implications
of this chapter are summarized in the following
statements:

1. Norm referencing is used to interpret a score
of an individual by comparing it with those of
other individuals.

2. Criterion referencing is used to interpret a
person's performance by comparing it to

some specified behavioral domain or crite­
non.

3. To be most meaningful, a test score should be
related to both norms and criteria.

4. An achievement test should have content va­
lidity whether norm or criterion referencing
is employed.

5. A pure criterion-referenced test (more accu­
rately called a domain-referenced test) is one
consisting of a sample of questions drawn
from a domain in such a fashion that one may
estimate the proportion of questions from the
total domain a student knows, based on the
proportion correct in the test. Few tests fit
this narrow definition.

6. Typically, the objectives sampled in a crite­
rion-referenced test are more narrow in focus
but sampled more thoroughly than the objec­
tives sampled in a norm-referenced test.

7. Presently, the principal uses of criterion-ref­
erenced measurement is in mastery, minimum
competency, and licensure testing.

8. In mastery testing, one is concerned with
making an either/or decision. The person has
either achieved (mastered) the objective sat­
isfactorily or has not.

9. Mastery tests are probably most useful for
subjects at the early elementary school level.

10. There are limitations to both norm-refer­
enced tests and criterion-referenced tests.
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11. If students differ from each other in achieve­
ment levels, this normative information can
often assist in decision making.

12. Norm-referenced testing is often considered
a substantial component of program evalua­
tions.

13. Whether one uses norm- or criterion-refer­
enced measurement depends upon the kind of
decision one wishes to make.

14. Norm-referenced measurement is necessary
to make differential predictions.

• POINTS TO PONDER

1. If you were going to implement a mastery­
learning-mastery-testing approach to elev­
enth-grade English literature, how would you

(a) determine the domain, (b) build a test such
that the domain was sampled, and (c) determine
what percentage of the domain indicated mas­
tery?

2. Most criterion-referenced tests sample from a
narrow domain whereas many norm-refer­
enced tests sample from a broad domain. Why
do you suppose this distinction exists?

3. Some people have made statements as follows:
"I do not believe in norm-referenced grading
because I do not believe we should fail any­
one." What is wrong with the logic of that
sentence?

4. In making a judgment about whether a 14­
month-old child "walks adequately," would
you want norm-referenced or criterion-refer­
enced data?
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Chapter 3

The Role of Objectives
in Educational
Evaluation

• Definition of Terms
• Why Have Goals or Objectives?
• Approaches to Determining (Selecting) Objectives
• Approaches to Stating (Communicating) Goals
• Making Objectives Amenable to Measurement and Evaluation
• Objectives for Criterion Referenced Tests
• Unanticipated and/or Unmeasurable Outcomes
• An Example of Stating Objectives for Instruction and

Evaluation

"Would you tell me, please, which way I ought to go
from here?"

"That depends a good deal on where you want to

get to," said the Cat.
"I don't much care where-" said Alice.
"Then it doesn't matter which way you go," said

the Cat.
"-so long as I get somewhere," Alice added as an

explanation.
"Oh, you're sure to do that," said the Cat, "if you

only walk long enough" (Carroll, 1916, P: 60).

Teaching consists of five steps: (a) defining goals
or instructional objectives, or outcomes, (b)

choosing content, (c) selecting the appropriate in­
structional strategy(ies), (d) teaching, and (e) mea­
suring the results. In this chapter, we are con­
cerned with the first of these-instructional
objectives.

The role of objectives in education has been a
controversial topic. Some ofyou may wonder why
you just can't go to the next chapter and learn how
to write test items. Writing instructional objec­
tives is not an easy task and is time-consuming.
But we strongly believe that the time spent in
writing good instructional objectives (what we
mean by "good" will be discussed later in the
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DEFINITION OF TERMS

Part of the controversy concerning objectives is
due to semantic problems. Terms such as needs,
goals, behavioralgoals, aims, outcomes, objectives, in­
structional objectioes, and behavioral or performance
objectives have been used almost synonymously by
some writers but with sharply different meanings
by others. We do not wish to suggest that each of
these terms must be defined by everyone in the
same fashion-but it would be beneficial to the
readers trying to formulate their own opinions as
to, say, the importance of behavioral objectives if
they could be certain as to how writers were using
the term. When and if objectives are either poorly
defined, or not defined, we won't know what we
should be measuring, and unless we can measure,
it will be very difficult, if not impossible, to tell
whether or not, and to what degree, our objectives
have been realized by the students. The definitions
we are using are stated below:
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chapter) will reap bountiful rewards in making
you a more effective teacher and a better test­
maker. In this chapter we define some terms, dis­
cuss the importance of objectives, cover ap­
proaches to determining and communicating edu­
cational objectives, explain how objectives can be
made amenable to evaluation, discuss objectives
for criterion-referenced tests, cover the topic of
unanticipated and/or unmeasurable outcomes, and
present an example of how to state objectives for
instruction and evaluation.

After studying this chapter, you should be able!
to:

1. Understand the basic terms used in discussing
objectives.

2. Recognize several purposes of objectives.
3. Recognize some factors that must be consid­

ered in determining objectives.
4. Know some sources of information about ob­

jectives.
5. Appreciate the necessity for communicating

objectives to different groups of people.
6. Comprehend that objectives are stated differ­

ently, depending on the purpose of the com­
munication.

7. Recognize the advantages and disadvantages
of different ways of stating objectives.

8. Judge whether an objective has been written
in behavioral terms.

9. Appreciate the value (and potential dangers)
of making objectives behavioral.

10. Effectively determine, communicate, and
evaluate objectives in your own areas of
teaching.

Outcome:

Goal:

Objective:

Need:

Behavioral(or
Performance)
objectiuer

What occurs as a result of an ed­
ucational experience.
A general aim or purpose. A
broad outcome.
(Also called Instructional Objec­
tive) A stated desirable outcome
of education. More specific than
a goal but may be broad enough
to contain several outcomes.
The discrepancy between an ob­
jective and the present level of
performance.
A statement that specifies what
observable performance the
learner should be engaged in
when we evaluate achievement

1We recognize that the objectives stated here and at the begin­
ning of each chapter are not behavioral. They are similar in
format to Gronlund and Linn's (1990) general "instructional
objectives." Behavioral objectives are essential in evaluation
and may well be useful in planning instructional strategies. It
may not always be best to communicate specific behavioral ob­
jectives to the student. You will understand why as you read
this chapter.

2The phrase "behavioral objectives" should not be confused
with behaviorist psychology. Cognitive psychologists also infer
learning from behavior or performance. The potential confu­
sion has resulted in increased use of the term performance in
lieu of behavior.
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of the objective. Behavioral ob­
jectives require action verbs
such as discuss, write, and read.
Verbs such as understand or ap­
preciate are not considered be­
havioral because one cannot ob­
serve a person "understanding"
or "appreciating."

WHY HAVE GOALS OR OBJECTIVES?

A fanatic has been defined as one who, having lost
sight of his goals, redoubles his efforts. The oc­
casionally heard statement that there are too many
fanatics in education is not without some truth. It
is absolutely necessary to establish goals in edu­
cation, for without them we would have no way
of knowing in which direction to head.

Educational goals are many and varied. They
are not easy to specify or agree upon. Indeed, ed­
ucators have long been faced with choosing be­
tween competing, if not conflicting, goals. Not all
worthwhile goals will be attained, nor should they
all be striven for with equal fervor.

Priorities must be established. What and how
much should students learn? Should schools strive
for excellence or equality, diversity or conform­
ity? Should schools be more concerned with
teaching the three R's, developing character, or
instilling good self-concepts? Ordering, or attach­
ing values to goals or objectives, precedes many
other educational decisions, such as which in­
structional strategies should be employed.

Traditionally, educational measurement has
been more helpful in determining the degree to
which certain outcomes have been achieved than
in determining the goals of education and in set­
ting priorities. But, as we pointed out in Chapter
1, there is a circular relationship among objec­
tives, instruction, and evaluation, and thus mea­
surement has played some part in the determina­
tion of objectives. The importance of stating
educational objectives and determining their pri­
orities has been stressed by those responsible for

measurement, and this emphasis has provided the
impetus for others to consider objectives.

Why state objectives? As we have already sug­
gested, objectives give direction to education:
They tell us which way to head, a decision nec­
essary before taking the first step on an educa­
tional journey. Specifically, objectives help a
teacher plan instruction, guide student learning,
and provide criteria for evaluating student out­
comes. Furthermore, once stated, they provide a
public record of intent and therefore facilitate
open discussion of their appropriateness and ade­
quacy.

Not only do objectives aid in suggesting a par­
ticular instructional strategy(ies), and in evalua­
tion, but evaluation assists in examining objectives
and the teaching strategy(ies). as well. Measure­
ment specialists have pointed out that the mea­
surement of what education has achieved may be
useful for determining what education should
achieve (Dyer, 1967). Thus, the specification and
measurement of objectives are cyclical. One needs
to set tentative objectives, employ a strategy to
reach those objectives, measure the degree of at­
tainment, and then reevaluate both objectives and
strategy.

In addition to stressing the importance of ob­
jectives and the cyclical nature of objective speci­
fication and evaluation, educational psychologists
have suggested certain approaches to choosing ob­
jectives and methods of wording them.

APPROACHES TO DETERMINING
~SELECTING)...2!J,;;.EC_T;",,;,IV....;.;E;;,;;S~ _

Two considerations in setting objectives are the
relevance and feasibility of the goals. We will also
discuss assigning priorities to goals and some
sources of information about them, giving partic­
ular attention to various existing taxonomies. Fi­
nally, in this section we will discuss two types of
objectives (minimum and developmental) and pro­
vide a checklist for consideration in selecting or
developing objectives.
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Relevance of Goals

Goal relevance is dependent upon both the needs
of society and the needs of the learner (Tyler,
1950). In the satirical story of The Saber-Tooth
Curriculum (Peddiwell, 1939), a society was de­
scribed in which the major tasks necessary for sur­
vival were catching fish to eat, clubbing horses,
and scaring away the saber-tooth tigers. The
school in this society set up a curriculum ideal for
the society's needs, that is, teaching a course in
each of those three areas. But the environment
changed; the stream dried up, and the horses and
tigers went away. The new society was faced with
different tasks necessary for survival, but strangely
enough the school curriculum did not change!

Teachers, school districts, and the entire "ed­
ucational establishment" must continually reex­
amine the goals of education in view of society's
needs. What kinds of marketable skills do pres­
ent-day students need to be taught? Should edu­
cation be job-oriented or more general in nature?
Do we need to teach individuals what to do with
their leisure time? Should we be stressing achieve­
ment or affiliation? Questions such as these can be
answered on both philosophical and empirical
bases (Flanagan & Russ-Eft, 1975).

The psychological needs of the learner must
also be considered when specifying relevant goals.
The need to achieve, for example, is related to the
probability of success. Students' aspirations vary,
depending upon how they perceive their chances
of success and whether they were successful on a
previous task. (A series of successes or failures
will have a cumulative effect on level of aspira­
tion.) Needs such as affiliation, self-worth, and
nurturance may help determine the goals of edu­
cation.

Realism of Goals

As Dyer (1967, p. 20) suggested, knowledge of
present outcomes should help in setting realistic
objectives. Realism can relate to either the age of
the children or to the time available for teaching.
For instance, the objective, "Will sit quietly for

ten minutes," is unrealistic for five-year-old kin­
dergarten children. Setting unrealistic goals is a
sure way to discourage both students and teachers.
The psychological and developmental nature of
individuals delimits to a large extent what teachers
should and should not expect.

Other delimiting factors in goal attainment in­
clude the facilities of the school. Given a set of
teachers with certain qualifications, a certain num­
ber of hours available to devote to a given objec­
tive, certain constraints due to lack of equipment,
and so forth, certain goals may be quite unrealistic.
In short, we should strive for goals that are in har­
mony with what educational psychologists know
about how children develop, how they learn, and
how they differ from one another, as well as the
availability of resources necessary to reach those
goals successfully.

Priorities of Goals

The term needs assessment is popular among those
who advocate the systems approach to education.
It is based on the notion that the relevance of ed­
ucation must be empirically determined and
should identify the discrepancy between "what is"
and "what should be" (Kaufman, 1971). Klein
(1971) suggested that needs assessments should
include four basic activities:

1. Listing the full range of possible goals (or ob­
jectives) that might be involved in the needs as­
sessment;

2. Determining the relative importance of the
goals (or objectives);

3. Assessing the degree to which the important
goals (or objectives) are being achieved by the
program (i.e., identifying discrepancies be­
tween desired and actual performance);

4. Determining which of the discrepancies be­
tween present and desired performance are the
ones most important to correct.

In preparing sets of goals we should, of course,
consult with teachers, students, parents, and the
general public. If such groups are included from
the very beginning, however, the process of build-
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ing goals can be very frustrating. Klein (1971) sug­
gested that it is most efficient to first have a team
of experts construct a full set of objectives that
might be included in a needs assessment. These
experts should not, at this stage, be concerned
with what should be accomplished but rather with
what might be. After a full set of potential objec­
tives is drawn up, this total list could be presented
to teachers, students, parents, and others for the
process of selecting and ordering a subset of the
objectives most relevant for that particular school
district.

Sources of Information About Goals

Although establishing objectives for a school, a
class, or even a single student is certainly not an
easy task, one does not have to start from scratch.
Many published statements of educational goals
can serve as guidelines. Some of these, such as The
Seven Cardinal Principles of Secondary Education
(Commission, 1918) and a classical eight-year
study (Aikin, 1942), while helpful in spelling out
why schools exist in a very general or philosoph­
ical sense, are somewhat too vague to be of much
help for the specific purpose of guiding instruc­
tion. For example, one of the general objectives of
the former is "to offer civic education." The prin­
ciple of "good citizenship" does not really present
an adequate guideline for classroom instructional
practices.

A source of objectives that presents more de­
tailed statements is the National Assessment of
Educational Progress (NAEP), which in 1969 began
testing students at ages 9, 13, and 17 (in 1983­
1984, the project began sampling students in
grades 4, 8, and 12 as well as by age). Originally,
NAEP published separate booklets of objectives
for ten subject-matter areas'. art, occupational de-

"Today, only instructional booklets in math, reading, science,
and writing are published regularly every five years. Objectives
booklets in other areas such as basic life science, computer
competency, career and occupational development are pub­
lished infrequently since these areas are not on a regular as­
sessment schedule.

velopment, citizenship, literature, mathematics,
music, reading, science, social studies, and writ­
ing. The objectives in each of these areas had to
meet three criteria: They had to be ones that (a)
the schools were currently seeking to attain, (b)
scholars in the field considered authentic to their
discipline, and (c) thoughtful lay persons consid­
ered important. Initially, this third criterion was
the unique aspect of the National Assessment ap­
proach. Today, however, with state competency­
testing programs, more of these published lists of
objectives meet the first two criteria and are being
scrutinized by members of the public before pub­
lication.

Two other major sources for specific objectives
include the Instructional Objectives Exchange and
the Westinghouse collection. At the time of this
writing, the Instructional Objectives Exchange
had thousands of instructional objectives and test
items. There are different collections of behav­
ioral objectives covering a range of subject matter.
Most objectives are accompanied by six test items,
which may be used to assess whether the objective
has been achieved." The Westinghouse collection
contains more than 4,000 behavioral objectives
covering language arts, social sciences, mathemat­
ics, and sciences for grades 1-12. In addition,
Westinghouse has published four volumes con­
taining over 5,000 learning objectives for individ­
ualized instruction in the same four areas for basic
college and precollege courses (Westinghouse
Learning Press, 1975a, 1975b, 1975c, 1975d).

Some other sources of instructional objectives
are state curriculum guidelines (which often in­
clude objectives), the Greater Phoenix Curricu­
lum Council, the University of Massachusetts Ob­
jectives and Items Co-Op, and the Northwest
Regional Educational Laboratory Clearinghouse
for Applied Performance Testing (CAPT). (We
believe that the CAPT is the most comprehensive
source for performance testing.) In addition, the
special reports issued by various professional or-

4A current description of available objectives can be obtained
from the Instructional Objectives Exchange, Box 24095, Los
Angeles, Calif. 90025.
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ganizations, such as the National Council of
Teachers of Mathematics, the National Science
Teachers Association, and the National Council of
Teachers of English, are good sources. Still an­
other source is selected yearbooks of the National
Society for the Study of Education. Obviously, a
variety of sources are available for lists of instruc­
tional objectives. There are, however, some prob­
lems in using these lists.

One of the limitations of many national sources
of objectives is that they do not provide for local
options. Obviously, there are objectives not listed
in these sources toward which school districts,
classrooms, and individual pupils should strive.
We wish to stress that this limitation is not an ar­
gument for ignoring the aforementioned publica­
tions. But local educators should not accept them
as definitive guides; educators still have the obli­
gation of stating, teaching toward, and evaluating
objectives that may be unique to their communi­
ties. Another limitation is the variability in how
the objectives are stated, whether as very specific
or very general. Some will be stated in terms of
what pupils are to do, while others are stated in
terms of teacher activities. Some are stated in be­
havioral terms, while others are written in non­
behavioral terms. This suggests that teachers may
first wish to develop their own preliminary lists of
instructional objectives and only use outside
sources for support.

Major textbooks can be quite useful in deter­
mining objectives for specific courses. It is possi­
ble, however, to be too dependent upon a textbook
when developing objectives. Such a source is often
an inadequate guide for developing affective ob­
jectives (those related to the development of atti­
tudes and appreciations). Other specific aids
would be publications of the local curriculum and
previously developed course syllabi, classroom ex­
periences and observations, and previously used
tests.

Although the teacher has access to a variety of
sources for help in identifying appropriate objec­
tives, the ultimate responsibility for selecting and
implementing these objectives rests with the
teacher.

Taxonomies of Educational Objectives

Educational psychologists have assisted in speci­
fying (as well as communicating and evaluating)
goals by constructing taxonomies of educational
objectives. These taxonomies classified the goals
of education and are useful as a means both of
communicating goals and of understanding some
relationships among them. Original plans for one
classification system called for the development of
taxonomies in three domains-cognitive, affec­
tive, and psychomotor. The Cognitive Domain,
Handbook I, was published in 1956 (Bloom, 1956)
and Handbook II, The Affective Domain, in 1964
(Krathwohl et aI., 1964). Simpson (1966), Kibler
et al. (1970), and Harrow (1972) among others,
have published taxonomies in the psychomotor
domain. Derr (1973) published a taxonomy of so­
cial purposes of public schools. He felt that such
a taxonomy would serve the purpose of identify­
ing various options and pointing out their possible
advantages and disadvantages, in order to facilitate
efforts in judging the social role of the schools.

The cognitive domain "includes those objec­
tives which deal with the recall or recognition of
knowledge and the development of intellectual
abilities and skills" (Bloom, 1956, p. 7). The cog­
nitive taxonomy contains six major classes of ob­
jectives arranged in hierarchical order on the basis
of the complexity of the task (knowledge, com­
prehension, application, analysis, synthesis, and
evaluation). Knowledge (the simplest) is defined as
the remembering of previously learned material.
Comprehension is defined as the ability to under­
stand the meaning of material. Application is de­
fined as the ability to use learned material in new
situations. Analysis refers to the ability to break
material down into specific parts so that the over­
all organizational structure may be comprehended.
Synthesis is the ability to put parts together to
form a whole. Evaluation (the most complex) re­
fers to the ability to judge the worth of material
for a given purpose. Each of these six classes is
subdivided further (see Table 3-1).

The affective domain (developed by Krathwohl
et aI., 1964) describes objectives related to emo-



TABLE 3-1 Instrumentation of the Taxonomy of Educational Objectives: Cognitive Domain

Key Words
Taxonomy
Classification

1.00 Knowledge
1.10 Knowledge of

specifics
1.11 Knowledge of

terminology

1.12 Knowledge of
specific facts

1.20 Knowledge of ways
and means of dealing
with specifics

1.21 Knowledge of
conventions

1.22 Knowledge of trends,
sequences

1.23 Knowledge of
classifications and
categories

1.24 Knowledge of
criteria

1.25 Knowledge of
methodology

1.30 Knowledge of
universals and
abstractions in a field

1.31 Knowledge of
principles,
generalizations

1.32 Knowledge of
theories and
structures

2.00 Comprehension
2.10 Translation

2.20 Interpretation

Examples of Infinitives

To define, to distinguish, to

acquire, to identify, to recall, to
recognize

To recall, to recognize, to acquire,
to identify

To recall, to identify, to

recognize, to acquire

To recall, to recognize, to acquire,
to identify

To recall, to recognize, to acquire,
to identify

To recall, to recognize, to acquire,
to identify

To recall, to recognize, to acquire,
to identify

To recall, to recognize, to acquire,
to identify

To recall, to recognize, to acquire,
to identify

To translate, to transform, to give
in words, to illustrate, to
prepare, to read, to represent,
to change, to rephrase, to

restate
To interpret, to reorder, to

rearrange, to differentiate, to

distinguish, to make, to draw,
to explain, to demonstrate

Examples of Direct Objects

Vocabulary, terms, terminology, meaning(s),
definitions, referents, elements

Facts, factual information, (sources),
(names), (dates), (events), (persons),
(places), (time periods), properties,
examples, phenomena

Forms(s), conventions, uses, usage, rules,
ways, devices, symbols, representations,
style(s), formans)

Action(s), processes, movemenus),
continuity, developmenns), trend(s),
sequence(s), causes, relationship(s), forces,
influences

Area(s), type(s), featurets), class(es), setts),
division(s), arrangernenus),
classification(s), category/categories

Criteria, basics, elements

Methods, techniques, approaches, uses,
procedures, treatments

Principle(s), generalization(s), proposition(s),
fundamentals, laws, principal elements,
implication(s)

Theories, bases, interrelations, structure(s),
organization(s), formulation(s)

Meaning(s), sample(s), definitions,
abstractions, representations, words,
phrases

Relevancies, relationships, essentials,
aspects, new view(s), qualifications,
conclusions, methods, theories,
abstractions

(Continued)
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TABLE 3-1 (Continued)

Key Words

2.30

3.00

4.00
4.10

4.20

4.30

5.00
5.10

5.20

5.30

6.00
6.10

6.20

Taxonomy
Classification

Extrapolation

Application

Analysis
Analysis of elements

Analysis of
relationships

Analysis of
organizational
principles
Synthesis
Production of a
unique
communication

Production of a plan,
or proposed set of
operations
Derivation of a set of
abstract relations

Evaluation
Judgments in terms
of internal evidence

Judgments in terms
of external criteria

Examples of Infinitives

To estimate, to infer, to conclude,
to predict, to differentiate, to
determine, to extend, to
interpolate, to extrapolate, to
fill in, to draw

To apply, to generalize, to relate,
to choose, to develop, to
organize, to use, to employ, to
transfer, to restructure, to
classify

To distinguish, to detect, to
identify, to classify, to
discriminate, to recognize, to
categorize, to deduce

To analyze, to contrast, to
compare, to distinguish, to
deduce

To analyze, to distinguish, to
detect, to deduce

To write, to tell, to relate, to
produce, to constitute, to
transmit, to originate, to
modify, to document

To propose, to plan, to produce,
to design, to modify, to specify

To produce, to derive, to develop,
to combine, to organize, to
synthesize, to classify, to
deduce, to develop, to
formulate, to modify

To judge, to argue, to validate, to
assess, to decide

To judge, to argue, to consider, to
compare, to contrast, to
standardize, to appraise

Examples of Direct Objects

Consequences, implications, conclusions,
factors, ramifications, meanings,
corollaries, effects, probabilities

Principles, laws, conclusions, effects,
methods, theories, abstractions, situations,
generalizations, processes, phenomena,
procedures

Elements, hypothesis/hypotheses,
conclusions, assumptions, statements (of
fact), statements (of intent), arguments,
particulars

Relationships, interrelations, relevance/
relevancies, themes, evidence, fallacies,
arguments, causc-cffectts), consistency/
consistencies, parts, ideas, assumptions

Form(s), pattern(s), purpose(s), pointis) of
view(s), techniques, bias(es), strucrurets),
theme(s), arrangemenns), organization(s)

Structure(s), pattern(s), productts),
performance(s), design(s), work(s),
communications, effortts), specifics,
composition(s)

Plants), objectives, specification(s),
schematic(s), operations, way(s),
solution(s), means

Phenomena, taxonomies, concept(s),
scheme(s), theories, relationships,
abstractions, generalizations, hypothesis/
hypotheses, perceptions, ways, discoveries

Accuracy/accuracies, consistency/
consistencies, fallacies, reliability, flaws,
errors, precision, exactness

Ends, means, efficiency, economy/
economies, utility, alternatives, courses of
action, standards, theories, generalizations

SOURCE: Reprinted from N. Metfessel, W. B. Michael, and D. A. Kirsner, "Instrumentation of Bloom's and Krathwohl's Tax­
onomies for the Writing of Behavioral Objectives," Psychology in the Schools, 1969, 6, 227-231. With permission of the publisher.
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tions, feelings, values, or attitudes and is con­
cerned with changes in interest, attitudes, and val­
ues and the development of appreciations and
adjustment. It is divided into five major classes ar­
ranged in hierarchical order on the basis of level
of involvement (receiving, responding, valuing,
organization, and characterization by a value). Re­
ceiving is the ability of the student to be attentive
to particular stimuli. Responding refers to the stu­
dent being an active participant. Valuing, like eval­
uation in the cognitive domain, concerns the
worth the student attaches to some entity. Orga­
nization is concerned with bringing together
things into a whole. Value refers to an individual's
life style that has been built on his/her value sys­
tem and that controls his/her behavior.

The psychomotor domain includes objectives re­
lated to muscular or motor skill, manipulation of
material and objects, and neuromuscular coordi­
nation. It has been found the most difficult to cat­
egorize since all but the simplest reflex actions in­
volve cognitive and affective components.

The psychomotor domain's taxonomy devel­
oped by Harrow (1972) is especially useful for el­
ementary school teachers and for teachers of
dance or physical education and those courses that
involve considerable movement. The categories
vary depending on which taxonomy is used. Har­
row (1972) has the following categories: reflex
movements, basic-fundamental movements, per­
ceptual abilities, physical abilities, skilled move­
ments, and nondiscursive communication. Simp­
son (1972) on the other hand has the following
classification scheme: perception, set, guided re­
sponse, mechanism, complex overt response, ad­
aptation, and origination.

The taxonomies have provided a common basis
or "jargon" for communicating about objectives
and have been of assistance in helping educators
think about goals for their students, the relation­
ships among these goals, and how different assess­
ment procedures need to be established to evaluate
these various goals. Educators have a tendency to
spend an inordinate amount of time teaching and
testing for the lower-level objectives in the cog­
nitive domain, such as knowledge, comprehen-

sion, and application. The taxonomies call atten­
tion to the higher-level cognitive and affective
objectives and thereby assist teachers in reaching
a better balance of objectives.

We have not discussed any of the taxonomies
in so great detail as to obviate the need for a seri­
ous student to turn to them directly. To condense
and incorporate in this book all the useful material
in those sources would be impossible. In the last
few pages we have tried to alert the reader to gen­
eral sources of information useful in formulating
objectives and also to several taxonomies useful in
formulating and communicating objectives as well
as helpful in determining instructional and diag­
nostic procedures. In Chapter 4 we will discuss
some uses of the taxonomies in test-construction
procedures.

Minimum (Mastery) versus
Developmental Objectives

Generally, objectives can be divided into those
that all students should master (minimum objec­
tives) and those that provide for maximum indi­
vidual development (Gronlund & Linn, 1990). In
determining or selecting objectives, one must de­
termine which should be minimum objectives to
be achieved by everyone and which should be clas­
sified as maximum development objectives (those
that are unlikely to be fully achieved). If one con­
siders only minimum objectives, the teaching/
learning tasks will tend to focus on fairly low-level
objectives that typically are concerned with rela­
tively simple knowledge and skill outcomes such
as "adds two-digit numbers with carrying." Un­
fortunately, the better students will not be chal­
lenged. This is why some people worry about
minimum objectives and fear that "the minimums
will become maximums." We should not allow the
total set of educational objectives to be set so low
that all students will master them. Likewise, there
is a danger of ignoring minimum-level objectives
and stressing only higher-level developmental ob­
jectives. This may cause teachers to neglect those
students who have not learned the minimum, pre­
requisite objectives.
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In general, when an objective is essential to the
learning of subsequent important objectives or
considered an important skill to have as an adult,
it should be considered a minimum objective. Ex­
amples might be knowing the alphabet, telling
time, and knowing the rank order of the numerals.
When objectives are not prerequisites to learning
subsequent important objectives or essential in
their own right, they need not be mastered by ev­
eryone. Examples would include knowledge of the
"soul" struggles in Browning's plays, ability to dif­
ferentiate functions, and understanding French
history prior to WWL Of course, it is probably
reasonable to expect everyone who does take cal­
culus to be able to differentiate some basic func­
tions. But some individuals will probably learn to
differentiate more complex functions than others.
Thus, even within specific classes and specific
units within classes, it may well be appropriate to

have both minimum and developmental objectives.
While we cannot be specific in helping you de­

cide which of your objectives should be minimal
and which should be developmental, we urge you
to think seriously about it. The decision will affect
your teaching and therefore your testing.

A Checklist for Selecting Of Developing
Objectives

1. Are the objectives relevant?
2. Are the objectives feasible given student and

teacher characteristics and school facilities?
3. Are all relevant objectives included?
4. Are the objectives divided into minimal and de­

velopmental levels?
5. Are the objectives stated in terms of student

behavior (the product or outcome of instruc­
tion) rather than the teacher's learning or
teaching activities?

APPROACHESTO STATING
,(COMMUNICATING)_G_O_A_L_S _

Not all ways of wording goals aid communication.
For example, in 1947 the report of the President's

Commission on Higher Education contained the
following paragraph:

The first goal in education for democracy is full,
rounded, and continuing development of the person.
The discovery, training, and utilization of individual
talents is of fundamental importance in a free soci­
ety. To liberate and perfect the intrinsic powers of
every citizen is the central purpose of democracy,
and its furtherance of individual self-realization is its
greatest glory (1947, p. 9).

As Dyer (1967) pointed out, this is an example
of word magic-an ideal that many Americans
would enthusiastically support without knowing
what the words are saying. Educational goals-no
matter how appropriate-that do not communi­
cate clearly are relatively worthless. Many such
goal statements serve more as political documents
designed to placate the public rather than as guides
in directing and guiding the work of the schools.

To Whom Must Educaeors Communicate
Goals?

Many individuals and groups need to be told the
goals of education in words they can understand.
Consider the goals that Mr. Howe, a ninth-grade
social studies teacher, has for his students. Stu­
dents, other teachers, the principal, the school
board, parents, and indeed the whole taxpaying
public have both a need and a right to know what
goals Mr. Howe has set for his students. Ifhe can­
not articulate them, we may have doubt if he even
has any!

Logic and research studies (e.g., Dallis, 1970;
Huck & Long, 1972; Morse & Tillman, 1972) tell
us that students are more apt to learn what the
teacher expects them to learn if they are told just
what those things are. Other teachers should
know what Mr. Howe expects the students to
learn so they will not duplicate that material in
their classes or skip some important complemen­
tary material; in turn, Mr. Howe needs to be aware
of their objectives. If curricula are to be coordi­
nated, it is obvious that the tenth-grade history
teacher needs to know the goals of the ninth-grade
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and eleventh-grade social studies teachers. The
principal and school board members need to know
goals so that they can evaluate both the goals and
the degree to which they are being reached. They
also have responsibility for curriculum coordina­
tion and need to know goals for that reason. Par­
ents, and the public in general, also have a right to

know what the schools are attempting to accom­
plish so that they can understand and evaluate the
objectives and judge how well they are being ac­
complished.

While it may seem ridiculous to say so, Mr.
Howe also needs to communicate his goals to him­
self. Most teachers believe that they know what
their goals are. But only if they can articulate them
clearly will they find them useful in planning cur­
riculum and instructional strategies.

How Should Goals Be Communicated?

There is no single best way to state goals; it de­
pends on whom you are communicating with and
the purpose of the communication. For example,
goals should be stated one way for helping plan
instructional strategies and another for informing
taxpayers. The format for evaluation purposes dif­
fers from that used to explain the school's goals at
a PTA meeting. In this book, we are not interested
in stating instructional objectives in terms of
teaching strategies. Rather, we are primarily inter­
ested in discussing how objectives should be
stated for evaluation purposes. Stating objectives
in a form functional for evaluation, however, is
not necessarily the best procedure to follow for
the purposes of communicating objectives.

In this section we will discuss some general
considerations in stating objectives for communi­
cation purposes. In the next section we will dis­
cuss specifically how one states objectives so that
they serve as adjuncts to the evaluation process.

Teacher- or Learner-Focused Goals can be
stated either in terms of what teachers are going
to do or in terms of the outcomes they expect
from their students. Most educational psycholo­
gists feel it is more fruitful to state the goals in

terms of expected student outcomes of the in­
struction rather than the teaching activity or pro­
cess. This is in keeping with the generally ac­
cepted definition of teaching as an activity for
which the goal is to induce learning or change be­
havior.

Eisner was one of the leading spokesmen for
those who do not think all goals need to be stated
in terms of student outcomes. He distinguished
between establishing a direction and formulating
an objective and said "much in school practice
which is educational is a consequence of establish­
ing directions rather than formulating objectives"
(Eisner, 1969, P: 13). Eisner thus argued for two
kinds of objectives. He agreed that some objec­
tives should be stated as student outcomes. (He la­
beled these instructional objectives.) He also be­
lieved there is a place in education for what he
called expressive objectives. These are objectives
that describe educational encounters.

Eisner contended that "instructional objectives
emphasize the acquisition of the known; while ex­
pressive objectives, its elaboration, modification,
and, at times, the production of the utterly new"
(Eisner, 1969, P: 17). He used the following as an
example of appropriate expressive objectives: A
teacher may want her suburban class to visit a
slum, but may be either unable or unwilling to for­
mulate specific outcomes for the multiplicity of
potential learning experiences the students will
undergo. Strong believers in the value of stating
all objectives in terms of student outcomes might
argue that the teacher should not provide the stu­
dents with the experience unless she is willing to
specify anticipated, desirable behavioral changes
in the students.

We believe that teachers should strive to ex­
press as many goals as possible in terms of student
outcomes, but that, on occasion, the wish to ex­
pose students to an experience may in and of itself
constitute an objective even though specific out­
comes of the exposure may not be identifiable.
Thus, we are, in general, arguing against wording
objectives like the following:

The teacher will lead a discussion on ecology.
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A better wording would be:

The students will be able to accurately describe the
U.S. conditions with respect to air and water pollu­
tion.

Immediate versus Ultimate Goals The wel­
fare of our nation depends upon what people are
able and willing to do. Everything we teach in
school is intended to have a permanent effect on
the learner. Granted, testing for immediate objec­
tives is easier than testing for ultimate ones. For
example, in a science course, it is much easier to
measure students' knowledge of valence than it is
to measure their appreciation for science. We, as
educators, however, are interested in the ultimate
behavior of our students. In our society, they
should be-among other things-informed vot­
ers, able to handle their own finances, and capable
of holding jobs.

It is certainly appropriate to communicate these
ultimate goals, but a generalized statement is in­
sufficient for several reasons. Generalizations of
ultimate goals are not adaptable to the processes of
meaningful evaluation. Certainly, education of the
past can be evaluated in a very general sense by
looking at today's society, and we will be able to
evaluate today's education some time in the future.
But this evaluation is far too broad-it cannot be
applied to a particular teacher's instructional pro­
cedure or even to a general curriculum. Ultimate
goals are not sufficient guidelines for the admin­
istrator, teacher, or student.

In communicating goals, then, we should also
talk about immediate goals. When setting these
immediate goals, we should consider how their
achievement will relate to the ultimate goals, and
we should communicate this relationship.

As Lindquist pointed out, "Unfortunately this
ideal relationship among ultimate objectives, im­
mediate objectives, and the content and methods
of instruction has only rarely been approximated
in actual practice" (1951, p. 121). The same un­
fortunate circumstance exists today, but educators
should continue to emphasize such relationships.
Although the empirical support for such relation-

ships is admittedly difficult to build, the logical re­
lationships should at least be clear. For example,
we could probably successfully argue that some
basic knowledge of our governmental structure is
necessary (although not sufficient) for a person to
be an informed voter. Also, some basic knowledge
about arithmetic processes is necessary for a per­
son to make purchases, to balance a checkbook
and, generally, to function as a consumer in our
society.

General or Specific Educational goals and ob­
jectives can be written at very general or very spe­
cific levels. The earlier quote by the President's
Commission would be an example of an extremely
general goal, one so general as to be vague and
therefore meaningless. Also, words like under­
stands and appreciates may be too general and am­
biguous to permit evaluation. A goal (behavioral
objective) that Johnny will answer "two" when
asked "What is one plus one?" is a very specific
goal. That goal is certainly not vague, but the de­
gree of meaning is limited. Certainly, it would be
inefficient to communicate goals to anyone-stu­
dent, parent, or other teacher-at that level of
specificity. It would be much better to state that
Johnny should be able to add all combinations of
single-digit numbers, or two-digit numbers, or
whatever. Popham (1981, 1984), an early advocate
of using very specific objectives in the same way
as Mager (1962), has recognized the inappropri­
ateness of communicating very specific objectives.

Of course, when evaluating Johnny's ability to
add, we will ask him to add several specific com­
binations. The tasks we ask Johnny to perform in
a test are objectives stated in a highly specific fash­
ion, so we are not denying that specific objectives
are relevant. But we wish to generalize from ob­
serving Johnny's addition performance on a lim­
ited number of combinations to his ability to add
other combinations. If we had communicated to
Johnny which specific combinations we were
going to test, we would be unable to infer or gen­
eralize about his ability to add other combinations.

This is not always a well-understood point by
educators. The philosophy of stating goals, teach-
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ing toward them, and then assessing their attain­
ment has confused some people. They argue as
follows: "If we really want students to know cer­
tain things, we should tell them which specific
things we wish them to learn, teach those things,
and then test over those same things." This way
of looking at the teaching-learning process and
communicating objectives is accurate only if the
objectives communicated are all-inclusive. Other­
wise, students will concentrate on those objectives
communicated and ignore those that are not. In
such a situation we cannot generalize from the
achievement of those specifics to what the stu­
dents know about the subject matter as a whole.

Very specific objectives (e.g., test questions)
should not be communicated in advance of assess­
ment unless those specifics are indeed absolutely
essential or when we have such a small set of goals
that all specifics can be defined. Communicating
specific objectives may be appropriate for almost
any training program of limited duration. The
goals are probably essential and few enough so
that they can all be specified. However, when ed­
ucation-as opposed to training-is taking place,
the number of specific goals that may be appro­
priate is too large. All specific objectives cannot be
communicated. In courses like ninth-grade social
studies or college sophomore educational psy­
chology, one has to communicate at a more gen­
eral level. Giving examples of specific goals is ap­
propriate, but the students should be told that
these objectives are only sample ones and that
their learning should not be restricted to those
specifics.

A further difficulty with very detailed objec­
tives is that they may actually complicate the mea­
surement process. Often it is the wording of the
objective, and not the intent of the objective that
dictates the form of the test items. This type of
objective wording is counterproductive.

Of course, it is easy to be too general in the
communication of goals. To say that a student
should "understand mathematics" or "understand
music" is not adequate. Many measurement spe­
cialists prepare different levels of objectives. For
example, Krathwohl and Payne (1971) advocate

three levels of objectives. The first level contains
very broad objectives, the second level more spe­
cific, and the third level quite specific objectives.
A fourth level would be the test items themselves:
very specific objectives usually not communicated
in advance of instruction. One could communicate
all the objectives at the first or second level. At
times, samples of third-level objectives and test
questions would be useful for communication pur­
poses.

Single-Course versus Multiple-Course Ob­
Jectives Some educational objectives, such as
those dealing with knowledge of subject matter
(e.g., what is the valence of iron, or what is the
meaning of strabismus), are unique to only a single
course and any other educational experiences will
have little or no effect on their realization.

On the other hand, there are some instructional
objectives, such as problem-solving skills, that are
shared by many teachers and many courses.
Teachers must therefore be cognizant in their
evaluation process of the fact that objectives may
be specific to a single course or shared by two or
more courses.

Behavioral (Performance) versus Nonbehav­
ioral Objectives Perhaps one of the more
heated controversies with respect to the commu­
nication of goals is whether or not they must be
stated in behavioral terms. A behavioral goal (usu­
ally called an objective) specifies what the learner
will be doing when we evaluate whether or not he
has attained the goal. (Thus, a behavioral objective
would read "the student will add" instead of "the
student will understand how to add.") Behavioral
objectives use action verbs, whereas nonbehav­
ioral objectives do not. There is no disagreement
that when we evaluate whether students have met
certain goals, we must also evaluate their behav­
iors. There is some disagreement, however, about
whether we should, before the evaluation, specify
our goals in behavioral terms or, indeed, whether
all goals are required to be adaptable to evaluation
processes.

Some of the controversy in this area cuts across
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two other dimensions we have discussed: degree
of specificity and whether the goals focus on the
teacher or the learner. Behavioral objectives focus
on learner outcomes; nonbehavioral objectives
may focus on learner outcomes or teacher activi­
ties. Behavioral objectives in the past have tended
to be more specific than nonbehavioral objectives.
This last point has contributed to the controversy
about behavioral objectives. Advocates of behav­
ioral objectives originally preferred to state the
objectives very precisely, even to the point of de­
tailing what conditions must exist while the behav­
ior is being performed and of specifying the cri­
teria that must be met in order to conclude that the
objective has been attained satisfactorily. For ex­
ample, a nonbehaviorally worded objective might
be the following:

1. The students will understand how to take the
square root of 69.

The behavioral counterpart would be the follow­
ing:

2. The students will compute the square root of
69.

Many advocates of behavioral objectives might
have argued that this statement is still not specific
enough. They would prefer even more detail such
as,

3. The students will compute the square root of
69 without the use of tables, slide rules, or any
mechanical device. They will use paper and
pencil, show all work, finish within 60 sec­
onds, and be accurate to the nearest hundredth.

Again, conditions and criteria must be specified
for evaluation, but currently most educators do
not feel it necessary to communicate specific be­
havioral objectives prior to instruction. Few
would specify as much detail as is presented in the
third statement for planning instruction. We
should keep in mind, however, that the debate
about using behavioral terms is often intertwined
with the debate about how specific our commu­
nication of goals needs to be.

Advocates of behavioral objectives state that

they are clearer and less ambiguous than nonbe­
haviorably stated objectives. Behavioral objectives
are supposedly a better aid in curriculum planning,
promoting student achievement, and improving
evaluation (Dallis, 1970; Huck & Long, 1972).
Supposedly, teachers better "understand" behav­
iorally stated objectives and therefore "know"
more about how to teach.

It is certainly true that the following statements
of objectives are ambiguous: a student will under­
stand how to add, subtract, multiply, and divide;
or appreciate classical music; or enjoy physical ac­
tivity; or comprehend the workings of an internal
combustion engine; or relish literature. What do
we mean by understand, appreciate, enjoy, com­
prehend, or relish? It is difficult, if not impossible,
to tell when a child is relishing great literature.
One way we can explain what we mean by "un­
derstand" is to describe how a person who under­
stands behaves differently from one who does not
understand. If a person who "appreciates" classi­
cal music does not behave any differently from one
who does not appreciate classical music, then the
goal of classical music appreciation is not worth
working for.

Thus, we argue that every worthwhile goal of
education is, in principle, capable of being stated
in behavioral terms. But it does not necessarily
follow that behavioral statements are the best way
to communicate goals to all people. We in educa­
tion often do have what Waks (1969) called men­
talistic aims. We actually do want students to ap­
preciate, comprehend, understand, and think
creatively. The fact that we can evaluate these
goals only through the observation of behaviors
does not mean that the behaviors, per se, are our
goals.

As a matter of fact, if we tell our students what
behaviors we are going to observe to infer "appre­
ciation," the inference may no longer 1I>e correct.
(This seems to be more of a problem if our goal is
affective rather than cognitive.)

We could specify, for example, that a person
who appreciates classical music, in contrast to one
who does not appreciate such music, will (1)
spend more time listening to classical music than,
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say, to "rock" on the radio, (2) be more attentive
while listening, and (3) buy more classical than
"pop" records. We could make a long, but not ex­
haustive, list of such behaviors. These would be
the behaviors from which we would infer appre­
ciation. But if we told our students that our goals
were the behaviors listed, they might engage in
those behaviors only during the time period in
which the teacher was doing the evaluation with­
out ever appreciating classical music at all! The
students would not be performing the behaviors
under natural conditions.

Stating objectives in behavioral terms is neces­
sary to evaluate objectives. Behavioral objectives
may also be desirable in planning instructional
strategies. Stating objectives in behavioral terms
forces teachers to think clearly, and in some detail,
about just what they are trying to accomplish.
Thus, behavioral objectives serve valuable func­
tions. But we are suggesting that there are poten­
tial problems of communication in using behav­
ioral objectives. One of these problems is to

mistake the product or behavior as an end in itself
rather than as evidence that the end has been

achieved. A related problem is that one may mis­
take a set of stated behavioral objectives as ex­
haustive when, in fact, they are only a sample of
the behaviors we wish the student to be able to
exhibit.

By suggesting that there are problems in com­
municating via behavioral objectives, we are not
suggesting that adequate communication can al­
ways take place without them. If your instructor
tells you that you are to "understand" the concept
of reliability in measurement, what does she
mean? Does she want you to be able to define it,
compute it, or list factors that affect reliability? If
she wants you to understand correlation, does she
wish you to be able to compute a correlation co­
efficient, interpret one, determine its statistical
significance, derive the formula, or list common
errors of interpretation? If the teacher means all
of these by "understand," she should say so. If she
means only certain ones, she should so state. Stu­
dents have a right to know, in general, what types
of behaviors the teacher expecis them to exhibit
when they are being evaluated. But if we expect a
student to derive an equation, it is not likely that
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the derivation, per se, is our goal. Rather, we wish
to infer some mental process such as understand­
ing from that act. If we teach a particular deriva­
tion and the student memorizes it, we may end up
making an incorrect inference of understanding
rather than memory.

The problems that result from confusion as to

whether a behavioral objective is really our main
objective or only an indicant of it can usually be
minimized by employing the levels approach dis­
cussed in the previous section. Ifwe start with the
broader goal statements and develop our behav­
ioral objectives (usually third-level objectives)
from them, it will typically be clear whether they
are main intents or only indicants. Further, we
wish to emphasize that it is preferable to start
with the broader goals. Although it occasionally
may help clarify goals by first attempting to list all
the possible specific behaviors, it is likely to be
more beneficial to work the other way around
(McAshan, 1974, pp. 47-48). And thinking of be­
haviors first does put the cart before the horse. As
important as evaluation is, it should not determine
the goals of education.'

A General Approach to Goal
Communication: A Summary

Ordinarily, goals or objectives should be stated in
terms of learner outcomes, not teacher processes.
We should communicate both immediate and ul­
timate goals. Goals should be specific enough that
they are not vague, yet general enough to com­
municate efficiently. Very specific goals are almost
always only samples of what we want students to
have learned. When listing specific goals, we
should make clear that these are samples only.
Neither teachers nor students should concentrate
on these specifics to the exclusion of other mate­
rial. We can infer the accomplishment of goals
only through observing behavior. Specifying the
type of behavior we will accept as evidence that

"Tbere is somewhat of a heated discussion about whether test­
ing (and hence evaluation) is (or should be) driving the curric­
ulum or vice versa.

the student has reached the goal is helpful. Some­
times the behavior itself is the goal. At other times
it is only an indicant of the goal. This is an im­
portant distinction. Behavior is an indicant of the
accomplishment of a mentalistic aim only when
performed under natural conditions. If a teacher
or student concentrates on the specific behavior as
the goal, it can no longer be interpreted as an in­
dicant that the desired goal has been attained. By
listing objectives in levels and by listing only sam­
ples of third-level objectives and fourth-level test
items, it should be clear when specific behaviors
are our objectives and when they are only indi­
cants.

An Anecdote

By way of summarizing the importance of com­
municating goals, we present the following anec­
dote:

At a parent-teachers conference the teacher
complained to Mr. Bird about the foul language of
his children. Mr. Bird decided to correct this be­
havior. At breakfast he asked his older son, "What
will you have for breakfast?" The boy replied,
"Gimme some of those damn cornflakes." Imme­
diately Mr. Bird smashed the boy on the mouth.
The boy's chair tumbled over and the boy rolled
up against the wall. The father then turned to his
second son and politely inquired, "What would
you like for breakfast?" The boy hesitated, then
said, "I don't know, but I sure as hell don't want
any of those damn cornflakes!" Moral, If you want
someone to change his behavior, tell him your
goals.

MAKING OBJECTIVES AMENABLE TO
MEASUREMENT AND EVALUATION

1. Objectives should begin with an action verb.
The key to making an objective behavioral and
therefore subject to measurement lies in the verb
used. General objectives such as to "become cog­
nizant of," "familiar with," "knowledgeable
about," "mature," or "self-confident" are not be-
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havioral. They do not tell us what the learner will
be doing when demonstrating his achievement of
the objective. For behavioral objectives, action
verbs are needed. Claus (1968) suggested that one
use only imperative sentences in stating educa­
tional objectives. These sentences begin with a
verb and are a call to action. Claus compiled a list
of 445 "permissible" verbs and placed them in
various categories. Examples from the list are pre­
sented in Table 3-2. These may assist teachers
who are trying to decide what student behaviors
are required for one to infer understanding, cog­
nizance, or maturity. Table 3-1 presents some ex­
amples of infinitives that relate to Bloom's taxo­
nomic classification of cognitive objectives.

2. Objectives should be stated in terms ofobserv­
able changes in behavior. For example, an objective
written as, "Always considers the views/opinions
of others" is not stated in behavioral terms. Why?
Can't we observe this over time and see if there's
a change? Yes. However, one can't "always" ob­
serve anything. Another poor objective is, "Prac­
tices good citizenship." Why is this poor? Be­
cause many of the types of behavior that exemplify
realization of this behavior occur outside ofschool
and hence the teacher can't observe them.

Although there are certain techniques of word­
ing objectives in order to make them behavioral,
the major problem in writing them is in thinking
through what behaviors are reasonable indicants
of their nonbehaviorally stated objectives. Writ­
ing objectives that are amenable to measurement
requires considerable knowledge about the subject
matter being taught and about the changes in be­
havior likely to result.

Certainly, it is more difficult to word objectives
behaviorally in some areas than in others. Affec­
tive objectives are particularly hard to specify be­
haviorally. As we stated before, this is because the
behaviors themselves are often not our objectives,
but are the indicants of the particular affect that
we are trying to instill.

Besides specifying the performance or behavior
of the learner, it is often helpful to specify the con­
ditions that will be imposed upon the learner while
demonstrating ability to perform the objective. It

is one thing to compute a square root on an elec­
tronic calculator and quite another to do it by
hand. Computing the volume of a sphere requires
different knowledge if one needs to know the for­
mula from that needed if the formula is available.

Some advocates of behavioral objectives also
suggest specifying the criterion, or standard, by
which the behavior is evaluated. This is clearly
necessary ifby "standard" one means the criterion
that will be used in evaluating, for example, the
goodness of a bead in welding or the quality of a
vocal solo. One cannot evaluate unless there are
criteria that can be used to differentiate quality of
behavior. However, if by "standard" one means
setting an arbitrary cutoff determination of
whether one can weld or sing, the advisability of
setting a criterion becomes more debatable. Usu­
ally, there are degrees of performance. It is not par­
ticularly wise to think of an objective as being ei­
ther met or not met. More often the degree to
which the objective has been achieved is the in­
formation desired.

3. Objectives should be stated in unambiguous
terms. The previous example, "Practices good cit­
izenship," is poor because the word "good" can
mean different things to different people. To one
teacher, it may mean that the students are willing
to serve on the student council. To another
teacher, it may mean that the students vote in
school elections.

4. Objectives should be stated so that they"are
conten t-free.

Poor: Can divide fractions in arithmetic.
Better: Can divide fractions.

By keeping objectives content-free, we are able
to use them as models for different specifics. For
example, in our "better" division objective, we
could use it in arithmetic or science. And, in arith­
metic, we could use it for decimals, fractions,
whole numbers, mixed numbers, and so forth.

5. Objectives should be unitary; that is, each
statement should relate to only a single process. For
instance, the objective "understands the digestive
process and is willing to accept dieting when nee-
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TABLE 3-2 Index Verborum Permissorum*

Formulate
Generate
Infer
Plan

Criticize
Deduce
Defend
Evaluate

COMPLEX, LOGICAL, JUDGMENTAL
BEHAVIORS
Analyze
Combine
Conclude
Contrast

Rephrase
Restructure
Synthesize
Vary

"CREATIVE" BEHAVIORS
Alter Paraphrase
Change Question
Design Reconstruct
Generalize Reorganize

GENERAL DISCRIMINATIVE BEHAVIORS
Collect Discriminate Match
Define Identify Order
Describe Isolate Select
Differentiate List Separate

SOCIAL BEHAVIORS
Agree Discuss
Aid Forgive
Contribute Interact
Cooperate Invite

Participate
Praise
React
Volunteer

Draw
Form
Illustrate
Mold

LANGUAGE BEHAVIORS
Abbreviate Outline
Alphabetize Punctuate
Capitalize Recite
Edit Speak

MUSIC BEHAVIORS
Blow Harmonize
Clap Hum
Compose Play
Finger Plunk

ART BEHAVIORS
Assemble
Brush
Carve
Cut

Spell
Syllabicate
Translate
Write

Practice
Sing
Strum
Whistle

Paint
Sculpt
Sketch
Varnish

"STUDY" BEHAVIORS
Arrange Diagram
Categorize Itemize
Compile Mark
Copy Name

PHYSICAL BEHAVIORS
Arch Hit
Bat Hop
Climb March
Face Run

DRAMA BEHAVIORS
Act Enter
Direct Express
Display Pantomime
Emit Perform

Organize
Quote
Reproduce
Underline

Ski
Skip
Swim
Swing

Respond
Show
Start
Turn

MATHEMATICAL BEHAVIORS
Bisect Extract
Calculate Graph
Derive Interpolate
Estimate Measure

Plot
Solve
Tabulate
Verify

LABORATORY SCIENCE BEHAVIORS
Apply Dissect Reset
Calibrate Manipulate Set
Convert Operate Transfer
Demonstrate Report Weight

GENERAL APPEARANCE, HEALTH, AND SAFETY BEHAVIORS
Button Dress Tie
Clean Empty Wash
Comb Fasten Wear
Cover Lace Zip

SOURCE: C. K. Claus, "Verbs and Imperative Sentences as a Basis for Stating Educational Objectives." Paper given at a meeting
of the National Council on Measurement in Education, Chicago, 1968.
'In contrast, Sullivan (1969) states that most, if not all, cognitive learning outcomes in the school are encompassed by only six
action verbs: identifj, name, describe, order, construct, and demonstrate.
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essary," contains two processes-a cognitive pro­
cess of the recall and understanding of digestion
and an affective process of the acceptance of diet­
ing.

One more point should be mentioned. Writing
behavioral objectives is a difficult task. Most edu­
cators do not do this task nearly so well as the the­
orists suggest (see Ammons, 1964). As a partial
help for teachers who recognize the need for be­
havioral objectives, but who have neither the time
nor desire to develop a comprehensive list of their
own, the sources listed earlier (e.g., Popham,
1970; Flanagan et aI., 1971; NAEP, 1969) may be
helpful. Also, several small books have been writ­
ten by educational psychologists to teach educa­
tors how to write objectives (see Mager, 1962;
Yelon & Scott, 1970; Burns, 1972; Vargas, 1972;
McAshan, 1974; Gronlund, 1978; Kibler et al.,
1981).

OBJECTIVES FOR CRITERION­
REFERENCED TESTS

As mentioned in Chapter 2, the advocates of cri­
terion-referenced testing emphasize the impor­
tance of operationally defining the domain of con­
tent or behavior the test is to measure. (We hope
you also recall that whenever one wishes to gen­
eralize from a sample of items to a broader do­
main, the domain has to be defined. This is true in
either a norm-referenced or a criterion-referenced
test. Criterion-referenced testing advocates stress
this idea more but, on occasion, inappropriately
claim it as a concern unique to their kind of test.)
Historically, a domain has been defined through
content outlines and statements of behavioral ob­
jectives. Often, tables of specifications or test
blueprints are used to assist in communicating the
domain. We will discuss these more in Chapter 4.
Some proponents of criterion-referenced testing,
however, argue that this type of approach is too
subjective and leads to an ambiguous definition, al­
lowing item writers too much freedom. Different
writers could well develop items of quite different

levels of difficulty covering the same ill-defined
domain, thus making any inference from the per­
centage of items answered correctly to the per­
centage of domain the person knows suspect.
What is needed, they claim, is an unambiguous def­
inition of a domain and a set of item-writing rules
for generating the items so that different test-mak­
ers could construct equivalent sets of items.

Popham (1980, 1984) has described four differ­
ent strategies the Instructional Objectives Ex­
change has tried since 1968. First, the staff tried
behavioral objectives, but decided they were too
terse and left too many decisions to the writers.
Next, they tried item forms, which were very spe­
cific and detailed rules for creating test items. Pop­
ham reports, however, that they ended up with too
many item forms and too few writers willing to
pay attention to the details. Next they tried ampli­
fied objectives, more elaborate behavioral objectives
that compromised between behavioral objectives
and item forms. They found that these also al­
lowed item writers too much latitude. Their cur­
rent approach is to use what they call test specifi­
cations. Separate test specifications are written for
each set of items that measure the same class of
student performance. Generally, this involves a
delimited and clearly defined achievement domain
and a set of test specification components. These
test specification components consist of: a general
description, that is, a one- or two-sentence sum­
mary of what the test measures, a sample item, a
set of response attributes, and, at times, a set of
specification supplements (see Popham 1980,
1984, for details).

Although such detailed test specifications may
be time-consuming to prepare, if carefully pre­
pared, the specifications will indicate what student
performance is being measured and the character­
istics of items to be prepared. Such a procedure is
invaluable in developing item pools where one
wishes to have test items that are measuring the
same skills, knowledge, and the like. Additionally,
such detailed specifications can be of great value
to the test user because they indicate what the test
scores represent, that is, what the test measured.

Berk (1979) reviewed these and three other ap-
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proaches: item transformations, algorithms, and
mapping sentences. He suggested, and we would
agree, that the rigor and precision of these strate­
gies are inversely related to their practicability.
While research should continue to be done on
these approaches, and while some large test-build­
ers can use them with some success, the typical
educator should feel no shame for preferring to
develop items from the third level of performance
objectives described earlier. Since this allows for
some flexibility in item writing, we cannot make
any absolute statements with respect to the per­
centage of a domain one knows. Such is the state
of our art.

UNANTICIPATED AND/OR
UNMEASURABLE OUTCOMES

Most educators will admit that stating objectives
is not a panacea for existing weaknesses and lim­
itations of educational evaluation. Lists of objec­
tives will always be incomplete. There will be un­
anticipated outcomes, and these too should be
evaluated. Also, while in principle every objective
is measurable, we must admit that in practice it is
not SO.6 Eisner's example of a teacher taking her
suburban children to visit a slum is a good illustra­
tion of an educational procedure with both unan­
ticipated and unmeasurable outcomes. The same
holds true of any encounter with students; there
will always be unanticipated and unmeasurable
outcomes. Educators should be alert in seeking
clues to unanticipated outcomes and attempting to
evaluate them. These clues may be obtained in
many ways, such as by interviewing students or
parents and by carefully observing classroom,
lunchroom, and recess situations. There are prob­
ably not so many "unmeasurable outcomes" as
many educators suppose. By employing a variety

6This can be seen iflearning is defined as the predisposition to

respond in a certain way under certain environmental condi­
tions. The evaluator may simply not have the environmental
conditions sufficiently under control to make an evaluation of
whether learning has occurred.

of measurement techniques, many of the outcomes
considered unmeasurable can be measured. Cer­
tainly, a fair number of outcomes cannot be mea­
sured via the traditional paper-pencil achievement
test, but such procedures as observations, anec­
dotal records, sociometric devices, and attitude in­
ventories can be used to obtain evidence for many
of these outcomes.

AN EXAMPLE OF STATING
OBJECTIVES FOR INSTRUCTION AND
EVALUATION

In writing instructional objectives, one begins by
stating a general learning outcome. For this state­
ment such nonaction verbs as "applies," "compre­
hends," "knows," and "understands" are permis­
sible. (These may be first- and/or second-level
objectives.) Examples of objectives for this chap­
ter, stated as general learning outcomes, would be
as follows:

1. Knows some sources of information about ob­
jectives;

2. Comprehends that objectives are stated differ­
ently, depending on the purpose of the com­
munication;

3. Appreciates the value of making objectives be­
havioral.

Once all general outcomes are stated, the next
task is to make a representative list of explicit stu­
dent behaviors that can be used as evidence that
the general objective has been achieved. Since
making affective objectives behavioral is the most
challenging, let us try to specify some behavioral
objectives for the general statement 3 listed above.

a. Completes a nonrequired assignment on writ­
ing behavioral objectives;

b. Gives a report on one of the texts mentioned
on behavioral objectives;

c. Enrolls in a one-hour seminar devoted solely to
writing behavioral objectives;

d. Proselytizes the need for behavioral objectives
with other students;
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e. Completes favorably a confidential rating scale
on the importance of behavioral objectives;

f. Asks for further information about affective
behavioral objectives.

This sample of specific learning outcomes
could be made much more complete. Only time,
divergent thinking, an understanding of the word
appreciates, and an awareness of the multiple ways
to measure them are necessary. These behaviors,
if performed under natural conditions, are ones
from which we can reasonably infer positive af­
fect. Of course, it is always possible to fake affect.
This is one reason we advance for not considering
a student's affect in a course when reporting his
level of achievement. (See Chapter 20, "Marking
and Reporting the Results of Measurement," for a
fuller discussion of this issue.)

• SUMMARY

The principal ideas, conclusions, and implications
of this chapter are summarized in the following
statements:

1. One of the important tasks of educators is to
determine the goals of education.

2. Goals (objectives) help an instructor to plan
instruction, guide student learning, and pro­
vide a criterion for evaluating student out­
comes.

3. Two considerations in selecting goals are
their relevance and their feasibility. After
they are selected, their priorities must be de­
termined.

4. Many published statements can serve as
guidelines for the teacher involved in deter­
mining goals.

5. The cognitive, affective, and psychomotor
taxonomies have been of assistance in helping
educators determine and communicate about
goals. They are also helpful in preparing as­
sessment devices.

6. Once goals are selected, they need to be com­
municated to a variety of people. There is no
one best way to communicate educational
goals; it depends upon the intended audience
and the purpose of the communication.

7. It is generally better to state goals in terms of
student outcomes than in terms of teaching
processes.

8. We should communicate both immediate and
ultimate goals and the relationships between
them.

9. Most educational goals can be more effi­
ciently communicated in somewhat general
terms. At times,. however (e.g., in specific
training programs within an educational set­
ting), it is appropriate and expedient to com­
municate very specific objectives.

10. Some instructional objectives are the shared
responsibility of several teachers (courses).

11. Where feasible, objectives should be stated so
they are content-free.

12. A behavioral objective is one that specifies
what the learner will be doing when we eval­
uate whether or not he has attained the goal.
Hence, statements of behavioral objectives
make use of action verbs.

13. Stating objectives in behavioral terms is nec­
essary if we are to evaluate those objectives.
Such behavioral statements are also typically
helpful in planning instructional strategies.

14. One potential problem of behavioral objec­
tives is confusion of the behavior with the ob­
jective. At times, the behavior is the objective.
At other times, it is only an indicant of an ob­
jective.

15. Various new approaches to defining domains
and building tests have been tried by advo­
cates of criterion-referenced tests. These are
generally difficult techniques for the class­
room teacher to use.

16. Stating objectives through a levels approach
has much to recommend it. First, one states
general learning outcomes, often in nonbe­
havioral terms. Then one lists under each of
those outcomes a representative sample of the
specific types of behavior that indicates at­
tainment of the objective.

17. Objectives should begin with an action verb,
be stated clearly in terms of observable
changes, be unitary, and represent intended
outcomes of the teaching-learning process.

18. Unanticipated and/or unmeasurable out-
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comes do occur as a result of education. If
there are too many of these, it may well in­
dicate that insufficient thought went into
specifying the original objectives and plan­
ning the instruction and evaluation proce­
dures.

• POINTS TO PONDER

1. Suppose you are given the task of conducting
a needs assessment in a school district. How
would you proceed?

2. What proportion of a teacher's efforts should
be directed toward students' achievements of
minimum versus developmental objectives?
Support your answer.

3. Is it reasonable to expect a relationship be­
tween all immediate objectives and ultimate
goals? Why or why not?

4. Why would a teacher wish to keep striving to­
ward some goals even if they were not measur­
able?

5. What instructional objectives are the shared
responsibility of several teachers (courses)?
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WHY TEACHER-MADE TESTS?

1. Discuss the advantages of teacher-made tests
over commercially published tests.

2. Understand the major problems associated
with teacher-made tests.

3. Classify teacher-made achievement tests ac­
cording to item format, nature of stimulus,
and purpose. .

4. Explain how purposes, content, method, tim­
ing, test length, item difficulty, and test blue­
prints relate to the planning of an evaluation
procedure.

5. Construct a test blueprint.
6. Understand the importance of, and be able to

construct, an item that matches an instruc­
tional objective.

7. Understand the differences between essay
and objective tests.

8. Evaluate the strengths and weaknesses of
essay and objective items.

9. Understand the factors to be considered in
selecting a particular item format.

10. Understand the factors to be considered
when deciding upon a test's length.

11. Define and discuss item difficulty.
12. Follow the guidelines offered for preparing

test items.
13. Discuss the six characteristics (abilities) a

person needs to write good test items.
14. Specify the sources of ideas upon which to

base test items.
15. List the criteria to be met when selecting

ideas for test items.

Teachers have an obligation to provide their stu­
dents with the best instruction possible. This im-
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• Factors to Consider When Selecting an Item Format
• Additional Details in Test Planning
• General Considerations in Writing Test Items
• What Does It Take to Be a Good Item Writer?
• Constructing Criterion-Referenced Tests

After studying this chapter, you should be able
to:

Despite the ever increasin.: use of portfolios, sam­
ples, and performance tests to assess student prog­
ress teacher-made achievement tests are fre­
quently the major basis for evaluating students'
progress in school (Herman & Dorr-Bremme,
1984; Stiggins & Bridgeford, 1985). One would
have great difficulty in conceptualizing an educa­
tional system where the child is not exposed to
teacher-made tests. Although the specific purposes
of the tests and the intended use of the results may
vary from one school to another or from ~ne

teacher to another, it is essential that we recognize
the part that test results can play in the life of the
student, parent, teacher, counselor, and other ed­
ucators.

Classroom evaluation instruments are not re­
stricted to conventional pencil-and-paper achieve­
ment tests. Stiggins and Bridgeford (1985) re­
ported that while elementary teachers preferred
observations, secondary teachers preferred ~est­

ing, This of course, is to be expecte?, especially
for primary teachers, who seldom (If ev~r) use
pencil-and-paper tests because some of their more
important instructional objectives cannot be eval­
uated by a pencil-and-paper test. Rather, they
must use rating scales, checklists, and other obser­
vational techniques. Rogers (1985), Stiggins and
Bridgeford (1985), and Anderson (1987) reported
that teachers believe observations of student per­
formance and product rating are desirable supple­
ments to pencil-and-paper tests. Herman and
Dorr-Bremme (1984) reported that nonformal test
procedures were the teachers' most important
source of information for making decisions about
graduation, initial placement, and moving stude~ts

from one instructional group to another. The dIS­
cussion in this and the next four chapters is con­
cerned with teacher-constructed achievement
tests. Other teacher-made evaluation instruments
will be considered in more detail in Chapter 9.
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plies that they must have some procedure(s)
whereby they can reliably and validly evaluate how
effectively their students have learned what has
been taught. The classroom achievement test is
one such tool. But if there are commercially avail­
able achievement tests, why is it so important that
classroom teachers know how to construct their
own tests? Why not use the commercial tests?

Commercially prepared achievement tests are
seldom administered more than once a year.
Teacher-made tests can be and generally are given
with much greater frequency. In addition, teacher­
made tests can be more closely related to a teach­
er's particular objectives and pupils. Who knows
better than the classroom teachers the needs, back­
grounds, strengths, and weaknesses of their pu­
pils? The classroom teacher, of course, is in the
best position to provide answers to questions such
as, "Does Ilene know how to add a single column
of numbers well enough to proceed to the next in­
structional unit?" or "What relative emphasis has
been placed on the Civil War in contrast to the
Declaration of Independence?" Not only is the
classroom teacher able to "tailor" the test to fit her
particular objectives, but she can also make it "fit"
the class and, if she wishes, "fit" the individual pu­
pils. Commercially prepared tests, because they
are prepared for use in many different school sys­
tems with many different curricular and instruc­
tional emphases, are unable to do these things as
well as the teacher-made test.

Also, the content of commercially prepared
tests tends to lag behind, by a few years at least,
recent curricular developments. Teacher-made
tests are more likely to reflect today's curriculum.
This is especially true in subject-matter areas such
as science and social studies, which may change
rather rapidly.

Classroom test results may also be used by the
teacher to help her develop more efficient teaching
strategies. For example, Ms. Atom may feel that
her pupils must understand valence before they
can be introduced to balancing chemical equations.
She could develop her own tests, administer them
to her students as pretests, and then proceed on
the basis of the test results to (a) reteach some of
the information she falsely assumed the students

already knew, (b) omit some of the material
planned to be taught because the students already
know it, and (c) provide some of the students with
remedial instruction while giving other students
some enrichening experiences. She could have ob­
tained this information with a commercial test
only if that test reflected her particular objectives.
Many times such tests do not.

There are many instances when a teacher wants
to sample thoroughly in a particular area. That is,
she is interested in obtaining as much information
as possible from a test in a specific content area
such as refraction, reflection, or valence. Nor­
mally, the commercial test will sample a variety of
skills and knowledge rather than focus on any sin­
gle aspect of the course content. Hence, teachers
who want to sample thoroughly in a particular area
can do this best by preparing their own tests. Even
if a teacher can find a commercial test that sampled
a particular concept to her liking, what would she
do with the remainder of the test? It would be
rather uneconomical to buy the total test for such
a limited purpose. Yet the limited purpose should
be evaluated. It is best evaluated by a well-con­
structed teacher-made test.

Classroom tests, because they can be tailored to
fit a teacher's particular instructional objectives,
are essential if we wish to provide for optimal
learning on the part of the pupil and optimal teach­
ing on the part of the teacher (see Bejar, 1984).
Without classroom tests, those objectives that are
unique to a particular school or teacher might
never be evaluated. Our emphasis on the desira­
bility and importance of the classroom teachers
being able to construct their own personal,
unique, and relevant tests should not be construed
as a de-emphasis or an implied lack of value of
commercial tests. On the contrary! Both serve a
common function-the assessment of a pupil's
skills and knowledge. But because they differ in
scope, content, and use, we should capitalize on
how they complement each other rather than
argue that one is better than the other.

A survey by Stiggins and Bridgeford (1985) on
the uses of various types of tests-teacher-made
objective; standardized objective; and structured
(planned and systematically designed to include
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prespecified purposes, exercises, observations,
and scoring procedures) and spontaneous (arises
naturally in the classroom upon which the teacher
makes a judgment of the student's level of devel­
opment) performance assessment-reported that:

1. For assigning grades and evaluating the effective­
ness ofan instructional treatment, teachers said
they give most weight to their own objective
tests. It's interesting to note that with respect
to grading, the weight given to teacher-made
objective tests and structured performance as­
sessment increases while that given to pub­
lished tests and spontaneous performance as­
sessment decreases as the grade level increases.

2. For diagnosis, teachers give most weight to
teacher-developed objective tests, followed
closely by performance assessments in assist­
ing them to diagnose pupil strengths and weak­
nesses. The former are most often used in sci­
ence and math. Structured and spontaneous
performance assessments are given most
weight in speaking diagnosis and writing as­
sessment, respectively.

3. For reporting achievement to parents, the teach­
ers surveyed said they relied most heavily on
their own objective tests and structured per­
formance assessment.

To this point we have attempted to explain why
teacher-made tests are necessary, even though
there are good commercially prepared achieve­
ment tests available. However, in recent years
there has been an attempt to build up item banks
that can be used by the classroom teacher to pre­
pare her test. Does this imply that teacher-made
tests will be gradually discarded? We think not. At
present these item banks-such as the Instruc­
tional Objectives Exchange, the Clearinghouse for
Applied Performance Testing, the Objectives and
Items Co-Op, and the School Curriculum Objec­
tives-Referenced Evaluation-are not geared to
provide the kind of service that would be required
if large numbers of teachers were to avail them­
selves of the service. More important, however, is
that such agencies would not encourage dispens­
ing with teacher-made tests. With few exceptions,

they provide only the raw materials, not the fin­
ished test. Teachers would still have to know how
to build, plan, score, and analyze the test. There is
still a preponderance of schools having local,
unique objectives that would not be measured by
materials contained in these item banks, and teach­
ers would have to write some items. Item banks
can be of value to the classroom teacher. We do
not think, however, that they will replace the need
for the teacher's having knowledge of the pro­
cesses involved in building a good achievement
test.

DEFICIENCIES IN TEACHER-MADE
TESTS

Students sometimes complain that they are fed up
with tests that are ambiguous, unclear, and irrele­
vant. Student comments such as "I didn't know
what the teacher was looking for" and "I studied
the major details of the course but was only ex­
amined on trivia and footnotes" are not uncom­
mon. Nor are they necessarily unjustified (see
Planisek & Planisek, 1972; Haertel, 1986; Stig­
gins, 1988; Cohen & Reynolds, 1988). By and
large, teacher-made achievement tests are quite
poor. But that shouldn't be surprising or unex­
pected. In their pre-service education programs
our teachers are trained to teach and not to assess
(test) their students (Gullickson, 1986; Gullickson
& Ellwein, 1985; and Marso & Pigge, 1989).

Let us look briefly at some of the major defi­
ciencies commonly associated with teacher-made
achievement tests. The deficiencies discussed
below can be minimized by careful planning, by
meticulous editing and review, and by following
some simple rules of test-item construction.'

'Carter (I986) showed that test-wise students are able to use
secondary clues to deduce the correct answer for faulty multi­
ple-choice items. Possibly more shocking was her finding that
teachers were unaware that they provided any clues such as the
longest foil being the correct answer. Gullikson (1984) and
Sriggins and Bridgeford (I 98 5) reported that teachers felt de­
ficient and needed more training in test construction.
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1. Ambiguous questions. When a statement or
word can be interpreted in two or more ways, we
have ambiguity. In the essay test, words such as
"discuss" and "explain" may be ambiguous in that
different pupils interpret these words differently.
In a true-false test, the item' "It is very hot in
Phoenix in August" might be true or false depend­
ing upon the student's referent. In comparison to
Siberia, the statement is true. But in comparison
to Death Valley, the statement may be false. In
other words, how "hot" is "hot"? Students should
not be required to guess at an answer because the
question is ambiguous. The question should be
worded in such a way that it is interpreted in the
same way by all students. Differential performance
should be the result of differences in knowledge
of the subject matter, not of differences in the in­
terpretation of the item. After writing a test item,
ask yourself "Can I make this item any more di­
rect and clear?" Editing and some independent re­
view of the test items by another teacher should
help minimize ambiguity.

2. Excessive wording. Too often teachers think
that the more wording there is in a question, the
clearer it will be to the student. This is not always
so. In fact, the more precise and clear-cut the
wording, the greater the probability that the stu­
dent will not be confused.

3. Lack of appropriate emphasis. More often
than not, teacher-made tests do not cover the ob­
jectives stressed and taught by the teacher and do
not reflect proportionately the teacher's judgment
as to the importance of those objectives. Fre­
quently, teacher-made achievement tests are heav­
ily loaded with items that only test the student's
ability to recall specific facts and information,
such as "In what year was the Magna Carta
signed?" Fleming and Chambers (1983) after re­
viewing about 9,000 items written by Cleveland,
Ohio, classroom teachers (we believe they are typ­
ical of classroom teachers) found that nearly 80

2ltem and question are used interchangeably. Item format re­
fers to the type of item, such as true-false or multiple-choice.

percent of the items dealt with facts and knowl­
edge. Only a minimal number of the items re­
quired students to apply their knowledge.

We do not negate the value of knowing certain
specific facts and details, such as the multiplication
tables. We feel that knowledge of such informa­
tion should be tested. But this is markedly differ­
ent from having the student quote the first five
lines from "To be or not to be ...." Why are so
few of the test items constructed by classroom
teachers devoted to measuring the higher mental
processes of understanding and application? Pri­
marily because it is so much easier to prepare
items that measure factual recall than it is to write
test items that measure comprehension, synthesis,
and evaluation. Also, students don't like items that
measure higher-order thinking skills; they believe
they are more difficult (S. B. Green et aI., 1989).

4. Use of inappropriate item formats. Some
teachers use different item formats (such as true­
false or essay) solely because they feel that change
or diversity is desirable. But the need for diversity
should not govern the type of item to be used.
There are, as will be discussed in later chapters,
advantages and limitations associated with each
type of item format. Teachers should be selective
and choose the format that is most effective for
measuring a particular objective.

CLASSIFICATION OF TEACHER­
MADE TESTS

There are a variety of ways in which teacher-made
tests (or, for that matter, commercially published
tests) can be classified. One type of classification
is based upon the type of item format used-essay
versus objective. Another classification is based
upon the type of stimulus material used to present
the problems to the student-verbal or nonverbal.
Still other classifications may be based upon the
purposes of the test and the use of the test re­
sults-criterion-referenced versus norm-referenced;
achievement versus performance; and formative
versus summative evaluation. We will now con-
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sider the various classification schemes in greater
detail.

It should be recognized at the outset that these
classification schemes are not mutually exclusive.
For example, a test may be of the essay type, but
the student may be required to react to a picture
he sees or music he hears, and the results may be
designed to assist the teacher in correctly placing
him at an appropriate step in the learning (instruc­
tional) sequence.

Classification by Item Format

There are several ways in which items have been
classified by format-supply and selection type;
free answer and structured answer; essay and ob­
jective. (See Lien, 1976; Thorndike & Hagen,
1977, Ebel & Frisbie, 1986; Gronlund & Linn,
1990.) Some prefer to make the distinction in for­
mat as free response (supply) versus choice re­
sponse (select), and scoring is dichotomized as ob­
jective versus subjective. Accordingly, questions
can be classifed as follows:

Response Format

Free Choice

Objective 1----------
Subjective _

We will classify item types into two major cat­
egories-essay and objective-and place the short­
answer form under objective rather than essay pri­
marily because short-answer items can generally
be scored more objectively than essay questions.'

It is not possible to classify tests solely on the
basis of whether or not subjectivity is involved.
Subjectivity is involved when any test is con­
structed-deciding upon the purpose(s) of the
test, deciding upon the kinds of questions to ask,
deciding upon the difficulty level of the test, de­
ciding upon whether or not a correction formula

lObjectiviry of scoring refers to the extent to which the per­
sonal judgment of the scorer affects the score credited to a par­
ticular response.

should be used-and hence one cannot say that an
objective test does not involve some degree of
subjectivity on the part of the test-maker. Also,
even though some educators argue that essay tests
are more susceptible to subjectivity in scoring
than are objective tests, techniques are available
(see Chapter 5) to make essay scoring more objec­
tive. At any rate, objective and essay" tests do dif­
fer quite markedly in the degree to which they are
amenable to objective scoring. It is primarily for
this reason that we favor the classification of
teacher-made achievement tests shown below.'

A. Essay type:
1. Short-answer or restricted response (about

one-half of an 8% X l l-inch page);
2. Discussion or extended response (about 2

to 3 pages);
3. Oral.

B. Objective type:
1. Short-answer;

a. Single word, symbol, formula;
b. Multiple words or phrase;
c. One to three complete sentences;

2. True-false (right-wrong, yes-no);
3. Multiple-choice;
4. Matching.

Classification by Stimulus Material

We generally think of tests in terms of a series of
verbal problems that require some sort of verbal
response. There are many instances, however,
where the stimulus material used to present the
problem to the student need not be verbal. In a
humanities or art course, the stimulus materials
can be pictorial. In a music course, it could be a
recording. In a woodworking course, the stimulus
material might be the tools. In a pathology course,

'The oral examination, which is less popular today, could be
classified as being of the essay type.
sWe recognize that if we adopted a supply vs. select type clas­
sification for the essay and objective type, respectively, short­
answer items would be found under what we presently call
"essay."
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it could be the specimen viewed through the mi­
croscope. Nevertheless, the student is still being
tested to see what abilities, skills, and knowledge
he possesses. Although nonverbal stimulus mate­
rial items are infrequently used in the classroom,
this does not mean that they are not a good me­
dium to use.

Classification by Purpose

Teacher-made, or for that matter, standardized
achievement tests can also be classified in terms of
their purpose or use.

Criterion versus Norm-Referenced Inter­
pretation As discussed in Chapter 2, the test
score in a criterion-referenced interpretation is
used to describe the status of the individual. Does
Maxwell know how to add a single column of fig­
ures? Does Allan know how to balance an equa­
tion? A norm-referenced interpretation of the test
score permits the teacher to make meaningful
comparisons among students in terms of their
achievement. Hence, if the teacher wants to com­
pare Maxwell's performance in arithmetic to that
of his peers, she would use norm-referenced in­
terpretation.

Achievement versus Performance The edu­
cational process is not restricted to achievement in
such areas as reading, science, social studies, or
mathematics. There are many instances where
teachers are just as, if not more, concerned with
what the pupil can do. For example, an art teacher
might be as interested in seeing how well students
can draw or paint as she is in whether they know
the distinction between form and symmetry. And
a woodworking teacher might be more concerned
with ascertaining whether her students can oper­
ate a lathe than she is in knowing whether they
know the parts of a lathe. Education is concerned
with both what we know in an academic sense and
how well we are able to apply our knowledge. For
this reason, teachers could use achievement tests,
performance tests, or a combination of the two,
depending upon the subject matter. In Chapters 5

through 7, we will concern ourselves with
teacher-made achievement tests. In Chapter 9, we
will discuss other teacher-made evaluation proce­
dures.

formative versus Summative Evaluation
The way test results are used determines whether
we are engaging in formative or summative eval­
uation. If tests are given frequently during the
course of instruction and the data are used to mod­
ify and direct learning and instruction, we are en­
gaged in formative evaluation. If the test is given
at the end of the unit, chapter, or course to deter­
mine how well the students have mastered the
content, we have engaged in summatnie evalua­
tion. Summative evaluation is often used as a basis
for assigning final course grades.

The item format used and the types of items
written generally do not differ for tests used for
formative and summative evaluation. What do dif­
fer are the frequency of testing and the table of
specifications (see p. 58). Since formative evalua­
tion is designed to provide the teacher with con­
tinuous and immediate feedback so that she can
govern her instructional strategy, such evaluation
is more frequent. With respect to the table of
specifications, for formative evaluation as in the
case of criterion-referenced and diagnostic tests,
there will be a very thorough sampling of a limited
content area. In summative evaluation, there will
be a more restricted sampling across a larger con­
tent area.

PLANNING THE TEACHER-MADE
TEST

Although more elaborate and detailed planning
goes into the development of a large-scale stan­
dardized test than we would expect in a teacher­
made test, this does not imply that teacher-made
tests should be or are hastily constructed without
any kind of planning.

Good tests do not just happen! They require
adequate and extensive planning so that the in­
structional objectives, the teaching strategy to be
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employed, the textual material, and the evaluative
procedure are all related in some meaningful fash­
ion. Most teachers recognize the importance of
having some systematic procedure for ascertaining
the extent to which their instructional objectives
have been realized by their pupils. And yet, one of
the major errors committed by teachers when pre­
paring classroom tests is inadequate planning. Too
often, teachers feel that they can begin thinking
about the preparation of their test one or two
weeks before it is to be administered. More often
than not, they leave it until the last possible mo­
ment and rush like mad to prepare something.
This is indeed unfortunate, for the test produced
may contain items that are faulty, for example, the
items are ambiguous, not scorable, or too difficult.
Professional item writers are seldom able to write
more then ten good items per day. It would there­
fore seem unrealistic to expect the ordinary class­
room teacher to be able to prepare a 50-item test
if she begins thinking about her test only a few
days before it is scheduled. The solution to the
problem lies in adequate planning and in spreading
out the item-writing phase over a long period of
time.

Ideally, every test should be reviewed critically
by other teachers to minimize the deficiencies
noted earlier. All the deficiencies discussed earlier
are related in one way or another to inadequate
planning. This is not to imply that careful plan­
ning will ipso facto remove these deficiencies;
rather, without adequate and careful planning, one
can be fairly certain that one's test will not be very
good. We agree with Tinkelman (1971, p. 46)
who wrote, "At the very least, inattention to plan­
ning can lead to waste and to delay due to failure
to coordinate properly the various phases of test
construction."

Developing the Test Specifications

Before the classroom teacher (or, for that matter,
the professional item writer) sits down to write
her test items, she must develop a set of test spec­
ifications. (NOTE: The test specifications differ
from the table of specifications/test blueprint12-

way grid to be discussed in the next section.) The
sine qua non of initial test planning is developing
the test specifications. They should be so com­
plete and explicit that two classroom teachers op­
erating independently but using these specifica­
tions would produce equivalent tests differing
only in the sampling of questions from the content
domain. In some sense, the test specifications con­
sist of a series of questions. The two most general
questions the classroom teacher must consider are
(a) What do I want to do? and (b) What is the best
way in which I can accomplish my goal? Table 4­
1 sets forth the kind of questions that should be
asked by the classroom teacher in the test-plan­
ning stage. In subsequent sections of this chapter
we will consider the first nine questions contained
in the checklist. In the succeeding chapters we
will concentrate on answers to the remaining
questions-the techniques of writing essay and
objective test items, assembling, reproducing, ad­
ministering, scoring, and analyzing the test.

Purpose of the Test The most crucial decision
the test constructor has to make is "Why am I test­
ing?" You will recall that in Chapter 1 we dis­
cussed the many ways in which evaluation can aid
both the pupil and the teacher. To be helpful,
classroom tests must be related to the teacher's in­
structional objectives, which in turn must be re­
lated to the teacher's instructional procedures, and
eventually to the use of the test result. But what
are the purposes of the test? Why is the test being
administered? How will the test results be used by
the pupil, teacher, counselor, administrator, and
parents?

Classroom achievement tests serve a variety of
purposes, such as (a) judging the pupils' mastery
of certain essential skills and knowledge, (b) mea­
suring growth over time, (c) ranking pupils in
terms of their achievement of particular instruc­
tional objectives, (d) diagnosing pupil difficulties,
(e) evaluating the teacher's instructional method,
(f) ascertaining the effectiveness of the curricu­
lum, (g) encouraging good study habits, and (h)
motivating students. These purposes are not mu­
tually exclusive. A single test can and should be
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TABLE 4-. Checklist for the Planning Stage in Preparing Classroom Tests

I. What is the purpose of the test? Why am I giving it?
2. What skills, knowledge, attitudes, and so on, do I want to measure?
3. Have I clearly defined my instructional objectives in terms of student behavior?
4. Have I prepared a table of specifications?
5. Do the test items match the objectives?
6. What kind of test (item format) do I want to use? Why?
7. How long should the test be?
8. How difficult should the test be?
9. What should be the discrimination level of my test items?

10. How will I arrange the various item formats?
II. How will I arrange the items within each item format?
12. What do I need to do to prepare students for taking the test?
I 3. How are the pupils to record their answers to objective items? On separate answer sheets? On the test

booklet?
14. How is the objective portion to be scored? Hand or machine?
I 5. How is the essay portion to be graded? Global or analytical?
16. For objective items, should guessing instructions be given? Should a correction for guessing be applied?
17. How are the test scores to be tabulated?
18. How are scores (grades, or level of competency) to be assigned?
19. How are the test results to be reported?

used to serve as many purposes as possible. For
example, a classroom achievement test in fifth­
grade arithmetic can be used to diagnose student
strengths and weaknesses, to rank pupils, and to
evaluate a particular instructional strategy. This,
however, should not be construed as de-emphasiz­
ing the need for every classroom teacher to spec­
ify in advance the purposes to which her test re­
sults will be put. The classroom teacher should
not hope that because a test can serve many mas­
ters, it will automatically serve her intended pur­
pose(s). The teacher must plan for this in advance.

A test can serve many purposes, but it cannot
do so with equal effectiveness. It is essential that
teachers know the major use of the test results.
Otherwise, we fear that they will not be able to

prepare a test that will be most useful to them or
their pupils,

What Is to Be Tested? The second major
question that the classroom teacher, now turned
test-constructor, must ask herself is "What is it
that I wish to measure?" What knowledge, skills,

and attitudes do I want to measure? Should I test
for factual knowledge or should I test the extent
to which my students are able to apply their factual
knowledge? The answer to this depends upon the
teacher's instructional objectives and what has
been stressed in class. If the teacher emphasized
the recall of names, places, and dates, she should
test for this. On the other hand, if in twelfth-grade
chemistry she has stressed the interpretation of
data, then her test, in order to be a valid measure
of her teaching, should emphasize the measure­
ment of this higher mental process. In this stage
of thinking about the test, the teacher must con­
sider the relationships among her objectives,
teaching, and testing. The following checklist
should assist the teacher in her role as test-con­
structor:

1. Specify the course or unit content.
2. List the major course or unit objectives.
3. Define each objective in terms of student be­

havior.
4. Discard unrealistic objectives.
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TABLE 4-2 Two-Way Table of Specifications for a Final Examination in Natural Science

Objectives"

Course Content Knowledge

Comprehension
(Translation,
Interpretation,
Extrapolation) Application Analysis Total

1. Methods of science;
hypotheses concerning the
origin of the solar system

2. Minerals and rocks
3. Changes in land features
4. Interpretation of land features
5. Animal classifications
6. Plants of the earth
7. Populations and the

mechanisms of evolution
8. Variation and selection
9. Facts of evolution and the

theory that explains them
10. Evolution, genetics, and the

races of man
Total

5
5
4
2
2
4

25

2
5
4
2
4
4

2

3
30

10
10

2 10
6 10
4 10
2 10

4 10
5 4 10

2 6 10

4 3 10
25 20 100

'Objectives are based on Bloom's taxonomy.
SOURCE: C. H. Nelson, 1958, Let's Build Quality into Our Science Tests. Washington, D.C.: National Science Teachers
Association.

5. Prepare a table of specifications.
6. Prepare test items that match the instructional

objectives.
7. Decide on the type of item format to be used."

Then, in order to further relate testing to
teaching, the teacher should:

8. Evaluate the degree to which the objectives
have been learned by the pupils.

9. Revise the objectives and/or teaching material
and/or test on the basis of the test results.

6We recognize that only the first five points are directly related
to the "what is to be tested?". Because the "what" helps deter­
mine the "how" and because testing should be related to teach­
ing, we have chosen to include the additional points at this
time.

Specifying the Course Content An important
first step for the teacher in determining what is to

be tested is to specify or outline the content of the
course or unit. Tables 4-2 and 4-3 present in gen­
eral terms the outline for a college freshman
course in natural science and a third-grade test on
subtraction of fractions, respectively.

Specifying the Major Course Objectives
The second, and for teachers, undoubtedly the
most difficult step in determining what to test is to
define and delineate the objectives of instruction.
Yet this is essential, for without objectives the
teacher is at a loss to know both what is to be
taught and hence what is to be measured. It is vital
that the teacher, individually but preferably in
consultation with other teachers (using a variety
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of sources such as those discussed in Chapter 3),
specify in advance the major course objectives for
her pupils. Then the teacher can develop appro­
priate measurement tools to determine the extent
to which her pupils have achieved her objectives.
For example, one of the objectives in seventh­
grade science might be "to understand the oper­
ating principles of a four-cycle internal com­
bustion engine." The teacher who accepts this ob­
jective must not only teach this material but also
must test her pupils for their understanding of the
principles involved in the operation of the four­
cycle engine. We realize that it may be difficult to
delineate all major course objectives. We also are
aware that circumstances beyond the teacher's
control might result in some of her instructional
objectives not being taught. However, those objec­
tives for which learning experiences are provided
must be subjected to some form of testing and eval­
uation.

Defining Behavioral Objectives One of the
major deficiencies in teacher-made tests results
from inadequate attention being paid to the ex­
pression of instructional objectives in terms of
student behavior. Too often, objectives are ex­
pressed as vague generalities, such as effective cit­
izenship, critical thinking ability, or writing abil­
ity. Vague, general goals often do not offer
adequate direction to the teacher. As pointed out
in Chapter 3, objectives should provide direction

to the teacher so she can prepare andorganize ap­
propriate learning experiences for her pupils. A
good rule of thumb in writing objectives is to ask
yourself, "Can my students do these things?" For
example, can they

1. change Fahrenheit temperatures to Celsius?
2. explain how an internal combustion engine

works?
3. divide with carrying?
4. describe the three major branches of the fed­

eral government, and explain their duties and
powers?

5. quote the Declaration of Independence from
memory?

6. read a wet-bulb thermometer?

It matters little whether goal 6 involves a skill,
goal 5 concerns memory, or goal 2 measures un­
derstanding. What does matter is that each of
these goals is very precise, observable, and mea­
surable. Each of these very fine or specific subdi­
visions of some larger whole pertains to some as­
pect of human behavior. With goals phrased or
expressed in this matter, the teacher knows both
what to teach and what to test for.

To help in developing a test that has adequate
content validity, the teacher should develop some
scheme whereby instructional objectives are re­
lated to course content and eventually to the kinds
of test questions she proposes to use for measur­
ing the degree of student mastery of these objec-

TABLE4-3 Table of Specifications for a Chemistry Unit on Hydrogen

Instructional (Behavioral) Objectives

Recall of Understanding Application in New Total.
Content. Percent Information Concepts Situations Percent

Physical properties 8 6 6 20
Chemical properties 12 9 9 30
Preparation 4 3 3 10
Uses 16 12 12 40
Total 40 30 30 100
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tives. Such a scheme is referred to as a table of
specifications.

Table of Specifications7

One of the major complaints that students make
of teacher-made tests is that they are often invalid.
Students may not use the technical term validity,
but their comments-"We were tested on minute,
mundane facts," "The material we were tested on
wasn't covered in class"-all point out that the
test lacked content validity. We recognize that
there may be some instances where students are
only displaying a "sour grapes" attitude and com­
plaining for the sake ofcomplaining. But we know
from looking at a plethora of teacher-made
achievement tests that there is some justification
for the complaints made. Although a table of spec­
ifications is no guarantee that the errors will be
corrected, such a blueprint should help improve
the content validity of teacher-made tests.

How often have you seen a plumber or electri­
cian work without referring to some type of blue­
print? How often have you seen a tailor make a
suit without a pattern? Very seldom, we bet! But
we have seen some tests constructed by teachers
and college professors who did not use any type
of plan or guide or blueprint, and their tests re­
flected it.

The purpose of the table of specifications is to
define as clearly as possible the scope and empha­
sis of the test, to relate the objectives to the con­
tent, and to construct a balanced test.

When to Prepare Specifications Ideally, to
be of most benefit, the table of specifications
should be prepared before beginning instruction.
Why? Because these "specs" may help the teacher
be a more effective teacher. They should assist the
teacher in organizing her teaching material, her
outside readings, her laboratory experiences (if
necessary)-all the resources she plans on using in

'The table of specifications is sometimes called the test blue­
print, test grid, or content-validity chart.

teaching the course. In this way, the specs can
help provide for optimal learning on the part of
the pupils and optimal teaching efficiency on the
part of the instructor. In a way, then, the specs
serve as a monitoring device and can help keep the
teacher from straying off her instructional track.

Preparing the Table of Specifications Once
the course content and instructional objectives
have been specified, the teacher is ready to inte­
grate them in some meaningful fashion so that the
test, when completed, will be an accurate measure
of the students' knowledge. Table 4-2 contains the
course content in natural science that simulta­
neously relates to the course content to Bloom's
(1956) taxonomy.

One could, of course, delineate the course con­
tent into finer subdivisions. Whether this needs to
be done depends upon the nature of the content
and the manner in which the course content has
been outlined and taught by the teacher. A good
rule of thumb to follow in determining how de­
tailed the content area should be is to have a suf­
ficient number of subdivisions to ensure adequate
and detailed coverage. The more detailed the blue­
print, the easier it is to get ideas for test items.

You will notice in Table 4-2 that there are
numbers in certain cells and blanks in other cells.
Now, what do all these numbers mean? The num­
ber 100 in the bottom right-hand corner is the
total percentage (it can be, however, related to the
number of items on the test) or point value of the
test. The numbers at the bottom of each column
indicate the percentage of the test devoted to a
particular objective. Hence, in this hypothetical
test, 25 percent of the test items measured knowl­
edge, 30 percent of the items measured compre­
hension, and so forth. The numbers in the last col­
umn signify the percentage of test items that were
allocated to each content area. The boldface num­
ber 5 in the first column and first row tells you that
5 percent of the total test was devoted to the mea­
surement of "knowledge" in methods of science.
At this point you might ask, "Who determines the
weights?"-that is, who determines the prop or-
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tion of items that are designed for each content
area and for each objective?

Determination of Weights You will recall
that one of the major advantages of the teacher­
made versus commercially published test is that
the teacher-made test can be tailor-made to fit the
teacher's unique and/or particular objectives. In
this way, Ms. Molecule, who stresses the gas laws
in eleventh-grade physics, can do so while Ms. El­
ement, who stresses heat and mechanics, is also at
liberty to do so. Each teacher can prepare a test
that is valid for her students. Because the class­
room teacher-more so than any other person­
knows the relative emphasis placed upon the var­
ious instructional objectives, it naturally follows
that she should have the major responsibility in as­
signing the various weights to the cells in Table 4­
2. There is no hard-and-fast rule that can be pre­
scribed for the teacher to use in determining the
weights to be assigned to the various cells in the
table of specifications. The weights assigned
should reflect the relative emphasis used by the
teacher when she taught the course.

As an example, we give a very simplified illus­
tration of how a classroom teacher can initially
determine the weights to be assigned to a partic­
ular cell in the table of specifications. Assume that
Ms. Atom will spend five class periods on a unit
in hydrogen, and she wants to prepare a test on
this unit. Ms. Atom plans to spend one period (20
percent of the time) discussing the physical prop­
erties of hydrogen; one and one-half periods (30
percent) on the chemical properties of hydrogen;
one-half period (10 percent) on the preparation of
hydrogen; and two periods (40 percent) discussing
the uses of hydrogen. These values are repre­
sented as the row totals in Table 4-3. In teaching
this unit, Ms. Atom will be concerned with three
instructional objectives: the pupils' ability to (a)
recall information; (b) apply information, con­
cepts, and principles in new situations; and (c) un­
derstand basic concepts and principles. The rela­
tive emphasis placed on each of these instructional
(behavioral or performance) objectives will be 40,

30, and 30 percent, respectively. These values are
represented as the column totals. Ms. Atom must
now assign values to each of the 12 cells. This
could be done by multiplying the row totals by the
column totals. For example, the cell involving re­
call of information in physical properties would
have a weight of .20 X 40 = 8 percent; the cell
incorporating application and uses would have a
weight of.40 X 30 = 12 percent. This procedure
is repeated for each cell and is illustrated in Table
4-3. Ms. Atom now has a blueprint (table of spec­
ifications) to guide her both in teaching this unit
and in constructing a test on this unit.

Table 4-4 illustrates a table of specifications for
a 35-item test dealing with subtraction of frac­
tions.

How firm should the assignment of weights in
each cell be?We believe that the initial weights in
each cell of the table of specifications should be
considered as tentative. It is only after the course
has been taught that the weights can be considered
definite. And, because conditions may vary from
one class to another, the final weights may be
somewhat different for different classes taught by
the same teacher. This, however, does not mean
that the teacher should depart from her original
"specs" because she finds it difficult to write items
designed to measure the higher mental processes.
As Tinkelman (1971, p. 56) wrote: "If a test blue­
print rests upon a sound judgmental basis, the test
constructor has the professional obligation to ob­
tain items of satisfactory quality and in sufficient
numbers to satisfy blueprint specifications."
Without a well-thought-out and prepared table of
specifications, there is a great possibility that the
test, when finally constructed, will lack content
validity.

Tables of Specifications for Criterion­
Referenced Tests

As mentioned in Chapter 2, the major difference
between criterion- and norm-referenced tests is in
terms of score interpretation-whether we inter­
pret a person's score by comparing it with a spec-
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TABLE 4-4 Table of Specifications for a Test on Subtraction of Fractions

Instructional Objectives

Subtracts Fractions Subtracts
Subtracts and Mixed Mixed Total

Content Fractions Numbers Numbers Items

Denominators are unlike with
common factor 4 10

Denominators are unlike with
uncommon denominator 4 10

Denominators are alike 5 5 5 15

Total items 11 12 12 35

ified behavioral criterion of proficiency (90 per­
cent of the items answered correctly) or by
comparing it with the scores of other people
(Allan did better than Ilene). However, both norm­
and criterion-referenced test scores are related to
content; therefore, in building an achievement test
whose scores will be norm-referenced, we must
be as concerned with content validity as when
building a test whose scores will be criterion-ref­
erenced. In both cases, there is a domain of rele­
vant tasks or behaviors from which we wish to
sample. In both cases, we should use a table of
specifications to ensure that our sample of test
items is representative of the domain of behaviors.
The major difference is that for the specific types
of instructional decisions where one usually finds
criterion referencing to be of more value, the con­
tent domain is quite limited in focus. For those ed­
ucational decisions where one is likely to make a
normative interpretation of the score, the domain
of tasks is usually more broad. Thus, when build­
ing a test whose scores will be interpreted by com­
parison with some specified criterion, we may
well have only one cell in the table of specifica­
tions. The domain is so narrow that it need not be
subdivided. For example, we might build a crite­
rion-referenced test on the task of adding two sin­
gle-digit whole numbers. A table of specifications

for such a test would not need to be subdivided. If
a test had a broader focus-that is, was designed
to measure addition of whole numbers, fractions,
and decimals-then one would build a table of
specifications so that each subtype of addition
problem was represented. This would be true
whether one wished to interpret the scores in an
absolute or relative fashion.

Distributing the Table of Specifications
The table of specifications should be given to the
students (especially those in the upper elementary
grades and above) at the beginning of the instruc­
tion and should be discussed thoroughly with
them. This can help minimize, if not eliminate, fu­
ture misconceptions, misunderstandings, and
problems. This would also allow students to voice
their opinions concerning the course content and
the relative emphasis. If changes are made as a re­
sult of this interaction, the pupils should be given
a revised set of "specs."

Using the Table of Specifications We have
already discussed how the table of specifications
can assist the teacher. Especially since the "age of
accountability," there has been some concern
voiced by educators that teachers will be prone to
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"teach for the test." As we said in Chapter 3, if
the teacher has an appropriate set of instructional
objectives, she should teach her pupils to realize
these objectives. It is not wrong to "teach for the
test" in this sense. In fact, we would be most
pleased if teachers would take the time to develop
appropriate instructional objectives, teach them,
and then test to see the extent to which they were
realized by their pupils. This is markedly different
from teaching the test items per se. Also, teaching
to a teacher-made test is different than teaching to
a standardized test because of the different do­
mains and different inferences drawn (Mehrens,
1984a; Mehrens & Kaminski, 1989).

In summary, the use of a test blueprint or table
of specifications will help ensure that (1) only
those objectives actually involved in the instruc­
tional process will be assessed, (2) each objective
will receive a proportional emphasis on the test in
relation to the emphasis placed on that objective
by the teacher, and (3) no important objective or
content area will be inadvertently omitted. Much
time and effort are (or can be) expended in pre­
paring a table of specifications, but in the long run,
the time and effort expended will be worthwhile.
The table of specifications can aid immensely in
the preparation of test items, in the production of
a valid and well-balanced test, in the clarification
of objectives to both teacher and students, and in
assisting the teacher to select the most appropriate
teaching strategy. Remember: The "table" is only
a guide; it is not designed to be adhered to strictly.

Relating the Test Items to the
Instructional Objectives

Obtaining a "match" between a test's items and
the test's instructional objectives is not guaranteed
by a test blueprint or table of specifications. The
test blueprint only indicates the number or pro­
portion of test items to be allocated to each of the
instructional objectives specified. Following are
some examples of learning outcomes expressed in
terms of specific behavioral objectives, with ac­
companying test items designed to measure the
learning outcome.

Example 1
Learning outcome (L.O.): The student will be able to
define (in one or two sentences) the following terms:
dividend, divisor, product, quotient, sum.

Test item (T.I.); In one or two sentences, define the
following terms:

1. Dividend
2. Divisor
3. Product
4. Quotient
5. Sum

Do we have a "match" between the learning out­
come and test item?

Example 2
Learning outcome (L.O.); The student will be able to
identify living and nonliving things.

Test item (T.!.); Which one of the following is a non­
living thing?

1. Bear
2. Ice Cube
3. Rose
4. Yeast

Do we have a "match"?

Example 3
Learning outcome (L.O.);The student can identify the
path in an electrical circuit.

Test item (T.I.); Design a circuit for a light with two
switches at different locations.

Do we have a "match"?

Example 4
Learning outcome (L.O.); The student can perform
mouth-to-mouth resuscitation on a drowning victim.

Test item (T.I.); Describe the correct procedure for
administering mouth-to-mouth resuscitation on a
drowning victim.

Do we have a "match"?

Of the four examples given, only the first and
second examples display a "match" between the
learning outcome (L.a.) and the test item (T.!.)
The third is not a "match" because the student
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could perform the L.O. but yet be unable to per­
form the T.!. In the fourth example there is no
match because describing something is not valid
evidence that the person can do something. On the
surface, one might say that those examples illus­
trating the lack of a "match" between the test item
and learning outcome illustrate minor, insignifi­
cant, semantic differences between the L.O. and
the T.!. However, even the smallest difference is
unacceptable if one wishes to be a "stickler" and
say that to have a valid measure of a L.O., there
must be a perfect match.

Wherever possible, there must be a "match."
Where would we be willing to deviate? Example
4 illustrates a situation where one could not match
the T.!. to the L.O. How can one demonstrate
whether he is able to correctly apply mouth-to­
mouth resuscitation on a drowning victim unless
he happens to come upon a drowning victim? It is
readily evident that you can't go out and drown
someone. But you could have a simulated situation
and ascertain whether the student can demonstrate
his knowledge. In any event, where it is impossi­
ble to obtain a "match" because of situations be­
yond the examiner's control, it is important that
the student perform the main intent despite the ar­
tificiality of the situation.

The major step, then, in preparing relevant test
items is to carefully analyze the behavior called for
in the learning outcome. Is the learning outcome to
have the student demonstrate his knowledge of or
ability to name, identify, compute? Is it to reflect
knowledge at a lower mental process level (recall
or recognition or application) or at a higher level
of mental process such as synthesis or evaluation?
In the examples given above, the learning out­
comes were very specific. One can, if she wishes,
have a more general learning outcome-one that
is not specifically related to course content-a
content-free learning outcome, an example of
which is:

The student will be able to identify (recognize) the
function of a given tool.

The "shell" of such an item would be, "The stu­
dent will be able to (insert L.O. verb) the function
of (insert name oftool or apparatus)."

The virtue of having content-free learning out­
comes is that they can serve as models upon which
content-specific learning outcomes can be written.
In other words, they are a frame or shell upon
which the item is then built. A major limitation of
the content-free learning outcome is that it may
result in the item writer losing sight of the fact
that before a test item can be written, the learning
outcome(s) must be made very specific; otherwise
the item may not "match" the instructional objec­
tive. [For a more detailed discussion of matching
items with objectives, see Mager (1962) and
Gronlund (1985,1988).]

Selecting the Appropriate Item Format

Now that the teacher has decided on the purpose
of the test and what she is interested in measur­
ing-both in terms of the objectives and the con­
tent-she must decide on the best way of measur­
ing her instructional objectives. This, of course,
does not preclude "mixing" different, but appro­
priate, item types on a test. In fact, Ackerman and
Smith (1988) and Murchan (1989), among others,
recommend a combination of essay and objective
items because different skills and abilities are mea­
sured by each.

As will be evident in our discussions of the var­
ious item formats, some are less appropriate than
others for measuring certain objectives. For ex­
ample, if the objective to be measured is stated as
"the student will be able to organize his ideas and
write them in a logical and coherent fashion," it
would be inappropriate to have him select his an­
swer from a series of possible answers. And, if the
objective is to obtain evidence of the pupil's fac­
tual recall of names, places, dates, and events, it
would not be efficient to use a lengthy essay ques­
tion. For true-false and short-answer questions,
one can use either an oral or a written medium,
but the oral approach is definitely not recom­
mended for the multiple-choice or matching for­
mat. In those instances where the instructional ob­
jective can be measured by different item formats,
the teacher should select the least complicated one
and the one with which she feels most comfortable
and adept.
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The discussion of the advantages and limita­
tions of the various item formats as well as the ac­
tual preparation of essay and objective test items
will be found in Chapters 5 through 7. Inasmuch
as it is important for the classroom teacher to give
some thought to whether she should use an essay
or objective test before she actually sits down to
write test items (i.e., she must engage in some sort
of item-format planning), we will at this time dis­
cuss some of the more general factors the class­
room teacher should consider when deciding upon
the type of test to use. But before doing so, let us
look at the differences between an essay and ob­
jective test.

DIFfERENCES BETWEEN THE ESSAY
AND OBJECTIVE TEST

Ebel and Frisbie (1986, pp. 130-131) noted the
following differences between the two major
types of teacher-made tests-essay and objective.

1. Essay tests require an individual to organize and
express his answers in his own words. In the
essay or "free response" item, the student is not
restricted to a list of responses from which he is
to select the answer. Objective tests, on the other
hand, require that the individual either supply a
brief answer (one or two words) or choose the
correct answer from among several alternatives.
Many people seem to think that admitting this dif­
ference implies the superiority of essay exams,
but this is not necessarily so. Nevertheless, we do
occasionally wish to measure ability to organize
and to write cogently, and essay tests are superior
for that purpose.

2. An essay test consists of fewer questions but calls
for more lengthy answers. An objective test has
more questions but ones taking less time to an­
swer. Sampling adequacy, efficiency, and reliabil­
ity are therefore likely to be superior in objective
tests.

3. Different skills and processes are involved in tak­
ing the tests (see Ward et al., 1980). In the essay
test, the student spends most of his time thinking
and writing. In the objective test (especially the
multiple-choice), most of the student's time is
spent on reading and thinking.

4. The quality of the essay test is dependent largely
on the skill of the reader (the person grading the
answer); that of an objective test, on the skill of
the test constructor.

S. Essay tests are relatively easy to prepare but more
difficult to grade accurately since they are graded
by humans (who may be subjective) rather than by
impersonal machines. Some teachers believe that
essay questions can be prepared while they are on
their way to school and may then be written on
the blackboard. Although this may be possible, it
does not lead to the preparation of good ques­
tions.

6. Essay tests afford both the student and grader the
opportunity to be individualistic. Objective tests
afford this freedom of expression (item writing)
only to the test-maker.

7. On objective tests the examinees' tasks and the
scorers' criteria tend to be more explicit. Al­
though the task for the examinee and the criteria
for grading may be made more explicit in essay
tests, they seldom are.

8. Objective tests are more susceptible to guessing;
essay tests are more susceptible to bluffing. The
seriousness of both problems, however, has been
grossly overestimated.

9. The score distribution in the essay test may vary
from one reader (scorer) to another; on the objec­
tive test, the distribution is determined almost
completely by the test.

Two popular misconceptions not supported by
the empirical evidence are that (a) essay tests as­
sess certain skills such as analysis and critical
thinking better than objective tests and (b) essay
tests contribute to better pupil study and work
habits.

Misconceptions of the different types of item
formats have resulted in much debate about the
relative merits ofone type ofexamination over an­
other. Look at the following example that illus­
trates that higher-order thinking skills can be mea­
sured by a multiple-choice item.

Ruth bought 6 balloons. She bought at least 1 green,
1 red, and 1 yellow balloon. She bought 3 more yel­
low than red balloons. How many yellow balloons
did she buy?

1. One
2. Two
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3. Three
4. Four

Rather than argue whether essay tests are better
than objective tests, or vice versa, we should un­
derstand the strengths and weaknesses associated
with each type (essay and objective) and capitalize
on their strengths.

FACTORS TO CONSIDER WHEN
SELECTING AN ITEM FORMAT

If a classroom teacher were to ask us, "Which
item format would you recommend?" we would
say, "It depends on many things." Although we
are unable to provide you with a definite set of
rules, we are able to give some suggestions for
your consideration in deciding which item format
to use. Factors to consider include the following:
(a) the purpose of the test, (b) the time available to
prepare and score the test, (c) the number of pu­
pils to be tested, (d) skill tested, (e) difficulty de­
sired, (f) the physical facilities available for repro­
ducing the test, (g) the age of the pupils, and
(h) your skill in writing the different types of
items.

1. Purpose of the test. The most important fac­
tor to be considered is what you want the test to
measure. To measure written self-expression, you
would use the essay; for spoken self-expression,
the oral. To measure the extent of the pupil's fac­
tual knowledge, his understanding of principles,
or his ability to interpret, we prefer the objective
test because it is more economical and tends to
possess higher score reliability and content valid­
ity. If your purpose is to use the test results to
make binding decisions for grading purposes or
admission to college, we recommend the objective
test because of greater sampling of content and
more objective scoring. To see whether the pupils
can produce rather than recognize the correct an­
swer, you would use the completion or short-an­
swer supply type rather than the matching, or
true-false, or multiple-choice recall type objective
test.

2. Time. It will take less time to prepare 5 ex­
tended-response essay questions for a two-hour
twelfth-grade history test than it would to prepare
75 multiple-choice items for that same test. How­
ever, the time saved in preparing the essay test
may be used up in reading and grading the re­
sponses. The time element becomes of concern in
relation to when the teacher has the time. If she is
rushed before the test is to be administered but
will have sufficient time after it has been given, she
might choose to use an essay examination. But, if
she must process the results within two or three
days and has no additional readers, she should use
the objective test, provided she has sufficient time
to write good objective items. We should also
consider the long-term vs. short-term time invest­
ment. Over an extended period of time, one would
have to write many essay items because of loss of
security but could, in that same time, have built up
an extensive item bank of objective-type items.

3. Numbers tested. If there are only a few pu­
pils to be tested and if the test is not to be reused,
then the essay or oral test is practical. However, if
a large number of pupils are to be tested and/or if
the test is to be reused at a later time with another
group, we recommend the objective test. It's much
harder to remember 75 objective items than it is
to remember 5 or 6 essay topics.

4. Skill tested. Hanson et al. (1986) showed that
certain item formats worked better for one skill
than for another. They also provided a design that
could be used to determine the specific combina­
tion and number of items that should be included
in a CRT for each skill to be tested.

5. Difficulty desired. Early research consistently
indicated that use of different formats had little ef­
fect on pupils' ranking but did have a differential
effect on item-difficulty levels (Heim & Watts,
1967; Traub & Fisher, n.d.). Multiple-choice for­
mats were consistently found easier to answer
than constructed formats.

6. Physicalfacilities. If stenographic and repro­
duction facilities are limited, the teacher is forced
to use either the essay test, with the questions
written on the board, or the oral test; or she can
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use the true-false or short-answer item by reading
the questions aloud. However, multiple-choice
items must (because of their complexity and/or
amount of material to be remembered) be mimeo­
graphed or reproduced mechanically. We believe
that all tests should be mechanically reproduced if
possible.

7. Age ofpupils. Unfortunately, there are still
some teachers who believe that a good test is char­
acterized by many different item formats. They no
doubt feel that this introduces an element of nov­
elty or that a change of pace will result in keeping
the pupils' motivation high. This may be true for
older pupils, but is definitely not so for younger
pupils. In fact, we believe that changing item for­
mats with accompanying changes in directions to
be followed will, for younger children especially,
result in confusion in adapting to new instruc­
tions, and whatever novelty might be introduced
will be at the expense of valid and reliable test re­
sults.

TABLE 4-5 Evaluation of Various Item Types

8. Teacher's skill. Teachers may be prone ini­
tially to more frustration and disappointment
when writing test items of one item format than
another. As will be seen in later sections, some
item formats are easier to write than others, and
teachers do a better job with one type than an­
other. In fact, Ebel (197 5a) found that teachers are
able to write more discriminating multiple-choice
items than true-false items.

Because of the differences in teachers' skills in
writing different types of items, we urge you to
try your hand at writing all item formats. Item
writing is a skill that can be improved with prac­
tice. However, to write good items requires care­
ful construction, but, even more important, it also
requires careful planning.

The various item formats are compared in
Table 4-5. The (+) indicates a slight advantage;
the (+ +) a marked advantage; the (- -) a
marked disadvantage; and the (-) a slight disad­
vantage of that item type for that factor.

Factor
Essay
or Oral

Short­
Answer

True-False. Matching.
Multiple-Choice

Measures pupil's ability to select, organize, and
synthesize his ideas and express himself
coherently. + +

Discourages bluffing.
Potential diagnostic value.
Answer cannot be deduced by process of elimination. + +
Can be rapidly scored.
Can be scored by machine or untrained person.
Scoring is reliable.
Independent of verbal articulation (fluency).
Provides for good item pool.
Takes relatively little time to prepare. +
Measures higher mental processes. + +
Provides for broad content sampling.
Measures application in novel situations. + +
Provides for adequate sampling of objectives.
Measures originality. + +

SOURCE: Adapted with permission from R. L. Thorndike and E. Hagen, Measurement andEvaluation in Psychologyand Education

(3d ed.). New York: Wiley, 1969, p. 71. By permission of john Wiley & Sons, Inc.
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ADDITIONAL DETAILS IN TEST
PLANNING

Once we have decided on the purpose of the test
and have at least tentatively decided on the item
forrnans) to be used, we still must answer five
questions before we are able to sit down and begin
writing test items and administer the. test. They
are (a) How long should the test be? (b) How dif­
ficult should the test be? (c) When and how often
should tests be given? (d) Should the nature of the
stimulus (the item) be pictorial, verbal, or of some
other type? (e) Should the test (exam) be open- or
closed-book?

Test Length

There is no readymade formula to tell the teacher
how many items should be used. Suffice to say that
the total number of items should be large enough
to provide for an adequate sample of student be­
havior across objectives and content areas. Al­
though the teacher's intent, especially on Ck'Ts is
to allow each student sufficient time to demon­
strate his knowledge of the subject, there must be,
for practical reasons, a time limit imposed on all
classroom tests. The length of the test will vary
according to its purpose, the kinds of items used,
the reliability desired, the age and ability of the
pupils tested, the time available for testing, the
length and complexity of the item, the amount of
computation required, and the instructional objec­
tive tested.

1. Purpose. If the test is only for a unit or chapter
of work rather than for the total term's or
year's work, it will require fewer items. For di­
agnostic (rather than prognostic) purposes,
there will generally be a need for more items,
inasmuch as the teacher is concerned with a
more thorough and intensive coverage in a di­
agnostic test than she would be in a survey
achievement test. The length of a test will also
be dictated by whether the test is to be used for
formative evaluation (where there is frequent
testing) or for summative evaluation.

2. Kinds ofitems used. The essay question will re­
quire more time than the objective item. Short­
answer items will require more time than true­
false items. True-false items will require less
time than multiple-choice items (Frisbie,
1971). Some general guidelines that we can
offer about test length in relation to the kind of
item format used are as follows:
A. For the four- or five-response multiple­

choice item used in the higher elementary
and senior high grades, the majority of stu­
dents should be able to respond to the item
in about 75 seconds. Hence, if the testing
period is 50 minutes, the teacher can plan
on using 35 five-response multiple-choice
items. Although only about 44 minutes are
used for actual testing, the remaining time
is needed to distribute and collect the test,
give directions, and answer any questions
that the students might have. Naturally, the
complexity of the subject matter and objec­
tives being measured, the fineness of the
discrimination needed, and the number of
alternatives will affect the time needed for
the pupil to respond to the item (Frisbie,
1971).8

B. For a short-essay response (about a half­
page), most students can answer about six
questions in a one-hour testing period.
These estimates, of course, would vary ac­
cording to the nature of the questions, the
content area, and the students' age.

e. For the longer essay (two or three pages),
most junior and senior high pupils can an­
swer about three questions in one hour.
For students in the fourth or fifth grade,
one might only be able to ask two "long"

"Some research has shown that the three-response MC item is
frequently about as good as the four- or five-response MC item
(Ebel & Frisbie, 1986; Ha1adyna & Downing, 1989a). Hence,
teachers using the three-response format should find that Stu­

dents take only about 60 seconds to answer the item and in a
50-minute testing period about 40 such items could be asked
(the additional time is used to distribute and collect the mate­
rials).
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"Write the formula for the mean "

According to the chart, the article that has
had the greatest percentage change in price
from 1970 to 1990 is . More
time will be needed for the student to respond
than if the test item were:

8. Amount of computation required. Somewhat
similar to our previous discussion of the type
of item format used is the fact that if the items
require a great deal of computation time, fewer
items could be asked in a given time in contrast
to items that are only verbal.

need more time to respond to a test item than
do older children, slow-learning children also
require more time than average or gifted chil­
dren. The teacher must know her pupils and be
governed not only by the item format used, but
also by the students' characteristics insofar as
the length of the test is concerned.

6. Time available fir testing. Most achievement
tests, especially cognitive rather than skill
tests, should be power rather than speed tests.
Accordingly, nearly all of the students taking
the test should be able to attempt every test
item in the time allotted. We can think of few,
if any, situations where speed is a relevant as­
pect of achievement. Remember: In an
achievement test we are typically trying to
learn howmuch students know and not how fast
they can work.

7. Length and complexity of the item. The greater
the amount of stimulus material (e.g., map or
graph, tabular material, report of an experi­
ment), the more reading time will be required
and hence the fewer the number of items that
can be asked in a given time. For example, the
instructional objective is "Interpretation of
Data Presented Graphically or in Tables," and
the test item is as follows:

1990
$ 1.10
$ 0.70
$95.00

1980
$ 0.76
$ 0.60
$50.00

1975
$ 0.32
$ 0.70
$42.00

1970
$ 0.35
$ 0.70
$40.00

Gas/gal.
Eggs/doz.
Shoes/pair

Cost of

essay questions in a one-hour testing pe­
riod. If the teacher feels that she must use
a longer essay test and if the ability and/or
age of her pupils dictate a shorter testing
time, she should divide the test and admin­
ister it on successive days.

D. For the short-answer, matching, or true­
false item, a rough guideline is that it will
take the pupil about 50 seconds to respond
to each item.

E. For every pair of four-response multiple­
choice questions answered, the student is
able to answer three true-false items (Fris­
bie, 197 I).

We strongly recommend that the
teacher consider these times as suggestive
only, and early in the term she should ad­
minister a test to her pupils, record the ac­
tual time required for the majority of her
pupils to complete the test, and govern her­
self accordingly for future tests with these
pupils. Remember-you do not want to
hurry the student, but you must impose
some arbitrary time limits.

3. Reliability desired. In Chapter 12 we point out
that (other things being equal) the longer the
test, the more reliable it tends to be, since ran­
dom errors cancel each other out. Hence, the
degree of reliability desired will influence test
length.

4. Pupil's age. By and large, young children tend
to read, write, and maybe even think slower
than older children. Also, young children tend
to become restless and tire more readily than
older children. Hence, tests for primary grade
pupils cannot be as long as tests for junior and
senior high pupils. A general rule of thumb is
that for pupils in the primary grades, we try to
limit testing time to 30 minutes; for those in
the intermediate elementary grades, we should
make our testing time about 40 minutes; for
junior and senior high school students, tests
can take 90 minutes.

5. Ability level of pupils. Just as young children
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9. Instructional objective tested. Items that only re­
quire recall of factual material can be answered
more quickly than those requiring understand­
ing or the higher-order thinking skills.

It should be readily evident now why we said
that there is no formula the classroom teacher can
use to determine the length of her test. We have
offered some suggestions regarding the time
needed by pupils to read and respond to different
item formats. But these are suggestions only and
must be interpreted in the light of a variety of fac­
tors and conditions. Although more items may im­
prove a test's reliability, we must reali~e that fa­
tigue can distort a pupil's score appreciably, Use
common sense, however. If pupils become rest­
less, unruly, or disinterested, stop for a little
break. Gauging the amount of time needed to
complete a test is something that develops with
experience. Much depends on the nat~re o~ ~he

content and the skill of the teacher III wnung
clear, concise, unambiguous items. Each teacher
must, through experience, determine time limits
that are practical for her students and her test.
When in doubt, be overgenerous in setting time
limits. For a more extended discussion on the test
length and setting of passing scores for criterion­
referenced tests, see Millman (1972, 1973), Ham­
bleton et al. (1978), and Hambleton (1984).

Item Difficulty'

Classroom teachers can make their tests very easy,
very difficult, or in between.'? Some teachers feel
that they can purchase the respect of their students

"Item difficulty is expressed in terms of the number of exam­
inees who answer an item correctly. This will be discussed
more fully in Chapter 8.
'ORegretfully, most classroom achievement tests are on the easy
side and focus primarily On testing for knowledge via factual
recall (or recognition) items. It is also disappointing to see that
students tend to judge novel, application-type problems as
more difficult than knowledge items despite the fact that they
are of similar difficulty (S. B. Green et aI., 1989). If this is so,
we might expect that items measuring higher-order thinking
skills would be judged even more harshly.

by giving them easy tests. They are wrong! Some
other teachers feel that the more difficult the test,
the better; that a difficult test will command re­
spect from pupils and parents. They are also
wrong. About the only positive thing that we
know about difficult tests is that they tend to make
pupils study harder (Sax & ~eade, 1.9~4; .Marso,
1969). (Actually, it is the pupil's antsapauon of a
hard test that may do this since the pupils have to
study before taking the test.) The concept of diffi­
culty or the decision of how difficult the test
should be depends on a variety of factors: notably,
(a) the purpose of the test, (b) the ability level of
the students, and (c) the age or grade level of the
students. (These are the same factors that must be
considered in planning the number of items as
well as the item format to be used.) We do not
think that it is bad to give a very easy test occa­
sionally if for no other reason than to instil~ some
feelings of confidence and self-respect III the
slow-learning student. On the other hand, we rec­
ommend the use of an occasional hard test to chal­
lenge the brighter students. There is a time a?d a
place for the more difficult test-it is especially
valuable for the good students so that they will be
prepared for such exams as the College Boards.
But be careful not to make the difficult test so ex­
cessively difficult that you really frighten the stu­
dents.

The concept of difficulty has more meaning for
the objective type of test than it does for the ess~y

or oral examination. In the former, the answer IS

either right or wrong; in the latter, there can be
varying degrees of correctness. Item difficulty is
also of more concern when we want the test to
discriminate among pupils in terms of their
achievement than if the test is designed to be used
as a diagnostic or mastery test. In a diagnostic
arithmetic test given in an average class, we might
reasonably expect the majority of pupils to do well
and have only a few relatively low scores (an
"easy" test). In a diagnostic test we are not inter­
ested in comparing the relative standing of Ilene
and Lori; rather, we want to know the strengths
and weaknesses of both girls so that we can rec­
ommend appropriate remedial instruction if and



CLASSROOM TESTING: THE PLANNING STAGE 11

when it is warranted. In a mastery test we would
also expect the test to be relatively easy because,
presumably, the teacher taught in such a way that
certain minimal essentials (skills and/or knowl­
edge) were learned or mastered by all or by a great
majority of her pupils. If the test is being used as
a pretest (i.e., given to the students before a par­
ticular unit or concept is introduced) to help de­
velop effective teaching materials and/or strate­
gies, we would expect most students to do poorly
because they have not as yet been taught the ma­
terial. Hence, for mastery, diagnostic, and most pre­
tests, we are less concerned with difficulty because
it is not our intent to differentiate or spread out
people according to their achievement level. But
there are many instances where our intent is to
discriminate among pupils. For selection and clas­
sification purposes, we ordinarily want a test that
produces a spread of scores.

To obtain information that will enable the
teacher to differentiate (discriminate) 11 among her
pupils in terms of their relative achievement, the
teacher should prepare questions that, if no guess­
ing occurs, about one-half of the pupils would be
expected to answer the items incorrectly (the test
is then said to be of average difficulty).

We believe that even a test used for discrimi­
nation purposes should contain a few very easy
and a few very difficult items. If this policy were
adopted, the poorer students could be motivated to
continue, especially if the easy items were at the
beginning of the test, while the brighter students
could be challenged. But, by jar, the majority ofthe
items should be ofaverage difficulty.

A very effective way to obtain item-difficulty
estimates is to pilot the items on a group of stu­
dents similar to those for whom the test is de­
signed. Item-analysis techniques (see P: 161) can
then be used to obtain difficulty and discrimina­
tion indices. Because pilot testing is generally im­
possible for the ordinary classroom teacher, sub-

'IThe extent to which we know how well the students are
being differentiated by the items is refer~ed to as item discrim­
ination. Item discrimination will be discussed in greater detail
in Chapter 8.

jective judgment must often be relied on. We
recommend that teachers only categorize their
items as "difficult, average, or easy."

In summary, how difficult a test should be de­
pends to a large extent upon its purpose. If the test
results are to be used to describe the status of the
individual pupils (criterion-referenced), item dif­
ficulty will not be a factor in the selection of the
test items. However, if the test results are to be
used to differentiate among pupils in terms of their
achievement, the concept of test and item diffi­
culty has meaning. This is still another reason that
teachers must know what use will be made of the
test results.

When to Test

Teachers often ask, "Should I test every week?
Once or twice a semester?" Some teachers prefer
to test on small segments of the course at frequent
intervals. Other teachers prefer testing less fre­
quently and on large units of the course. The ma­
jority of teachers usually govern themselves by the
marking and reporting schedules of their schools.
As of now, there is no evidence to show that a test
based on a small segment of the course is better
than a test that samples a larger unit of the work.
We prefer frequent testing because it can provide
a more thorough basis for keeping both teachers
and students better informed of student (and
teacher) progress.

Once again, the uses of the test results will de­
termine the frequency of testing. In most objec­
tive-based instructional programs where formative
evaluation procedures are appropriate, pupils are
(or should be) given short, criterion-referenced
tests frequently to inform the teacher of the pu­
pils' performance and identify those in need of ad­
ditional or remedial instruction.

The nature of the pupils may also affect the fre­
quency of testing. Teachers dealing with the slow
learner, the child in need of remedial instruction,
and the very bright child may test at frequent in­
tervals. Our opinion is that the teacher should de­
termine the frequency of testing, for she is in the
best position to make this decision. In general, we
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recommend that tests be administered at least
twice a semester and, where feasible, more often
since more frequent evaluation is superior to less
frequent evaluation (Martin & Srikameswaran,
1974; Gallagher & Gay, 1976; Gaynor & Mill­
man, 1976). We realize that too frequent testing
might impinge on instructional time. However,
we disagree with those critics of testing who con­
tend that testing time detracts from teaching time.
This may be so if poor tests are used or if the
teacher does not use the results of the tests to ob­
tain information on the pupils' strengths and
weaknesses. But if valid tests are used, and if
teachers take the time to analyze the nature of
both the correct and incorrect responses, and if
the test is discussed in class, test results can be an
effective and valuable source of information for
both teachers and learners.

Nature of the Stimulus: Verbal,
Pictorial, or Other?

The nature of the test-item stimulus is highly de­
pendent on the nature of the content being tested
(e.g., a performance test in woodworking lends it­
self better to use of nonverbal stimuli) and the age
of the pupils tested (very young children cannot
read). For young children we recommend using
lots of pictures, a minimum ofverbal material (un­
less one is measuring reading or reading readi­
ness), and a simple vocabulary appropriate to the
students' age and ability, lest the test become a
reading or general aptitude test.

Somewhat related are the questions of "How
should the test items be presented? Should they be
printed in a test booklet or should the items be ad­
ministered by means of a filmstrip, slides, or other
audio-visual methods?" Research has shown that
examinees can be paced in their response rate to
answer more rapidly if the test were administered
by some audiovisual aid than they would working
by themselves in a test booklet. And they could
work faster without any loss in accuracy. A few
years back, audio-visual test administration would
have been unheard of. Today, however, computer­
assisted testing is becoming more and more prev-

alent. (See the special issue of Educational Mea­
surement: Issues and Practice, Vol. 3, No.2, 1984,
for a comprehensive look at computer resting.)

Open-Book versus Closed-Book
Examinations

Most teachers want to maximize the opportunity
for their students to do their best on classroom
achievement tests. There is some disagreement,
however, as to the best method for achieving this.
There are some teachers who contend that stu­
dents should be able to use any and all external aids
such as notes, their textis), and other references
when taking an exam. Teachers preferring open­
book exams say that (a) they eliminate cheating;
(b) they do not substitute for studying because the
time required to look through one's notes or refer­
ences for answers will dissuade pupils from rely­
ing on these sources; (c) there are not too many
instances in life where one cannot look up a for­
mula, or equation, or piece of factual information;
and (d) they make students study for the applica­
tion and comprehension of knowledge rather than
for sheer recall of facts. There are other teachers
who disagree and say that the disadvantages far
outweigh the value of open-book exams and con­
tend that no aids should be permitted when taking
an exam. Who is right?

The empirical evidence, although sparse, does
indicate the following: (a) Students prefer open­
book exams, possibly because they are less anxi­
ety-producing. (b) There is very little difference
in performance between students who take open­
book exams and and those who take closed-book
exams. (c) Different abilities are tested by the two
methods. (For example, open-book exams test the
higher mental processes of reasoning and judg­
ment to a greater extent than do closed-book
exams. We do not wish to imply that closed-book
exams do not test higher-order thinking skills.
They do! Our better standardized achievement
and aptitude tests attest to this.) (d) Students pre­
pare differently for the two types. (e) It is more
difficult to discriminate between the better and av­
erage student in an open-book exam. What then?
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It would appear that one's decision whether to
use an open- or a closed-book exam is heavily de­
pendent on one's instructional objectives. If the
teacher's goals are to ascertain whether her stu­
dents have mastered certain factual material (and
there are many instances where it is important for
students to memorize certain facts and details),
then it is appropriate for her to use a closed-book
exam. On the other hand, if the teacher's goals are
to evaluate the students' grasp of, understanding
of, and application of concepts; the students' abil­
ity to retrieve and synthesize information; and the
students' ability to write a cogent report, then ei­
ther an open- or closed-book exam would be ap­
propriate.

GENERAL CONSIDERATIONS IN
WRITING TEST ITEMS

Regardless of the item format used, the two essen­
tial ingredients of a good test item are that it must
measure what it is designed to measure (validity)
and must do so consistently (reliability). Validity
and reliability of the individual items as well as the
test as a whole can be achieved only when (a) each
test item is expressed in clear, unambiguous lan­
guage; (b) the students are not given any clues to

the correct answer; (c) the scoring is objective;
and (d) a table of specifications has been prepared
and followed.

The different item formats are susceptible to
different types of errors. These specifics will be
dealt with when we consider the preparation of
the essay question and the different types of ob­
jective items in the chapters to follow. However,
there are some general factors that should be dis­
cussed at this time. Some have already been men­
tioned, and some will be elaborated on in Chapters
6 and 7, but we feel that they bear repetition be­
cause of their importance in writing good test
items.

At the outset, we want to caution the reader
that the writing of test items cannot be reduced to

a set of rules that will guarantee that the test is
reliable and has content validity. However, there

are some guidelines and specific suggestions that
should be considered by the classroom teacher
when she changes into an item writer.

Preparing the Test Item"

1. Carefully define your instructional objectives.
Without well-defined, specific, and clear instruc­
tional objectives, it will be very difficult to provide
for optimal learning on the part of the student and
optimal instruction on the part of the teacher.
And, since a teacher-made test-regardless of the
item format-is prepared specifically to measure
the extent to which the instructional objectives
have been realized, one cannot begin the prepara­
tion of a valid test without carefully defined in­
structional objectives.

2. Prepare a table ofspecifications, keep it before
you, and continually refer to it as you write the test
item. You will recall that the test blueprint or table
of specifications relates the course objectives to
the subject-matter content. The test item is an
outgrowth of one or more cells of the table of
specifications. Continually refer to your test blue­
print to help ensure that you will have a test with
adequate content validity.

3. Formulate well-definedquestions. Some of the
criticisms leveled against tests are the result of
questions that are vague, ambiguous, and too
global. Not only may such questions cause the stu­
dent difficulty in that he is unsure of what the
teacher is looking for, but they may also cause the
teacher problems in reliably scoring the answer
(especially the essay and short answer). In addi­
tion, the test items should be grammatically cor­
rect and free from spelling and typing errors.

4. Avoid excess verbiage. Verbal overload must
be controlled lest the test become one of reading
ability or general intelligence. Teachers, in their
attempt to clarify, too often confuse rather than

l2See Chambers (1984) for the development of an in-service
training package to help teachers improve the quality of their
pencil-and-paper tests.
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elucidate by excessive wording. Avoid needlessly
complex sentences.

5. The test item should be based on information
that the examinee should know (or be able to deduce
from the context) without having to consult a refer­
ence source. The best test contains only a sample of
the possible questions that can be asked. Alnd we
are all aware that no one student can commit all
the course content to memory. We should there­
fore not expect the student to have an encyclope­
dic mind. The course objectives upon which the
test is based should not test minutiae unless those
minute details are vital to meeting the course ob­
jectives. For example, in a course in pharmacology
we should not expect students to memorize the
dosages or limits of normal values of toxicity of
every drug that is on the market. There are, of
course, certain drugs that are frequently used or
dispensed, and we might expect the student to
know the characteristics of them. We should only
test on information that is within the daily work­
ing knowledge of the examinee. Naturally, if cer­
tain formulae, for example, are needed to solve a
problem, and a course objective was not to commit
formulae to memory, they should be provided to
the examinee. The crux of this issue, of course, is
getting agreement as to what are the basic objec­
tives.

6. Use the most appropriate stimulus. Although
the actual test item may be verbal, if the test is
based on some external stimulus, the stimulus
need not be verbal. There are many instances in
achievement testing where equipment configura­
tions can only be presented pictorially or where
the material in, say, economics might be clearer if
presented in graphic or tabular form than by
means of a verbal description. When this is the
case, the nature of the stimulus is nonverbal. But
the test-constructor must think about the most ef­
fective method of presenting the stimuli before
the item is written. Schwartz (1955) compared il­
lustrated items with written items and found, as
might be expected, that illustrations were better in
the lower grades than the upper grades. Accord­
ingly, we recommend that at least for the lower
elementary grades and for some specialized tech-

nical content areas, serious consideration be given
to using an illustrated stimulus, a minimum of ver­
bal material (unless one is measuring reading or
reading readiness), and a vocabulary that is appro­
priate to the students' age and ability, lest the test
become a general aptitude or reading test.

7. Try to avoid race and sex bias. Many persons,
both within and outside the education profession,
have criticized tests (primarily standardized tests),
claiming that they exhibit a race and sex bias. We
will discuss this issue more thoroughly in later
chapters when we consider standardized tests and
inventories. Even though bias is seldom a problem
in teacher-made achievement tests, we believe that
teachers should be aware of, and concerned with,
these issues so that they will strive to develop tests
that are as free as possible from race and sex bias.

Not directly related to achievement tests in
general, or teacher-made tests in particular, are
Scheuneman's (1987) findings. In studying the
Graduate Record Examination, she recommended
that to more favorably reflect the abilities of black
examinees, item writers should (a) use quantitative
language, diagrams, figures, or anything that will
reduce verbiage; (b) try to avoid superlatives like
most or best in the stem unless a definite distinc­
tion must be made between two potentially cor­
rect responses; and (c) avoid items that ask for the
one false response.

We favor taking all possible precautions in
using words or vocabulary that are free from racial
or sexual bias or stereotyping. Teachers must cor­
rectly select words that are not differentially un­
derstood by different ethnic groups or by males
and females. If all the story problems on a teacher­
made mathematics test involved males engaged in
athletic events or females engaged in homemaking
activities, this would be an example of sex stereo­
typing. If one used the vocabulary of black inner­
city youth and if these words were not understood
by other students unfamiliar with this vocabulary,
this would be an example of inappropriate, biased
vocabulary unless one was specifically testing for
the pupils' knowledge of these words. This last
point needs to be emphasized! If vocabulary
knowledge or understanding of a concept is the
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learning objective being tested and it is seen that
one ethnic or racial or sex group does better on
the test because they really know more or under­
stand better, we would not call the test biased. But,
if one group did better on a test because of the
language used, the test may be biased. Actually, if
teachers follow the guidelines offered in this and
succeeding chapters for writing test items, there
should be little bias in their tests.

8. Write each test item on a separate card. This
will permit you to record any item-analysis data
(see Chapter 8) directly with the item and will be
the beginning of a test file that can be used for fu­
ture tests. To assist in checking the test items
against the blueprint so as to obtain content valid­
ity, we suggest that the item be keyed to the ob­
jective and content area measured, the key being
placed in either the card's upper right- or left­
hand corner. Finally, with each item on a separate
card, it is easy to sort the cards so that all item
formats are together.

9. Prepare more items than you will actually
need. Every teacher should prepare extra test items
to replace those discarded in the review process.
For an essay test, we suggest that you prepare
about 25 percent overage of items. For an objec­
tive test, we suggest about 25 percent extra items
be written for each cell in the test blueprint. For
example, assume that you wanted a l Otl-item ob­
jective science test. If 5 percent of the test is de­
voted to knowledge of methods of science, you
should prepare 6 items. Weare quite certain that
some of your original items will have to be re­
placed. But even if you are fortunate and have to

replace only 2 or 3 items, the remainder can be
used as the base for a later test.

10. Write and key the test item as soonaspossible
after the material has been taught. The best time to
write and key an item dealing with a particular be­
havioral objective (outcome) is immediately after
covering the material in class. At this time the item
appears in its complete context and the relation­
ship of the item to a particular objective is most
clear. Even if the teacher only sketches out two or
three items when the material is presented in class,

over a period of time she will have a sizable pool
of tentative items that can be refined later and in­
corporated into her test. By writing the items over
a long period, the teacher avoids some of the prob­
lems discussed earlier.

11. Prepare the items well in advance to permit
review and editing. Very seldom is an item writer
fortunate enough to prepare a test item that does
not require at least some slight revision or modi­
fication. Ideally, the review phase and subsequent
editing should occur some days after the item has
been written. This will allow the item writer to
look at her items with a fresh perspective so that
hopefully she will be able to see any errors she
may have originally missed. One of the major
faults of poor items is that they often do not com­
municate effectively the item writer's intent. The
item writer knows implicitly what she is trying to
measure-the pupil must be told explicitly. The
best approach is to have a fellow teacher (one who
teaches the same subject matter) review the test
items and directions.

12. Avoid specific determiners. Don't give the
test-wise student any undue advantage over the
naive but equally knowledgeable student.

13. Be careful when rewording a faulty item.
The item writer must be very careful in rewording
an item that has been found faulty lest she alter the
"match" between the item and the particular ob­
jective the item was originally written to measure.
Subtle changes in the behavior measured are likely
to occur when we rewrite some of the distractors
in the multiple-choice item (Gronlund & Linn,
1990) and when we change a completion item to
a multiple-choice item, or vice versa (Knapp,
1968).

14. Insert some novelty into your test. In a study
of eighth graders, incorporating humor in test
items had no effect on the test score nor did it
lower test anxiety. However, the students favored
inclusion of humor in tests and thought that the
humorous items were easier (they weren't). We
agree with McMorris et al. (1985, P: 154) who
said that "if humor helps create a positive affect,
reduces negative affect, and does not depress
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scores, its use is warranted. . .. With the inclu­
sion of humor, the whole testing industry could be
somewhat more humane." This latter point is sig­
nificant considering the public's as well as stu­
dents' views of testing.

15. Avoid textbook or stereotyped language.

16. Obtaining the correct answer to one test item
should not be based on having correctly answered a
prior item.

For those interested in another approach to
item development, Willson (1989) presents an ex­
cellent, although somewhat theoretical, discussion
of the various components to be considered in the
development of aptitude- and achievement-test
items. With respect to the latter, he says that item
writers should pay attention to (a) prior knowl­
edge needed by the test-taker to answer the item,
(b) item features (such as the use of different test
stimuli) perceptible to the test-taker but indepen­
dent of prior knowledge, (c) learner processes in­
volved in the solution of the problem, and (d) re­
sponse qualities to be assessed (e.g., in a multiple­
choice item one could look at the correct answer
only, the distracters selected, or both).

Computer-Assisted Item Writing

Computers are being used to construct tests (Mill­
man & Arter, 1984), to develop test items (Oos­
terhof, 1990; Cronbach, 1990), to administer and
score tests and interpret the results (Millman &
Arter, 1984), to provide feedback (Oosterhof,
1990), and for record-keeping purposes (Hsu &
Nitko, 1983). However, the actual writing of test
items by computer is now only beginning to ap­
pear, with greater frequency on the horizon.

Millman and Westman (1989) present five ap­
proaches (actually there are only four) to com­
puter-assisted item writing that rely heavily on ar­
tificial intelligence. Using a hierarchy of computer
involvement in the actual test-item writing, the
approaches are (a) the author-supplied approach,
(b) the replacement-set procedures, (c) the com­
puter-supplied prototype items, (d) subject-matter

mapping, and (e) discourse analysis. In the first ap­
proach, the author-supplied approach, the item is
written completely by the author, and the com­
puter acts only as a typewriter to print the items
and then store them for later retrieval. Hence, this
is not really an approach or technique as are the
others. In the replacement-set procedures ap­
proach, the items are produced according to al­
gorithms, and the computer acts more as a proces­
sor of the information programmed than an actual
item writer. In the computer-supplied prototype
items, the item writer and computer interact to
write the text for the item. In the subject-matter
mapping approach, the item writer and computer
work interactively to build a frame-a network of
nodes and relations-and using instructions sup­
plied by the item writer, the computer generates
"rough" items for the item writer to review. In
the fifth stage-discourse analysis-algorithms
are used for the analysis and transformation of text
into test questions.

According to Millman and Westman, the most
viable approach is the computer-supplied proto­
type items approach, and they present a detailed
description of how one can use this approach. We
agree with them that this technology will no doubt
be used primarily by commercial test publishers.
However, with more and more school systems
having access to computer facilities, developing
and maintaining their own test files, and becoming
involved in student-competency testing, we envis­
age that computer-assisted item writing will filter
down to classroom teachers in the next decade."

WHAT DOES IT TAKE TO BE A GOOD
ITEM WRITER?

The process of writing good test items is not sim­
ple-it requires time and effort. It also requires
certain skills and proficiencies on the part of the

13A variety of software programs are available today to assist
the classroom teacher. IBM, for example, has the Teacher's
Quiz Designer, which creates, edits, and administers tests to

students and keeps track of student scores and averages.
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item writer, some of which can be improved by
formal course work; others require considerable
practice. Rules, suggestions, guidelines, and text­
books may be useful, but they are not magic wands
for producing high-quality test items. Just as a sur­
gery course in third-year medical school does not
prepare the student to be a certified surgeon, no
single course in tests and measurements (nor, for
that matter, reading a textbook) will prepare a stu­
dent to be an innovative item writer. There is no
doubt, however, that all the following aids will be
of some assistance, provided the item writer is
willing to devote the necessary time and energy to
the preparation of test items. In the long run, prac­
tice of the rules of item writing will help one
achieve proficiency.

To be a good item writer, one should be pro­
ficient in six areas.

1. Know the subjectmatter thoroughly. The greater
the item writer's knowledge of the subject mat­
ter, the greater the likelihood that she will
know and understand both facts and principles
as well as some of the popular misconceptions.
This latter point is of considerable importance
when writing the selection type of item in gen­
eral, and the multiple-choice item in particular
(because the item writer must supply plausible
although incorrect answers).

2. Know and understand the pupils being tested.
The kinds of pupils the teacher deals with will
determine in part the kind of item format, vo­
cabulary level, and level of difficulty of the
teacher-made test. For example, primary
school teachers seldom use multiple-choice
items because young children are better able to
respond to the short-answer type. The vocab­
ulary level used for a class of gifted children
will probably be very different from that used
with a class of educable mentally retarded chil­
dren. The classroom teacher who knows and
understands her pupils will generally establish
more realistic objectives and develop a more
valid measurement device than will the teacher
who fails to consider the characteristics of her
students.

3. Be skilled in verbal expression. Some of the
major deficiencies of teacher-made achieve­
ment tests are related to problems of commu­
nication-ambiguous wording, poor choice of
words, and awkward sentence structure. The
item writer must be scrupulously careful when
expressing herself verbally. It is essential that
the item writer dearly convey to the examinee
the intent of the question.

4. Be thoroughly familiar with various item for­
mats. The item writer must be knowledgeable
of the various item formats-their strengths
and weaknesses, the errors commonly made in
writing this or that type of item-and the
guidelines that can assist her in preparing bet­
ter test items.

5. Be persevering. Writing good test items, re­
gardless of their format, is both an art and a
skill that generally improves with practice.
There are very few, if any, professional item
writers who are so gifted, able, and blessed that
they can write an item that requires absolutely
no editing or rewriting. Classroom teachers
who are trained as teachers rather than as item
writers should be persevering and not give up
hope, even though the task seems overwhelm­
ing.

6. Be creative. The abundance of sterile, pedantic
items normally found on teacher-made
achievement tests results from the reluctance
of teachers to be creative. Tests need not be
somber and imposing. Items can be novel! Oc­
casionally, in the item stem or descriptive ma­
terial (or pictorial) upon which some items are
based, the writer can inject some humor. For
example, in an arithmetic test, why not in a
word problem on addition say "Mr. Adder,"
instead of Mr. Jones? At the same time that we
urge you to be creative, we must caution you
not to become too creative, since your enthu­
siasm might lead to the preparation of items
that no longer test for, or are related to, the
instructional objective for which they have
been written. Also, be careful that in your at­
tempt to become creative you do not become
overly verbose.
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Ideas for the Test Items

While the table of specifications lists the content
areas to be covered and the relative emphasis to be
placed on each area and instructional objective, it
does not directly give the item writer ideas that
she can develop into test items. These the item
writer must supply on her own. Where, then, does
the classroom teacher get ideas? Primarily from
the textbook or syllabus, other tests, journal arti­
cles, and questions raised by her pupils in class. It
is not too difficult to develop ideas for measuring
factual recall of information. It becomes progres­
sively more difficult as one climbs the hierarchy in
the taxonomy (Bloom et al., 1956) and as one tries
to invent appropriate novel situations. The final
selection of ideas to be developed into test items
is dependent on (a) the purpose of the test, (b) the
test blueprint, (c) the importance of specific ma­
terial covered in class, and (d) the items' ability to
discriminate between those students who do and
do not know the material. Each of these factors
must be considered.

CONSTRUCTING CRITERION­
REfERENCED TESTS

Criterion-referenced tests (CRTs) appeal to class­
room teachers because they can be tailored to
match what is actually being taught, they pro­
vide diagnostic information that is valuable to
both teacher and student, and they may suggest
strategies for program and instructional
improvement.

The procedures (and principles to be followed)
for writing criterion-referenced test items do not
differ appreciably from those to be considered
when writing norm-referenced test items. In fact,
one cannot distinguish between a criterion-refer­
enced and norm-referenced item merely by in­
spection. Both CRTs and NRTs should be devel­
oped with a table of specifications; both should be
concerned with validity and reliability, and both
should help users make decisions about the indi­
vidual, .differing only in the context within which
these decisions are made. Generally speaking, we

do not expect CRTs to have norms, but it is not
unusual to find them having some normative data
(Popham, 1978). The major differences between a
well-constructed CRT and NRT is that the CRT
has a more limited focus (fewer objectives but
they are more thoroughly measured by having
more test items per objective) and the CRT has a
well-defined, precise test domain.

The major difficulty but perhaps the most im­
portant steps in constructing CRTs are defining
the test domain and then developing test tasks that
are clearly members of the domain. Two general
approaches frequently used to construct CRTs are
(a) the empirical approach and (b) the universe-de­
fined approach." In the empirical approach, items
are selected on the basis of their ability to differ­
entiate between pupils who have been taught the
material and those who have not been taught the
material (this will be discussed in greater detail in
Chapter 8). In the universe-defined approach, a
universe or domain is specified and a "pool" of
items is developed. The goal of the universe-de­
fined method is to define the universe of all pos~
sible items in a given domain so that one may be
able to generalize from an individual's test score
on a representative sample of items to a statement
about his proficiency in the total domain. Associ­
ated with this is developing the setts) of rules
needed to generate the test items (see Hively et al.
1968; Osburn, 1968.) The Osburn and Hively
methods are similar in that both use the item-form
approach, that is, they generate a population of
items that directly mirror the logical structure of
the subject-matter content in some domain rather
than the learning outcomes of the sort usually em­
bodied in instructional objectives. Hively's model
differs from Osburn's in that instructional objec­
tives are clearly transformed into item forms with­
out going through the subject-matter structure.
Thus, for each skill, a series of domains is speci­
fied, and within each domain the skills to be tested

14See Jackson (1970), Millman (1973), Hambleton et al. (1978),
Martuza (1979), Popham (1981), Raid (1984), and Berk (1984)
for reviews of literature on constructing criterion-referenced
tests.
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are listed. For each skill, an item form consisting
of a "general form" and a series of "generation"
rules is developed (see Popham, 1984 for a more
detailed discussion). Unfortunately, there are few
domains other than computational problems in
science and mathematics and possibly certain fac­
ets of reading (such as comprehension) where it
would be possible to specify item-generation rules
of the type Hively proposed. In addition, our tech­
nology, to date, restricts us to measuring the
lower-level mental processes such as recall or
computation. It would appear then that a combi­
nation of the Osburn and Hively models would be
best. Then, the test-constructor will have her do­
main (collection of item forms) from which test
items can be selected, and the teacher will have her
domain that clearly specifies what is to be taught.
Even though there have been tremendous ad­
vances, much work remains to be done before this
becomes feasible for classroom teachers.

In constructing a CRT, one does not want to
have a large spread of scores (variability). In fact,
after the pupils have been taught, we would hope
that nearly all of them answered all the items cor­
rectly.

Most NRTs use multiple-choice or true-false
items. In CRTs where we expect students to
"do"-for example, to balance an equation, to
label a diagram-it has been suggested (Hills,
1981) that items be of the supply-type (short-an­
swer or essay).

Two additional factors that must be considered
when developing CRTs are (a) the number of
items needed to measure reliably each of the in­
structional objectives being tested and (b) the cri­
terion or cutoff score to reliably indicate mastery.
Generally speaking, between 5 and 20 test items
per behavior is sufficient (Popham, 1978). How­
ever, if significant decisions are to be made on the
basis of the test results, we recommend between
10 and 20 items per instructional objective tested.

• SUMMARY

The principal ideas, conclusions, and recommen­
dations presented in this chapter are summarized
in the following statements:

1. Teacher-made test results are often the major
basis for evaluating student progress.

2. All teachers have an obligation to assess the
efficacy of their instructional procedures.
The teacher-made test is one procedure for
accomplishing this.

3. Although paper-and-pencil tests are the most
frequently used formal evaluation procedure,
some important instructional objectives can
be evaluated only by observational tech­
niques.

4. Classroom tests, despite some of their limi­
tations, will never be replaced because they
(a) tend to be more relevant, (b) can be tai­
lored to fit a teacher's particular instructional
objectives, and (c) can be adapted better to fit
the needs and abilities of the students than can
commercially published tests.

5. A major deficiency of teacher-made tests is
that they suffer from inadequate planning.

6. Teacher-made tests may be classified on the
basis of item format, nature of stimulus ma­
terial, and purpose.

7. Classroom tests may be classified as either
essay or objective. Objective tests may be
classified as supply or select type.

8. In the test-planning stage, one must consider
two general questions: (a) What is the pur­
pose of the test? (b) What is the best means
whereby the purpose can be achieved?

9. In developing a specific measuring instru­
ment, the first task is to review the instruc­
tional objectives. Following this, the objec­
tives are expressed in terms of student
behavior. Then, a table of specifications
should be constructed.

10. The table of specifications ideally should re­
late the content to the instructional objec­
tives.

11. There should be a match between every item
and every instructional objective.

12. The essay test is especially appropriate for
measuring the pupil's ability to synthesize his
ideas and express them logically and coher­
ently in written form. Its major limitations
are that it has limited content sampling and
low scorer reliability.
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13. The objective test permits the teacher to ob­
tain a broader sampling of content in a given
time, has higher scorer reliability, and is less
susceptible to bluffing than is the essay test.

14. Both the objective and essay test have impor­
tant roles to play in evaluating pupil achieve­
ment.

15. In the planning stage, before a test item is
written, a variety of factors-such as the
test's purpose, type of item format, length, dif­
ficulty, and nature of the stimulus material­
must be considered.

16. The determination of appropriate item diffi­
culty depends on the purpose of the test. In
general, achievement tests should be of aver­
age difficulty. A test that is either too difficult
or too easy provides the teacher with little
meaningful information.

17. The two major considerations that item writ­
ers must consider relate to (a) clarity of com­
munication from the item writer to the ex­
aminee and (b) writing the item so that the
answer is not given away.

18. Skilled item writers know their subject mat­
ter thoroughly, understand their pupils, are
skilled in verbal expression, and are familiar
with the various item formats.

19. Criterion-referenced item writers employ
procedures and principles essentially similar
to those used by norm-referenced item writ­
ers.

20. The two most commonly used approaches for
constructing criterion-referenced tests are
the empirical approach and the universe-de­
fined approach. In the former, items are se-

lected on the basis of their ability to discrim­
inate between pupils who have been taught
the material and those who have not. In the
latter, items are generated on the basis of
item-generation rules.

• POINTS TO PONDER

1. Discuss the four major deficiencies of teacher­
made tests. Point out what step(s) can be taken
to help overcome each of the deficiencies.

2. Prepare a table of specifications for a 20-item
test on Chapter 4 of this text.

3. What are the major factors that one must con­
sider in the planning stage of the test?

4. If a teacher wishes to determine whether her
pupils can synthesize, should she use an objec­
tive-type test? Why?

5. Under what circumstances should item diffi­
culty and item discrimination be a considera­
tion when planning a test?

6. Discuss the empirical and universe-defined ap­
proaches in the construction of a criterion-ref­
erenced test.

7. Do you believe that the time will come when
teacher-made achievement tests will be re­
placed? Defend your answer.

8. Should achievement tests in a school system be
developed by the individual teacher or by a
committee? Discuss the pros and cons of each
approach.

9. How would you defend your use of objective­
type tests to a group of parents who were op­
posed to these tests?



Chapter 5

The Essay Test:
Preparing the
Questions and
Grading the Responses

WHl{ COULDN'T SHE HAVE GIVEN
US A MVLTIPLE-CHOICE TEST?
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• Classification of the Essay Question
• Advantages and Limitations of the Essay Test
• Why Are Essay Tests Still Popular?
• Sussestions for Preparing Good Essay Tests
• An Example of the Development of a Good Essay Question

• Grading Essays
• The Oral Question

In Chapter 4, our activities in the development of
a high-quality, accurate test of pupil achievement
focused on what might be referred to as the "get
ready" or planning stage. It is in this planning
stage that the purposes of the test are set forth, the
table of specifications (which relates the course
content to the instructional objectives) is pre­
pared, thought is given to the kind of item format
to be used, and decisions are made about the
length and difficulty of the test. The next step is
to write test items. We must now translate our be­
havioral objectives into test questions that will
elicit the types of behavior we are interested in
measuring. One type of test item is the essay ques­
tion.

With the exception of the oral test, the essay is
the oldest test format in use today. The distinctive
features of the essay question are: (1) the examinee
is permitted freedom of response, and (2) the an­
swers vary in degree of quality of correctness
(Stalnaker, 1951).

Because for many teachers the essay examina­
tion is the one used most frequently (whether ap­
propriately or inappropriately), it seems advisable
to try to develop procedures that will maximize
the advantages and at the same time minimize the
limitations of essay examinations. In this chapter
we consider (1) the two major types of essay ques­
tions, (2) the advantages and limitations of the
essay question, (3) the reasons that essay tests are
still so popular with teachers despite the many
criticisms leveled at them, (4) some suggestions on
how to prepare and grade the essay question, and
(5) the oral question.

After studying this chapter, you should be able
to:

1. Understand the differences between the re­
stricted- and extended-response essay ques­
tion.

2. List the two most serious limitations of essay
questions and discuss methods of combating
these limitations.

3. Discuss the reasons that essay tests are so pop­
ular, pointing out which reasons are supported
by empirical research and which are mainly
hearsay.

4. Follow the guidelines offered when construct­
ing essay questions.

5. Differentiate between global and analytical
scoring.

6. Follow the guidelines offered when grading
essay questions.

7. Discuss the similarities between the essay and
oral question.

8. Appreciate the value of, and need for, the essay
question in classroom tests.

9. Do a better job in constructing and grading the
essay question.

CLASSifiCATION OF THE ESSAY
qUESTION

Essay questions are subdivided into two major
types-extended and restricted response-depend­
ing on the amount of latitude or freedom given the
student to organize his ideas and write his answer.

Extended Response

In the extended-response type of essay question
virtually no bounds are placed on the student as to
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the pointts) he will discuss and the type of orga­
nization he will use. This advantage, unfortu­
nately, is counterbalanced by the fact that flexibil­
ity and freedom ofchoicecontribute to (1) the essay
being an inefficient format for measuring specific
instructional objectives and (2) scorer unreliability
(this will be discussed later in the chapter). An ex­
ample of an extended-response essay question for
students in a measurement course would be:

Describe what you think should be included in a
school testing program. Illustrate with specific tests,
giving reasons for your test selection. Your essay
should be about 300 to 400 words in length (2 to 3
pages).

An example for students in twelfth-grade litera­
ture is:

Do you believe that the portrayal of Shylock sup­
ports the claim made by some that Shakespeare was
anti-Semitic? Support your answer. Your essay
should be about 2 to 3 pages long (300 to 400
words).

An example for fifth-grade students is:

What keeps a hot-air balloon from falling to the
ground?

In answering the first question, the student may
select those aspects of the school testing program
that he thinks are most important, pertinent, and
relevant to his argument; and he may organize the
material in whichever way he wishes. In short, the
extended-response type of essay question permits
the student to demonstrate his ability to (1) call on
factual knowledge, (2) evaluate his factual knowl­
edge, (3) organize his ideas, and (4) present his
ideas in a logical, coherent written fashion. It is at
the levels of synthesis and evaluation of writing
skills (style, quality) that the extended-response
essay question makes the greatest contribution.

Restricted Response

In the restricted-response essay question, the stu­
dent is more limited in the form and scope of his
answer because he is told specifically the context
that his answer is to take. An example of the re-

stricted-response essay question for high school
or college students is:

Pavlov found that sometimes dogs he had previously
conditioned to salivate when a bell rang failed to do
so later on. How do you account for this? Your an­
swer should be about one-half page in length.

An example for the upper elementary or middle
school is:

Tell how plants make food. Your answer should be
about one-half page long.

These questions are more restrictive than the
example given for the extended-response essay in
that the student must only address himself to one
specific area rather than discuss a variety of alter­
natives.

By aiming the student at the desired response
we minimize somewhat the problems of unreliable
scoring, and we may possibly make scoring easier.
But by restricting the student's response we give
up one of the major advantages of the essay ques­
tion-a measure of the student's ability to synthe­
size his ideas and express them in a logical, coher­
ent fashion. Because of this, the restricted­
response type of essay is of greatest value for mea­
suring learning outcomes at the comprehension,
application, and analysis level, and its use is best
reserved for these purposes.

Examples of Different Types of Essay
Questions

One can make a more elaborate classification of
essay questions on the basis of the types of mental
activities required of the pupil. Weidemann
(1933, P: 82) classified the essay examination into
11 major categories. Arranged from the simple to
higher mental processes, these categories are as
follows: (1) what, who, when, which, and where; (2)
list; (3) outline; (4) describe; (5) contrast; (6) com­
pare; (7) explain; (8) discuss; (9) develop; (10) sum­
marize; and (11) evaluate. In Monroe and Carter's
(1923) 20-category scheme, the question itself de­
scribes specifically the nature of information to be
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recalled by the student in answering the question.
However, it is very difficult to classify each of
Monroe and Carter's 20 categories as either re­
stricted or extended, since the nature of the ques­
tion posed will, in many instances, determine
whether it calls for a restricted or an extended re­
sponse. What is more important, however, are the
kinds of questions that can be posed.

It will be readily evident when you read the ex­
amples given below that some of the classifications
are related more to the restricted response; others,
to the extended response.

1. Comparison of two things:
Compare norm- and criterion-referenced measure­
ment.

2. Causes or effects:
Why did fascism develop in Italy and Germany but
not in the United States or England?

3. Analysis:
Does the GulfofTonkin resolution sufficeas an ex­
planation of u.s. involvement in Indochina? Sup­
port your answer with reasons.

4. Discussion:
Discuss Canadian Confederation under the flllow­
ing headings:
a. The important reasons for a union
b. The Confederation Conference
c. The reasons for a choice of a federal union
d. The important terms of the B.N.A. Act
e. The division of powers between the Domin­

ion and Provincial governments
5. Reorganization of facts:

Trace the development ofthe industrial (in contrast
to the laboratory) preparation ofnitric acid.

6. Formulation of new question (problems and ques­
tions raised):
Assuming that (J) the East and West will con­
tinue in their arms buildup, (2) more of the
smaller nations will develop nuclear arms, and
(3) minor skirmishes will be on the increase, what
are some of the problems that people will have to
face in the next decade? Discuss at least three such
problems.

7. Criticism (as to the adequacy, correctness, or rel­
evance of a printed statement):
Criticize or deftnd the statement: "The central con­
flict in Barometer Rising is between Geoffrey Wain
and Neil Macrae."

ADVANTAGES AND LIMITATIONS OF
THE ESSAY TEST

The advantages of the essay examination most fre­
quently cited are that (1) it is easier to prepare an
essay test than to prepare a multiple-choice test;
(2) it is the only means that we have to assess an
examinee's ability to compose an answer and pre­
sent it in effective prose (Ebel & Damrin, 1960);
(3) it tests the pupil's ability to supply rather than
select the correct answer; (4) it helps induce a
"good" effect on student learning; (5) many stu­
dents prefer essay over multiple-choice tests; (6)
open-ended and free-response items would "...
allow ... inferences about the thought-processes
contributing to an answer" (Alexander & James,
1987); and (7) they possess ecological validity or
present a realistic situation (How many real-life
problems present themselves in a multiple-choice
format? Do we not generally work out the solu­
tion to a problem in a supply-type atmosphere?).

The two most serious limitations of essay tests
are (1) their poor (limited) content sampling, es­
pecially in the extended-response type of essay,
and (2) their low reader reliability. Regardless of
the thoroughness with which an essay test is con­
structed, you cannot sample the course content as
well with 6 lengthy essay questions as you could
with 90 multiple-choice questions. Not surpris­
ingly, some students do better on some questions
while others do better on others (Godshalk et al.,
1966; Gosling, 1966). Thus, a student's raw score
(and relative score) will depend to some extent on
the particular questions asked. The more ques­
tions, the less likely a student's score will suffer
because of inadequate sampling of content and the
greater the likelihood that the test will be reliable.
Therefore, essay tests that contain several ques­
tions requiring short answers are preferable to a
test that asks only one or two questions requiring
a lengthy answer.

The second major problem, that of reader reli­
ability, can be minimized by careful construction
of the questions and by setting up specified scor­
ing procedures. To give you some idea as to the
magnitude of the problem of reader reliability, let
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us relate the study of Falls (1928), which, though
a study of reader reliability of an actual essay re­
sponse, gave results highly similar to results of
essay tests. In 1928, Falls had 100 English teachers
grade copies of an essay written by a high school
senior. The teachers were required to assign both
a numerical grade to the essay as well as to indicate
what grade level they thought the writer was in.
The grades varied from 60 to 98 percent and the
grade level varied from fifth grade to a junior in
college! With this type ofvariation across readers,
it is no wonder that measurement specialists are
concerned about the adequacy of essays (or essay
tests) as evaluation procedures. If a score is so de­
pendent on who reads the paper rather than on the
quality of the written exposition, it is probably not
a very accurate reflection of the student's achieve­
ment.'

A third problem or limitation of essay tests is
that the student does not always understand the
questions and therefore is not sure how to re­
spond. (This problem also occurs in objective
items but to a much less degree.)

A fourth limitation of the essay examination re­
lates to the amount of time needed to read and
grade the essay. Reading essays is very time-con­
suming and laborious. Unlike objective items, es­
says can be read only by the teacher and/or com­
petent professionals. This is still the case, even
though there was earlier research conducted to

study the feasibility of grading essays by computer
(Page, 1966, 1967, 1972; Whalen, 1971).

We do not deny that some valid criticisms can
be leveled at essay tests. True, the questions may
be ambiguous, the students may be able to bluff
their way through an essay test, and the grading
may be dependent as much on the idiosyncracies
of the reader as on the quality of the response.
This does not mean that the essay test question

'See also Eells (1930), who showed that teachers scoring the
same set of papers on a several month interval between read­
ings did not agree with their original judgments of the papers'
quality. See also Starch and Elliott (1912), Marshall (1967), and
Coffman and Kurfman (1968).

should be removed from either teacher-made or
commercially published tests. The fault lies in the
construction and scoring of the essay examination
and is not inherent in the essay item, per se. It
would indeed be unfortunate if essay questions
were abolished from achievement tests, because
they perform an important function in measuring
one of our more important educational objec­
tives-the ability to select and synthesize ideas
and express oneself in writing.

French stated the point well when he said:

So, if we psychometricians can encourage testing
and further clarification of those aspects of writing
that objective tests cannot measure, encourage the
use of readers who favor grading the particular qual­
ities that are desirable to grade, and see to it that the
students are aware of what they are being graded on,
we can enlighten rather than merely disparage the
polemic art of essay testing (1965, p. 596).

WHY ARE ESSAY TESTS STILL
POPULAR?

As Coffman (1971) pointed out, "Essay examina­
tions are still widely used in spite of more than a
half century of criticism by specialists in educa­
tional measurement." Reintroduction of an essay
question into the 1977 College Board English
Composition Test, after a six-year lapse, and its
inclusion in the new ETS Basic Skills Assessment
Program and in some state testing programs
should be interpreted cautiously. However, this
does not indicate that an expanded use of essay
questions in general is underway, because in these
programs, essays are actually being used as writing
tests rather than as a testing format for a content
area.

Given the potential disadvantages of essay
tests-limited content sampling, scorer unreliabil­
ity, and scoring costs-why are they still in use,
especially since there is a fairly high relationship
(correlation) between direct (essay) and indirect
(objective) measures of writing skill? Many rea­
sons have been advanced for their popularity and
importance in classroom testing. Perhaps one rea-
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son is that teachers are unaware of their limita­
tions. However, there are other reasons-some
with which we agree and others with which we
disagree.

Acceptable Claims-Supporting
Evidence

1. Essay tests can indirectly measure attitudes,
values, and opinions. The student may be more
likely to reveal his true feelings in an extended­
response essay than if he responded on an attitude
scale because, in the latter, he might consciously
provide a socially acceptable answer. There is
some evidence that the extended-response essay
serves as a projective technique (Sims, 1931).

2. Good essay tests are more easily prepared than
are good objective tests. It is easier, per unit of test­
ing time, to prepare a good essay examination be­
cause only a few essay questions are needed for an
essay test, in comparison to the number of objec­
tive items needed for an objective test.

No doubt the factors of cost, time, and diffi­
culty in writing multiple-choice test items to mea­
sure the higher mental processes make and keep
the essay test popular.

3. Essay tests provide good learning experiences.
Developing one's ability to select ideas, organize
them, synthesize them, and express them in writ­
ten form is an important educational objective. By
writing essays, students are given practice in or­
ganizing their ideas, expressing their thoughts,
and thinking through solutions to problems. Essay
tests are a good learning experience for students
(Vallance, 1947), especially when teachers take
time to write comments on the papers. However,
we do not feel that this is a very good or efficient
way to teach writing skills because of artificial
time constraints. Rather, we encourage teachers to
use take-home projects, term papers, and the like.
We believe they are a superior measure of writing
skill.

4. The use ofessay testsmayserve asan incentive
for teachers to engage in more thorough and effectiue

instruction in good writing skills. That is, the type
of test, as well as the content, drive instruction.

Rejected Claims-Justifying Evidence

1. The essay test and only the essay test can be
used to measure the higher mental processes ofanal­
ysis and evaluation. Although different skills are
measured by essay and objective items, we can cite
no evidence to substantiate proponents' claims
that the essay test is superior to the objective test
for measuring learning outcomes involving the
higher mental processes. Ackerman and Smith
(1988) found, for example, that procedural type
writing skills are better measured by the direct
methods while indirect methods were better for
testing declarative-type writing skills.

This does not mean that essay tests are useless
and should be abolished from our classroom test­
ing programs. Essay tests are probably the best
procedure for measuring some characteristics,
such as writing ability, and the ability to create,
synthesize, and evaluate ideas. But some objectives
such as analysis and comprehension can perhaps
be better (more objectively) measured by using a
type of free-response (see Ackerman & Smith,
1988) or the objective-type item. As an example,
we use two questions cast in different formats but
measuring the same skills with each item format.

The Setting or Background Information
A little mining town in Pennsylvania gets all of its
water from a clear mountain stream. In a cabin on the
bank of the stream above the town one of two camp­
ers was sick with typhoid fever during the winter.
His waste materials were thrown on the snow. In the
spring the melting snow and other water ran into the
stream. Several days after the snow melted, typhoid
fever and death struck the town. Many of the people
became sick and 144 people died.'

2Louis M. Heil et al., "The Measurement of Understanding in
Science," in The Measurement of Understanding, 45th Year­
book of the National Society for the Study of Education, Part
1.Nelson B.Henry, ed. (Chicago: University of Chicago Press,
1946), pp. 129-130.
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Essay Question
Does the incident described above show how the ill­
ness of one person caused the illness and death of
many people? Support your answer using scientific
facts or principles. (Your answer should be about
300 to 400 words in length [2 to 3 pages].)

Objective Question)
Part A. Directions: Below is a list of statements
about the story. If you were to say that the man's
sickness caused the sickness and death in the town,
you may believe some or all of the statements. If a

statement says something that an intelligent person
should believe, then mark it as true.

Part B. Directions: If you were to decide that the
man's sickness caused the sickness and death in the
town, you would want to be sure about several things
before you made that decision. Read the statements
below again and check (V) the three which you be­
lieve are the most important to be sure about before
you decide that the man's sickness caused the sick­
ness and death in the town. Do not check more than
three.

Part A
I believe the

statement is true.

Statements Part B

Yes No
A. Water in mountain streams usually becomes pure as it runs over a

rocks.

B. Typhoid fever germs in drinking water may cause typhoid fever. b

C. All of the drinking water of a small town like this one came from c
the mountain stream.

D. In a small town like this one there would not be nearly so many d
people sick at the same time with typhoid as the story tells.

E. Typhoid germs were the only kind of germs in the water. e

F. There was no other possible way of getting typhoid-such as an f
impure milk supply in the town.

G. Typhoid fever germs did not get into the stream from some __ g
source other than the sick man.

H. A person by himself, like the camper, can get typhoid. h

2. Essay tests promote more effective study habits
than do objective tests. As of now, there is no proof
that essay tests are superior to objective tests in­
sofar as motivation and study habits are con­
cerned. Earlier research showed only that differ­
ent skills are involved when the student supplies
rather than selects the answer and that the study
habits differ depending on whether one is writing
an essay or objective exam.

JHeil et al. (1946), p. 130

SUGGESTIONS fOR PREPARING
GOOD ESSAY TESTS

You will recall that the essay test places a premium
on the student's ability to produce, integrate, and
express his ideas and allows the student to be orig­
inal and creative. These are the major distinguish­
ing factors between the essay and objective item
insofar as the purpose(s) of the test is concerned.
A well-prepared essay question should give the
student the opportunity to reveal those skills and
abilities that you are interested in measuring.
Merely writing a question in the essay format does
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not guarantee that these skills will be tapped. For
example, the question "Compare the extended­
and restricted-response essay item" will require
very little on the examinee's part other than the
regurgitation of factual material.

Although we cannot give any "pat" answers to
the question "In a given amount of testing time,
how can the essay test yield the most accurate
sample of an examinee's achievement?" we can
offer some suggestions that, if followed, may help
make this goal attainable.

1. The essay question should be used only to assess
those instructional objectives that cannot be satisfac­
torily measured by objective items. There are many
instances where an essay test is used to measure
factual recall or simple understanding of a concept
or principle. No doubt you are all familiar with
items such as "Define valence." "What are muta­
tions?" "What is a pronoun?" and so forth. This
is a poor use of the essay examination. It is not
appropriate to use the essay examination for the
"who, where, when" situation (the objective test
is vastly superior from the standpoint of adequate
content sampling and reliable scoring). The major
advantage of the essay examination is that it gives
the student the opportunity to decide for himself
what he wants to say (select ideas that he feels are
most relevant to his discourse), how he wants to
say it (organization of ideas), and then present his
thoughts in his own words. If one of our instruc­
tional objectives is "the student will be able to se­
lect, integrate, and write effectively," the only way
that we are able to measure the student's achieve­
ment is to have him write on anumber of different
topics and then grade his performance. For this
objective, the essay is the most appropriate and
valid medium. It boils down to this: If you want to
see how well a student is able to express himself
(be it on a writing sample in English composition
or a discourse on the inevitability of the Civil
War), by all means use the essay test. If you are
concerned with his thoughts or feeling about an
issue and how he defends them, to explain meth­
ods and procedures, by all means use the essay
test. If you are interested in measuring the stu-

dent's ability to criticize, to state cause-and-effect
relationships, to apply principles in a novel situa­
tion, you could use either the essay or objective
test. But do not use the essay test to measure rote
memory offacts or definitions.

2. Give adequate time and thought to the prepa­
ration ofessayquestions. In a given testing time one
can ask fewer essay than objective items. Hence,
"goofs" made in preparing essay questions loom
greater than those committed in an objective test.
(One or two ambiguous questions in a 100-item
objective test will have significantly less effect on
the pupil'S score than would one poor essay ques­
tion worth 20 points.) Faults, such as failure to de­
limit the problem, ambiguity of wording, and the
global nature of the question, are all directly re­
lated to inadequate thought being given to the
preparation of essay questions. Although the idea
for an essay question and the preliminary wording
may come more quickly than for a true-false or
multiple-choice item, the teacher should allow
herself sufficient time to edit each question so that
she is satisfied that (1) it is measuring the intended
objective, (2) the wording is simple and clear to
the students, and (3) it is reasonable and can be
answered by the students. Unless adequate time
has elapsed from the preliminary planning to the
final writing of the essay question, it is very doubt­
ful that the teacher can prepare a valid essay ex­
amination.

3. The question should be written so that it will
elicit the type ofbehavior you want to measure. On
the surface, this statement appears to be both ob­
vious and easy to do. It is not. If a teacher is in­
terested in learning the extent to which her his­
tory class students understand the difference
between the League of Nations and the United
Nations, she should not frame a question such as
"What do you think of the United 'Nations in
comparison to the League of Nations?" Framed
this way, she will elicit the students' opinions
rather than their understanding of the two orga­
nizations. If she is interested in measuring under­
standing, she should not ask a question that will
elicit an opinion.
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4. A well-constructed essayquestion should estab­
lish a framework within which the student operates.
We recognize that there must be a "tradeoff" of
some sort in making questions sufficiently specific
and detailed to remove any possible sources of
ambiguity" and yet give the student sufficient lati­
tude to demonstrate his abilities. Latitude of re­
sponse should not be interpreted as complete free­
dom of response. The teacher preparing essay
tests must carefully tread the path between highly
specific essay questions and too-general questions
that confuse the student and for which no answer
can be adequately given in the allotted time. We
recognize that in our attempts to "aim" the stu­
dent, we might remove one of the virtues of the
essay examination-to measure the student's abil­
ity to select, integrate, and express his ideas. We
take the position that we would rather remove
some of the uniqueness of the essay test if by
doing so we would be able to prepare essay ques­
tions that tell the student what direction his an­
swer should take.

Quite often, it is this lack of a framework that
gives rise to the difficulty encountered by the stu­
dent in knowing exactly what it is the teacher ex­
pects him to do. And absence of a framework
makes it more difficult for the teacher to grade the
response fairly, since she may get a variety of an­
swers to the same question, depending upon how
the students interpreted it. This lack of a frame­
work is primarily responsible for the common be­
lief that you can bluff your way through an essay
exam.

Among the many ways in which a framework
to guide the student may be established are (a) de­
limiting the area covered by the question, (b) using
words that themselves give directions, (c) giving
specific directions, or "aiming" the student to the
desired response, and (d) indicating clearly the
value of the question and the time suggested for
answering it.

4To measure attitudes and values, we might want some ambi­
guity, but not to measure achievement.

a. Delimit the area covered by the question. A
high school chemistry teacher could ask an essay
item such as "Describe the operation of a fire ex­
tinguisher." If she did, she might receive answers
describing the operation of a soda-acid extin­
guisher or a foam type of extinguisher. The an­
swers might be based on the chemical changes that
take place, on the physical manipulations involved,
or a combination of these and other factors. Some
students might illustrate their answer with chem­
ical equations, some might prepare a labeled dia­
gram of the fire extinguisher, some might do both,
and some students might do neither. The students
should know exactly what they are to do. If, for
example, the chemistry teacher is interested in
learning the extent to which her pupils understand
and can explain the operation of the soda-action
type of fire extinguisher, she should rephrase her
question as follows:

With the aid of a diagram, explain the operation of
the soda-acid type of fire extinguisher. Label the di­
agram. Write the equation(s) showing the reaction
that takes place when the extinguisher is put into op­
eration.

b. Use clear, descriptive words. Words such as
"define," "outline," "select," "illustrate," "clas­
sify," and "summarize" are reasonably clear in
their meaning. On the other hand, "discuss" can
be ambiguous. If "discuss" is used, there should be
specific instructions as to what points should be
discussed. Otherwise, differences in response to
an essay question may reflect differences in seman­
tic interpretation rather than differences in knowl­
edge of the material among the pupils tested.

The vocabulary used should be as clear and as
simple as possible so that the task required of the
examinee will be as clear as possible. Although
some students may not know the answer, all stu­
dents taking the test should have a clear idea of
what it is they are being asked to do.

c. "Aim" the student to the desired response. For
the restricted-response essay, the teacher should
write the question so that the student's task is de­
fined as completely and specifically as possible.
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That is, the student is "aimed" at the response. He
knows the specific factors the teacher wishes him
to consider and discuss in his answer. Some might
interpret this as being contradictory to the point
raised earlier that "the essay question gives the
student freedom of response" (see p. 82). We do
not think so. The student must still select, inte­
grate, and express his ideas, even though his range
may be more restricted. All we are really doing
when we aim the student to the desired response
is to say, in effect, "we would like you to do your
thinking and organization along these lines." We
feel that the student is still permitted latitude even
though he has been "aimed." An example of a
question that does not "aim" the student is dis­
cussed in an interesting fashion by Calan&a
(1964).5 We quote in part:

Some time ago, I received a call from a colleague
who asked if I would be the referee on the grading
of an examination question.

5Special permission granted by Current Science, published by
Xerox Education Publication, © 1964, Xerox Corp.

It seemed that he was about to give a student a
zero for his answer to a physics question, while the
student claimed he should receive a perfect score and
would do so if the system were not set up against the
student. The instructor and the student agreed to
submit this to an impartial arbiter, and I was selected.

I went to my colleague's office and read the ex­
amination question which was, "Show how it is pos­
sible to determine the height of a tall building with
the aid of a barometer."

The student's answer was, "Take the barometer
to the top of the building, attach a long rope to it,
lower the barometer to the street, and then bring it
up, measuring the length of the rope. The length of
the rope is the height of the building."

Now, this is a very interesting answer, but should
the student get credit for it?

I pointed out that the student really had a strong
case for full credit, since he had answered the ques­
tion completely and correctly.

On the other hand, if full credit were given, it
could well contribute to a high grade for the student
in his physics course. A high grade is supposed to
certify that the student knows some physics, but the
answer to the question did not confirm this.

With this in mind, I suggested that the student
have another try at answering the question....

EXPLAIN WORLD WAR1I?!

ExplainWorld War11

©197S United Feature Syndicate, Inc.
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Acting in terms of the agreement, I gave the stu­
dent six minutes to answer the question, with the
warning that the answer should show some knowl­
edge of physics. At the end of five minutes, he had
not written anything.

I asked if he wished to give up, since I had an­
other class to take care of, but he said no, he was not
giving up. He had many answers to this problem; he
was just thinking of the best one. I excused myself
for interrupting him, and asked him to please go on.

In the next minute, he dashed off his answer
which was:

"Take the barometer to the top of the building
and lean over the edge of the roof. Drop the barom­
eter, timing its fall with a stopwatch. Then using the
formula, S = )1! • AT squared, calculate the height of
the building."

At this point, I asked my colleague if he would
give up. He conceded.

In leaving my colleague's office, I recalled that the
student had said he had other answers to the prob­
lem, so I asked him what they were.

"Oh, yes," said the student. "There are many
ways of getting the height of a tall building with the
aid of a barometer. For example, you could take the
barometer out on a sunny day and measure the height
of the barometer, the length of its shadow, and the
length of the shadow of the building, and by the use
of simple proportion, determine the height of the
building."

"Fine," I said, "And the others?"
"Yes," said the student. "There is a very basic

measurement method that you will like. In this
method, you take the barometer and begin to walk
up the stairs. As you climb the stairs, you mark off
the length of the barometer along the wall. You then
count the number of marks, and this will give you
the height of the building in barometer units. A very
direct method.

"Of course, if you want a more sophisticated
method, you can tie the barometer to the end of a
string, swing it as a pendulum, and determine the
value of g at the street level and at the top of the
building.

"From the difference between the two values of
g the height of the building can, in principle, be cal­
culated."

Finally he concluded, "If you don't limit me to
physics solutions to this problem, there are many
other answers, such as taking the barometer to the

basement and knocking on the superintendent's
door. When the superintendent answers, you speak
to him as follows: 'Dear Mr. Superintendent, here I
have a very fine barometer. If you will tell me the
height of this building I will give you this barom­
eter. ",

The intent of this humorous parable was to
convey the message, "Ask a stupid question (one
so ambiguous and nondirective that nearly any
type of answer would be acceptable), and you get
a stupid answer."

Assume that a twelfth-grade teacher of Cana­
dian history is interested in measuring the extent
to which her pupils know and understand the
terms of the Quebec Act, how it was received by
various groups, and the permanent effect of the
act. We seriously doubt that she would elicit this
response were she to frame the question as, "Dis­
cuss the Quebec Act of 1774," even though most
of her students might know the answer. The ques­
tion as written is so ambiguous that almost any an­
swer could be given, including "it was one of the
most important acts in Canadian history." On the
other hand, one student might concentrate on the
terms of the act; another might discuss the reac­
tions of the clergy or habitants to the act; and still
another might discuss the permanent effects of the
act. Each treatment might be well done and appro­
priate, but how are the answers to be graded?

The "better" example given below illustrates
how this same essay question could be written so
that it aims the student and still permits him some
freedom of response and an opportunity to evalu­
ate his ideas.

Better: Discuss the statement "The Quebec act of
1774 has been described as one of the most
important measures in Canadian history."
In your answer, refer to (1) the terms of the
act; (2) how the act was received by a) the
French clergy, b) the seignors, c) the habi­
tants, d) the Thirteen Colonies, and e) the
British; and (3) the long-range effects of the
act. Your answer should be about 300 to
400 words in length (2 to 3 pages).

Note: Don't be afraid to use long instructions
or even give hints if this might help "aim" the stu-
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dent to the desired response. For the extended-re­
sponse essay, the amount of structuring will vary
from item to item, depending upon the objective
being measured. The student should be given as
much latitude as possible to demonstrate his syn­
thesis and evaluation skills, but the item should give
enough direction so that it is evident to the student
that the question elicits these skills.

d. Indicate the value ofthe question and the time
to be spent in answering it. The student should be
given an approximate time limit for answering
each question, as well as the value of the question
in relation to the total test score. The student can
then govern himself accordingly in deciding
where he should place his emphasis in responding
to the various essay questions.

5. Decide in advance what factors will be consid­
ered in evaluating an essay response. At this time we
are not concerned with the substantive material
desired in an essay response. This will be dis­
cussed in "Grading Essays." What we are con­
cerned with here is whether or not spelling, punc­
tuation, composition, grammar, quality of
handwriting, and clarity of expression are to be
considered in evaluating a pupil's response and,
hence, in the score assigned to that response. If
they are, this should be made very clear to the stu­
dents before they begin their examination. An ex­
ample of such directions is as follows:

These questions are a test of your judgment, knowl­
edge, and ability to present such knowledge in an ap­
propriate manner. Give specific facts to substantiate
your generalizations. Be as specific as possible in il­
lustrating your answers. Do not neglect to give dates
where they are necessary for a fuller understanding
of your response. Clearness of organization as well
as the quality of your English will be factors consid­
ered in scoring your answers (Solomon, 1965, p.
149).

Our contention is that the "ground rules" of
the test, especially the weighting of the questions
and the subparts of the question(s), as well as in­
formation on the general criteria to be used in
grading the test response, should be made known

to the student befirehand with sufficient time so
that he can organize and plan his study habits more
effectively.

We feel strongly that, with the exception of an
English or composition test, a student should not
be marked down for misspelled words, faulty
grammar, and poor handwriting. Similarly, he
should not be given extra marks for displaying
proficiency in these factors. This does not mean
that teachers should not correct spelling, grammar,
and punctuation errors and comment on the qual­
ity of handwriting. They should! What it does
mean is that unless that is an explicit course ob­
jective, it should not be considered in grading the
pupil's answer.

6. Do not provide optional questions on an essay
test. Students like optional questions because it
gives them an opportunity to select those ques­
tions they know most about. However, three
major reasons can be given why optional questions
should not be given on an essay test: (a) it is diffi­
cult to construct questions of equal difficulty; (b)
students do not have the ability to select those
questions upon which they will be able to do best;
and (c) the good student may be penalized because
he is challenged by the more difficult and complex
questions. Unless all pupils "run the same race" by
answering the same questions, it will not be pos­
sible to make valid comparisons of achievement
among them (Swineford, 1956; DuCette & Wolk,
1972; Futcher, 1973).

Should the teacher be more lenient in grading
those students who have selected the more diffi­
cult questions? Should she rate more severely the
students who have answered the easy questions? It
is not possible to compare students who have
taken different tests." Another reason against per­
mitting a choice of questions is that if the students
know this, they will be less motivated to study all
the material, reasoning (whether correctly or in-

"Only if the items are scaled through a process such as item­
response theory can students be compared to each other on dif­
ferent items.
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correctly depends upon what they studied and the
questions asked) that if they have a choice of ques­
tions, they should be able to find some questions
that they will be able to answer moderately well.

With some possible exceptions (discussed in
the next paragraph), we find no compelling rea­
sons or arguments to support the claim that per­
mitting students a choice of questions will be
fairer because it will permit each student equal op­
portunity to do well. All factors considered, it is
not beneficial to the student to give him options.
Remember-the purpose of a test is not to show
how well a student can do if allowed to select his
own questions; rather, it is to ascertain his profi­
ciency when responding to a representative set of
questions.

There are, of course, circumstances where a
partial choice of questions is justified. Although
Ms. Molecule might be teaching Chemistry I to

four classes, there may be some classes where the
students are not presented with or taught common
materials. For example, a high school chemistry
class where the method of instruction was inde­
pendent study might contain some students who
spent the whole year working on the gas laws,
some who worked on organic derivatives, and
some who studied the toxicological effects of
DDT. Or there may be five chemistry classes
taught by team-teaching wherein there are devia­
tions from the common syllabus. Depending on
the nature of the course content, there may be a
set of common questions for all students to an­
swer, but there may also be a choice of questions
to accommodate inter- and intraclass variations.

7. Use a relatively large number ofquestions re­
quiring short answers (about one-halfpage) rather
than just a few questions involving long answers (2
to 3 pages). We prefer having many short, re­
stricted-response essay questions, for a variety of
reasons: (a) They will provide for a broader sam­
pling of content, thereby reducing the error asso­
ciated with limited sampling. (b) They tend to dis­
courage bias on the part of the teacher who grades
for quantity, rather than quality. (c) The teacher
will be able to read the answers more rapidly and

more reliably because she has a mental set of what
she should be looking for. (d) It is easier to "aim"
the student to the desired response.

8. Don't start essayquestions with such words as
"list," "who," "what," "whether." These words
tend to elicit responses that require only a regur­
gitation of factual information. If this is the only
way that you can begin the question, it is likely to
be a short-answer (one or two lines) recall ques­
tion and not an essay question as we have defined
it.

9. Adapt the length of the response and the com­
plexity of the question and answer to the maturity
level of the student. A common fault of teachers
using essay questions is that they expect too much
from their students.The depth and breadth of dis­
cussion anticipated for sixth- and tenth-graders
should be markedly different for the two groups.
We might give a doctoral candidate a six-hour ex­
amination on only one item, such as "Discuss the
Civil War." But you would surely agree that this
topic is too complex for undergraduate history
majors (even if they were also given six hours to
answer the question).

10. Use the novel type ofquestion wherever fea­
sible. To answer a question discussed in the text­
book or in class requires little more than a good
memory. But, to apply that same principle or
thought process to a new situation requires a
higher level of learning. Too many teachers think
that they are measuring understanding and appli­
cation when, in reality, they are only measuring
factual recall.

Summary

We have suggested that it is essential to control all
elements in the structure of the essay test that have
no relevance to the pupil's performance if we
hope to obtain a fair measure of his competence.
To accomplish this, we should restrict the use of
the extended-response essay and "aim" the stu­
dent in the direction that we wish him to take in
answering the question. Three major factors
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TABLE 5-. Checklist for Writing Essay Questions

Factor Yes

1. Is the question restricted to measuring objectives that would not be
assessed more efficiently by other item formats?

2. Does each question relate to some instructional objective?

3. Does the question establish a framework to guide the student to the
expected answer?
a. Is the problem delimited?
b. Are descriptive words such as "compare," "contrast," and "define"

used rather than words such as "discuss" or "explain"?
c. For the restricted-response essay in particular, is the student "aimed"

to the answer by appropriate subdivisons of the main question?

4. Are the questions novel? Do they challenge the student? Do they require
the student to demonstrate originality of thought and expression?*

5. Are the questions realistic in terms of-
a. difficulty?
b. time allowed the student to respond?
c. complexity of the task?

6. Are all students expected to answer the same questions?

7. Is there a preponderance of short-answer (restricted-response)
questions?

8. Has a model answer been prepared for each question?

*Originality need not be an objective for every essay question.

x
X

X
X

X

X

X

X
X
X

X

X

X

should be considered in constructing essay tests:
(1) the wording of the questions, (2) the use of
many questions requiring relatively short answers,
and (3) requiring all students to answer the same
questions.

Table 5-1 lists the major factors to be consid­
ered when writing essay questions. It should be
used bothas a preliminary and final checklist rather
than as a compilation of the rules to be followed
in writing good essay questions.

AN EXAMPLE Of THE DEVELOPMENT
Of A GOOD ESSAY qUESTION

Ms. Social Studies, before teaching the unit on the
Civil War to her twelfth-grade American history
class, began to give some thought to the kinds of

essay questions that she would use on her unit test.
After looking through the textbook and her teach­
ing notes and materials, she prepared the follow­
ing question:

List the events immediately preceding Lincoln's call
to arms on April 12, 1861.7

When she first looked at this question it ap­
peared acceptable. But her table of specifications
indicated a question that involved the higher men­
tal processes of synthesis and evaluation. (Had she
referred to her test blueprint before writing the
item, she could have saved herself some time. But
better late than never.)

7Adapted with permission of Frank F. Gorow (1966).
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Ms. Social Studies then prepared the following
question:

What were the main issues that caused Americans to
be divided and that eventually led to the Civil War?

On further reflection, Ms. Social Studies saw
an undue emphasis upon the recall of factual ma­
terial ("what"), and she decided that such an item
would be better measured by a series of multiple­
choice items. Ms. Social Studies was not dis­
mayed. She went back to her desk and formulated
this question:

There has been much debate and controversy among
historians as to whether or not the Civil War was
unavoidable. Some historians go so far as to say that
it was a stupid war. Do you agree that the Civil War
was inevitable? Why? Why not? Support your rea­
sons with facts.

Ms. Social Studies felt that it still didn't "tap"
the students' analytical skills. She reworked the
question as follows:

Although historians have argued about the inevita­
bility of the Civil War, let us assume that there never
was a Civil War in the United States. How do you
think this would have affected the development of
the United States subsequent to 1865? In your an­
swer consider the slavery issue, the development of
the West after 1865, economic factors, and our re­
lations with European nations after 1865.

Ms. Social Studies now has a "good" essay
item. It is specific, related to the course objective,
and is sufficiently delimited to give some direction
to the student in preparing his response. But Ms.
Social Studies could make the item even more in­
teresting by setting in a novel situation as follows:

It is the morning of April 14, 1861. President Lin­
coln has called his cabinet into an emergency session
to discuss the recent events. YOU have been invited
to the cabinet meeting. As the meeting progresses,
telegrams begin arriving, telling of the defeat of the
northern troops by the experienced southern troops.
Each cabinet member is asked his opinion on what
to do. President Lincoln listens to all his cabinet and
then turns and faces you. He asks YOU two ques­
tions: (1) What, if any, are the alternatives to war?
and (2) What might happen if we don't go to war?

Your response should consider the development
of the West after 1865, the social and economic fac­
tors, and U.S. relationships with European nations.

Before she is able to "put the question to bed,"
Ms. Social Studies still has to prepare an adequate
set of instructions. It should be recognized that
this is only an example of the steps that the teacher
goes through to prepare a valid essay question. As
written, the question is very complex and would
take a great deal of time to answer. In fact, we se­
riously doubt whether more than two or three
such questions can be asked in a two-hour testing
period. We also recognize that by attempting to
cast the item in a novel situation, we may be ac­
cused of excessive "window dressing." There is
no doubt that the same abilities could have been
tapped by asking just two questions and giving the
directions the student is to take. Our intent here
is only to provide an illustration. However, we
would not discourage having one such "window­
dressed" question occasionally.

GRADING ESSAYS

In the essay test, the measurement of a student's
ability does not end with his answer, but depends
to a large extent on the person who reads his an­
swer and assigns a grade to that answer, as well as
on the grading method used. The effectiveness of
an essay examination depends to a large degree on
how well it is graded. An ill-conceived, poorly
prepared essay test cannot be salvaged by even the
most refined grading method. But the most careful
planning and construction can be ruined by im­
proper grading procedures and standards. We
cannot overemphasize the importance of reliably
grading essay tests." Unreliable grading has been

"See Van Der Kamp and Mellenbergh (I976) for a somewhat
technical discussion of how to obtain reliable teacher ratings;
Mullis (I976) for scoring writing tasks; Martin (I976) for
scoring free-response mathematics items; Harris (1977) and
Freedman (I979) on how the characteristics of the answer af­
fect the reader and hence the grade.
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one of the major and most valid criticisms leveled
against their use.

In grading essay responses, one must (I) use
appropriate methods to minimize biases/ (2) pay
attention only to the significant and relevant as­
pects of the answer, (3) be careful not to let per­
sonal idiosyncracies affect grading, and (4) apply
uniform standards to all the papers. Undoubtedly,
the uniformity of grading standards is a crucial as­
pect of essay grading. For without uniformity
there is no fair way of comparing students. More­
over, without uniformity one cannot be certain
that the score represents a valid measure of the
student's achievement.

Two commonly used methods have been de­
veloped for grading essay examinations-the an­
alytical method and the global method. (For a more
thorough discussion, see Spandel, 1981, and Span­
del & Stiggins, 1988). Which one should be used
will depend to a large extent on the use and/or
purpose of the test, the time and facilities available
for reading the papers, and whether the essay is of
the restricted- or extended-response type. Pres­
ently, some states use the global or holistic method
to grade essays, and, if the student fails, the paper
is reread with the analytical method.

Analytical and Global Methods of
Grading Essays

In both the analytical and global methods, the ideal
answer to a question should preferably be pre­
pared when the question is written.

Analytical Method In the analytical method
(sometimes called the "point-score" method), the
ideal or model answer is broken down into spe­
cific points. The student's score is based upon the
number of points contained in his answer. Com-

9Huckand Bounds(1972) reported a significant interaction be­
tween the graders' handwriting neatness and the neatness of
the essay answer they were grading. To minimize this, they
recommendanalytical scoring (this is discussedin the next sec­
tion). See also Chase (1979, 1983, 1986) and Hughes er al.
(1983).

ponent parts such as "effectiveness of expres­
sion," "logical organization," and "support of
statements" are specified and assigned points or
values. We then end up with a checklist that can
be used quite objectively.

The following example is a scoring guide that
was employed in the 1964 College Entrance Ex­
amination Board Advanced Placement Examina­
tion in American History'? but was subsequently
replaced by the global scoring method discussed
on pages 98-100.

Question: The Civil War left the South with a heri­
tage of intense regional self-consciousness. In what
respects and to what extent was this feeling weak­
ened during the next half-century, and in what re­
spects and to what extent was it intensified?

Grading Standards:

General Criteria:

1. Does the student state clearly the forces a) weak­
ening southern regional self-consciousness and b)
intensifying southern regional self-conscious­
ness? (See Checklist below.)

2. Does he develop his statement by showing how
these forces actually operated to weaken or
strengthen southern self-consciousness?

3. Does he draw an over-all conclusion as to the
condition of southern self-consciousness at the
turn of the century?

High Honors: Summarizes clearly the forces weak­
ening and strengthening southern self-consciousness
and develops them fully by showing explicitly how
they operated. Draws an explicit over-all conclusion.

Honors: Summarizes the forces clearly, but develops
them less effectively, OR treats one side of the ques­
tion well and the other less well. Draws an over-all

10Advanced Placement scoring guidelines selected from The
AdvancedPlacement Examination in American History, College
Entrance Examinations Board(1966, 1988). Reprinted by per­
mission of Educational Testing Service, the copyright owner
of the test questions.

Disclaimer: Permission to reprint the above material does not
constitute review or endorsement by Educational Testing Ser­
vice or the College Board of this publication as a whole or of
any other questions or testing information it maycontain.
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conclusion, but does so more implicitly or more gen­
erally.

Satisfactory: Discusses the forces weakening or
strengthening southern self-consciousness, but de­
velops them rather thinly, OR shows noticeable im­
balance in treating the tWO sides of the question. May
draw an over-all conclusion in a few general re­
marks.

Passing: Discusses only one side of the question, but
does so with some thoroughness, OR discusses, with
some development, a few forces on each side, OR
merely catalogues forces on both sides without de­
veloping them.

Fail: Merely talks about the South in general.

Checklist:

Forces weakening southern regional self-consciousness:

Growth of railroads and desire for federal subsi­
dies

Old Whigs join northern businessmen in Com­
promise of 1877

Desire for northern capital to industrialize the
South

Efforts of magazines and writers to interpret the
South .

The vision of the New South
Aid to Negro education by northern philanthro­

pists
New state constitutions stressing public educa-

tion
Supreme Court decisions affecting Negro rights
Tom Watson's early Populist efforts
Booker T. Washington's "submissiveness"
The Spanish-American War. The white man's

burden
After 1890, new issues did not conform to a

North-South political alignment
First World War

Forces strengthening southern regional self-conscious­
ness:

Destruction caused by the war and its long-range
effects

Reconstruction policy of Congress
One crop economy, crop-lien system, and share­

cropping
Carpetbaggers, Ku Klux Klan, Red Shirts
Waving the bloody shirt

Memories of the lost cause
Glorify the prewar tradition
Continuing weakness of southern education com-

pared with rest of Union
Populism
Jim Crow laws after 1890
Solid South

The checklist consists of the major points that
should be discussed in the pupils' answer to the
question. You will note that there are 13 points
listed for forces weakening southern regional self­
consciousness and II points listed for forces
strengthening regional self-consciousness. Should
the teacher assign numerical values to each point,
and should there be different values for different
points? For example, to the question on the Civil
War, should a student who mentions "growth of
railroads and desire for federal subsidies" receive
2 points, and the student who mentions "the Span­
ish-American War" receive I point?

We recommend that the teacher not be con­
cerned with the weighting of the various points
within the essay question inasmuch as research has
shown it to be of negligible value (Stalnaker,
1938). This does not mean that essay questions per
se should all be assigned the same point values in
the test. Factors to be considered in assigning
point values to the respective essay questions in­
clude (I) the time needed to respond, (2) the com­
plexity of the question, and (3) the emphasis
placed on that content area in the instructional
phase. As the teacher (reader) reads the responses
to a particular question, she gives points for those
component parts contained in the answer.

For many years the analytical method was con­
sidered by measurement experts to be more reli­
able than global scoring because it was believed
that the key provided a better basis for maintain­
ing standards (uniformity) from reader to reader
and from paper to paper. However, Gosling's
(1966) studies did not show consistent results.

Ideally, the analytical method minimizes the in­
fluence of extraneous material. In actual practice,
however, controlling for human variability is dif­
ficult to achieve, even though a detailed scoring
guide is employed, because of the fallibility of the
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human reader. The major advantages of the ana­
lytical method of grading are as follows:

1. It can yield very reliable scores when used by a
conscientious reader.

2. The very process of preparing the detailed an­
swer may frequently bring to the teacher's atten­
tion such errors as faulty wording, extreme diffi­
culty and/or complexity of the question, and
unrealistic time limits. Hence, if the model an­
swer had been prepared before the test was ad­
ministered, the question could have been re­
worded or the time extended.

3. The fine subdivision of the model answer can
make it easier to discuss the grade given to the
student.

Two major limitations of analytical scoring are:

1. It is very laborious and time consuming.
2. In attempting to identify the elements, undue at­

tention may be given to superficial aspects of the
answer (Diederich, 1967, pp. 582-583).

Although the analytical method may be used for
both extended- and restricted-response types, it is
recommended primarily for the latter inasmuch as
responses will tend to be very specific and not too
lengthy. It is also more reliable for the latter for
the same reasons.

Global Scoring In global scoring (sometimes
referred to as the holistic or rating method), the
ideal answer is not subdivided into specific points
and component parts; it simply serves as a stan­
dard. Papers that are less than ideal and vary across
the quality continuum should be selected as other
standards or anchor points. The rater is then in­
structed to read the response rapidly, form a gen­
eral impression, and, using some standard, assign
a rating to the response. The scorer makes a single
overall judgment of the quality of the writing sam­
ple. No single factor is given undue weight.
Rather, all factors are taken into account in form­
ing the judgment about the adequacy of the re­
sponse. The crux of this method is to select papers
that vary in quality, to serve as anchor points, and
to train readers to go rapidly through a response
and give some general or global impression of the
quality of the response.

Establishing Standards or Anchor Points. Re­
gardless of the scale values employed (e.g.,
"good," "average," and "poor"), the procedure
employed to establish the scale values is the same.
The teacher could prepare a variety of answers
corresponding to the various scale points, or she
could select papers from those already written and
let the actual responses establish the various an­
chor points. (See National Assessment of Educa­
tional Progress, 1970b. See also Cross et al.
(1985) for using blind and informed review to es­
tablish minimum standards for essays.)

Reading the Responses. Depending upon the de­
gree of discrimination required, papers may be
read on a 2-point "acceptable-unacceptable" scale
up to a 5-point "superior-inferior" scale. Four or
five rating categories are probably sufficient for
most purposes, although Coffman's (197 I) review
of research performed at ETS suggested that with
trained readers as many as 15 categories can be
used without slowing the reading rate or decreas­
ing reliability.

Although the training period should make read­
ers consistent in applying the prescribed stan­
dards, it is suggested that occasional checks be
made.

Let us assume that one wishes to employ a 5­
point scale such as

I. Superior quality
2. Above-average quality
3. Average quality
4. Below-average quality
5. Inferior quality

On a rapid reading of the response, the reader
would assign it to one of five piles, depending on
the quality of the answer in relation to the differ­
ent samples. For example, a student whose paper
was judged to be "average" would be placed in
pile 3. It would then be a simple clerical task to

assign score values to the papers in the various
piles.

With global reading, each set of responses
should be read and classified at least twice-pref­
erably by a different reader the second time, who
would assign an independent rating. This is not an
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undue hardship, nor is it overly time-consum­
ing-global rating is considerably faster than an­
alytical rating once the standards have been estab­
lished.

The global approach is very effective when
large numbers of essays are to be read. It also can
be used by the classroom teacher who has as few
as 30 papers to read. However, it might be more
difficult to select papers for anchor points when
only a limited number of papers are available to
begin with (this would be especially true if the
class were quite homogeneous). We suggest that
when only a few papers are to be read, the teacher
make a preliminary reading and assign each paper
(actually each question being read) to one of the
piles. Then, each question should be reread one or
two times, and those found to have been misclas­
sified should be reclassified.

Following is an example of the scoring guide
used in the 1988 College Entrance Examination
Board Advanced Placement Examination in Amer­
ican History".

Question:
"American reform movements between 1820 and
1860 reflected both optimistic and pessimistic views
of human nature and society."

Assess the validity of this statement in reference
to reform movements in THREE of the following
areas.

Education
Temperance
Women's rights
Utopian experiments
Penal institutions

Scoring Guide: Five categories of scoring stan­
dards are developed to "identify qualities that sep-

II Advanced Placement scoring guidelines selected from The
Advanced Placement Examination in American History, College
Entrance Examinations Board (1966, 1988). Reprinted by per­
mission of Educational Testing Service, the copyright owner
of the test questions.

Disclaimer: Permission to reprint the above material does not
constitute review or endorsement by Educational Testing Ser­
vice or the College Board of this publication as a whole or of
any other questions or testing information it may contain.

arate each response category" (College Entrance
Examinations Board, 1989, p. 31). Five categories
are developed, as follows:

13-15 Coherent essay, logically structured, and
well written; assesses the validity of the
statement, discussing the tension between
optimism/pessimism in views of human
nature and/or society; informed, reason­
ably balanced discussion of three reform
movements chosen from the list provided
by the question; accurate and detailed in­
formation that places discussion of each
movement within the chronological pe­
riod 1820-1860. May take discussion
outside of the period (bring up to date, or
find historical roots of a movement) so
long as there is no confusion about chron­
ological focus of question.

10-12 Coherent, well-written essay; makes at­
tempt to assess the validity of the state­
ment, but may not fully develop the ques­
tion of optimism/pessimism regarding
human nature and/or society, OR inter­
prets the optimism/pessimism issue as
pertaining to the movements themselves;
demonstrates an understanding of reform
movements, including in the essay a dis­
cussion of three reforms, chosen from the
list provided; must understand time pe­
riod, and focus discussion of reforms in
1820-1860; may contain minor errors of
fact and chronology; includes some spe­
cific details, used effectively in support of
an argument.

7-9 Adequately organized essay; some treat­
ment of the central question of pessi­
mism/optimism about society and/or
human nature, but may be confused, or
apply question to other issues; poor un­
derstanding of what it means to "assess
the validity" of the statement given; must
discuss three reforms, but may be imbal­
anced; some specific information given,
but may have factual and chronological er­
rors.
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4-6

1-3

Poorly organized general essay; may have
illogical or contradictory use of evidence
or arguments; little or no discussion of
optimism/pessimism issue; vague discus­
sion of reform movements; may discuss
only two movements, or include a reform
movement not listed; general discussion
with little or no specific detail; factual er­
rors.

Has hardly a clue to the focus of the ques­
tion!; incoherent and inept essay; does not
'address the question and shows no under­
standing of optimism/pessimism issue;
superficial, or discusses only one reform;
major errors of fact, or not specific infor­
mation; incorrect chronology.

formly and another thing to actually achieve uni­
formity. Graders are human and therefore fallible.
They may be influenced by the first few papers
they read and thereby grade either too leniently or
too harshly, depending on their initial mind set
(Hales & Tokar, 1975). For this reason, once the
scoring criteria have been checked out against ac­
tual responses and once the grading has begun,
teachers should occasionally refer to the first few
papers graded to satisfy themselves that the stan­
dards are being applied consistently. Otherwise,
the grade a student receives is dependent on the
chance appearance of his paper in the order in
which the papers are read. This will be especially
true for those papers read near the end of the day
when the reader might be physically and mentally
weary.

Suggestions for Grading Essay Tests

As mentioned earlier, one of the major limitations
ofessay examinations pertained to their reliability.
The guidelines offered below should help increase
the reliability of the grading.

1. Check your scoring key against actual re­
sponses. If a teacher prepares a model answer when
the essay question is prepared, it is conceivable
that she may be overly optimistic about the clarity
of the question and/or the nature of the responses
to be elicited by the question. Before actually be­
ginning the grading process, it is suggested that a
few papers be selected at random to ascertain the
appropriateness of the scoring guide. If it is seen
that most students are giving responses different
from those established a priori, this may be due to
the students' misinterpretation of the intent of the
question. For example, if the question was in­
tended to measure "interpretation," but the re­
sponses indicate that the answers are at a lower
level of understanding, the scoring criteria can be
revised. Once the grading has begun, however, the
standards should not be changed, nor should they
vary from paper to paper or reader to reader.

2. Be consistent in your grading. It is one thing
to say that all questions should be graded uni-

3. Randomly shuifle the papers before grading
them. Research shows that a student's essay grade
will be influenced by the position of his paper, es­
pecially if the preceding answers were either very
good or very poor (Hales & Tokar, 1975). For ex­
ample, an essay answer that is worth a B might re­
ceive only a C ifmany of the previous papers were
very good and received B's. On the other hand,
this same answer could receive an A ifmany of the
preceding papers were of only average quality
(Hughes et al., 1980; Daly & Dickson-Markham,
1982). Accordingly, we suggest that the reader
randomly shuffle essay exam papers prior to grad­
ing to minimize the bias introduced. This random
shuffling of papers is especially significant when
teachers are working with high- and low-level
classes and read the best papers first or last.

4. Grade only one question at a time for all pa­
pers. To reduce the "halo" effect (the quality of the
response to one question influences the reader's
evaluation of the quality of the response to sub­
sequent questions), we strongly recommend that
teachers grade one question at a time rather than
one paper (containing several responses) at a time,
shuffle the papers, read the answers to the next
question, and so on, until all the papers have been
graded. In addition to minimizing the halo effect,
such a procedure will make it possible for the
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reader to concentrate and become thoroughly fa­
miliar with just one set of scoring criteria and not
be distracted by moving from one question to an­
other. Also, by recording the grades to each ques­
tion on a separate sheet, the halo effect may be
minimized.

5. Try to grade all responses to a particular ques­
tion without interruption. One source of unrelia­
bility is that the grader's standards may vary mark­
edly from one day to the next and even from
morning to afternoon of the same day. We would
be very unfair to our students if we allowed a per­
sonal argument with one's spouse, a migraine
headache, or an upset stomach to influence the
grade we give a student for his answer. Our grad­
ing is valid only to the degree that it is based upon
the quality of the student's answer and not on the
reader's disposition at a particular moment. Of
course, there should be short breaks during the
reading period. There must be some short diver­
sionary periods so that the reader will not become
fatigued. But, in order to keep the standards
clearly in mind, the set of papers should be graded
without excessive interruption and delay. If a
lengthy break is taken, the reader should reread
some of the first few papers to refamiliarize her­
self with her grading standards so that she will not
change them in midstream. This is especially im­
portant in global reading.

6. Grade the responses without knowing the pup­
il's identity. Regardless of the reason, it is only
natural that the teacher might favor the response
of one student over that of another even though
the answers are of equal quality (Sullivan et aI.,
1989). We recognize that this is a natural ten­
dency, but a student's grade should not be influ­
enced by his teacher's bias. Even though a scoring
guide is employed, to protect the student from
reader bias, we advise teachers to do whatever is
needed so that they not know whose paper is
being graded.

Another reason for preserving anonymity of
the pupil is that it can promote and/or maintain a
healthy classroom atmosphere. There are, no
doubt, some students who feel that they are sub-

jected to prejudice of one form or another, and
these students would argue that the grades they re­
ceive are a reflection of their teacher's biases to­
ward them. But if, say, the pupils' names were re­
moved or hidden from the reader, not only would
this protect the teacher, but it would also indicate
to the students that their teacher is treating them
fairly.

Anonymity of the pupil can be obtained in a va­
riety of ways. One way would be to have the stu­
dent write his name on the back page of the test
booklet rather than on the front page. We assume,
of course, that if this procedure is adopted, the
teacher will not look at the name before she grades
the paper. Another way would be to have students
select a card with a number on it, write their name
on the card and only their number on the paper.
The teacher would then match the numbers and
names when she records the grades. We recog­
nize, of course, that even though the teacher might
take pains to have student anonymity when she
grades the papers, it may be that she will recognize
a student's handwriting. In such cases, we can only
hope that the teacher will strive to be as objective
as possible in her grading.

7. The mechanics ofexpression should be judged
separatelyfrom the content. For those teachers who
feel that the mechanics of expression are very im­
portant and should be reflected in the grade, given
the answer, we strongly suggest that they assign a
proportion of the question's value to such factors
as legibility, spelling, handwriting, quality, punc­
tuation, and grammar. The proportion assigned to
these factors should be spelled out in the grading
criteria, and the students should be so informed in
advance. In any event, the teacher must be careful
not to let such factors influence her evaluation of
the answer's subject-matter content.

For those teachers who contend that they are
not influenced by how a person writes, but only
by what he writes, we can only say be careful! It
has been shown that when teachers are told to dis­
regard spelling, punctuation, and grammatical er­
rors, they still assign lower grades to papers con­
taining such errors (Scannell & Marshall, 1966;
Chase, 1979).
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Chase (1983) and Hughes et al. (1983) reported
that essay test answers that were more difficult to

read were given lower grades than responses that
were less difficult to read even though each type
was correct in spelling and grammar. Chase
(1979) reported that untidy writers have an advan­
tage if the reader has high expectations. But in a
later study, Chase (1986) studied the effects of
students' gender and race, reader expectation, and
handwriting on essay grading and reported that,
although each of these variables has an effect on
the score given, the effect is not attributable to the
variables singly but to their interactions. As Chase
pointed out, whether these findings would hold if
essays of varying quality were read is a matter of
conjecture. Nevertheless, we should be cognizant
of the interaction. On the other hand, Hughes et
al. reported no interaction between quality of
handwriting and scorer expectations and its influ­
ence on the essay grade. And Murchan (1989) said
there was insufficient evidence to prove that hand­
writing quality affects scores given to essay re­
sponses.

8. Ifpossible, have two independent readings of
the test and use the average as thefinal score. A dou­
ble reading by two independent readers will make
the scores more reliable. If independent readings
are done, the scores should be written on separate
sheets.

When it is not possible to have two different
readers, but it is possible to have the same teacher
grade the papers twice (to check on the consis­
tency of grading), this should be done with an in­
terval of several days elapsing between the two
readings so that the teacher begins her second
reading with a new perspective. Once again, the
scores should not be recorded on the test booklet.

We recognize that it is difficult for the ordinary
classroom teacher to find the time to do one read­
ing of a set of essay papers, let alone find the time
to read the papers twice. Also, we realize that it is
difficult to get two independent readers to grade
the essay responses. This does not preclude us
from recommending it when it is feasible. We
strongly recommend that two independent ratings
by competent readers be obtained when the results

of the examination are to be used to make impor­
tant decisions such as the awarding of a scholar­
ship or admittance to graduate school.

9. Provide comments and correct errors. You
will recall that some of the purposes of testing are
to provide the student with information regarding
his progress, to motivate him, and indirectly to

teach him. Although it is time-consuming to write
comments and correct errors, it should be done if
we are to help the student become a better student.
Also, the teacher may become a more effective
teacher if she makes a tally of the kinds of errors
committed and then attempts to analyze the rea­
sons for these errors. Isn't it possible that the stu­
dents did not do well because they were not taught
well? However, unless the teacher has made some
sort of tally of the types of errors made by her stu­
dents, it will be very difficult to analyze the errors
and initiate any called-for remediation.

Another value of providing comments and not­
ing errors is that it will be much easier for the
teacher to explain her method of assigning a par­
ticular grade. There are some instances when the
student does not understand why he received the
grade he obtained. But, with a detailed scoring
guide as well as with appropriate comments, it
should be much easier for the teacher and student
to communicate.

Regardless of the type of test used, a test that is
used only to assign grades is of little value for de­
veloping an effective teaching-learning environ­
ment. The test, per se; will be of little help to ei­
ther the teacher or the student. That is why we
feel strongly that the teacher should make com­
ments, correct errors, and analyze the errors
made.

10. Set realistic standards. Unfortunately, some
teachers use tests as punitive devices rather than
as instructional and evaluation tools. Such teachers
contend that unless one grades a test exceedingly
stringently, the pupils will not work hard. On the
other hand, there are some teachers who will bend
over backwards to grade the test as leniently as
possible, believing they will be able to buy the stu­
dents' respect and affection. Being overly lenient,
in our opinion, is just as bad as being a "hard-
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nose." Both types of teachers may, in the long run,
do more damage than good. Such teachers hold a
very distorted view of the evaluation process. A
teacher whose grades are significantly higher or
lower than those of her colleagues teaching the
same subject matter to the same kinds of students
should reflect for a moment to see whether or not
she is at fault. And if she is, she should correct the
problem. The only bit of practical advice that we
can offer at this time to avoid being caught in
the "generosity/hard-nose trap," is that essay
readers should use all the scale points when they
grade the pupils' responses. Although this may
not completely prevent the problem, it should
help reduce it.

Somewhat related is Busch's (1988) study
where three different grading approaches were
studied (1) providing judges with information
about the score assigned to an essay, (2) providing
no information, and (3) having the judges discuss
each essay thoroughly. He reported that giving
more information and discussion resulted in
changes in the standards. He also found that fol­
lowing discussion, the recommendations of the
public school teachers were more variable than
those of college faculty but that there was no sig­
nificant difference in the average recommended
standards.

In summary, the evidence on grading essay
tests suggests that, with special precautions, the
papers can be scored reliably. But most of the
time, these precautions are either not known to
the teacher, or they are ignored, with the end re­
sult that reader reliability is low. If a teacher uses
essays as an evaluation tool, we believe that she has
the professional obligation to spend the necessary
time to grade the answers as reliably as is humanly
possible.

THE ORAL qUESTION

The oral approach, rather than the oral exam, is
frequently used by the classroom teacher. Every
day, pupils are questioned by their teachers. Al­
though the results of these questions may not be
used by the teacher to help assign a final course

grade, both teachers and pupils can, if they wish,
profitably use the results obtained to improve the
teaching-learning situation. Oral questioning pro­
vides immediate feedback to both pupil and
teacher.

The oral question is a variation of the essay
question. Although not so popular in American
schools as in foreign schools, and although more
frequently used in final examinations of graduate
students or in the senior comprehensives of col­
lege students than as a measurement device for
schoolchildren, it deserves brief mention because
of its utility in the classroom, especially in the pri­
mary grades.

Both oral and essay examinations have certain
limitations and advantages that they share in com­
mon.

Limitations in common
1. Both provide for a very limited sampling of

content.
2. Both have low rater reliability.

Advantages in common
1. Both permit the examiner to determine how

well the pupil can synthesize and organize his
ideas and express himself (be it in written or
spoken form).

2. Both are not so dependent as the multiple­
choice form on the ability of the pupil to rec­
ognize the correct answer; rather, both require
that the pupil know and be able to supply the
correct answer.

3. Both permit free response by the pupil.

Oral tests are very costly and time-consuming
(only one student can be tested at a time); may not
be equally fair to all pupils; often encourage lack
of teacher planning; and do not permit or provide
for any record of the examinee's response to be
used for future action by the teacher and pupil un­
less the examination process is recorded. Even SOf

listening to a "playback" can be time-consuming.
Finally, the oral examination may be advantageous
to the highly articulate students who may know
very little but can express their limited knowledge
so eloquently that they make a good impression
and are often given a grade higher than warranted.
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The major advantage of the oral test is that it
permits detailed probing by the examiner and
hence may be very useful in the diagnostic sense.
In fact, a very qualified examiner can elicit re­
sponses that may be indicative of a student's think­
ing process. Oral exams are also useful in the
sense that the pupil can ask for clarification. As
noted earlier, one of the major disadvantages of
the essay and objective types of questions is that
they are very susceptible to ambiguity in wording.
Many times, incorrect responses are given not be­
cause of the pupil's lack of knowledge but because
of ambiguous wording or misinterpretation of
what was asked for. In the oral examination, am­
biguity also may be present, but the pupil can ask
to have the question rephrased. The oral approach
may be traumatic for some pupils. However, it
may also be very settling and reassuring, depend­
ing upon the examiner. Unfortunately, the exam­
iner is unable to calm a student in a written ex­
amination, but an alert oral examiner often can do
this by either rephrasing the question or by reas­
suring the nervous pupil. Oral examinations are
also valuable for testing physically handicapped
students who are unable to take written tests or in
those situations where the objective is to see how
the pupil will conduct himself before a group of
people (e.g., a course in public speaking).

• SUMMARY

The principal ideas, suggestions, and recommen­
dations made in this chapter are summarized in the
following statements:

1. The essay is the only test procedure that the
teacher can use if she wants to see whether
her students can express themselves effec­
tively in written form.

2. The two major types of essay questions are
the extended- and restricted-response types.

3. A variety of different mental processes and
skills can be measured by the essay.

4. Many of the "claimed" advantages of the
essay over the objective test are not substan­
tiated by research. The major advantages are

that they (a) permit the teacher to assess the
extent to which the student is able to com­
pose an answer and present it in effective
prose, (b) are easier to prepare, and (c) make
teachers emphasize certain pupil skills.

5. The two most serious limitations of essay
questions are their poor content sampling and
their low reader reliability.

6. Adequate planning and conscientious scoring
minimize most of the faults of essay tests.

7. Essay tests should be restricted to measuring
the higher mental processes. They should not
be used to measure factual recall.

8. A well-constructed essay question should
provide a framework to guide the student in
preparing his answer. The problem should be
delimited, worded so that the student knows
exactly what is expected of him, and realistic
with respect to the complexity of the question
and the time allowed the student to answer it.

9. All students should be required to answer the
same questions.

10. Content sampling may be improved by having
many relatively short essay questions.

11. Avoid starting essay questions with "who,"
when," "where," and "what."

12. Adapt the complexity of the question and the
length of response to the maturity level of the
students.

13. Use a novel type of situation wherever pos­
sible.

14. The two most commonly used methods to
grade essays are the analytical and the global
approaches.

15. Both global and analytical methods require
the preparation of a model answer. Prefer­
ably, this should be done early, to check on
the realism of time allotted, the complexity of
the question, and the clarity of wording.

16. The analytical method is recommended for
the classroom teacher when only a few papers
are to be graded.

17. The global method is recommended when
large numbers of papers have to be graded.

18. If possible, try to have two independent rat­
ings for each question.
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19. Grade essays without knowing the identity of
the students.

20. Grade one question at a time. This will tend
to reduce the "halo" effect.

21. If more than one factor is being judged, such
as legibility of handwriting and spelling,
judge these other factors independendy from
what the student wrote.

22. Try to score all the responses to a single ques­
tion without interruption.

23. The teacher should make comments and cor­
rect errors so that the test may be used as a
learning device.

24. Teachers should avoid the penalty and gen­
erosity errors. That is, they should not be
overly strict or overly lenient in their grading
standards.

25. The oral question is a variation of the essay.
It is well suited for testing students who are
unable to write because of physical handicaps.

26. There is a place in our schools for essay tests
that are carefully structured and reliably
graded. Rather than argue whether essay tests
are superior or inferior to objective tests, we
should focus our attention on how both can
be used most effectively.

• POINTS TO PONDER

1. What are the two most serious limitations of
the essay test question? How would you con­
trol or try to minimize them?

2. Is it true that the essay test, and only the essay
test, can be used to measure the higher mental
processes? Defend your answer with an ex­
ample.

3. If essay tests are so full of problems, why are
they still popular?

4. Under what circumstances, if any, should a
student's answer to an essay question be low­
ered because of poor handwriting, grammar,
and punctuation?

5. What is wrong with this essay topic: "Dis­
cuss the British North America Act." What
would you do to make it a better essay ques­
tion?

6 What is the difference between global and an­
alytical scoring? Which type would you use
and under what circumstances?

7. Give three examples of essay questions that
you could prepare for this chapter. For one of
the examples, prepare a scoring guide that
you would use for both the global and analyt­
ical scoring methods.

8. Under what circumstances, if any, should
essay tests contain optional questions? De­
fend your answer.

9. Some say that a student should be "aimed at
the desired response," while some say that
this detracts from the basic value of the essay
question. What position do you hold? Why
do you feel this way?

10. When would you use an essay test rather than
an objective-type test?



Chapter 6

Writing the Objective
Test Item: Short­
Answer, Matching, and
True-False

• Objective-Type Tests
• Suggestions for Writing Objective Items
• Writing Short-Answer Items
• Writing the Matching Exercise
• Writing True-False Items

The planning stage discussed in Chapter 4 pro­
vided us with some guidelines to follow in our at­
tempt to obtain a valid measure of pupil achieve­
ment. In Chapter 5 we discussed the essay as a
testing medium. Weare now at the stage where
we consider the various types of objective formats
that can be used. As will be evident after studying
this chapter and Chapter 7, there are advantages
and limitations associated with each item format.

Because clarity of wording is so vital in writing
good test items, we will elaborate further on our
previous discussion. In addition, we will discuss in
this chapter some of the factors to be considered
when writing the objective-type item, regardless
of format. We will then present some guidelines
to follow when preparing the short-answer,
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matching, and true-false item. In Chapter 7, we
will discuss the preparation of the multiple-choice
item. Writing test items (regardless of format
used) that are unclear, inappropriate, and contain­
ing technical defects will make the best planning
go for naught.

After studying this chapter, you should be able
to:

1. Understand the steps to be considered when
writing the objective-type item.

2. Understand why clarity of expression is so im­
portant in test items.

3. Recognize how irrelevant clues to the correct
answer can easily creep into objective items.

4. Define and discuss the following objective-
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type formats: short-answer, matching, and
true-false.

S. Differentiate between the various types of
short-answer items.

6. Apply the guidelines offered for constructing
short-answer items.

7. Apply the guidelines offered for constructing
the matching exercise.

8. Apply the guidelines offered for constructing
true-false items.

9. Write better short-answer, matching, and
true-false items.

Q!JECTIVE-TYPE TESTS

The objective-type item was developed in re­
sponse to the criticisms leveled against the essay
question-poor content sampling, unreliable scor­
ing, time-consuming to grade, and encouragement
of bluffing-discussed in Chapter 5. All objective­
item formats may be subdivided into two classes:
supply type (short-answer) and select type (true­
false, matching, and multiple-choice). The supply
and select types of objective-item formats are
sometimes called recall and recognition, respec­
tively. And, they are sometimes called free-response
and choice-response, respectively. All objective tests
have the students working in a completely struc­
tured situation and responding to a large number
of items. All can be objectively scored, and with
the exception of the short-answer/completion, by
machine or untrained personnel.

One of the virtues of the objective item is that
it is an economical way of obtaining information
from a pupil because, in general, it takes less time
to answer an objective item than an essay question.
Because of the lessened amount of time needed for
pupils to respond to objective items, many ques­
tions can be asked in a prescribed examination pe­
riod and more adequate content sampling can be
obtained, resulting in higher reliability and better
content validity. In addition, objective items can
be scored more easily and more accurately. Fi­
nally, objective items may create an incentive for

pupils to build up a broad base of knowledge,
skills, and abilities.

Some very vocal critics of the objective-type
item contend that it does not measure the higher
mental processes, but rather encourages rote
memory, encourages guessing, and neglects the
measurement of writing ability. Yes, objective
items often are used to measure rote recall of facts,
dates, names, and places. But, as will be evident
after you have studied this and the next chapter,
objective items can be written so that they mea­
sure the higher mental processes of understand­
ing, application, analysis, and interpretation.

Look at the following examples of objective­
type items that measure higher-order thinking
skills.

1. Mayors are to cities as governors are to the
1. Congress
2. House
3. Senate
4. States

2. T F If Billy had 10 feet of fencing material,
he would have enough fence to make a
rabbit pen 5 feet long and 4 feet wide.

3. At $0.30 a square yard, how much will it cost
to tile a floor 12 feet by 15 feet?

$6.00

Yes, the objective test item may encourage
guessing, but as seen in Chapter 5, the essay ques­
tion encourages bluffing. And yes, the objective
item neglects writing ability, per se, but it was
never designed to measure it.

SUGGESTIONS FOR WRITING
Q!JECTIVE ITEMS

Teacher-made achievement tests are generally de­
ficient in several ways. The most common fault is
related to ineffective communication. We will now
offer some general guidelines for writing objective
items. These will be followed by guidelines for
each particular item format.
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1. Test for important learning outcomes. Some
teacher-made objective tests consist of items test­
ing for material contained in a footnote or asking
questions on other trivia. It is no wonder, then,
that pupils taking such tests memorize details and
specific facts rather than concentrate on develop­
ing an understanding of the material.

We recognize that the knowledge of many spe­
cific facts is both important and necessary-such
as knowing the alphabet, addition facts, the mul­
tiplication table, and the like. However, teachers
who teach and test for the students' ability to re­
call or supply trivial details are practicing peda­
gogically unsound methods.

2. Tailor the questions to fit the examinees' age
and ability levels as well as the purpose of the test.
The vocabulary used should be commensurate
with the age and ability of the examinees. Simi­
larly, the type of objective-item format to be used
(as well as the manner in which answers are to be
recorded) is, in part, dependent on the age and
ability level of the pupils. For example, the slow
learner might not be able to comprehend the tasks
involved in a matching exercise, but would have
less difficulty with the short-answer format. Pri­
mary school children should be able to handle
items that involve simple matching, but might
have difficulty with the multiple-choice format.
Elementary school children might be better able to

handle "knowledge of facts" and "simple appli­
cations and understanding" than interpretation of
a complex reading passage. We do not mean to

imply that achievement tests for younger children
should test only for the factual recall of knowl­
edge. They should not! However, the abilities
taught and tested should be realistic for the pupils.

The beauty of the teacher-made test in contrast
to the commercially prepared achievement test is
that the teacher-made test can be "tailored" to fit
the needs of the pupils and the teacher's instruc­
tional objectives.

3. Write the items as clearly as possible. Ambi­
guity is one of the chiefweaknesses ofobjective test
items. Lack of clarity may arise from a variety of
sources, such as the inappropriate choice of words

used, the awkward arrangement of words, and ex­
cessive verbiage. What is clear to the item writer
is often vague and ambiguous to the examinee
reading the question. A good rule of thumb to fol­
low is to ask yourself: "Does the question as writ­
ten ensure that the examinee will understand the
task he is to perform? Can I make this item any
more direct and clear?"

Poor: Columbus discovered America in _

As written, the question is ambiguous because the
examinee does not know whether the teacher
wants to know the year, the date, or the name of
the ship he was on. If interested in seeing whether
the pupils know the year in which Columbus dis­
covered America, the question should be rewritten
as follows:

Better: In what year did Columbus discover Amer­
ica? (1492)

Ambiguity can often occur when qualitative
rather than quantitative language is used. Words
such as hot, few, many, and low can mean different
things to different people. Wherever possible, we
advocate the use of quantitative language.

Clarity can also be improved by using goodgram­
mar and sentence structure. Selecting words that
have a precise, exact meaning will help achieve
clarity by removing ambiguity. However, in their
attempt to achieve clarity, teachers too often re­
sort to using sentences that contain many qualify­
ing statements, parenthetical statements, repeti­
tion of words, and the like. Sentence structure,
like test directions, should be clear and simple.
Long sentences should be broken up into smaller
sentences. Vocabulary should be as simple as pos­
sible. Again, what may be implicit to the examiner
must be made explicit to the examinee. The fol­
lowing example-written by a twelfth-grade civ­
ics teacher to ascertain whether her students know
that, in the United States, all cases of impeachment
are tried by the Senate-is poor because it is am­
biguous.

Poor: Impeachment cases are tried by the
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Better: According to the U.S. Constitution, all
cases of impeachment are tried by the (Sen­
ate). --

If the students had studied various governments,
they would not know to which country the ques­
tion applied. Also, because of its ambiguity, there
would be more than one correct answer. In re­
wording such an item, the teacher must be careful
not to introduce qualifiers that will make the sen­
tence awkward.

4. If the purpose ofa test item is to measure un­
derstanding ofa principle rather than computational
skill, use simple numbers and have the answer come
out as a whole number. A fifth-grade teacher who
wants to learn whether her students understand
the meaning of discount could either have her stu­
dents supply or select the definition, or she could
present them with a verbal problem. In any event,
her test item should be presented clearly and con­
cisely.

5. Avoid lifting statements verbatim from the
text. Lifting statements verbatim from the text and
omitting one or two words to make a short-an­
swer item, or inserting a negative to get a true­
false item that is false, is poor testing. Statements
lifted out of context may lose most of their in­
tended meaning and may result in ambiguous
items. This is especially so for true-false items.
Also, such an item-writing procedure might result
in poor study habits on the part of the pupils. The
use of textbook language in a test encourages the
pupils to memorize rather than to understand the
subject matter and can enable them to answer
items correctly without a clear understanding of
what their answer means.

6. Avoid using interrelated items. Some tests
consist of a series of items in which the correct
answer to one item is necessary for the pupil to
get the correct answer to another item. Teachers
should avoid writing items that have this type of
dependency.

Interdependent items are grossly unfair, since
they may penalize the student who knows how to
compute the correct answer to one question but

gets an incorrect answer because of an incorrect
answer to another question. Let us assume that
Allan knows that the formula for the area of a cir­
cle is A = 7rr. However, if Allan computed the
value of r incorrectly in an earlier item, he would
obtain the wrong answer to the item dealing with
the area of a circle even though he had the neces­
sary knowledge and skills. If the teacher wants to
learn whether her students know how to compute
the area of a circle, she should give them hypo­
thetical values to substitute into the formula. Or if
the teacher's intent is to see whether the students
know the formula for the area of a circle, she can
test for this without reference to the answer of a
preceding item.

Weare not advocating the removal of compu­
tational problems from teacher-made tests. On the
contrary, in science and mathematics courses it is
important that the student be able to engage in cer­
tain arithmetic processes. Nor are we advocating
that teachers should not ask a series of questions
on a set of common materials. (It is more econom­
ical when a series of items can be asked on a com­
mon set of materials.) What we are saying is that
a pupil should get only one item wrong and not
two or more because of an error in his arithmetic
on a previous item. The use of interrelated or in­
terdependent items should be avoided.

7. There shouM be only one correct (or best) an­
swer. Having more than one correct answer en­
courages students to quibble, argue, and challenge
the "correctness" of their wrong answers. Weare
not opposed to students questioning the appropri­
ateness of the answer keyed as correct. In fact, we
encourage it. Done in a constructive and positive
fashion, it can be a meaningful learning experience
for both pupil and teacher. However, teachers
who frequently change their answers contribute
little to establishing and maintaining harmonious
classroom relationships. And, if many "double­
keyed" (two answers are correct) items are de­
leted, it may affect the test's content validity.

Somewhat related to this point is the case
where there is some disagreement among experts
in the field as to the correct answer. For example,
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some cardiologists may believe that cholesterol is
a major cause of heart attacks but other cardiolo­
gists may disagree. Generally, we prefer that
teachers not write items where there is no single
correct or best answer. However, when different
opinions are held, the item should cite the author­
ity(ies) holding a particular view.

9. Do not give the answer away. A pupil should
get the correct answer to a test question only be­
cause he has learned the material. Unfortunately,
there are many instances where test-wise (but not
necessarily content knowledgeable) students ob­
tain the correct answer because of some irrelevant
clue(s). Look at the following item:

For the multiple-choice item, avoid using such
words as not, never, and least. If such words must
be used, attention should be drawn to them.

Poor: T F A United States congressman is not
elected for a two-year term.

Better: T F A United States congressman is
elected for a two-year term.

or
T F A United States congressman is

elected for a six-year term.

8. Avoid negative questions whenever possible.
This is especially true for choice-response (select)
items. Indiscriminate use of the negative should be
avoided. Since the pupil has to change his normal
thought processes, he may overlook the negative
aspect and answer the item incorrectly even
though he knows the correct answer. Also, it takes
the examinee longer to answer a negative item
than a comparable one stated positively, and more
errors are introduced (Wason, 1961; Zern, 1967).
It should also be noted that inserting the word not
into an otherwise true statement generally results
in a low-quality item. Whenever a pupil overlooks
the negative because of carelessness, the validity
and reliability of the test are lowered. If negative
questions are to be used, the negative should be
made explicit (by underlining or using all capital
letters) so that the examinee does not overlook the
negative statement. Double negatives are gram­
matically incorrect, confuse the student, and con­
tribute nothing to valid evaluation. In fact, we can
think of no instance where the double-negative
item should be used.

Poor: T F

Better: T F

A major cause of heart attacks is
cholesterol.
According to White, a major cause
of heart attacks is cholesterol.

Poor: Among the causes of the League of Nations
becoming ineffective were the

A. Western-bloc nations distrusted the
Eastern nations.

B. Eastern-bloc nations distrusted the
Western nations.

C. European nations opposed the appease­
ment tactics of England.

D. differing views on punishing belligerent
nations and protecting internal rights.

To answer this item correctly, the student need
only look for a response (answer) that contains
two or more reasons, since the stem calls for a plu­
ral (were) response. To prevent such a clue, all re­
sponses should contain two or more reasons, or
the stem should be reworded as "The League of
Nations became ineffective because ...."

Some other irrelevant clues are grammatical
clues such as an a or an preceding a blank in the
short answer or at the end of the stem in the
multiple-choice; and using words like always,
never, sometimes, all, and normally in true-false
items.

1o. Avoid having a position pattern for the cor­
rect answer. A test assembled in haste may give ir­
relevant clues if a particular pattern to the position
of the correct answer is established (jones &
Kaufman, 1975). For example, the correct answer
may follow a pattern in true-false tests such as T,
F, T, F, ... T, F; or, in multiple-choice tests, it
may be A, D, C, B, A, D, C, B. Randomly posi­
tioning the correct response as well as having ap­
proximately an equal number of true-false state­
ments or having approximately an equal number of
correct answers for each response position (A, B,
C, D, E) in the multiple-choice item will minimize
pattern clues.
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II. Get an independent review ofyour test items.
Many of the flaws found in teacher-made tests can
be spotted by having an independent review made
of the items. Preferably, this review should be
made by a teacher who teaches the same subject
matter. Such a review will permit the item writer
to obtain another opinion about the difficulty of
the items, the adequacy of content sampling, the
plausibility of the distracters (in a multiple-choice
item), the adequacy of the scoring key, and the
technical quality of the items. Of course, unless
the test has been planned and the items written
well in advance of the time the test is scheduled,
such a review is not possible.

A Checklist for Writing Objective Test
Items

Just as no commercial pilot should take off from a
runway before he or she has completed a detailed
pre-flight checklist, so should no teacher admin­
ister a test before she has thoroughly checked out
the items she has written.

Table 6-1 is a summary of the points discussed

above. It presents a list of the more important fac­
tors to be considered when writing objective test
items, regardless of their format. If any of your
objective items "fail" this checklist, you should go
back to the actual textual discussion. Now that we
have considered some general issues to be consid­
ered in developing good objective test items, we
will focus on writing good short-answer, match­
ing, and true-false items. Multiple-choice, inter­
linear, and context-dependent items will be con­
sidered in Chapter 7.

WRITING SHORT-ANSWER ITEMS

The short-answer (sometimes called completion)
item is classified as a supply-type objective item.
It is easily recognized by the presence of one or
more blanks in which the student writes his an­
swer to the question with a word, phrase, short
sentence, mathematical symbol, formula, and so
on. The three common varieties of the short-an­
swer form are (1) the question variety, in which
the item is presented as a direct question; (2) the

TABLE6-1 Checklist for Writing Objective Test Items

Factor Yes

1. Are the instructional objectives clearly defined?
2. Did you prepare a test blueprint? Did you follow it?
3. Did you formulate well-defined, clear test items?
4. Did you employ "correct" English in writing the items?
5. Did you specifically state all necessary qualifications?
6. Did you avoid giving clues to the correct answer? For example,

grammatical clues, length of correct response clues?
7. Did you test for the important ideas rather than the trivial?
8. Did you adapt the test's difficulty to your students?
9. Did you avoid using textbook jargon?

10. Did you cast the items in positive form?
11. If negative items were used, did you draw the students' attention to

them?
12. Did you prepare a scoring key? Does each and every item have a single

correct answer?
13. Did you review your items? Yourself? Another teacher?

x
X
X
X
X

X
X
X
X
X

X

X
X
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completion variety, in which an incomplete state­
ment is used; and (3) the association variety. Ex­
amples of each variety follow.

1. Question variety:
In what city was the first experimental psychol­
ogy laboratory located? (Leipzig)

2. Completion variety:
The first experimental psychology laboratory was
located in the city of (Leipzig).

3. Association variety:
After each city, write in the name of the state in
which the city is located.

Detroit (Michigan)
Chicago (Illinois)
Boston (M~usetts)

Short-answer items are somewhat of a cross be­
tween the essay and other objective items. On the
one hand, like essay items, they require recall
rather than recognition. On the other hand, they
can be objectively scored.

Advantages and Limitations of the
Short-Answer Item

Short-answer items are useful in areas such as
spelling and foreign language evaluations, where
specific bits of information are usually tested.
Short-answer items are particularly useful in
mathematics and the sciences, where a computa­
tional answer is required or where a formula or
equation is to be written. In fact, Forsyth and
Spratt (1980) found that short-answer items that
required computation were more discriminating
than true-false or multiple-choice items that re­
quired only recognition. And Oosterhof and Coats
(1984) found that for quantitative word problems,
providing examinees with alternative answers re­
sulted in about 20 to 30 percent higher scores than
when a completion format was used. They also
found that more multiple-choice items would be
needed to obtain comparable reliability estimates
as that for the short-answer format. Accordingly,
notwithstanding the inefficiency of scoring re­
sponses of large numbers of students, Oosterhof

and Coats (1984) recommend that serious consid­
eration be given the short-answer format.

To test fir the students' knowledge ofdefinitions
and technical terms, use the short-answer item.
Generally, when testing for the student's knowl­
edge of definitions or technical terms, we feel
more confident that we are getting a valid measure
when the student supplies rather than selects the
answer.

Illustrated below are examples of different
skills that can be measured with the short-answer
item.

1. Knowledge ofa procedure.
What instrument is used to measure the resist-
ance in an electrical circuit? ohmmeter

2. Knowledge ofspecific facts.
The president of the United States is elected for

4 years.

3. Interpretation ofdata.
In the triangle below, how many degrees are in
angle BAG 45

A

l"~
B 3/1 C

4. Higher-order thinking.
The sum of twice a number and 5 is 39. What is
the number? (.!2)

To solve this problem, the student would first
have to introduce an unknown to stand for the
number he is looking for. He would then have to
translate the verbal problem into an equation such
that 2x + 5 = 39. Then he would solve for x.

First-grade teachers preferred the constructed­
response test over the multiple-choice test despite
the fact that constructed-response tests are more
time-consuming and difficult to score. The teach­
ers felt that they (1) were easier to administer, (2)
eliminated copying, (3) motivated the children,
and (4) provided more diagnostic information than
recognition-type tests (Niedermeyer & Sullivan,
1972).

Finally, because students must supply an an-
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swer, they will seldom obtain the correct answer
by guessing.

The major limitations of the short-answer item
are:

1. Because short-answer items are best for mea­
suring highly specific facts (dates, names,
places, vocabulary), excessive use may encour­
age rote memory and poor study habits.

2. Scoring may not be quick, easy, routine, and
accurate because of the variety of acceptable
answers. Frequently the scorer must decide
whether a given answer is right, wrong, or par­
tially right. (For example, do you give credit to
"ohmeter" even though it is incorrectly
spelled?) This canlead to bias in scoring. Also,
because of the multiplicity of plausible an­
swers, clerks generally cannot be used as scor­
ers.

3. They are limited to questions that can be an­
swered by a word, phrase, symbol, or number.
There are very few instances when an abstrac­
tion, generalization, or interpretation can be
adequately presented by the examinee in one or
two words. This, no doubt, accounts for the
fact that the preponderance of short-answer
items measures little more than factual recall.
However, as seen earlier, short-answer items
can measure understanding and application.

4. It is almost impossible to write good short-an­
swer items that require the student to exhibit
synthesis and interpretation so that one and
only one answer will be correct.

Suggestions for Writing Short-Answer
Items

1. For computational problems, the teacher
should specify the degree ofprecision and the units of
expression expected in the answer.

Poor: The value of 7r is (3.1? 3.14? 3.142?).
Better: The value of 7r (to two decimals) is (3.14).

In science and mathematics it may be just as im­
portant for the student to know and use the cor-

rect unit of expression as the procedure involved
in arriving at the answer.

Following is a set of directions that specifies
the manner in which answers are to be expressed:

Directions: This science test consists of 60 ques­
tions, some of which require computa­
tions to be made. For those questions
involving computations, you must (I)
carry out your answer to two decimals,
and (2) express the answer in proper
units such as pounds, grams, or volts.

2. Omit important words only. A short-answer
item involves more than just having one or more
blanks in a sentence. The words that are to be
omitted when writing the exercise must be impor­
tant or key words. The student should be asked to
supply an important fact. If verbs, pronouns, or
adverbs are omitted, a variety of plausible answers
will be received, and the item may no longer assess
the instructional objective. Look at the following
"poor" example. As written, answers such as
"left," "sailed to," "discovered," "came to" would
all have to be considered correct:

Poor: Columbus (discovered) America in 1492.

Needless to say, if there were good instructional
objectives, for example, "student will furnish the
year when Columbus discovered America," the
"poor item" might not have been written.

3. Avoid excessive blanks in a single item. Ex­
cessive omission of key words may result in the
item losing its specific meaning. Omitting too
many key words may turn an achievement test into
an intelligence test or a guessing game. Overmu­
tilation can only result in the item being ambigu­
ous and confusing. An item writer may have the
tangent-ratio concept in her mind when she
prepares the following item: The ratio of the

to the is called
the . But how is the examinee to
know this? Might he not answer "opposite side,"
hypotenuse," and "sine" for the three respective
blanks? If the teacher wishes to learn whether her
students know the formula for the tangent, she
should test for this.
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4. Have the blanks occur near the end ofthe sen­
tence. When the blank is at the beginning or mid­
dle of the sentence, the essential point of the ques­
tion may be overlooked or forgotten by the time
the student reads the item. This is especially true
when dealing with complex material and/or test­
ing young children who have a limited attention
and retention span.

Poor: The is authorized by the
U.S. Constitution to try all cases of im­
peachment.

Better: The U.S. Constitution states that all cases
of impeachment will be tried by the Senate.

The essential point of this question-who is re­
sponsible for trying impeachment cases-should
come as close to the end of the item as possible so
that students can immediately focus their attention
on the problem.

S. Generally speaking, it is advantageous to use
the direct question rather than the incomplete state­
ment. The direct question is preferred because (a)
it may be easier to phrase the question so that it is
less ambiguous and does not provide irrelevant
clues and (b) it is more natural to pupils who are
used to answering the teacher's questions in class
rather than answering the teacher's incomplete
statement. When the item writer uses the direct­
question approach, she will tend to write the
item more clearly because she has to clarify in
her own mind exactly what it is she intends to
measure.

Poor: Neil Armstrong walked on the moon in
1969

Better: (But still poor) When did Neil Armstrong
walk on the moon? _1:...:9--=6:..:.9 _

Best: In what year did Neil Armstrong walk on
the moon? 1969

The first two examples above are poor (even
though we have a "better") because the statements
could be completed with "in the morning."

6. To test fir the knowledge ofdefinitions and/or
the comprehension of technical terms, use a direct
question in which the term is given and a definition
is asked fir. Quite often when writing the defini-

tion, the item writer will provide the student with
a clue to the correct answer.

Poor: What is the technical term that describes
the synthesis of chemical compounds In

plants with the aid of light? _
Better: What is photosynthesis? _

The latter is to be preferred because the word syn­
thesis in the poor example may provide the student
with a clue to the correct answer.

7. Don't skimp on the answer spaceprovided. If
the student is asked to fill in a blank or to give a
short answer to a question, the teacher should pro­
vide sufficient space for the pupil to record his an­
swer. But be careful-an irrelevant clue to the
correct answer might be given by the length of the
blank provided. To minimize this, we suggest that
all blanks be of uniform length, regardless of the
length of the answer. And, to make scoring easier,
we suggest that for those tests that require only a
single word, number, formula, or symbol, all
blanks be in a single column, either at the right­
or left-hand side of the page. Where the item may
have more than one blank to be filled in, such as,
"The tangent is the ratio of the (1)
to the (2) ," the blanks can be num­
bered and the pupil instructed to write his answer
in the corresponding numbered blank at the side
of the page. (We will discuss test layout in greater
detail in Chapter 8.)

8. Avoid giv.ing irrelevant clues. Check the
grammar of the sentence carefully so that no clue
is given by the wording to indicate that the correct
answer is a singular or plural word. Also, don't
have an a or an before a blank since it would in­
dicate that the answer begins with a consonant or
a vowel, respectively. Use either a(n) _
or the _

9. Write the Item so that there is only one correct
answer.

Poor: Who was president of the United States in
World War II? _

This is a poor item because both Roosevelt and
Truman were president at that time.
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If the instructional objective was to know that
Roosevelt served as president during most of
World War II, one should use:

Better: What was the name of the U.S. president
for most of World War II?

(and the discussion) when writing short-answer
items.

WRITING THE MATCHING EXERCISE

In the traditional format, the matching exercise
consists of two columns-one column consists of
the questions or problems to be answered (prem­
ises); the other column contains the answers (re­
sponses). The examinee is presented with the two
lists and is required to make some sort of associ­
ation between each premise and each response. He
pairs the corresponding elements and records his
answers. Because it's like a game, this item format
is perceived as a "fun game" by young children.

Directions: In the blank to the left of each discov­
ery or invention described in column A,
write the letter of the discoverer or in­
ventor listed in column B. You may use
a letter in column B once, more than
once, or not at all.

10. Don't take statements directly from the text,
omit a word, and use the statement as a test item.
More often than not, if this is done, a statement
taken out of context is ambiguous. It also places
too much emphasis on rote memory.

11. Word the item so that the requiredanswer is
brief and specific. As stated earlier, the answer
should consist of a word, phrase, symbol, number,
or short sentence.

12. Check the "Suggestionsfor Writing Objective
Items" on pages 107-111.

A Checklist for Writing Short-Answer
Items

The material previously discussed is summarized
in Table 6-2. We strongly urge you to refer to it

ColumnA
~ 1. Discovered penicillin
_F_ 2. Discovered x-rays

ColumnB
A. Curie
B. DeBakey

TABLE 6-2 Checklist for Writing Short-Answer (Supply-Type) Items

Factor Yes

1. Can each item be answered in a word, a phrase, with a symbol,
formula, or short sentence?

2. Do the items avoid the use of verbatim textbook language?
3. Is each item specific, clear, and unambiguous?
4. Are all irrelevant clues avoided? Grammatical? Length of blank?

Other?
5. Do computational problems indicate the degree of precision required?

Whether or not the unit of measurement is to be included in the answer?
6. Do the blanks occur near the end of the sentence?
7. Have only key words been omitted?
8. Was excessive mutilation kept to a minimum?
9. Have direct questions been used where feasible?

10. Are the items technically correct?
11. Is there one correct or agreed-upon correct answer?
12. Has a scoring key been prepared?
13. Has the test been reviewed independently?
14. Is this format most efficient for testing the instructional objectives?

x
X
X

X

X
X
X
X
X
X
X
X
X
X
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Key: A. Simple sentence
B. Compound sentence

Directions: Items 1-7 each contain a complete sen­
tence. Determine whether the sentence
is simple, compound, complex, or com­
pound-complex. Using the key below,
write the letter of the type of sentence
it is in the blank to the left of the sen­
tence. You may use each sentence type,
once, more than once, or not at all.

Note that the list of responses is homogeneous,
that is, all the persons are scientists. Second, there
are more entries in one list than the other, which
prevents some students from getting the correct
answer by the process of elimination. Finally, the
list of premises deals with only discoveries or in­
ventions. We'll elaborate on these points later on.

There are many modifications of the matching
exercise that can be used. (Gerberich, 1956, lists
38 versions of the matching exercise.) For exam­
ple, the student may be given a map on which cer­
tain locations are assigned letters or numbers.
These letters or numbers are then to be matched
with the names of cities, lakes, rivers, continents,
or other entities. Or the student may be given a
diagram of a piece of electrical equipment such as
a voltmeter with the various parts assigned num­
bers. His task would then be to match the name of
the part with the number on the diagram.

A variation of the traditional or simple match­
ing exercise is the classification variety. (It is
sometimes classified as a key type of multiple­
choice exercise.) Here, a classification scheme
(parts of speech, types of rocks) is presented, and
the examinee classifies each according to the
scheme. This variation is well suited to topics
dealing with criticism, explanation, and under­
standing. Following are two examples of classifi­
cation exercises.

C. Complex sentence
D. Compound-complex sentence

C 1. The teacher said that his answer was

Terms

1. Behavioral objective
2. Criterion-referenced

test
3. Evaluation
4. Measurement
5. Norm-referenced
6. Test

correct.
2. They made him chairman.
3. After I had gathered the information, I

n.rned it over to him, and he started the
report.

B

A
D

_5_12.

_1_10.

_6_11.

to:ompare
individuals.

Definitions

_3_ 8. A
professional
judgment of
the adequacy
of test
scores.

_4_ 9. Determination
of the
amount of
some skill
test or trait.
Specification
of what a
child must
do to
inc.icate
mastery of a
skill.
A series of
tasks or
problems.
Tests used

7. I warned her, but she was persistent.

Items 8-12: For each definition below, select the
most appropriate term from the set of terms at the
right. Mark your answer in the blank before each def­
inition. Each term may be used once, more than
once, or not at all.

Budescu (I988) described a new test format­
the multiple-matching test. Under this format, re­
sponses from a multiple-choice format are pooled
into a single-response list. Examinees are asked to
match one correct answer to each of the test items.

C. Fleming
D. Harvey
E. Pasteur
F. Roentgen
G. Salk

_A_ 3. Discovered radium
~ 4. Discovered polio vaccine
_B_ 5. Invented an artificial

heart
~ 6. Discovered blood

circulation



WRITING THE OBJECTIVE TEST ITEM: SHORT-ANSWER, MATCHING, AND TRUE-FALSE 117

Although there are problems associated with this
item format, it appears to be feasible, and the tests
developed are valid and reliable. Also, it appears
that random guessing is reduced. Budescu cau­
tioned us that his study used vocabulary items that
are amenable to the generation of large numbers
of response lists and that the multiple-matching
format might not be feasible with other subjects.

Advantages and Limitations of the
Matching Exercise

The matching exercise is well suited to those sit­
uations where one is interested in testing the
knowledge of terms, definitions, dates, events, and
other matters involving simple relationships. It is
well suited to the "who," "what," "when,"
"where" types of learning. Dates may be matched
with events, authors with book titles, and tools
with their uses. In many learning situations, we try
to stress the association between various ideas; for
example, Columbus discovered America in 1492;
Fleming discovered penicillin; Bell invented the
telephone. Here, the matching exercise, when
properly constructed, is a very valuable measure­
ment tool.

The two major advantages of matching exer­
cises are as follows:

1. Because they require relatively little reading
time, many questions can be asked in a limited
amount of testing time. This then affords the
opportunity to have a larger sampling of con­
tent and, other things being equal, a resultant
reliability that is higher than if fewer questions
were asked.

2. Like true-false or multiple-choice items,
matching exercises are amenable to machine
scoring. Even if they are hand-scored, they can
be scored more easily than the essay or short­
answer and can be scored by clerks, parapro­
fessionals, and even the students, since there
should be just one correct answer.

The three major deficiencies associated with
simple matching exercises are as follows:

1. If sufficient care is not taken in their prepara­
tion, the matching lists may encourage serial
memorization rather than association.

2. It is sometimes difficult to get clusters of ques­
tions that are sufficiently alike so that a com­
mon set of responses can be used. This makes
this item format highly susceptible to irrele­
vant clues.

3. It is generally restricted to the measurement of
factual material based on rote learning.

As in all achievement tests, clarity of the items
is to be maximized; irrelevant clues and confusion
should be minimized. Some of the more common
faults of teacher-made matching exercises are (l)
the directions are vague, (2) the sets to be matched
are excessively long, (3) the list of responses lacks
homogeneity, (4) the material is set up so that it is
not simple for the student to respond, and (5) the
premises are vaguely stated. Following are some
suggestions to guide the item writer in her efforts
to write a valid matching exercise.

Suggestions for Constructing the
Matching Exercise

1. Ifat all possible, have the response list consist
ofshort phrases, single words, or numbers. Putting
the lengthier questions in the premise column at
the left-hand side of the page will make for easier
reading by the pupil, who normally reads from left
to right. He would read the lengthier premise list
first and then just scan the short responses to find
the correct answers.

2. Each matching exercise should consist of ho­
mogeneous items. A single-matching exercise, to be
most valid, should consist of items that deal with
only a single concept, classification, or area. For
example, in a single-matching exercise do not in­
clude items that involve book authors, titles, and
inventors. Have separate homogeneous lists. Lists
lacking in homogeneity are likely to measure ver­
bal association, which can be readily answered by
students who have only a superficial knowledge of
the subject matter.
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Following is an example of a poor matching ex­
ercise, because we have a heterogeneous list of
scientists, explorers, authors, artists, and inven­
tors.

Directions: On the line to the left of each achieve­
ment in column A, write the letter of
the man's name in column B who is
noted for that achievement. Each name
in column B may be used once, more
than once, or not at all.

ColumnA Column B

~1. Invented the cotton A. da Vinci
gin B. Fleming

~2. First man to orbit the C. Glenn
earth D. Hitler

~3. Painted the Mona Lisa E. Mozart
~4. Composed the 1812 F. Rembrandt

Overture G. T chaikovsky
_B_ 5. Discovered penicillin H. Whitney
~6. Wrote Mein Kampf

Obtaining homogeneity in the lists may be eas­
ier to say than to accomplish. In fact, violation of
this prescription is one of the more frequent ones
committed by those using the matching exercise.

3. Keep each list relatively short. Long lists re­
quire that the students spend too much time read­
ing and looking for the answer. Excessively long
lists also lend themselves to concentration or em­
phasis on one or two objectives, which can ad­
versely affect the validity of the test. The number
of premises and responses in each list for a single­
matching exercise should ordinarily range from 5
to 12, the optimum size being 5 to 8 items per
matching exercise (Shannon, 1975). An exercise
that consists of 20 premises and 20 responses re­
quires the student to choose 400 different combi­
nations, which makes for a rather lengthy and te­
dious task. And the economy to be achieved by
using a matching exercise is no longer realized.

Short lists are also preferred because lists that
are long make it more difficult to maintain the ho­
mogeneity of the material. Finally, short lists are
to be preferred because, in an excessively long list,

the pupil may inadvertently miss the correct an­
swer.

4. Avoidhaving an equal number ofpremises and
responses. If the student is required only to make a
one-to-one match, it is conceivable that for an
eight-item exercise, the student who knows seven
of the eight answers can get the eighth answer
correct solely on the basis of elimination. A good
rule of thumb to follow is to have two or three
more responses than premises.

Somewhat related to this point is the practice
of writing matching exercises in which the stu­
dent can use anyone response once, more than
once, or not at all. We encourage this to help min­
imize guessing.

5. Arrange the answers in some systematic fash­
ion. For the convenience of the student, words
should be listed in alphabetical order; dates and
numbers, in either ascending or descending order.
The simpler we can make the task for the exam­
inee, the more effective the item is likely to be.

6. Avoid giving extraneous irrelevant clues. Do
not have the name of one woman among ten men
and ask for the name of the actress who won an
Academy Award in 1963. Mixing the lists may
provide irrelevant clues.

7. Explain dearly the basis on which the match is
to be made. Although it would appear self-evident
that the student matches something with some­
thing, how he is to match is not always clear. For
example, if a list of authors and a list of book titles
are presented to the examinee, is he to match title
with author, or vice versa? Although it does not
make any difference how the match is accom­
plished when a single statement in one list is
matched with a single answer in the other list (the
one-to-one match), confusion can result when any
single response may be used once, more than once,
or not at all. It is therefore essential that the stu­
dent be given explicit instructions so that he will
know what he is to do and how he is to do it.

Here is a set of directions that convey the es­
sence of the examinee's task:
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Directions: In the blank at the left ofeach author in
column A, write the letter of the book
title in column B that he/she wrote.
You may use a letter in column B once,
more than once, or not at all. The first
item is answered as an example.

ColumnA Column B
_A_X. Arthur A. Wheels

Hailey B. Main Street
_J_ 1. Pearl Buck C. Winds ofWar

I 2. Ken Follett D. Love Story
K 3. Alex Haley E. Seven Minutes
L 4. John Jakes F. QR VII
D 5. Eric Segal G. The Winding
F 6. Leon Uris Staircase
E 7. Irving H. The New Centurions

Wallace I. Pillars ofthe Earth
H 8. Joseph J. Good Earth

Wambaugh K. Roots
C 9. Herman L. California Gold

Wouk

Ordinarily, a separate set of instructions will be
needed for each matching exercise, to ensure that
the student understands exactly what he is to do. I

1Because of space limitations, we do not always have a separate
set of directions for the various examples discussed in this
chapter.

8. Maintain grammatical consistency. Use all
proper names or all common nouns; all singular or
all plurals; all men or all women.

9. Every response in one column should be a plau­
sible answer to every premise in the other column.

10. Check "Suggestions fOr Writing Objective
Items" on pages 107-111.

A Checklist for Writing the Matching
Exercise

Table 6-3 presents the checklist to be used when
preparing the matching exercise. In addition, the
suggestions previously given for writing the ob­
jective item should be considered.

WRITING TRUE-FALSE ITEMS

The true-false (also called the alternate-response)
item is essentially a two-response multiple-choice
item in which only one of the propositions (an­
swers) is presented and the student judges the
truth or falsity of the statement. Two erroneous,
but serious misconceptions, are that (1) T - F items
are easy to construct-they aren't; to write un­
ambiguous and unequivocally true or false state­
ments is very difficult-and (2) because many

TABLE 6-3 Checklist for Writing Matching Exercises

Factor Yes

I. Have you given the student clear, explicit instructions?
2. Are the response and premise lists both homogeneous?
3. Is one list shorter than the other?
4. Are both lists between 5 and 12 entries?
5. Are the premises longer and more complex? The responses simple and

short?
6. Did you arrange the responses in some systematic order?
7. Do both lists of a matching exercise appear on the same page?
8. Are your lists relatively free of clues?
9. Did you have your materials reviewed independently?

X
X
X
X

X
X
X
X
X
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We can help keep our teeth in good condition

T F by brushing in the morning and night.
T F by visiting the dentist regularly.
T F by eating both hard and soft foods.

Cluster (Mul1tiple True-false) Variety

In the cluster variety (sometimes called the mul­
tiple true-false format), which is frequently found
in health science examinations, there is a cluster
that resembles a multiple-choice item. The cluster
has a stem that is an incomplete statement with
several suggested answers that independently
complete the stem. Each of the suggested answers
is to be judged as true or false.

items can be answered in a short period of time,
you have good content sampling-you may not!
Some of the more common variations of the true­
false item are (1) yes-no, (2) right-wrong, (3)
cluster variety (sometimes called multiple true­
false), and (4) correction variety. The right­
wrong and yes-no varieties (the yes-no format is
often used to measure attitudes, values, beliefs,
and interests) are essentially similar to the tradi­
tional true-false format except that the nature of
indicating the answer is different. The right­
wrong or yes-no varieties are more useful for
testing young children, who are better able to
comprehend the concept of right-wrong than
true-false. Following are some illustrations of the
true-false item and the cluster and correction vari­
ations.

R W
Y N

The square root of 25 is 5.
The sum of 4 and 6 is 9.

True-false Variety

The student is presented with a declarative state­
ment that is true or false.

T F The cube root of 27 is 9.

The cluster variety permits the item writer to
ask many questions, using a single stem and
thereby conserving on space and reading time.
Sometimes the cluster of statements will refer to a
drawing, graph, or photograph.
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There is some disagreement as to the relative
merits of the multiple true-false format. Frisbie
and Sweeney (1982) compared multiple true-false
(MTF) and multiple-choice (MC) items and found
that (1) in a given testing time, examinees can at­
tempt 3.5 times more MTF than MC items, (2)
reliability was not sacrificed by using MTF items,
(3) both MTF and MC items were measuring the
same thing, (4) students thought the MTF items
were easier, and (5) students preferred the MTF
format. (See also Frisbie, 1990.)

Correction Variety

In the correction variety, the subject is required to

make every false statement true by crossing out
the incorrect portion (it may be a word or phrase)
and replacing it with the correct word or phrase.
We recommend that the portion of the statement
to be judged true or false be underlined. Other­
wise, there may be instances when the student will
judge the accuracy of the statement in a different
light and will make a correction that was not an
instructional goal for the teacher. For example, as­
sume that Ms. Adder wanted to discern whether

her students knew that the square root of 64 is 8.
If she prepared her item as

T K The square root of 64 is 9.

one student might cross out the "64" and substi­
tute "81"; another might cross out the "9" and
substitute "8." Since Ms. Adder's intent was to
measure knowledge of the square root of 64, she
should rewrite her item as

T K The square root of 64 is 2..
Then the student knows that he is to determine
whether or not 9 is the square root of 64. If it
isn't, he is to write in the correct value.

Another variation of the correction variety is
frequently used in the language arts. Here a single
sentence is presented and broken up into seg­
ments. For each of the designated segments, the
student must determine whether it is right or
wrong. He then can be asked to correct the
error(s). Like the simple correction type, this vari­
ation is economical from the standpoint of space
needed and time required to read and respond on
the part of the pupil. However, it is quite difficult
to write sentences that contain errors but that still
seem sensible before they have been corrected.

(A)

~
O~

(B)
..thetrlchildren know/
~ .

(C)
it..ai1t'f right/
~

(D)
to steal?

ABC D
• • • II

In the preceding example, sections A, B, and C
are incorrect. The subject indicates this by black­
ening in the spaces A, B, and C. (Of course there
could be a true-false under each of A, B, C, D, but
this method consumes more space.) As noted ear­
lier, the pupil could also be instructed to correct
the incorrect parts of speech.

True-false items, while very popular in the
early days of testing, have lost much of their pop­
ularity. They are seldom used in standardized
tests, and most authors of measurement texts
speak disparagingly of them (see Stanley, 1964;
Wesman, 1971; Gronlund & Linn, 1990; Ahmann

& Glock, 1981). Ebel (1970), one of the few who
favors the true-false item, suggested that many of
the weaknesses of this item format (ambiguity,
measures triviality) are not inherent in the form of
the item; rather, the weaknesses are due to misuse
and lack of skill on the part of the item writer. He
presents a cogent argument and concludes there is
"no necessary reason why true-false items should
be more trivial, irrelevant, or badly written than
other forms of test items" (Ebel, 1970, p. 288).
Furthermore, he contends that if true-false items
do about the same job and discriminate about as
well in tests of equal length (in minutes), why
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should they not be used? He disagrees with the
recommendations that classroom teachers should
give preference to writing multiple-choice over
true-false items (Ebel, 197 Sa).

Versatility of the True-False Item

Many of the so-called faults of true-false items­
such as "they are most susceptible to guessing,"
"they encourage students to memorize rather than
understand," and "they do not measure the higher
mental processes" -are more the fault of the item
writer than the item format, per se (Ebel, 197Sa).
True-false items need not encourage and reward
verbal memory. They can be written (as seen
below) so that they measure comprehension, un­
derstanding, application, deduction, and problem
solving (jenkins & Deno, 1971). And true-false
tests can be highly reliable (Frisbie, 1974; Ebel,
1979). But special talents are needed to write valid
true-false items (Storey, 1966; Wesman, 1971).
More importantly, avoiding their use sacrifices
many of their advantages. Following are some ex­
amples to illustrate the versatility of the true-false
item.

Testing for Factual Knowledge
T F Hodgkin's disease is characterized by an in-

crease in the size of lymph nodes.

To answer this question correctly, the student
need only recall one of the symptoms of Hodg­
kin's disease. He does not have to know how to
test for it, nor be able to recognize it in a patient
in order to answer the item correctly, nor know
what are the characteristics of Hodgkin's disease.

Testing for Comprehension or
Understandingl

T !:: Kinetic energy is found in a wound spring.

Here, the student would have to know more than
the textbook definition of kinetic energy. He

20ur examples of items to measureunderstanding,application,
deduction, and problem solving would be little more than fac­
tual recall of information if the student had studied these same
or comparable items in classor read them in the textbook.

would have to understand what kinetic energy is
and relate the concept of kinetic energy to the
type of energy found in a wound spring.

Testing for Application
T F If heat is supplied at a constant rate to va­

porize a substance, the temperature of the
substance will also increase at a constant
rate.

Testing for De,[iuctive Skill
T F If the ceiling height of an organ chamber is

20 feet, one can install an organ with a 30­
foot stop.

Here the student must know something about the
physics of sound and the relationship between
pitch and open-ended pipes; that is, that an open
pipe will produce twice the pitch of a closed pipe.

Testing for PrCllblem-Solving Ability
T F Given the general gas law, where PVIT =

k, where k = 2, P = 5, and T = 50°C, then
V = 20.

Advantages and Limitations of True­
False Items

The major advantages of true-false items are that
they-

1. Are good for young children and/or pupils
who are poor readers.

2. Can cover a larger amount of subject matter in
a given testing period than can any other ob­
jective item, that is, more questions can be
asked. A student can answer about three T - F
items for every two multiple-choice items
(Frisbie, 1971; Oosterhof & Glassnapp, 1974;
and Green, 1979, reported ratios of 1.S, 1.7,
and 2.4, respectively). With the MTF format,
the ratio to multiple-choice items is 3.S:1. But
the time ratio depends on the content, as well
as the difficulty/comprehension factor of the
item. Measuring factual information will gen­
erally show less time-to-respond variability
than measuring comprehension (Frisbie,
1971).
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3. Generally provide high reliability per unit of
testing time. This should be interpreted very
carefully. It does not mean that T -F tests have
the highest reliability. Oosterhof and Glass­
napp (1974) said that one needs 2% to 4% times
as many T -F as multiple-choice items to get
equivalent reliability. However, more T-F
than multiple-choice items can be asked and
answered per unit of testing time.

4. Can be scored quickly, reliably, and objectively
by clerks.

5. Are particularly suitable for testing beliefs in
popular misconceptions and superstitions.

6. Are adaptable to most content areas.
7. May provide a salvage pool for multiple-choice

items that should be discarded because only
two of the responses provided are selected by
the majority of students. The true-false item
needs only one good response to a stem.

8. Can, if carefully constructed, measure the
higher mental processes of understanding, ap­
plication, and interpretation.

9. Are as valid as multiple-choice items.

The major disadvantages of the true-false item
are that-

1. Pupils' scores on short true-false tests may be
unduly influenced by good or poor luck in
guessing.

2. True-false items are more susceptible to am­
biguity and misinterpretation than any other
selection-type objective item.

3. They lend themselves most easily to cheating.
If a student knows that he is to take a T - F test,
it doesn't require much effort to work out a
system in which one of the better students sig­
nals a T versus F answer.

4. They tend to be less discriminating, item for
item, than multiple-choice tests.

5. They are susceptible to an acquiescence re­
sponse set; that is, subjects tend to develop a
pattern of responding (true) in a somewhat au­
tomatic form without really giving thought to

the item.
6. There are many instances when statements are

not unequivocally true or false; rather, there
are degrees of correctness. For example, the

boiling point of water depends upon the pres­
sure. Hence, "water boils at 212 OF" as written,
would not be a good T -F item since the state­
ment is true only at sea level. Many true-false
items require qualifiers, which in themselves
may provide an irrelevant clue. Because of the
phenomenon of degree of correctness, good
true-false items are difficult to write.

7. Specific determiners (a type of irrelevant clue)
are more prevalent in true-false items than in
any other objective-item format. Specific de­
terminers generally appear because the item
writer wishes to have a completely true or false
statement.

In conclusion: When very young children and/
or persons with limited vocabulary and reading
speed are to be tested; if one desires broad content
sampling in a relatively short testing time; if one
wants a test that can be scored accurately, quickly,
and objectively by clerks, the true-false item is
recommended. Although writing true-false items
to measure the higher mental processes can be
both difficult and time-consuming, it is less diffi­
cult to write a good true-false item than to write
a good three- or four-response multiple-choice
item.

Suggestions for Writing True-False
Items

1. Avoid ambiguous words and statements. Am­
biguous statements resulting from loose or faulty
wording are a frequent cause of faulty true-false
items.

Poor: T F All men are created equal.

As a proposition, the Declaration of Independence
stated by the writers, the item is true. But a stu­
dent could interpret the item in terms of mental
ability, pain threshold, physical strength, or other
characteristics and mark the item false. If the
teacher wants to know whether her pupils under­
stand "equality" as stated in the Declaration of In­
dependence, she should write the item as follows:

Better: T F The Declaration of Independence
states that all men are created equal.
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Ambiguity is often present when an item deals
with qualitative terms such as "more," "few,"
"lighter," and the like. Since these words are
somewhat vague, they may be interpreted differ­
ently by different people. It is suggested that,
wherever possible, quantitative rather than quali­
tative terminology be employed.

Poor: T F Dukakis received a large number of
votes in the. 1988 presidential elec­
tion.

How much is "large?" Is it 30 or 40 or 46 per­
cent? A student could answer a test item incor­
rectly because of his interpretation of the qualita­
tive terms used.

Better: T F Humphrey received more than 40
percent of the votes in the 1968
presidential election.

2. True-false items must be based on statements
that are clearly true or clearlyfalse. It is not uncom­
mon to find T - F items consisting of two state­
ments, one part correct, the other part wrong. In
the following example:

(1) (2)
Poor: /Whales are mammals, /and/ with the ex­

ception of humans, they are the most intelli­
gent mammals/.

Statement (1) is correct, but statement (2) is false.

Better: T F Whales are the most intelligent
mammals.

When a true-false item does not satisfy the
condition of being completely true or clearly false,
we inject an element of ambiguity or trickiness
into the item. Whenever the knowledgeable stu­
dent is confused by the wording and answers in­
correctly because he reads too deeply into the
question and recognizes that there are possible ex­
ceptions, we have a faulty item. Trying to doctor
up a true-false item that is not unequivocally true
or false by inserting a series of qualifiers or ex­
ceptions will likely result in a more confusing
item.

We recognize that there are some statements,

especially generalizations, that need not be wholly
true or false. When this is the case, we recom­
mend a variation of the true-false item-true,
false, sometimes-be used. For example, we
would want to have stability in an intelligence test.
But in a personality test we might not want to have
stability. Therefore, to write an item regarding the
stability of test scores, we recommend the follow­
ing item format.

T F ~ Stability of test scores is essential.

3. Avoid trick questions. One of the easiest and
surest ways of disenchanting and "souring" stu­
dents toward tests and teachers is to have a test full
of trick questions, such as

T ! O. Henry was William Sidney Porter.

The "trick" here is that Porter's middle name is
spelled Sydney.

We must remember that students are under
pressure when they take tests. They tend to read
very rapidly and pay little attention to "tricky"
wording. More important, one ofour objectives in
giving tests is to see what the student has learned,
not whether he can be tricked. In addition to jeop­
ardizing the affective relations between student
and teacher, "trick" questions affect the test's va­
lidity.

4. When the true-false item is used to test for
cause-and-effect relationships, we strongly recom­
mend that the first proposition in the statement al­
ways be true, with the subordinate clause (reason or
explanation) being written as either false or true.
The student could be told that the first part of the
statement is true and that he is only to judge the
truth or falsity of the subordinate clause.

T F Marble rarely, if ever, contains fossils
(true)

because it is a metamorphosed igneous rock.
(true or Jafse)

5. Word the Item so that superficial knowledge
suggests a wrong answer. This does not mean that
the wording should be ambiguous or overly com­
plex. Rather, it means that the wording should be
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such that the student who has only superficial
knowledge may answer incorrectly. For example,

T K In a storm, a ship is safernear the shore than
it is far from shore.

Wave action is greater closer to the shore. How­
ever, it would seem logical that the closer the ship
is to the shore (and supposed safety), the safer it
would be.

T F More sugar can be dissolved in a glass of
- warm water than in a glass of cold water.

On the surface, the student who doesn't know
the answer would respond false; thinking that the
volume of water is more important than its tem­
perature, vis-a-vis the amount of a substance that
can be dissolved in it.

6. False items should be written so that they
soundplausible to someonewho doesn't know the an­
swer. Popular misconceptions provide good bases
for false items. But don't insert the word not in a
true statement to accomplish this.

7. Avoidspecificdeterminers. Specific determin­
ers are more prevalent in true-false items than in
other objective-item formats. In the true-false
test, the teacher, in her attempt to write an item
that is clearly true, may use such qualifiers as usu­
ally, some, generally, should, sometimes, often, most,
several, as a rule, and may to make the statement
true. On the other hand, the teacher who wishes
to ensure falsity in an item may use qualifiers such
as always, never, only, completely, none, and all. Pu­
pils learn very quickly that the odds are in their
favor to mark test items as true or false, depending
upon the qualifiers used. If the true-false item can­
not be rewritten to avoid the use of specific deter­
miners, we recommend that a different item for­
mat be used. Occasionally, to thwart the test-wise
student, write an item with never that is true. For
example,

T F In a matching exercise, never have an equal
numberof premises and responses.

8. Avoid lifting statements verbatim from the
text. All textual material should be rephrased or

put in a new context to discourage rote mem­
ory.

9. Avoid making true statements consistently
longer than false statements. Teachers, in their at­
tempt to ensure absolute truth in a statement will
employ qualifying statements that make the item
longer. Pupils readily learn to recognize this irrel­
evant clue. To minimize this effect, the item
writer should vary the length ofboth true and false
statements.

10. For the correction type oftrue-false item, un­
derline the word(s) to be corrected.

11. Avoid a disproportionate number of either
true or false items. Approximately half the state­
ments should be false. Since true statements are
generally easier to construct, they tend to predom­
inate. Some students have a tendency (response
set) to mark items that they are unsure ofas "true"
while other students mark "unsure" items "false."
By having approximately an equal number of true
and false statements in the test, we limit the influ­
ence of response set on the validity of the test
score. But having exactly the same number of
true-false statements or a pattern of always having
more T than F or vice versa could be a clue to the
test-wise student. Ebel (1979) and Frisbie (1974)
suggest having more false than true statements
since there is evidence that false statements tend
to be more discriminating. Gronlund and Linn
(1990) recommend varying the percentage of true
statements somewhere between 40 and 60 per­
cent.

12. Write true-false statements positively. If a
negative must be used, underline, italicize, or cap­
italize the negative. And under no circumstances
should you use a double-negative.

13. Check "Suggestions fir Writing Objective
Items" on pages 107-111.

A Checklist for Writing True-False
Items

Table 6-4 presents a checklist for preparing true­
false items. We urge you to review the material
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TABLE 6-4 Checklist for Writing True-False Items

Factor Yes

1. Is each item expressed in clear, simple language?
2. Did you avoid lifting statements verbatim from the text?
3. Have negative statements been avoided where possible?
4. Have specific determiners such as "all," "may," "sometimes," been

avoided?
5. Have double-barreled items (part true, part false) been avoided?
6. Have trick questions been removed?
7. In the correction-type true-false, is the word(s) to be corrected clearly

indicated?
8. Is each item clearly true or false?
9. Are there approximately the same number of true and false items?

10. Have the items been edited?
11. Have the items been independently reviewed?

x
X
X

X
X
X

X
X
X
X
X

previously discussed for writing objective-type
items.

• SUMMARY

The principal ideas, conclusions, and recommen­
dations presented in this chapter are summarized
in the following statements:

1. Objective-type items can be written to mea­
sure higher-order thinking skills.

2. Objective test items must be written as simply
and clearly as possible so that all examinees
will be able to make the same interpretation
of the items' intent.

3. Test items should be tailored to fit the age and
ability level of the examinees.

4. Textbook language, technical jargon, and ex­
cessively difficult vocabulary should be
avoided wherever possible. Otherwise, we
have a test of verbal fluency or general intel­
ligence.

5. Irrelevant clues should be avoided. The test­
wise student should not have any undue ad­
vantage over the comparably knowledgeable
but non-test-wise student.

6. There should be only one correct or best an­
swer. We prefer the correct answer variety

inasmuch as it is difficult to obtain agreement,
even among experts, on what is the "best" an­
swer.

7. Test items should be reviewed, preferably by
a fellow teacher.

8. Important ideas rather than trivial details
should be stressed. Otherwise, we encourage
rote memory.

9. Short-answer items are well suited to those
objectives and content areas where the an­
swer can be provided by a word, phrase, sym­
bol, number, or formula. They can measure
interpretation of data as well as memory of
facts and dates.

10. For short-answer items (a) omit only key
words, (b) avoid over-mutilated sentences, (c)
use the direct-question format where feasible,
(d) don't lift: statements directly from the text,
(e) avoid giving irrelevant clues, (f) use it for
items that have a brief answer, and (g) for nu­
merical problems, tell the student the degree
of precision desired and indicate whether the
unit of expression is expected in his answer.

11. For matching exercises (a) keep the lists rel­
atively short (5 to 12 entries in each list), (b)
keep each list homogeneous, (c) arrange each
list in some systematic fashion (e.g., order by
length of response, alphabetical order, or in
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ascending or descending order for dates and
numbers), (d) have both lists appear on the
same page, (e) have one list shorter than the
other, and (f) have very clear directions.
The multiple-matching test is a promising
format.

12. For true-false items (a) avoid double-barreled
items (part true, part false), (b) avoid negative
questions where possible, (c) avoid double­
negatives, (d) have an approximately equal
number of true and false statements to coun­
teract the effects of the examinee's response
set, (e) restrict their use to items for which
the answer is clearly true or false, and (f)
avoid trick questions.

13. There is disagreement on the merits of the
cluster variety.

• POINTS TO PONDER

1. What steps should be followed when writing
an objective-type item?

2. What are the different types of objective-type
items? Under what circumstance is one type to
be preferred over the other?

3. A major criticism of objective-type tests is that
they only measure trivia. How would you an-

swer a pupil or parent who challenged you
with this statement?

4. Objective-type tests can use either the "one
correct answer" or the "best-answer" format.
Which one would you use? Why would you
use this type over the other?

5. What advantages and limitations are there in
selecting an objective-type over an essay for­
mat? Could you use an objective-type format to
measure critical thinking? Give an example of
such an item.

6. What are some of the clues that examiners un­
wittingly give when using a matching or true­
false format? Give some examples of poor
items and better items.

7. If you were preparing a true-false test would
you have more true than false items? Why?
Why not?

8. Teachers have a tendency to lift statements
verbatim from the text when preparing an ob­
jective-type item. Some critics claim that this
encourages rote memory. But aren't there
some instances when factual details should be
committed to memory? Regardless of whether
you agree or disagree, support your stand.

9. How much truth is there to the claim that stu­
dents can guess their way through an objective­
type test and bluff their way through an essay?



Chapter 7

Writing the Objective
Test Items Multiple­
Choice and Context­
Dependent
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• The Multiple-Choice Item
• Advantages and Limitations of Multiple-Choice Items

• Item Shells
• Suggestions for Writing Multiple-Choice Items
• Writing Context-Dependent Items

Multiple-choice (Me) items are presently the
most frequently used and, among measurement
specialists, the most highly regarded objective test
item (Ebel & Frisbie, 1986; Gronlund, 1985;
Nitko, 1983). They are the most popular and ver­
satile of the selection-type objective item (Flem­
ing & Chambers, 1983; Marso & Pigge, 1988,
Ellsworth et al., 1989). They are widely adaptable
to different content areas and objectives and can
be used to measure rote memory as well as com­
plex skills (see Mosier et al., 1945). No doubt,
such adaptability and versatility are responsible for
these items being the workhorse of many com­
mercially prepared achievement and aptitude tests.
They are also the preferred format for college se­
lection tests, licensure examinations, and student
and teacher competency tests.

There are, however, some measurement ex­
perts who contend that MC tests do not measure
higher-order thinking skills (e.g., Jones, 1988). In
fact, Jones (1988) stated that MC tests are ill­
suited for assessing productive thinking and prob­
lem-solving skills. Norris (1988) cautions us to be
aware of some potential dangers in using multiple­
choice items with only one correct answer. He
also claims that for many multiple-choice critical
thinking tests, score variance may be due more to
differences in background beliefs than differences
in examinees' critical thinking ability.

Contrary to the opinion of some critics, the
measurement of the higher mental processes can
be attained objectively. Our discussion in Chapter
6 and some of our discussion in this chapter con­
cerns the use of single, independent test items to
measure complex achievement. There are, how­
ever, some cases in which items based on an ex­
ternal source (such as a graph, diagram, table,
chart, or verbal passage) are more suitable for
measuring complex achievement. Items based on

such external sources are called context-dependent
and are considered in this chapter.

After studying this chapter, you should be able
to:

1. Define and discuss the multiple-choice format
and some of its more frequently used varia­
tions.

2. Understand why the multiple-choice format is
so popular.

3. Discuss the advantages and limitations of the
multiple-choice format.

4. Understand and apply the guidelines offered
when writing multiple-choice items.

5. Define and discuss the following context-de­
pendent item formats: pictorial, interlinear,
and interpretive exercises.

6. Understand and apply the guidelines offered
when writing items based upon pictorial ma­
terials.

7. List the two most serious limitations of the in­
terpretive exercise as a measure of complex
learning.

8. Understand and apply the guidelines offered
for writing interpretive exercises.

9. Write better multiple-choice items.

THE MULTIPLE-CHOICE ITEM

The multiple-choice item consists of two parts:
(1) the stem, which contains the problem; and (2)
a list of suggested answers (responses or options).
The incorrect responses are often called foils or
distracters (distracters is sometimes spelled with an
"0": distractors; we prefer the first spelling, which
is usual in measurement texts). The correct re­
sponse is called the key. The stem may be stated as
a direct question or an incomplete statement.



do not recommend the A-U-C procedure at this
time.

One Correct A~nswer This is the simplest type
of multiple-choice item. The student is told to se­
lect the one correct answer listed among several
plausible, but incorrect, options.

Best Answer There are times where it is diffi­
cult, if not impossible, to express one unequivocal
right answer within the limits of the multiple­
choice format. For example, "the purpose of the
United Nations," does not lend itself to the single­
correct-answer format. And yet there still may be
one answer thar is "best." When this is the case,
the best-answer variation is useful. The directions
are similar to those of the single correct answer
except that the student is told to select the best
answer.
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From the list of responses provided, the student
selects the one that is correct (or best).

Haladyna and Downing, (l989b) recommend
that the question variety be used. The direct ques­
tion format has several advantages: (I) it forces the
item writer to state the problem clearly in the
stem; (2) it reduces the possibility of giving
the examinee grammatical clues; and (3) it may be
more easily handled by the younger and less able
students because less demand is placed on good
reading skills. One disadvantage of the direct
question form is that it may require lengthier re­
sponses.

However, there is some disagreement regard­
ing the relative superiority of the question variety
over the incomplete statement variety (Dunn &
Goldstein, 1959; Crehan & Haladyna, n.d.;
Schrock & Mueller, 1982; Board & Whitney,
1972; Haladyna & Downing, 1989b). Regardless
of the empirical research, one thing is clear: if the
incomplete statement form is used, the stem must
be clear and meaningful in and of itself and not
lead into a series of unrelated true-false state­
ments.

Variations of the Multiple-Choice
format

Incomplete Statement
If RJ = 27, tilen R is

A.
B. 9
C. 11
D.30

Direct Question
If R J = 27, what is R?

or
What is R in RJ = 27?

A. 3
B. 9
C. 11
D.30

The five most frequently used variations of the
multiple-choice item are (I) one correct answer,
(2) best answer, (3) analogy type, (4) reverse type
and (5) alternate-choice. A sixth but infrequently
used approach is the subset-selection technique
suggested by Dressel and Schmidt (I 953). Some
other variations are association, substitution, in­
complete-alternatives, combined-response, and mul­
tiple-response. Excellent descriptions and illustra­
tions of these variations can be found in Gerberich
(I956) and Thorndike (I971c).

What might more properly be referred to as a
procedure, rather than a format, per se, is the an­
swer-until-correct (A-U-C) variety. Although this
procedure may result in higher test reliability, it
consumes more time per item and may lower the
test's validity (Gilman & Ferry, 1972; Hanna,
1975). Because of the paucity of research, we

Analogy Type In this format, the student is re­
quired to deduce the relationship that exists be­
tween the first two parts of the item and then
apply it to the third and fourth parts. Normally,
the third part is given and the missing fourth part
is selected from the list of options on the basis of
the relationship existing between the first two
parts.

Irregular curvature of the lens: astigmatism::de­
ficiency in thyroid secretion:

A. cretinism
B. hybridism
C. hydrocephaly
D. mongolism

ReverseMultil,le-Choice Type This format is
the opposite of the single correct answer in that
all but one of the answers are correct. It is some-
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times called the negative variety of multiple­
choice item. As will be discussed in a later section
(pp. 136-137), one of the most difficult tasks in
writing multiple-choice items is to provide wrong
answers (distracters) that are plausible and homo­
geneous. In some cases it is easier to construct
three or four options that are true about a given
fact than it is to prepare an adequate number of
plausible distracters. If this format is used, the stu­
dents' attention should be drawn to the fact that
they are to select the incorrect answer.

Alternate-Choice Items Once can write a
multiple-choice item as a simple declarative state­
ment where one of two alternative words, terms,
or phrases could be used to complete the sentence.
The examinee is asked to select the revision that
most nearly makes the sentence true.

In writing an alternate-response item, one first
thinks of items in pairs: one statement in the pair
is true; the other statement of the pair is false. For
example,

A criterion-referenced test should be used when one
wishes to describe pupils. (1')

A criterion-referenced test should be used when one
wishes to compare pupils. (F)

The alternate-response item is then written as

Criterion-referenced tests should be used to (I) de­
scribe (2) compare pupils.

Another example is,

The sum of 64 and 17 is more than 80. (1')
The sum of 64 and 17 is less than 80. (F)

Written as an alternate-response item, we have

The sum of 64 and 17 is (I) more (2) less than 80.

On the surface, alternate-response items re­
semble true-false items, and in a sense, they are.
They differ, however, in the sense that in the
true-false item, the examinee looks for a counter­
example to make the comparisons, but in the al­
ternate-choice item the comparison is built into

the item. What then, are the advantages of this
type of item in comparison with the traditional
multiple-choice or true-false item? According to

Ebel and Frisbie (1986) there are three: (1) they
are easier and more efficient to write than tradi­
tional multiple-choice items because they are
based on simple relationships; (2) because of their
brevity, examinees can respond to more alternate­
choice than traditional multiple-choice items in a
given testing period, thereby improving the con­
tent sampling and test reliability; and (3) because
the comparison to be made is built into the item,
they tend to be less ambiguous than true-false
items. Also, we believe they obviate the need for
having absolute judgments of truth or falsity­
something essential (but often difficult to achieve)
for true-false items.

Subset-Selection Technique In this ap­
proach, examinees are informed that there is only
one correct answer for each item. They are told
to select the correct alternative or any number of
alternatives that they think includes the correct
one. Their score is based on the number of item
alternatives less the number of alternatives se­
lected provided that the correct answer is included
in the chosen set. If the correct answer is not cir­
cled, the examinees' score is minus the number of
alternatives selected. When Jaradat and Sawaged
(1986) studied the effects of the subset-selection
technique (SST), the number-right method (NR),
and the correction-for-guessing technique (CFG)
on the psychometric properties of the test and on
the performance of examinees' with different lev­
els of risk-taking and achievement, they found that
the SST method yielded higher validity and reli­
ability coefficients without favoring high risk-tak­
ers. The researchers stress the importance of in­
structions to the examinees regardless of the
technique used. This latter point supports Lord's
(1975) contention that much of the conflicting re­
search concerning the correction-for-guessing
format is due to poor test instructions. Jaradat and
Sawaged concluded that SST possesses two desir­
able properties for testing: (1) control of examin­
ees' random guessing and (2) provision for exam-
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inees to use partial knowledge and obtain some
credit for it.

ADVANTAGES AND LIMITATIONS OF
MULTIPLE-CHOICE ITEMS

There are several major advantages of multiple­
choice items:

1. Possibly the outstanding advantage is their
versatility. Multiple-choice questions can not
only measure factual recall, but they can also
measure the student's ability to reason, to ex­
ercise judgment, and to express himself cor­
rectly and effectively. One should interpret
the last statement carefully. We did not say
that the MC test could measure writing abil­
ity. Rather, we said that the MC test could
measure certain factors involved in writing,
for example, organizational skills. Benton and
Kierwa (I986) studied 105 undergraduate
students to ascertain the relationship among
holistic writing ability, the Test of Standard
Written English (TSWE), and four tests of
organizational ability-anagram solving,
word reordering, sentence reordering, and
paragraph assembly. They found that holisti­
cally scored writing was significantly corr~­

lated with performance on the four orgam­
zational ability tests and the TSWE.

2. They afford excellent content sampling,
which generally leads to more content-valid
score interpretations.

3. They can be scored quickly and accurately by
machines, clerks, teacher aides, and even stu­
dents themselves.

4. They are relatively efficient. True-fa~se a~d

matching items are slightly more efficient (in
terms of the number of questions that can be
asked in a prescribed time and the space
needed to present the questions), whereas the
essay question is far less efficient.

5. The degree of difficulty of the test can be
controlled by changing the degree of homo­
geneity of the responses. If, for example, one

is giving a test to discriminate among pupils
in terms of their achievement, then one
should use items that are neither too difficult
nor too easy. Knapp (1968) conducted a study
that compared three versions of multiple­
choice items and found that the choice of re­
sponses often drastically affected the item dif-
ficulty. .

6. Compared to true-false items, multiple­
choice questions have a relatively small s~s­

ceptibility to score variations due to guessing
because the probability of guessing a correct
answer depends on the number of option.s.
For a three-option item, the chances are 1 m
3; for a five-option item, the :hances of
guessing the correct answer are 1.in 5.

7. They can provide the teacher WIth valuable
diagnostic information, especially if all the re­
sponses vary only in their degree of correct­
ness.

8. They usually provide great~r test reliabi~ity

per item than do true-false Items. Increasing
the number of alternatives not only reduces
the opportunity of guessing the correct ~n­

swer but in effect it is similar to increasing, .. .
the test reliability (see p. 258) by increasmg
the test length (Ebel, 1969a).

9. Multiple-choice items are easier to respond to
and are better liked by students than true­
false items. Students feel they are less ambig­
uous than true-false items.

10. Of all the selection-type objective items, the
multiple-choice item is most free from re­
sponse sets (the tendency for an individual to
give a different answer when the same con­
tent is presented in a different form).

11. They may be less prone to ambiguity than the
short-answer item.

12. In contrast:o matching and true-false tests,
MC tests don't require homogeneous items
(similar to the list of responses in the match­
ing item) or qualifications to make the answer
unequivocally true or false (as in T -F items).

In spite of their popularity, multip~e-~h?ice

tests are not without their critics. Some individu-
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als have voiced their concern about the validity of
multiple-choice tests. Barzun (1947), Getzels
(1960), and Hoffmann (1962) contend that the
multiple-choice item punishes the more-able stu­
dent and rewards the less-able student. One reason
given by these critics for the multiple-choice item
discriminating against the more-able student is be­
cause of the ambiguity in multiple-choice items.
We contend that an item is ambiguous because of
the item writer and not because of the item for­
mat, per se. Another criticism is that in testing (or
for that matter, teaching) for incorrect spelling,
using a multiple-choice format with distracters
may in the long run be detrimental (Brown, 1988).

Two important facts, however, detract from
the critics' credibility: (1) the critics supply no
empirical evidence supporting their contentions;
and (2) they offer no alternative methods of as­
sessment and appear unaware of the serious limi­
tations of essay testing. We agree, however, that
there are deficiencies or limitations associated
with multiple-choice items. Some of the more se­
rious limitations of the multiple-choice item are as
follows:

1. They are very difficult to construct. Teachers
cannot always think of plausible sounding dis­
tracters (incorrect alternatives), and if only one
good distracter is listed, they wind up with a
multiple-choice item with as large a guessing
factor as for a true-false item.

2. There is a tendency for teachers to write mul­
tiple-choice items demanding only factual re­
call. This tendency is probably less for multi­
ple-choice items than for other objective-type
items, but it still persists.

3. Of all the selection-type objective items, the
multiple-choice item requires the most time for
the student to respond, especially when very
fine discriminations have to be made.

4. Research has shown that test-wise students
perform better on multiple-choice items than
do non-test-wise students and that multiple­
choice tests favor the high risk-taking student
(Rowley, 1974). Also, students who are skillful
in recognizing ambiguity do better than stu-

dents who do not (Alker, Carlson, & Hermann,
1967).

5. Some examinees are able to recognize the cor­
rect answer that ordinarily they would not be
able to produce (Popham, 1981). On the other
hand, a pupil must know the correct answer; he
just can't get credit for knowing that a state­
ment is incorrect.

The reproductive organ of a flower is called the sta­
men.

The reproductive organ of the flower is the
A. antler.
B. filament.
C. pistil.
D. stamen.

ITEM SHELLS

Before beginning our discussion on some of the
guidelines or suggestions to be considered in writ­
ing the multiple-choice item, we would like to dis­
cuss, briefly, an approach-item shells-that ap­
pears promising insofar as the development of
multiple-choice items is concerned.

In the conventional approach, multiple-choice
item writers have a great deal of freedom and lat­
itude. And this freedom may result in problems
since different item writers develop different tests.
Is there some way a more standardized approach
could be developed and still be feasible? We know
that the traditional approach affords latitude. But
the restriction of latitude by the newer technolo­
gies is compensated for in providing for greater
objectivity. The compromise is the "item shell."

"An item shell is a 'hollow' item that contains
the syntactic structure and context of an item
without specifying content. .. empirically devel­
oped from successfully used items" (Haladyna et
aI., 1987, p. 4).

Haladyna et al. (1987, p. 7) provide an example
of how one develops an "item shell."

A six-year-old child is brought to the hospital with
contusions over the abdomen and chest as a result of
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an automobile accident. Initial treatment should con­
sist of:

A.
B.
C.
D.

This item, written as an "item shell" would be as
follows:

A (age, pre-existing condition, sex of patient) is
brought to the hospital (complaining of, with injuries
showing symptoms of) (as a result of). Initial (treat­
ment, intervention, diagnosis, laboratory studies)
should consist of:

A.
B.
C.
D.

It should be readily obvious that the open fea­
ture of the "item shell" affords the item writer a
variety of options based on the information that
"someone is brought to the hospital, complaining
of, and requiring some sort of action."

This newer approach, appears to be promising
but requires additional study.

SUGGESTIONS FOR WRITING
MULTIPLE-CHOICE ITEMS

A test item is good or bad depending upon its clar­
ity of expression. The multiple-choice item is no
exception. The multiple-choice item must have, in
addition to a stem that is clear and free from am­
biguity, a correct (or best) answer and a set of
plausible responses (distracters). The "goodness"
of a multiple-choice item depends to a large de­
gree on the skill with which the various distracters
are written. It will be evident when reading these
guidelines that a common theme pervades the
writing of all test items, regardless of the format
used. Two basic questions that an item writer
must continually ask herself are: (1) did I com­
municate well? and (2) did I provide any clues to
the correct answer? Because it is so important that
the item writer communicate effectively and not

give the answer away, we will repeat some of the
suggestions discussed in the previous chapters.
(See Board & Whitney, 1972, for a discussion of
the effects of item-writing flaws on a test's diffi­
culty, reliability, and validity. See also Haladyna &
Downing, 1989a, for a discussion of a taxonomy
ofMC item-writing rules.) It is interesting to note
that of the theoretical and empirical studies re­
viewed by Haladyna and Downing, the two item
rules studied most frequently dealt with the num­
ber of options and key-balancing, that is, having
an equal number of each response as the correct
answer. Also, see Carter (I986) and Ellsworth et
al. (I989).

It should be noted, that some of these "rules"
(we prefer "suggestions") are not testable (Hala­
dyna & Downing, 1989a).

1. The essence of the problem should be in the
stem. The stem should contain the central problem
so that the student will have some idea as to what
is expected of him and some tentative answer in
mind before he begins to read the options. There
are some exceptions, such as in a literature test.

If the objective is to ascertain the pupil's un­
derstanding of the main theme in a story or poem,
the stem may be short and the options long. An
easy way to ascertain whether or not the stem is
meaningful in and of itself is to cover up the re­
sponses ana just read the stem. If the stem is well
written, it could easily become a short-answer
item by drawing a line after the last word. If it
would not be a good short-answer item, some­
thing is wrong with the stem. The stem must con­
sist of a statement that contains a verb.

Poor Stem: A criterion-referenced test is

This example is poor because it does not con­
tain a problem in the stem. That is, the stem does
not ask a question or set a task. The student is un­
able to obtain a glimmer of what is asked without
reading all the answers. It is essential that the in­
tent of the item be stated clearly in the stem.

2. Avoid repetition ofwords in the options. The
stem should be written so that key words are in­
corporated in the stem and will not have to be re-
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peated in each option. This will save reading time
on the part of the student as well as help focus the
student's attention on the problem. It will also
conserve space.

Poor: According to Engel's law,
A. family expenditures for food increase

in accordance with the size of the
family.

B. family expenditures for food decrease
as income increases.

C. family expenditures for food require a
- smaller percentage of an increasing

income.
D. family expenditures for food rise in

proportion to income.
E. family expenditures for food vary

with the family's tastes.

Better: According to Engel's law, family expendi­
tures for food

A. increase in accordance with the size
of the family.

B. decrease as income increases.
C. require a smaller percentage of an in­

creasing income.
D. rise in proportion to income.
E. vary with the tastes of families.

3. Avoid superfluous wording. The stem should
be concise, clear, and free of "window dressing."
Verbal overload should be avoided, since it de­
mands extra reading time on the examinee's part
and thereby reduces the number of items that
can be asked in a given testing time. This, of
course, affects the test's content sampling and
reliability.

Poor: Billy's mother wants to bake an apple pie
for his birthday. When she went to the fruit
basket, she noticed that she had no apples.
Her recipe called for 6 medium-sized ap­
ples. She phoned her grocer and learned
that there was a sale going on and apples
were selling for 2 for 25 cents. If Billy goes
to the store and buys 6 apples, how much
change should he get from $5.00?

A. $3.00
B. $3.50
C. $4.25
D. $4.75

Better: If you buy 6 apples selling for 2 for 25
cents, how much change will you get from
$5.00?

A. $3.00
B. $3.50
C. $4.25
D. $4.75

4. When the incomplete statement format is
used, the options should come at the end ofthe state­
ment. All test items should present the problem to
the student as early and clearly as possible. The
following two items measure the student's knowl­
edge of the concept of the probable causes of car­
diovascular disease.

Poor: According to DeBakey, (1) cholesterol, (2)
overweight, (3) smoking, (4) stress, (5)
none of these is the leading cause ofcardio­
vascular disease.

Better: According to DeBakey, the leading cause of
cardiovascular disease is
A. cholesterol.
B. overweight.
C. smoking.
D. stress.
E. none of the above.

In the "poor" example, the students' continuity
of reading is impaired, and this may result in con­
fusion. In the "better" example, the essence of the
problem is presented early and clearly. Also, the
examinees need not engage in extensive reread­
ing of the item to see what they are expected
to do.

5. Arrange the alternatives as simply as possible.
Although the responses could be placed after the
stem in run-on fashion (as in the "poor" example
above), it is preferable to list them in some order
below the stem (alphabetical if a single word, in
ascending or descending order if numerals or
dates, or by length of response). This makes it eas­
ier for the examinee to read the material. Also, in
the incomplete statement format, where each re­
sponse completes the sentence, listed alternatives
are easier to consider separately than if placed in
paragraph fashion, as in the preceding "poor" ex­
ample.
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6. Avoid Type K multiple-choice items. This
item-type format was very popular in medical and
allied health testing and is sometimes called a
"Key-type" item format. An example of such an
item is as follows:

The majordeficiencies of teacher-made tests are
1. Ambiguous questions.
2. multiplecorrect answers.
3. poor intructional objectives.
4. use of inappropriate item formats.

A. 1,2, and 3.
B. 1 and 4.
C. 2 and 3.
D. 2 and 4.
E. All of the above.

Plake and Huntley (1984) and Tripp and Tol­
lefson (1983) among others found that K-type
items, in contrast to comparable multiple-choice
items, tend to be more difficult, less efficient to
construct, and more laborious to read.

Other researchers (Hughes & Trimble, 1965;
Mueller, 1975; Williamson & Hopkins 1967) re­
ported contradictory findings regarding the K­
type items' difficulty index and discrimination
power. Currently, it is seldom used.

7. Avoid highly technical distracters.I Occasion­
ally, teachers will attempt to make a test item more
difficult by using unfamiliar or difficult vocabulary
either in the stem or in the distracters. Look at the
following example:

Insulin is often used in the treatment of
A. diabetes.
B. gout.
C. paralysis.
D. tachycardia.

This, of course, should be avoided for many rea­
sons, one of them being that nontechnical, familiar
options are chosen as the correct answer more
often than technical options regardless of the stu-

1With reference to distracters, it is interesting to note that Hal­
adyna and Downing (1984) reponed that in a survey of 25 text­
books, the most extensive advice (26 of the 50 rules) dealt with
the construction of disrracters.

dents' familiarity with the technical options
(Strang, 1977). As we have said throughout Chap­
ters 5 and 6, the difficulty of an item should be
related to the content and instructional objectives,
not to the vocabulary used.

8. All distracters should be plausible and homo­
geneous. One of the advantages of the multiple­
choice over the true-false item is that the exam­
inee is required to select the correct or best
answer from among the many answers provided,
thereby reducing the probability of guessing the
correct answer. The student should be forced to
read and consider all options. No distracter should
be automatically eliminated by the student because
it is irrelevant or a stupid answer.

Poor: Which of the following men invented the
telephone?

A. Bell
B. Marconi
C. Morse
D. Pasteur
E. Salk

This question is concerned with an inventor in the
field of communications. Therefore, for the dis­
tracters to be plausible, all should deal with inven­
tors in the field. of communications who lived at
about the same time. It is true that all five persons
listed in the example invented or discovered some­
thing, but their discoveries differ markedly. Only
Bell, Marconi, and Morse were inventors in the
field of communications. Salk is in virology, and
Pasteur was a bacteriologist. Only Bell, Morse,
and Pasteur lived at about the same time. The dis­
tracters provided in the "poor" item are definitely
not plausible, nor do they offer a realistic challenge
to the student's knowledge.

Better: A. Bell
B. Edison
C. Marconi
D. Morse

We have emphasized that all distracters should
be plausible and appealing to the student. Unless
each distracter attracts some pupils who have cer­
tain misconceptions, the item is not functioning
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effectively. But how does the item writer get such
distracters? This is, without a doubt, one of the
most difficult aspects of preparing good multiple­
choice items. And yet, it is important since good
distracters are the crux of the multiple-choice
item.

Teachers, in their attempts to write plausible
distracters, could (1) guess at the plausibility of the
distracters on the basis of their experience and
knowledge of how pupils behave, (2) administer a
completion test and use the most frequently oc­
curring errors as plausible distracters, or (3) ad­
minister a completion-type test and select as dis­
tracters those errors that best discriminate among
the high- and low-scoring students. Currently,
cognitive psychologists would use theory to deter­
mine distracters, that is, each distracter is due to
some cognition. It makes little difference which of
these approaches one uses to obtain plausible dis­
tracters, inasmuch as there is no significant effect
on the test's validity (Owens et al., 1970; Frisbie,
1971). We have found it useful to use the comple­
tion type of format because a large number of in­
correct yet plausible responses are obtained.
When a teacher is trying to conjure up typical er­
rors in, say, mathematics-be they computational
or because of misunderstanding-what is a better
source than actual errors most often made by the
students? We cannot think of a better pool of er­
rors that represents genuine misunderstanding
and/or confusion among pupils.

9. Avoid making the correct answer consistently
longer than the incorrect ones. Strang (1977),
among others, found that long options were se­
lected more often than short ones. Jones and Kauf­
man (1975) found that a "guessing" response set
resulted from a position and length response set,
the frequency of guessing varying according to the
number of items answered correctly by the stu­
dent as well as the frequency of the position and
length of the distracters, Board and Whitney
(1972) reported that this item-writing flaw bene­
fited the poor student more than the good student
and reduced the test's validity and internal consis­
tency. We recognize that occasionally, because of
the need for qualifying words, the correct answer

is longer than the incorrect distracters (Chase,
1964). If this is the case, lengthen the distracters
with qualifiers so that they will also look plausible.

10. Avoid giving irrelevant clues to the correct
answer. We have already said that the length of the
response can be a clue to the correct answer.
Other clues may be of a grammatical nature, such
as the use of an "a" or "an" at the end of the state­
ment; lack of parallelism between stem and re­
sponses; asking for the name of a male, but having
all but one of the distracters with female names;
and using a singular or plural subject and/or verb
in the stem, with just one or two singular or plural
options. At times, a key word in the stem repeated
in the correct option will provide a clue. Any clues
that assist the examinee in making the correct as­
sociation on some basis other than knowledge are
to be avoided. Following is just one example of an
unintentional clue provided the student. Can you
find the clue?

Which of the following diseases is caused by a virus?
A. Gallstones
B. Scarlet fever
C. Typhus fever
D. Typhoid fever
E. Viral pneumonia

The clue is "virus" in the stem and "viral" in re­
sponse E. The item is also defective in that gall­
stones is not a disease.

The item writer should also be on her guard to
make sure that there are no overlapping items such
that the information presented in one item may
provide a valuable clue for answering another
item. Look at the following two items:

Item 8: The "halo" effect is most pronounced in
essay examinations. The best way to min­
imize its effects is to

A. provide optional questions.
B. "aim" the student to the desired re­

sponse.
C. read all the responses for one ques­

tion before reading the responses to
the other questions.

D. permit students to write their essay
tests at home where they will be
more at ease.
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Item 37: In what type of test is the "halo" effect
more operative?

A. Essay
B. Matching
C. True-false
D. Short-answer
E. Multiple-choice

The student could obtain the correct answer to
item 37 because the answer is in the stem of item
8.

Absurd options should also be avoided. For ex­
ample,

Poor: The capital city of Mexico is
A. Acapulco.
B. Merida.
C. Mexico City.
D. Washington, D.C.

Washington is not in Mexico.
Still another clue is provided when the correct

answers assume some definite pattern or position.
Some teachers like to place the correct answer in
the first or second position, others prefer the third
or fourth position, while still others prefer the
middle postion in a 5-choice item. All positions
should be used with approximately equal fre­
quency and be randomly assigned throughout the
test lest students become test-wise. Again, we
must admit that there are no definitive research
findings related to having a random distribution of
correct responses. Some researchers have shown
that a "pattern effect" does not alter the item's dif­
ficulty (Hopkins & Hopkins, 1964; Wilbur,
1965), while others have shown that a guessing re­
sponse set might be induced (jones & Kaufman,
1975), thereby affecting the item's psychometric
properties. Fagley (1987), on the other hand,
found no positional response bias.

What is more disconcerting than the errors
made is Carter's (1986) finding that teachers were
unaware ofspecific item-writing principles related
to item-writing faults.

11. Considerproviding an "I don't know" option.
Strong arguments can be advanced against the use
of this option-low-ability students tend to avoid
it, the average or higher-ability students use it

more frequently than lower-ability children (Fin­
ley & Berdie, 1970). Also, use of this option may
be a reflection of the pupil's personality (Sherman,
1976). Why, then, even consider this option?

If the test results are to be used in a judgmental
or summative evaluation sense, this option will
probably be ineffective. However, if the test re­
sults are to be used in a formative evaluation sense
to assist in instructional guidance of the pupil, and
the test score is not going to affect a student's
grade, then it is to the pupil's advantage to be hon­
est and mark "1: don't know" rather than to guess
at the answer. To guess correctly could result in a
student being placed in an instructional sequence
at too high a level. In tests used, then, for instruc­
tional guidance as opposed to final evaluation, in­
cluding an "I don't know" option may be benefi­
cial to both pupils and teachers. Of course, pupils
have to be taught that it is to their advantage to use
this option rather than guess blindly at an answer.

Are we contradicting ourselves here, since in
Chapter 19 we will encourage students to attempt
all the items? Not really. We still claim that if an
"I don't know" option is not provided, it is to the
student's benefit to guess at answers he is unsure
of. However, if such an option is provided and the
test results are used for formative evaluation, it
would be to the student's benefit to use it.

12. There should be only one correct or best an­
swer to every item. We have seen, and occasionally
even we ourselves have prepared, test items where
"experts" would fail to agree on the single correct
answer. Quite often, the disagreement about a
correct or best answer occurs because of ambigu­
ity in the stem, which results in different pupils
making different interpretations of the intent or
meaning of the question. For example, look at the
following item.

Choose the man who doesn't belong in the group.
A. Bell
B. Pasteur
C. Sabin
D. Salk

The pupil who is thinking about virologists would
select item A because Bell was not a virologist.
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Another pupil could reason that the item calls for
the identification of scientists, and hence he would
also select A, but for a different reason. Still an­
other pupil could select B if his classification
scheme was United States citizens. How could the
teacher score the different responses? She really
couldn't.

Somewhat related to the point discussed above
is the situation where we have identical options.
For example, in the item,

The square root of 16 is
A. 2
B.4
C. 8/4
D.8

options (A) and (C) are identical.
We prefer writing the multiple-choice item­

any test item, in fact-so that there is one and only
one correct response rather than a "best" answer.
In those cases-such as controversial issues­
where the "best" answer is to be selected, this
should be made clear to the students in the test di­
rections as well as in the item itself.

13. Avoid using "all of the above" as an option.
This option is seldom justified as a viable option
on the typical multiple-choice test. Items using
this option were found to be easiest, especially
when this alternative was keyed as the correct re­
sponse (Mueller, 1975). If a student is able to rec­
ognize that just one answer is incorrect, he can au­
tomatically disregard this option. And, if on the
typical four-option one-correct answer multiple­
choice item the student is able to recognize that at
least two of the responses are correct, he can au­
tomatically select this option and get credit for
having complete information, even though this
may not be the case.

14. Use the "none ofthe above" option sparingly,
if at all. Crehan and Haladyna (n.d.) caution
against the use of this option. Haladyna and
Downing's (l989b) survey indicated no clear sup­
port for this rule. In fact, one can say that some
controversy exists. Of 34 references, 19 were in
favor of using "none-of-the-above" as an option,
while 15 were against this option. Research has

also shown that when this option is used, the items
were more difficult.

Some teachers use this option to "cure" multi­
ple-choice item susceptibility to guessing and/or
emphasis on measuring recall. Using this option
will not remove the guessing factor. Rather, it can
only lower its effect. The process of obtaining the
correct answer may still involve recognition
rather than recall. For example, the pupil could
look at each of the options, and if he didn't "rec­
ognize" the correct answer, he could select the
"none of the above" options as the correct answer.
This option helps the teacher who wants to reduce
the effects of guessing but does not change the
item's emphasis on recognition.

This does not mean that the "none of the
above" option is useless. In some areas, such as
spelling or punctuation or arithmetic, where there
is an absolute standard of correctness, the "none
of the above" option could be used either as a use­
ful distracter or the correct answer. We can only
say that this option should be used very infre­
quently, and, when i.t is used, it should be the cor­
rect answer some of the time. For the "none of the
above" option to be most useful, pupils must be
convinced that it is a viable response. We suggest
that it be used early in the test as a correct answer
for some of the easier items. Then the student will
see that he' cannot automatically ignore it as a cor­
rect answer. If it is never the correct answer, the
test-wise student is given an irrelevant clue. Also,
its use should be limited to those items where
there is a single correct answer rather than a
"best" answer.

What is the value of 1r?
A. 0
B. 1
C. 2.17
D. 3.14
If None of the above.

What do we do with the pupil who selects E as
the answer to the question? Is the student right or
wrong? It depends. As written, the student could
argue that the "keyed" answer of 3.14 is not the
absolute value of 1r. If "none of the above" were
not an option in this question, there could be no



140 TEACHER-MADE EVALUATION TOOLS

argument about the best or even the one correct
answer.

15. Use three tofive options. The number of op­
tions to use is another area ofdisagreement. There
are some (Costin, 1970, 1972; Grier, 1975; Lord,
1977; Ebel & Frisbie, 1986; Haladyna & Down­
ing, 1989a) who say that a three-option test is just
as reliable, difficult, and discriminating as a four­
option test; that it requires less time to construct
because it's easier to come up with two plausible
distracters than with three or four; that it requires
less reading time on the examinee's part, thereby
permitting more questions to be asked per unit of
testing time and thus permitting greater content
sampling to be achieved. In fact, Costin (1972)
found the three-choice superior to the four-choice.
Lord (1977) says that it depends on the pupils'
ability level. Using item-information curves, Lord
(1977) showed that the two-option test works best
at the upper range of the score scale and that the
three-option test item provides the most infor­
mation at the midrange of the score scale. Four­
and five-option items seem to work best at the
lower range where guessing is more frequent and
plausible distracters more likely to be effective.
On the other hand, there are some (Sax, 1980; Ah­
mann & Glock, 1981; Gronlund & Linn, 1990;
Hopkins & Antes, 1990; Budescu & Nevo,
1985) who recommend using four or five
options.

There is no set formula that one can employ to
determine the number of options to use. The
number of distracters to be used should be gov­
erned by such factors as (a) the age of the children
tested and (b) the nature of the material being
tested.

a. Age of children. The multiple-choice item
places somewhat of a premium on the examinee's
powers of retention and reading comprehension.
Not only must the examinee be able to read the
stem and options, but he must also remember the
central problem so that he will not need to reread
the stem with each option. Therefore, younger
children should be given multiple-choice items
with fewer options than older children because
the comprehension span of younger children is

more limited. On the basis of our experience
working with younger children, second-graders
appear able to handle two- or three-choice items
without too much trouble; third- and fourth-grad­
ers should be able to handle the three- or four­
choice item; students in the middle school (sixth
grade) and above should have little difficulty han­
dling the four- or five-choice item.

b. Nature ofthe material. There are some sub­
jects such as spelling or mechanical arts for which
two or three distracters may be the maximum that
can be written and still be plausible. Why, then,
waste your time trying to conjure up distracters
that are not plausible and that just take more space
and reading time? You shouldn't! Two plausible
distracters are to be preferred over four or five im­
plausible ones. When no pupils choose some of
the distracters, they contribute nothing to the test
and only take up valuable time and space that could
be better used by including more items.

There is no empirical evidence to suggest that
every item in a multiple-choice test should contain
the same number of options. As stated earlier, the
effectiveness of the distracters is more important
than their number. In fact, it has been shown that
when the number is reduced, there is little effect
upon test reliability (Williams & Ebel, 1957).

In conclusion, it would appear that the evi­
dence, albeit sometimes contradictory, suggests
that three options are preferred. This suggestion
should not be misinterpreted. There is nothing
wrong with a well-written four-option item. In
fact, most standardized tests, as are most items in
the Instructor's Manuals accompanying textbooks
(and as written in this text), are of the four-option
variety. Again, we say it is the quality rather than
the number of options that is important.

16. Avoid ooerlapping options. Sometimes the
teacher, in her haste to prepare distracters, may
heed the caution to make them plausible but may
commit the error of overlapping options (if one
option is correct, another option also has to be
correct, since one may incorporate the other). The
following example is really a three-option rather
than a five-option item.
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The average weight of the adult United States female
IS

A. less than 104 pounds.
B. less than 110 pounds.
C. between 110 and 117 pounds.
D. more than 117 pounds.
E. more than 120 pounds.

If A is correct, then B must also be correct. And,
similarly, if E is correct, then D must be correct
also. To prevent such overlapping in options, the
item should be rewritten as:

The average weight of the adult United States female
IS

A. less than 104 pounds.
B. between 104 and 109 pounds.
C. between 110 and 116 pounds.
D. between 117 and 119 pounds.
E. more than 119 pounds.

17. To measure the higher mental processes, cast
the item in a novel situation. Many teachers do not
realize that if they have used a particular example
in class they cannot use this same item on a test to
measure understanding or interpretation. If they
do, they are only measuring recall.

18. Use the multiple-choice item where more ap­
propriate. Although the multiple-choice item has
many valuable features, there are some subjects for
which it is less suitable than other item formats.
For computational problems in mathematics and
science, we recommend the short-answer format.
Where fact and/or opinion are to be measured,
the true-false item should be used. When it is dif­
ficult to write plausible distracters, but there are
many homogeneous items, the matching exercise
is superior. The multiple-choice format has wide
applicability, but it is not always the best choice.
We reiterate one of the basic tenets of test con­
struction-use the item format that measures the
objective most directly and efficiently.

A Checklist for Writing Multiple-Choice
Items

Table 7-1 presents the essential elements to be
considered in writing multiple-choice items. Of

course, the general considerations for writing any
test item, discussed on pp. 73-76, should be con­
sulted.

In summary, then, even though the research
dealing with the effect of poor item-writing prac­
tices on item difficulty and discrimination and the
test's validity and reliability is inconclusive and
sometimes contradictory, we still recommend that
teachers be cognizant of the various types of er­
rors as well as of some techniques whereby such
errors can be minimized or prevented. Why, if
there is no demonstrable harmful effect? Because
we feel that poor item-writing practices serve to
obscure (or attenuate) differences between good
and poor students chiefly by making the latter look
more like the former than their performances
(scores) on "error-free" tests would suggest. We
also believe that even though there may not be a
statistically significant effect on the psychometric
properties of a test or a test item, we should not
feed our critics with ammunition (sloppy test con­
struction) to support their contention that tests
and testing are invalid and therefore should be re­
moved from the classroom. Finally, although some
item-writing errors may not have an effect upon
pupil performance or the psychometric properties
of a test or test item, some do. And if teachers be­
come sloppy in some areas, it won't take too much
to have them become sloppy or unconcerned in
those areas that are more important.

WRITING CONTEXT-DEPENDENT
ITEMS

Up to this point, our discussion of the various
item formats dealt primarily with independent
units; that is, the mode previously illustrated has
been the conventional verbal approach. Occasion­
ally, however, the essential elements of the prob­
lem need not be verbal for a pencil-and-paper test.
Many different kinds of stimuli-pictures, graphs,
tables, diagrams, film strips, tape recordings, and
the like-can be used, even though the examinee's
response mode is marking an answer on a piece of
paper. Items based upon an external source-be it
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TABLE 7-1 Checklist for Writing Multiple-Choice Items

Factor Yes

I. Has the item been clearly presented? Is the main problem in the stem? Has excess verbiage been
eliminated? X

2. Has the item been cast so that there is no repetition of key words or phrases for each option? X
3. Do the options come at the end of the stem? X
4. Have the responses been arranged in some systematic fashion, such as alphabetical or length of

response? X
5. Are all distracters plausible? Are the number of distracters related to the examinees' age level? To the

subject matter? To the time available for testing? X
6. Have all irrelevant clues been avoided (grammatical, rote verbal association, length of correct answer,

and so on)? X
7. Are the correct answers randomly assigned throughout the test with approximately equal frequency? X
8. Has an "I don't know" option been considered? X
9. Is there only one correct (or best) answer? X

10. Has "all of the above" been avoided? X
II. Has the "none of these" option been used sparingly? Only when appropriate? X
12. Have overlapping options been avoided? X
13. Have negative statements been avoided? If used, has the negative been underlined or written in capital

letters? X
14. Have the items been reviewed independently? By you? X

pictorial or verbal-are called context-dependent.
A teacher interested in learning whether her pu­
pils can read and interpret a graph or table, inter­
pret a poem or short story, identify a painting,
read the dials on a piece of electrical equipment,
and the like would provide this material to the stu­
dent. The student would then use it as his frame
of reference to answer items based on this external
material.

In the next section, we will discuss the pictorial
form (the medium used to present the problem to
the examinee). It is not an item format. We dis­
cuss context-dependent items in this chapter,
however, since the multiple-choice format is the
one most frequently used with such items. We
recognize that true-false items, or some variation
thereof, could also be used. We will also consider
two types of context-dependent items-the inter­
linear exercise and the interpretive exercise­
which can be, but need not be, based upon only
pictorial materials. Objective test items can be

based upon pictorial materials, verbal materials, or
a combination of the two.

Objective Test Items Based Upon
Pictorial Materials

The pictorial form is very useful for younger chil­
dren and those with reading difficulties. Kinder­
garten children can be shown different colored
pictures and asked to identify various colors.
First-graders can be shown a picture having vari­
ous lengths of string and asked to select the long­
est string (or shortest or in-between length). For
measuring a young child's ability to count, to mea­
sure, and to discriminate, pictorial material is an
excellent medium. To measure some of the more
complex skills such as reading a graph, using an
income tax table, and using an index, pictorial ma­
terials are ideally suited.

In some instances the item writer would have
to include a great deal of information in the stem



WRITING THE OBJECTIVE TEST ITEM: MULTIPLE-CHOICE AND CONTEXT-DEPENDENT 143

Multiple-Choice Items

You would have lunch at the time shown in clock
A. 1.
B. 2.
C. 3.
D.4.
E. None of the above.

Short-Answer Test Items

Based on the pictures of the clocks, the follow­
ing short-answer questions could be written for a
group of second- or third-graders.

1. What time is it on clock 2? (3 o'clock)
2. What clock shows the time that is closest to 12

o'clock? (~)

1. You have lunch at the time shown in
clock 2.

2. The time shown in clock 1 is 5 o'clock.
Y ~
t N

*

*

*

*

*

*

*

*

*

or introductory material to remove possible am­
biguity. In some cases, a picture would have been
worth many hundreds of words and the problem
would have been clearer to the examinee had a pic­
torial medium been employed to present the prob­
lem. Is it not easier to classify rocks from pictures
of rock samples than it is to classify them on the
basis of verbal descriptions of their properties?
Would it not be easier for the examinee to classify
a tissue sample in pathology with a slide or picture
of that tissue specimen than it would be if a verbal
description were used?

In addition, pictorial materials lend a degree of
realism to the test situation and introduce an ele­
ment of novelty and interest. These, however,
should not be the underlying reason for using this
medium. Pictorial materials, or for that matter any
medium, should be used only when they are the
most appropriate and effective method of present­
ing the problem.

Test constructors using pictures must be care­
ful that they only use materials that are common
to the experiential background of the children
being tested. Following are some examples of test
items based upon pictorial materials.

* * *

True-False Test Items

The following items are designed for first­
grade children who have just completed a unit on
telling time.

Directions: In the picture below, there are four
clocks. I am going to tell you some
things about these clocks. If they are
right, draw a line through the letter Y.
If they are wrong, draw a line through
the letter N.

The Interlinear Exercise

The interlinear exercise is analogous to the cor­
rection true-false item discussed on page 121. It
is somewhat of a cross between the essay question
(the student is given some latitude of free expres­
sion in that he decides what is to be corrected and
how it is to be corrected) and the objective item
(the answer can be objectively scored). It is a
semi-objective test of writing ability developed to
overcome the unreliability of scoring the essay

#1 #2 #3 #4
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test. In the interlinear exercise, the student is
given a piece of prose that may contain spelling,
grammatical, and punctuation errors. He must
read the material, recognize the errors, and then

correct the errors so that the material will be a bet­
ter piece of prose. An example of an interlinear
exercise with the changes made by the student is
presented below.

Billy..aHr'r a good boy. When he)las-.werrfto the store, he~~ look out for cars. One
tM,f{; r ~.f-

of these days,..hHrrgoing to get hurt.bad: He not only ignores his parents, but he also

AL-i4
laughs at .bHrl.

~

In scoring this exercise, only those elements
(errors) introduced in the material by the item
writer are considered. Other revisions or editing
are disregarded. Although we have an element of
objective scoring, there is still some subjectivity,
since we are still dealing with free-response ma­
terials. However, if a detailed scoring key is fol­
lowed, scorer reliability can be quite high.

The Interpretive Exercise

The interpretive exercise consists of either an in­
troductory statement, pictorial material, or a com­
bination of the two, followed by a series of ques­
tions that measure in part the student's ability to
interpret the material. All test items are based on a
set of materials that is identical for all pupils.

In the past, the interpretive exercise was sel­
dom used by classroom teachers. It was used most
frequently in commercially published reading
comprehension and ability tests. No doubt one of
the reasons that it was seldom used in teacher­
made tests was that it is rather difficult and time­
consuming to prepare. However, such exercises
should find their way into teacher-made tests in
greater numbers because of their many distinct ad­
vantages over the traditional items.

1. The structuring of the problem assists both ex­
aminer and examinee. Both approach the prob­
lem with the same frame of reference, which
should help reduce ambiguity.

2. They lend themselves to, and place more em­
phasis on, the measurement of understanding,
interpretation, and evaluation.

3. Complex material can be measured with a se­
ries of different items based upon a single in­
troductory passage, graph, chart, or diagram.

4. They minimize the amount of irrelevant factual
material.

5. They lend themselves to a variety of item for­
mats and modes of presentation.

6. In contrast to the essay, complex achievement
is measured in a more structured situation, but
objective scoring is employed.

Although the interpretive exercise has wide ap­
plications, such exercises are not free of problems
and/or deficiencies. A major limitation of inter­
pretive exercises is that they are difficult to find
and/or construct. Relevant but novel material
(new to the student) is difficult and time-consum­
ing to locate. And if and when it is found, it in­
variably requires considerable editing so that it is
relevant to the instructional objectives. If the ex­
ercises are based on a paragraph, they make a
heavy demand on reading skill, and therefore they
are not too suitable for very young children and
for those students who have reading problems. (In
the primary grades, or in classes with poor read­
ers, the interpretive exercises should be based on
pictorial materials.) And, if they can't be found
and edited, they are very difficult to prepare, es­
pecially those dealing with complex topics. Be-
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(~) Which of the following cities would be the
best location for a steel mill?

(A) Li (3A)
(B) Um (38)
(C) Cot (3D)
(D) Dube (4B)

A map of an imaginary country, such as that shown
above, offers numerous possibilities for questions
which measure important understandings. One could
ask several questions requiring an understanding of
the symbols used on the map. To measure student
comprehension of contour lines, for example, one
might ask which railroad has the steepest grades to
climb. Questions can be developed which require
knowledge of the factors influencing population dis­
tribution, economic activities, and so on.

The test item below the map requires knowledge
of the natural resources used in producing steel and
an awareness of the importance of transportation fa­
cilities in bringing these resources together.

The student who knows that iron is the basic raw
material of steel and that coal commonly provides the
necessary source of heat would proceed to locate de­
posits of these resources in relation to the cities in
the question. He would be able to eliminate Cot im­
mediately, since there is no iron or coal in its vicin­
ity, although Cot might be an attractive choice to
students who mistakenly think that copper is a basic
ingredient of steel. Both Li and Dube are located rea-

cause of the time needed to administer them, one
is restricted somewhat in the number of items that
can be asked in a given time, and hence the reli­
ability of the test per unit of time is reduced. For
that reason alone, the interpretive exercise should
not be used to measure factual knowledge.

In comparison with the essay questions, the in­
terpretive exercise has two limitations as a mea­
sure of complex learning (Gronlund, 1985). First,
the results indicate to the teacher only that the stu­
dent is or is not able to function at higher levels­
not whether the pupil has the ability to integrate
these skills in a different situation. Second, the in­
terpretive exercise indicates only whether the
pupil can recognize the answer-not whether he
can supply evidence to demonstrate his problem­
solving skills and his organizational ability. "To
measure the ability to define problems, to formu­
late hypotheses, to organize data, and to draw con­
clusions, supply procedures such as the essay test
must be used" (Gronlund, 1985, P: 206).

Following is an example of an interpretive ex­
ercise based on a map that measures the students'
ability to read and interpret the map. The actual
item and ensuing discussion is taken from the
pamphlet, Multiple-Choice Questions: A Close Look
(1963).2 Although the items are written in the
multiple-choice format, the item writer is free to

use whichever formats she wishes.

In the following question you are asked to make in­
ferences from the data that are given on the map of
the imaginary country, Serendip. The answers in most
instances must be probabilities rather than certainties.
The relative size of towns and cities is not shown.
To assist you in the location of the places mentioned
in the questions, the map is divided into squares let­
tered vertically from A to E and numbered horizon­
tally from 1 to 5.

2From Multiple-ChoiceQuestions: A Close Look. Copyright 1963
Educational Testing Service. All rights reserved. Reproduced
by permission. This was parr of a general achievement test
given to high schoolseniors.
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sonably near supplies of iron, and therefore might be
attractive choices. Urn, however, is the more clearly
"correct" response, because not only are deposits of
iron and coal nearby, but they are more readily trans­
portable by direct railroad routes.

Suggestions for Writing Interpretive
Exercises

In order to have a valid and reliable interpretive
exercise, the item writer, of course, must follow
the basic tenets of good test construction, such as
clearly communicating to the student the intent of
the question and making certain that no irrelevant
clues are provided the student. However, two ad­
ditional tasks are required: (1) the selection and/
or preparation of the introductory material and (2)
writing test items that are dependent on the intro­
ductory material and call on the higher mental
processes to answer the questions. The sugges­
tions that follow are restricted to the interpretive
exercise. Depending on the item format used, the
material previously discussed is also pertinent, but
it will not be repeated here.

1. Carefully select the material to be interpreted
so that the interpretations to be made will be signif­
icant and representative ofcourse content and objec­
tives. This stage is analogous to selecting the top­
ics for which independent items will be written.
For the interpretive exercise, the introductory ma­
terial (be it verbal or pictorial) is the topic. There
are a variety of excellent sources for introductory
verbal materials, such as digests, summaries, and
abstracts of articles. Although these sources may
not be completely appropriate as they stand (one
will seldom find introductory material that is com­
pletely relevant to the instructional goals without
at least some minor revision), they do provide
good raw material for the item writer to use in de­
veloping materials that will be most appropriate
and meaningful. If the material selected is adapted,
it must be within the experiential background of
the pupils; it must be within their reading ability;
it must be brief and yet say something; and it must
measure specifically what it is the teacher wants

the student to interpret. In many instances, the
preparation of the introductory material and the
writing of the test items go hand in hand.

The essence of the interpretive exercise lies in
the adequacy of the introductory material (be it
prose or pictorial) presented to all examinees. It is
therefore vital that the material be selected and/or
prepared very carefully. The item writer has con­
trol of what she wishes to present and how much
information she wishes to give the student.
Hence, she is able to measure the degree of pro­
ficiency possessed by the examinee.

2. Keep the introductory material brief Other
things being equal, for younger children and for
children who have difficulty in reading we prefer
the interpretive exercise based on pictorial mate­
rials. For children in the higher grades, one could
use either written material or pictorial material, or
a combination of the two. Although reading ability
is required in any test except the oral examination,
the teacher must be very careful that she does not
make the interpretive exercise primarily a test of
reading ability or general intelligence. Although
brevity is desirable, if the introductory material is
verbal it must contain all information needed to
measure the pupils' interpretive skills.

3. Be novel and creative in preparing introduc­
tory materials. In the interpretive exercise, cre­
ativity is very important. But teachers must be
careful that they do not become too creative or too
novel. They must reach a happy compromise of
instilling something new and different but not
being so novel that they fail to measure instruc­
tional objectives that are relevant.

4. Base the items on the introductory material. J

This does not mean that the teacher should con-

JPyrczak (I974, 19:'6) and Tuinman (I974), among others,
showed that supposedly context-dependent reading tests were,
in fact, not so because specific clues were present that enabled
the examinee to answer the item correctly without reading the
associated material en which the item was supposedly based.
They developed formulas for determining the degree to which
test items based on a particular reading passage are, in fact, de­
pendent on that passage.
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'We are grateful to Dr. Clarence Nelson, for permitting us to
adapt this example from his test file. Many more items were
written, but we have reproduced only a few.

For items 12-14 select your response from the
list below, numbered 1 through 8.

1. Statement of an observational fact.
2. An experimental assumption, that is, something

which must be assumed about the experiment or
experimental materials, in order to interpret the
experiment.

3. An immediate conclusion.
4. A conclusion, interpretation, or generalization

that can be formulated on the basis of the data.
5. A statement that can be contradicted on the basis

of the data.
6. A prediction, a deduction, or an expectation.

example" illustrates the use of mutually exclusive
and homogeneous categories.

Directions: Items 12-14 are based on the following
preliminary information and experiment:

Preliminary information. In the presence of gas­
eous oxygen, Solution X is purple. When gaseous
oxygen is absent, Solution X is a colorless liquid.
Yeast is a plant.

Experiment. Five drops ofSolution X were placed
in each of four (4) small tubes. A brass screw was
dropped into each tube to serve as a platform. Four
pieces of filter paper were rolled; one was dipped
into glucose solution; one was dipped into a yeast
suspension; one was dipped into a yeast suspension
to which glucose had been added; and one was
dipped into water. Each of the pieces of rolled filter
paper was placed into one of the tubes. A cork was
then inserted into each tube. The tubes were placed
in a drawer and were left there for an hour. At the
end of the hour the tubes were examined. The color
of Solution X at the end of the hour is recorded in
the table below for each tube.

Tube Filter paper dipped into:

Purple
Pale purple
Colorless
Purple

Colorof
Solution X

Glucose solution
Yeast solution
Yeast suspension + glucose
Water

1
2
3
4

7. Ifpictorial materials are used, they should be
relevant and ofhigh quality. Any diagrams, charts,
graphs, maps, and the like should be well drawn,
clear, and easily recognized (read) by the exam­
inee. Sloppy materials may confuse the student,
thereby affecting test validity.

8. If the interpretive exercise items use key-type,
make sure that the categories are homogeneous and
mutually exclusive. You will recall that the key­
type item is a cross between the multiple-choice
and matching item. It is similar to the matching
exercise in that it uses a common set of responses
to classify each of the statements or items. Because
the student makes some sort of classification of the
statement, it is vital that the key contain distinctly
separate categories so that there is no possibility
of having two correct answers because one cate­
gory overlaps another category. The following

struct items that are answered directly in the intro­
ductory material. Such items measure only reading
ability and/or memory. At the same time, she
should not write items that are irrelevant to the
introductory material. Such items may be a mea­
sure of general intelligence. The items prepared
should be based on the introductory material. It
does not matter whether the pupil must call forth
basic knowledge not purposely presented in the
material, as long as the interpretive skill measured
has some foundation in the introductory material.

5. Write true-false or multiple-choice items to
measure interpretive skills. Again, we say that the
short-answer item is not designed to measure
complex achievement efficiently. The essay item
could be used, but would be inefficient. Either the
true-false or multiple-choice format could be
used. In general, we prefer the multiple-choice
format because of its greater versatility. However,
there are times when the true-false item is pre­
ferred because of its simplicity.

6. Regardless of the item format used, the guide­
lines previously discussedshould bejOllowed. The use
of verbal or pictorial introductory materials, no
matter how good, is no substitute for well-con­
structed test items.
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7. A statement that is probably false but that cannot
be contradicted on the basis of these data.

8. The statement may be true, but the truth of the
statement cannot be established on the basis of
these data.

12. Carbon dioxide is produced by yeast.
A. 1 B. 2 C. 4 D. 7 E. 8

13. The amount of oxygen utilized by yeast per unit
time is related to the available food supply.
A. 1 B. 2 C. 4 D. 7 E. 8

14. If the gases i;; Tube 3 were collected and run
through a phenol red solution, the phenol red would
changefrom red to orange or ye!!ow.
A. 2 B. 3 C. 4 D. 6 E. 7

9. Get the most mileage out of the interpretive
exercise. It would be ridiculous to spend countless
hours looking for and preparing the introductory
material and then ask just one question on the ma­
terial. And it would be ludicrous from the exami­
nee's point of view to read the introductory ma­
terial and then be asked only one question. Such a
procedure would be a very inefficient use of test­
ing time, both for the examiner and the examinee.
We cannot provide a formula that relates the num­
ber of items to the length of the introductory ma­
terial. Other things being equal, we favor short
introductory materials with a relatively large num­
ber of test items based on the material. This will
provide for more adequate content sampling in a
limited amount of testing time, recognizing that
the interpretive exercise requires more time than
the conventional objective item. Be careful
though! Do not overload the test with interpretive
exercises. Writing a large number of interpretive
exercises can severely upset the balance of the test
and result in a test that lacks content validity.

Some Suggestions for Writing the Introduc­
tory Material The following steps for the prep­
aration of the introductory material should be of
assistance.

1. Look through materials that contain a reading
passage, to see whether they might be appro­
priate for having interpretive exercises pre­
pared from them.

2. Make certain that the material used is com­
pletely new to all students. Otherwise, you are
measuring prior knowledge and/or mental
ability.

3. Write some items based on the selected mate­
rial.

4. See whether there are some instructional ob­
jectives that you would like to measure but are
unable to do so because the material does not
lend itself to such items. Rewrite the material
so that you can develop certain kinds of items.
In the rewrite stage, remove any irrelevant ma­
terial that is not related to the items written
and can be removed without destroying the
continuity of the passage.

S. Ask yourself whether you could prepare some
additional good items by rewriting the passage
further.

6. Revise the passage until you are satisfied that it
is brief but still clear; that it has continuity; that
it is interesting; that it is appropriate to the
reading level of the pupils; that the pupils have
been exposed to the tasks called for by the
items; and that you have been able to get full
mileage from the selection. You may be very
surprised to find that the final selection bears
little resemblance to the original passage.

• SUMMARY

The principal ideas, conclusions, and recommen­
dations presented in this chapter are summarized
in the following statements:

1. Multiple-choice items are the most popular
and flexible of the objective-type selection
items.

2. The criticism that the multiple-choice test re­
wards the poorer student and penalizes the
more able student is not supported by empir­
ical evidence.

3. Ambiguity in multiple-choice items can be
avoided by carefully preparing the test item.

4. Five commonly used variations of the multi­
ple-choice format are the one-correct answer,
the best answer, the analogy type, the reverse
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type, and the alternate-choice type. The sub­
set-selection technique is seldom used. The
item shell is a promising approach.

5. Of all the selection-type objective items, the
multiple-choice item requires the most time
for the student to respond.

6. The multiple-choice item is the least efficient
objective item for measuring factual recall.
The multiple-choice item is ideally suited for
measuring the higher mental processes.

7. Two of the major deficiencies in teacher­
made multiple-choice items are ambiguity and
imprecise (or superfluous) wording.

8. Multiple-choice questions can be presented as
either direct questions or as incomplete state­
ments. Regardless of the form used, the op­
tions should come below the stem.

9. The options should be arranged as simply as
possible. If numbers, they should be in as­
cending or descending order; if single words,
alphabetically; if phrases, in order of length.

10. Highly technical distracters, negative state­
ments, and textbook jargon should be
avoided.

11. All responses should be plausible and homo­
geneous. One way to increase the difficulty of
the test is to increase the homogeneity of the
distracters,

12. Avoid giving the student clues to the correct
answer by (a) making the correct answer
longer than the incorrect ones, (b) having
overlapping items, and (c) giving grammatical
clues.

13. There should be only one correct or best an­
swer for every item.

14. Avoid "all of the above" as an option.
15. Use "none of the above" sparingly. To avoid

irrelevant clues, this option should be the cor­
rect answer only some of the time. We sug­
gest that this option be used only with the
correct-answer variety of multiple-choice
questions.

16. In general, we recommend that three options
be used. The distracters must all be plausible.
In addition, the age of the pupils tested, the
nature of the material, and the time available

for testing will influence the number of dis­
tracters.

17. Independent review of the items will gener­
ally improve their quality.

18. Items that depend upon information pre­
sented in pictorial material or in a reading
passage are called context-dependent items.
Interlinear and interpretive exercises are ex­
amples of context-dependent items.

19. Pictorial materials are very well suited to
younger children and those with reading dif­
ficulties.

20. If pictorial materials are used, they should be
familiar to children coming from different
backgrounds.

21. Pictorial materials are often the only testing
medium possible for measuring certain skills,
such as ability to read a chart, table, or graph.

22. If pictorial materials are used, they should be
of high quality and related to the content and
objectives being measured.

23. The true-false and multiple-choice formats
are best suited for interpretive exercises.

24. A major problem with the interpretive exer­
cise is the selection and subsequent revision
of the introductory material on which the
items are based.

25. The introductory material for the interpretive
exercise should be brief, yet meaningful.

26. The number of items to be written for a par­
ticular interpretive exercise will depend to
some extent on the length of the introductory
material. It would be foolish to have a one­
page article and then ask just one or two ques­
tions on it. Get the most mileage out of the
material, but not at the expense of content va­
lidity.

• POINTS TO PONDER

1. What are some of the advantages and limita­
tions of the multiple-choice item? Do you feel
that one or the other supports the continued
use or discontinuance of this item format?

2. Proponents of the multiple-choice item claim
that it can be used successfully to measure the
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higher mental processes. Give an example of
an essay item and a multiple-choice item, both
of which measure analysis.

3. Discuss some of the errors committed in
writing multiple-choice items that provide ir­
relevant clues to the test-wise student. How
can these be avoided?

4. How many distracters should there be? What
factor(s) influence one's choice?

5. What are the major difficulties involved in
writing good multiple-choice items? How
might they be minimized?

6. There are some who claim that one should

not use an "all of the above" or "none of the
above" option. Do you agree? Why?

7. What is meant by a context-dependent item?
8. Is it true that the multiple-choice item is the

most versatile of the objective-type item for­
mats? Give a few examples to support your
answer.

9. It is said that "a picture is worth one thousand
words." Do you agree? When might pictorial
materials not be suitable as a testing medium?

10. Do you think that the interpretive exercise
has any merit? Support your answer.



Chapter 8

Assembling,
Reproducing,
Administering,
Scoring, and Analyzing
Classroom
Achlevement Tests

• Getting the Test Ready

• Reproducing the Test
• Administering the Test
• Recording and Scoring the Answers

• Testing the Test: Item Analysis

In Chapter 4 we discussed the "get-ready" or
planning stage in preparing classroom tests. In
Chapters 5 through 7 we discussed the prepara­
tion of essay and objective-type items. We are
now at the "get-set" and "go" stages where we
begin assembling our ingredients (test items) into
the final product (the test). All the planning and
preparation for the test that has taken place will be
in vain if we "goof" in these next stages. The
care, time, and effort expended in this mixing or
blending stage will be positively related to the

goodness of the final product. Extreme care must
be exercised in planning the test-delineating the
course objectives and expressing them in terms of
pupil behavior, preparing the table of specifica­
tions or test blueprint-and writing the test items
if a teacher is desirous of obtaining valid measure­
ment of her pupils' achievement. However, there
are other aspects that must be considered in
teacher-made tests besides those mentioned under
planning and the techniques of item writing.

In the "get-set" and "go" stages of teacher-

151
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made achievement tests, the teacher must consider
such questions as

1. How should the various item formats be orga­
nized in the test?

2. How should the various items within a partic­
ular format be organized?

3. How should the test be reproduced?
4. Should pupils be encouraged to answer all test

items, even those they are unsure of?
5. What kinds ofdirections should the student be

given?
6. Should the students record their answers di­

rectly in the test booklet or should a separate
answer sheet be used for objective-type tests?

In addition, the teacher must also pay some at-
tention to the analysis of the test items and to the
interpretation of the test results. Unless the
teacher has some evidence that her test is valid and
reliable, it would indeed be ludicrous to use the
test results to make decisions-be they group or
individual, instructional, administrative, or coun­
seling.

This chapter is devoted to a consideration of
the major questions posed above. After studying
this chapter, you should be able to:

1. Appreciate the importance of paying careful
attention to the assembly, reproduction, ad­
ministration, and scoring aspects of class­
room tests.

2. Follow the guidelines offered when assem­
bling the various item formats into a test.

3. Appreciate the importance of having clear,
concise directions for the student.

4. Follow the guidelines offered when writing
test directions.

5. Appreciate the importance of encouraging all
students to attempt all test items, even though
they may be unsure of the correctness of their
answers.

6. Follow the guidelines offered when laying out
and reproducing the test.

7. Recognize the importance of physical and
psychological conditions in test taking.

8. Understand why cheating must be discour­
aged and know how to minimize it.

9. List the four major points to consider in scor­
ing the test.

10. Understand the instructional and learning
value of feedback.

11. Understand the importance of analyzing a
test.

12. Understand the difference between item dif-
ficulty and item discrimination.

13. Compute and evaluate a difficulty index.
14. Compute and evaluate a discrimination index.
15. Understand the relationship between diffi­

culty and discrimination.
16. Understand the major uses of item-analysis

data.
17. Recognize the limitations of item-analysis

data.
18. Be acquainted with the opinions about, and

methods of, computing item-analysis data for
criterion-referenced tests.

GETTING THE TEST READY

Objective tests, especially multiple-choice tests
and some variants of the true-false items, cannot
be administered orally. Neither can the items be
written on the blackboard a few minutes before
the examination is scheduled to begin. The test
must be reproduced. The reproduction process
used is not important. The material need only be
legible. What is important, however, is to have
similar item formats grouped together, to have
clear and concise directions, and to decide upon
the manner in which the pupils are to record their
answers. The rest-taking conditions should be
such that every pupil is given maximum opportu­
nity to perform at his highest level. The steps to
be discussed below may appear obvious. However,
you would be surprised at the large number of er­
rors teachers make, errors that do not enhance
their opportunity to obtain valid and reliable mea­
surement of the pupils' achievement.

Arranging the Test Items

Throughout our discussion on the writing of the
various item formats, we have emphasized and re-
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emphasized that the task given the student must be
as clear as humanly possible. One way to achieve
this is to group all items of the same format to­
gether rather than to intersperse them throughout
the test. There is no empirical evidence to suggest
that grouping items of similar content will lead to
more valid and reliable measurement, or that it
will help ensure positive pupil motivation. Nev­
ertheless, we feel such a grouping is advantageous
for a variety of reasons: (1) younger children may
not realize that the first set of directions is appli­
cable to all items of a particular format and may
become confused; (2) it makes it easier for the ex­
aminee to maintain a particular mental set instead
of having to change from one to another; and (3)
it makes it easier for the teacher to score the test,
especially if hand scoring is done.

We recommend that the various item formats
be presented in such a way that the complexity of
mental activity required by the student will pro­
gress from the simple to the complex. For exam­
ple, simple recall measured by the completion item
should precede the interpretive exercise. Hamble­
ton and Traub (1974) indicated that ordering
items in ascending order of difficulty leads to bet­
ter performance than either a random or hard-to­
easy ordering. Lafitte (1984) and Plake et al.
(1980, 1982), on the other hand, reported incon­
clusive data. Gronlund (1985, p. 233) suggested
the following scheme, which roughly approxi­
mates the complexity of the instructional objec­
tives measured-from simple to complex.

1. True-false or alternative-response items
2. Matching items
3. Short-answer items
4. Multiple-choice items
5. Interpretive exercises
6. Essay questions

Within each item format, the exercises should,
wherever feasible, be grouped so that those deal­
ing with the same instructional objective (such as
"knowledge of terms," "application of princi­
ples," and "synthesis") are grouped together. Such
a grouping can help the teacher ascertain which
learning activities appear to be most readily un-

derstood by her pupils-those that are least un­
derstood and those that are in between. Although
the empirical evidence is inconclusive about using
statistical item difficulty as a means of ordering
items (Newman et al., 1988), we recommend, as
do others (Sax & Cromack, 1966; Towle & Mer­
rill, 1975), that for lengthy tests and/or timed
tests, items should progress from the easy to the
difficult-if for no other reason than to instill con­
fidence in the examinee-at least at the beginning.
If the test were to begin with two or three easy
items that almost everyone could answer cor­
rectly, even the less able students might be en­
couraged to do their best on the remaining items.

The test items should be arranged so that they
are easily read by the examinees. This means that
the reproduction should be legible and that the
items not be crowded together.

If diagrams or drawings are used, they should
be placed above the stem. If placed below the
stem, there will be a break in the examinee's read­
ing continuity between the stem and the options.
As noted earlier, if the illustrative material is con­
sidered to be part of the problem, the problem
should be placed early in the stem. Finally, arrange
the items in such a way that the correct answers
follow a random pattern. An easy way to do this is
to use a die. The die is rolled, and the number ap­
pearing face-up becomes the option for the cor­
rect response.

In summary: the organization of the various test
items in the final test should:

1. Have separate sections for each item format.
2. Be arranged so that these sections progress

from the easy (true-false) to the difficult (in­
terpretive exercise and essay).

3. Group the items within each section so that the
very easy ones are at the beginning and the
items progress in difficulty.

4. Space the items so that they are not crowded
and can be easily read.

S. Keep all stems and options together on the
same page; if possible, diagrams and questions
should be kept together.

6. If a diagram is used for a multiple-choice ex­
ercise, have the diagram come above the stem.
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7. Avoid a definite response pattern to the correct
answer.

Writing Test Directions

The directions provided should be clear and con­
cise and should tell the students what they are to

do, how they are to do it, and where they are to

record their answers. They should tell the stu­
dents (1) the time to be allotted to the various sec­
tions, (2) the value of the items, and (3) whether
or not students should guess at any answers they
may be unsure of. Except for young children, the
written test directions should be so explicit that
the student can begin the test without any addi­
tional oral instructions. If this criterion is not met,
the directions are not sufficiently clear and should
be revised.

1. Each item format should have a specific set of
directions. In addition to a general set of instruc­
tions, there must be a specific set of instructions
that are applicable to a particular item format. For
computational problems, the students should be
told the degree of precision required; whether
they are to express their answers in the proper
units (such as volts, ohms, square feet); whe­
ther they should show their work; and, if so,
where.

2. For objective tests at the elementary level, give
the students examples and/or practice exercises so
that they will see exactly what and how they are to
perform their tasks.

3. Students should be told how the test will be
scored. They should be told, for example, if on an
essay examination whether such factors as spell­
ing, punctuation, and grammar will be considered
and, if so, what proportion of the question's value
will be assigned to these factors. For responses
that require a short answer (1 to 2 sentences), pu­
pils should be told whether or not their answers
are to be in complete sentences. Or, on an arith­
metic test, they should be told whether they will
receive part scores for showing a correct proce­
dure even though they may have obtained an in-

correct answer. When pupils know the "ground
rules" they can operate accordingly. For example,
they can be more careful in their computations if
they know there are no "part" scores. Or, if a
guessing correction is being applied, they might
be less prone to guess and have more omits.
(Traub & Hambleton, 1972, found that the way a
test is scored had a significant effect on the num­
ber of items omitted.)

Somewhat related is the factor of informing pu­
pils about the test's difficulty. Huck (1978) re­
ported that students earned higher scores on class­
room achievement tests (regardless of the item
format) when they were told about the difficulty
of tlre test items, This information did not affect
the test's reliability.

4. Above the secondgrade, all directions should be
written out. For some groups, especially younger
children, slow learners, or pupils with reading
problems, the directions may be read aloud in ad­
dition to being printed and available to each ex­
aminee.

Although we could give the specific directions
to be employed with the various item formats, we
have chosen to give a set of directions (see Table
8-1) for just one type of examination-a final ex­
amination for high school seniors consisting of
four-option multiple-choice items-where the re­
sponses are to be recorded on a separate sheet and
no guessing correction will be made. Different
formats, wording, and methods of recording the
answers would entail slight modifications of these
instructions.

Instructions for Guessing Guessing is recog­
nized as a persistent source of error in cognitive
tests of achievement and aptitude (faking rather
than guessing is a problem in affective tests and
will be discussed in Chapter 17), and a variety of
procedures have been devised-applying a correc­
tion formula, giving explicit instructions, employ­
ing confidence-weighting scoring schemes-to
combat this problem. We contend that, on the
basis of the research evidence, students should be
instructed to answer every item and that no correc-
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TABLE 8-1 General Directions for a Multiple-Choice Test

General Directions: DO NOT open your test booklet until you have read, understood, and carried Out the direc­
tions below. SINCE YOUR ANSWER SHEET WILL BE SCORED BY MACHINE, IT IS ABSOLUTELY
NECESSARY THAT YOU MARK YOUR ANSWER CORRECTLY TO AVOID ERRORS IN THE GRADE
YOU RECEIVE.

Specific Directions: This final course examination consists of 75 multiple-choice items, each worth 1 point. You
will have 2 hours to complete the test. Read each question carefully and decide which of the alternatives (answers)
given best completes the statement or answers the question.

1. On your answer sheet, print in the appropriate spaces your name, the name of the examination, and the date.
2. Be extremely careful to mark your answer to each item in the appropriate space on the answer sheet by darken-

ing the letter corresponding to the answer you select.
3. Do any necessary figuring or scribbling in the test booklet. Answers are to be marked on the answer sheet only.
4. Keep the marked part of your answer sheet covered at all times.
5. Mark only one response per item. If you mark more than one answer per item, if you make stray dots on the

answer sheet, or if you fail to erase completely an answer you wish changed, your response to that item will
not be counted.

6. Note that the items have only FOUR responses. Be careful not to use the fifth-response position on your
answer sheet.

7. Your score on this examination will be the number of answers you have marked correctly. Try to answer every
item, but do not spend too much time on anyone item.

8. Are there any questions about what you are to do and how you are to do it? You may now begin. Good luck!

THIS EXAMINATION CONSISTS OF 75 ITEMS ON 8 PAGES.
BE SURE YOU DO NOT OVERLOOK ANY ITEMS.

tion for guessing be applied. Guessing will be dis­
cussed in Chapter 19.

Should Students Change Their Answers on
Objective Tests? Although this point is not di­
rectly related to the written instructions the
teacher prepares for her classroom test, this ques­
tion is frequently asked by pupils before, during,
or after the test. We feel that it deserves some
mention, albeit briefly.

A myth that has persisted for some time is that
students taking an objective test should not change
their answers when they review the test before
handing it in, the reason being that the first answer
is usually the correct answer. Empirical evidence
does not substantiate this myth. In fact, most stud­
ies have shown that, by and large, students-be
they elementary, secondary, college, or adult­
profit from changing an answer (Mueller & Was­
ser' 1977; Smith et al., 1979; Crocker & Benson,

1980; Cummings, 1981; McMorris et al., 1987;
McMorris & Weideman, 1986; Vaas & Nunges­
ter, 1982).

No one really knows why students mayor may
not change answers. Whether it is due to their
personality or to their obtaining more insight or
some other factor(s) on rereading the item is not
clear. McMorris et al. (I987) reported that the
most frequently mentioned reasons given by col­
lege students were: "Rethinking the item and con­
ceptualizing a better answer"; followed by "Re­
reading the item and better understanding of the
question"; followed by "rereading/rethinking"
combined and "making a clerical error." The ma­
jority of changes for each frequently mentioned
reason was from wrong-to-right. McMorris et
al.'s findings corroborated those of others that
stated answer changing was productive for all stu­
dents, regardless of their test score-the middle
group gained the most totally; the top third, al-
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though making the fewest number of changes,
gained more per change; and the bottom third
made more wrong-right changes than wrong­
wrong and right-wrong combined.

We strongly urge teachers to de-emphasize the
conventional caution that "the first answer is in­
variably the best answer." Pupils should be en­
couraged to review their answers, and they should
be told that if on further consideration they obtain
a better understanding of the item and/or are able
to recall additional information the second time
through, or if they feel that they answered incor­
rectly the first time, then by all means they should
change their original answer. A change will tend
to raise, rather than lower, the pupil's score.

Somewhat related to this is the question of
whether changing answers will affect the test's
quality. Crocker and Benson (1980) reported that
there was no effect on the test's reliability or item
difficulty and discrimination indices.

REPRODUCING THE TEST

Careful attention to the reproduction phase will
not only make it easier for the examinee, but may
also make hand scoring much easier. To assist
both examinee and examiner, we suggest the fol­
lowing practices (recognizing that some points
have been previously discussed):

1. Space the items so that they are not crowded.
In multiple-choice items, reading the stem be­
comes very difficult when items are tightly
crammed together with options. For multiple­
choice tests, the options should be placed in a ver­
tical column below the test item rather than in
paragraph fashion.

2. For the alternate-response test, have a column
ofT's and F's at either the right- or left-hand side of
the items. Then the student need only circle, un­
derline, or cross out the correct response. This is
better than having the student write T or F. When
writing rapidly, examinees, especially young chil-

dren, often make the letters T and F look alike. As
mentioned earlier, for very young children we
recommend the use of "yes-no" rather than true­
false.

3. For matching exercises, have the two lists on
the same page.

4. For the multiple-choice item that uses a key
list, try to keep a/l item using a particular key on the
same page. If this is not possible, the key should be
repeated on the new page.

S. For the interpretive exercise, the introductory
material-be it a graph, chart, diagram, or piece of
prose-and the items based on it should be on the
same page. If the material used is too long, facing
pages should be used, if possible.

6. All items .,hould be numbered consecutively.
For the matching and multiple-choice item, the
material in the list to be matched and/or the op­
tions to be used should be lettered.

7. For the short-answer items (J to 2 words), the
blanks should be numbered and the responses re­
corded in blanks (vertically arranged and numbered
to correspondto the number ofthe blank) on one side
ofthe answer sheet used. For example:

1. The product of 10 and 7 is ill times as large as
the sum of 8 and 6.

It is essential, of course, that adequate space be
provided the student to write his answer. Young
children especially vary in the size of their hand­
writing, so it is difficult to accurately say that 1, or
1~, or 2 inches of space should be provided.
When in doubt, err on having a little more space.

8. Ifthe responses are recordeddirectly on the test
booklet, it will make scoring easier ifall responses to
objective items are recordedon one side (left or right)
ofthe page, regardless ofthe item format used.

9. In the elementary grades, if work space is
needed to solve numerical problems, provide this
space in the test booklet rather than having exam-
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inees use scratch paper. Majors and Michael (1975)
found that seventh-graders did better when they
did their computations in the test booklet's work
space than when scratch paper was used. There
are too many opportunities for making recording­
type errors when an answer from one place must
be transferred to another place.

I

10. All illustrative material used should be dear,
legible, and accurate.

11. Proof the test carefully before it is repro­
duced. If possible, try to have the test reviewed in­
dependently, preferably by a teacher who teaches
the same subject. If errors are found after the test
has been reproduced, they should be called to the
students' attention before the actual test is begun.

12. Even for essay tests, every pupil should have
a copy of the test. Teachers should not write the
questions on the blackboard.

ADMINISTERING THE TEST

According to the Standards for Educational and
Psychological Testing (AERA/APAINCME, 1985)
the test administrator must establish conditions so
that each examinee can do his best.

The physical conditions should be as comfort­
able as possible, and the examinees should be as
relaxed as possible, even though the evidence is
inconclusive regarding the effects of physical and
environmental conditions on test performance.
Whereas distractions during testing have little ef­
fect on the scores of high school and college stu­
dents, young children may be affected (see Tren­
tham, 1975; Thorndike & Hagen, 1977; Anastasi,
1981; Gronlund & Linn, 1990). If we know that
conditions are not what we would like them to be,
the interpretation of the pupils' scores must be
made accordingly.

Finally, do not give tests when the examinees
would normally be doing pleasant things, such as
lunch, recess, gym. Also, do not give tests imme­
diately before or after long vacations or a holiday,

or the day before or after a championship game or
the "BIG" dance.

Psychological Aspects

Individuals usually perform better at any en­
deavor, including test taking, if they approach the
experience with a positive attitude. Yet teachers
frequently fail to establish a positive mental atti­
tude in the pupils tested. People cannot do their
best when they are excessively tense and nervous,
and tests do induce tenseness, more so in some pu­
pils than in others. At present, the research on the
general mental attitude and motivation of individ­
uals and the correlation of these traits with test
performance is inconclusive. We do know, how­
ever, that test anxiety affects optimum perfor­
mance (Sarason et al., 1964; Culler & Hollohan,
1980; Clawson et al., 1981). The psychological
traits of the examinee, such as test-taking style,
propensity to guess, and the like will be discussed
in Chapter 19.

Some Additional Considerations

When administering the test, the teacher should
make sure that the students understand the direc­
tions and that answer sheets, if they are being used
with the younger pupils, are being used correctly.
In addition, the teacher should keep the students
informed of time remaining (e.g., writing the time
left on the blackboard at 15-minute intervals).
Careful proctoring should take place so that cheat­
ing is eliminated, discouraged, and/or detected.
We have seen many teachers in public schools, as
well as in college, who define proctoring as "being
present in the room." They are physically present
but spend their time reading a novel, writing a let­
ter, or grading papers.

The single most effective method to minimize
cheating is careful proctoring. Considering the
prevalence of cheating on exams, it is obvious that
many teachers do not take their proctoring re­
sponsibilities seriously enough. We agree with
Frary (1981) and Roberts (1987) that the best way
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to detect cheating is to observe students during the
examination-not by being preoccupied at one's
desk.

Some educators have suggested the honor sys­
tem as a deterrent to cheating. However, as most
educators now realize, the honor system really
does not work very well.

In the final analysis, we believe that cheating is
more likely to occur on a poorly planned test in
which the test items do not cover what was taught
or focuses on straight memorization of trivia
rather than upon reasoning skills.

RECORDING AND SCORING THE
ANSWERS

In Chapter 5 we discussed the scoring of the essay
test in a fairly detailed fashion. Our ensuing dis­
cussion will therefore be restricted to the record­
ing and scoring of answers to objective-type tests.

Should a pupil record his answers directly on
the test paper or should he use a separate sheet>'
It depends upon the item format used, the age and
ability level of the pupils, and the nature of the
content. Generally speaking, separate answer
sheets will provide more accurate and reliable
scores, especially if they are machine-scored. Al­
though, as mentioned earlier, for tests involving
computation, it might be better to have pupils re­
cord their answers directly in the test booklet,
rather than use a separate answer sheet.

There are essentially two types of scoring pro­
cesses: (1) hand scoring, either in the booklets
themselves or on separate answer sheets, and (2)
machine scoring. This means, therefore, that there
are also two methods by which the pupil can re­
cord his answers. The manner in which the an­
swers are to be recorded, and hence scored, will
be governed (in part at least) by the availability of
special scoring equipment, the speed with which

! Fora discussion on the effect of type of answer sheet used on
test performance, see Hayward (1967).

test results are needed, and the monetary re­
sources available to have the answer sheets scored
by an independent scoring service.

Hand Scorlng

For the completion-type item, the teacher may
prepare a scoring key by writing out the answers
on a test paper, or she may make a separate strip
key that corresponds to the column of blanks pro­
vided the student. With either of these methods,
the teacher or aide can place the scoring key next
to the pupils' responses and score the papers
rather quickly.

Pupils, of course, may use a separate answer
sheet which is hand-scored. A punched key, which
is nothing more than the regular answer sheet
with the correct responses punched out, can be
placed over the pupil's answer sheet and the
teacher or pupil can count the number of black­
ened spaces to determine the number of items an­
swered correctly. The teacher must check to see
that no paper contains more than one mark per
item.

Another technique that may be used to record
and score responses is the silver-overlay answer
sheet. Here, the correct answers are previously
placed in the appropriate squares, and the total an­
swer sheet is covered by a silver overlay that con­
ceals the correct answers. Students erase the
square they feel corresponds to the correct an­
swers. This procedure is used quite effectively in
classroom testing because it provides immediate
feedback. Research has also shown that such a
self-scoring procedure results in a higher reliabil­
ity than the conventional right-wrong method
(Gilman & Ferry, 1972).

Two other variations are the carbon booklet
and pinprick methods. They will not be discussed
here because of their limited use in the classroom.

Machine Scoring

The simplest w<.y to score select-type objective­
test items is to have the students record their an-
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swers on a separate answer sheet and then have the
answer sheets machine-scored. Although separate
answer sheets make scoring easier and generally
more reliable, they are not recommended for
young and for slow-learning children because of
the inconclusive evidence regarding their use with
these children (McKee, 1967; Cashen & Ram­
seyer, 1969; Gaffney & Maguire, 1971; Ramseyer
& Cashen, 1971; Beck, 1974). When a separate
answer sheet is used, the pupil must remember the
question that he is answering (especially if he
skips one), the answer selected, and then transfer
this accurately to the answer sheet. Such a task
may be too demanding for very young children
(kindergarten and first-graders definitely). If sep­
arate answer sheets are used, students have to be
taught how to use an answer sheet, should be
given practice with it, and should be given exam­
ples on the test booklet. It would be helpful for
the teacher to also give examples on the use of
the answer sheet before the test begins, using
the blackboard. Then, any questions or prob­
lems that exist can be dealt with before the test
begins.

When feasible, we recommend the use of a
separate machine-scorable answer sheet for effi­
ciency and accuracy. Although small schools
would not be in a position to justify the expendi­
ture of funds to purchase or lease elaborate, so­
phisticated test-scoring equipment, simpler ver­
sions are available to them. In the past few years,
small, relatively inexpensive scoring machines
have appeared. Information on these machines can
be obtained by writing directly to the manufactur­
ers.

For volume users, commercial firms will pro­
vide test-scoring services for a very nominal
charge. It is also possible to have the papers scored
by some state universities or large school districts
for a small charge. Those persons considering the
processing of separate answer sheets by machine
should compare the costs and services offered so
that they will be able to process their answer
sheets most economically. (Most agencies will, in
addition to scoring the answer sheets, provide

printouts of the pupils' scores and provide a vari­
ety of statistical reports.)

Some General Considerations for
Scoring Objective-Type Tests

Regardless of whether the pupil records his an­
swer directly in the test booklet, or on a separate
answer sheet, or whether the responses are scored
by hand or machine, there are still certain precau­
tions that the teacher can take to ensure that her
scoring key is properly prepared. Some of the
points have been discussed earlier but deserve rep­
etition here because, if adopted, they may avoid
needless quibbling between teacher and student.

1. The scoring key should be prepared and
checked well in advance. One way to check on
the correctness of the scoring key is to have
another teacher either check your key or pre­
pare her own and compare the two keys. An­
other way to check on the adequacy of the
scoring key, especially for completion items, is
to select the papers of a few of the more able
students and compare their responses with the
key. This "dry run" may indicate some dis­
crepancies in the scoring key that are the result
of an ambiguous item and/or an answer that is
correct but was not anticipated. Naturally, any
time a correct but unanticipated answer is re­
ceived, the key should be corrected accord­
ingly. If an error is found after the papers are
scored, they should be rescored.

2. If factors other than the correctness of the an­
swer (such as spelling, grammar, or legibility of
handwriting) are to be considered, they should
be given a separate score.

3. Generally speaking, all objective items should
have equal weight.' Needless problems will be
avoided if each objective-test item is assigned

2For a comprehensive survey of research on weighting, see
Stanley and Wang (I 970). See also Patnaik and Traub (I 97 3),
Kansup and Hakstian (I 975), Raffeld (1975), and Echternacht
(I976).
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the same point value. Trying to justify that one
item is worth 2 points, another 1 point, and
still another J1! point is very difficult. With dif­
ferential weighting, the teacher is really saying
that knowledge of one concept is more impor­
tant than knowledge of another concept. If the
teacher believes that this is so, she should sam­
ple more heavily in these areas rather than use
differential weights.

4. Whether students should receive credit for
partial knowledge is another perplexing prob­
lem that deserves some consideration.' On a
computational problem, should the student
who demonstrates knowledge of the process
and concepts, but makes a simple arithmetic
error, be given partial credit?

To overcome the criticism that dichotomous
scoring of multiple-choice tests restricts the ex­
aminee from showing his knowledge (Bock, 1972;
Claudy, 1978; Waters, 1976), a variety of ap­
proaches have been devised, for example, answer­
until-correct, degree of confidence weighting, re­
sponse weighting, and the like. (See, e.g., Echter­
nacht, 1976, and Raffeld, 1975.) Smith (1982),
however, pointed out several methodological
problems associated with response-weighting
techniques.

We believe that for some tests (such as essay or
problem-solving), students should receive partial
credit for partial knowledge. For objective tests,
however, weighting is too complex and is not
warranted. (See Frary, 1989, for a fairly compre­
hensive review of studies dealing with partial­
credit scoring.)

TESTING THE TEST: ITEM ANALYSIS4

It is important that tests give information that is
as accurate as possible. If they do not provide ac-

'See Volume 1 (4) ofApplied Measurement in Education (1988)
for a collection of articles dealing with the application of Item
Response Theory (IRT) to partial-credit scoring.
4 Less relevanr to classroom teachers and their achievemenr

curate data, teachers should want to know this so
that they could (1) place less emphasis on the data
in decision making and (2) improve their measur­
ing instruments for use in future evaluations and
decision making. More often than not, teachers
prepare, administer, and score a test; sometimes
return the papers to their students; possibly dis­
cuss the test; and then either file or discard the
test. One of the: more common mistakes teachers
make is that they do not check on the effectiveness
of their tests. This is probably because teachers (1)
do not always understand the importance of ac­
curate evaluation, (2) are not aware of the methods
of analyzing tests, or (3) feel that test analysis is
too time-consuming. We certainly hope that by
now you realize that important decisions are often
based on classroom achievement tests and that ac­
curacy is, therefore, important.

Evaluate with Respect to Measurement
Criteria

There are certain psychometric criteria that eval­
uation instruments should possess. Teachers do
not have the time to check all aspects of these
characteristics for all evaluative instruments, but
many of them can be checked for most instru­
ments without consuming a great deal of teacher
time. For example, reliability can and should be
checked for major evaluative instruments such as
the end-of-semester exams. The scorer reliability
of essay exams can and should be checked by cor­
relating the values given by two or more readers.
(See Chapter 12 for methods of estimating reli­
ability.) The difficulty and discrimination indices
of the test items used should be checked every
time a test is administered.

For achievement tests, educators are most con­
cerned with content validity. As was mentioned

tests is the use of a form of item analysis concerned with de­
tecting item bias. For those interested in the use of distracter
analysis to detect differences in test performance among ethnic,
racial, and religious groups, see Green et al. (1989), Dorans and
Kulick (1986), and Schmitt and Dorans (1987).
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under the section on planning (see pp. 56-63), a
blueprint should be constructed for every test so
that the test content will be appropriate to the
course objectives. Teacher-constructed instru­
ments such as rating scales, sociograms, or obser­
vational techniques (see Chapter 9) are in a sense
checked for content validity when the teacher re­
thinks whether the behavior observed is really rel­
evant to her educational objectives and decision
making. Other teachers and students, and at times
even parents, can be valuable resource people in
examining the validity of any measuring instru­
ment.

Objectivity and efficiency can be examined for
any instrument. Discrimination and item diffi­
culty, a related variable, can be checked by a pro­
cedure known as item analysis. While something
analogous to item analysis can be performed on
any instrument, it is most useful for objective
tests. Although we will discuss item analysis of
essay and criterion-referenced tests, we will con­
centrate on the item analysis of multiple-choice
items. Many of the principles discussed, how­
ever, are applicable to true-false and matching
items.

Item Analysis

Item analysis is like a handmaiden to the builder
of tests. It is the process of examining the stu­
dents' responses to each test item, to judge the
quality of the item. Specifically, what one looks
for is the difficulty and discriminating ability of
the item as well as the effectiveness of each alter­
native. We agree with Thissen et al., who say,
". " when the quality of a multiple-choice item
must be judged, a thorough analysis of the item's
alternatives should be an important part of any
item analysis" (1989, p.10l).

When item writers prepare test items, they
must make some judgments regarding the diffi­
culty level, discrimination power, and content va­
lidity of their items. Normally, item writers make
some "gut level" decisions (they may incorporate
the views of others) about content relevance, but
difficulty and discrimination indices will require

some quantitative evidence. Such quantitative es­
timates can be obtained from item analysis.

Still another value accrues from performing an
item analysis. Many teachers fail to reuse test
items. Often those teachers who do reuse test
items use both the better and poorer items. It is
indeed unfortunate when a teacher fails to reuse
her better test items and possibly more unfortu­
nate (at least to the students) when she reuses poor
items on subsequent tests. The time, effort, and
energy expended in the planning and writing of
test items is wasted if the good items are dis­
carded. If the better items-those that possess
content validity and that discriminate between
high and low achievers-were only filed, they
could at some future date be reused. It is ridicu­
lous for teachers to have to write new items every
time they prepare a test. Over time, they should
have built up a test file of the better items to be
reused. However, in order to build this test file, it
is necessary to know how the items behave.

There are more than 50 different item-analysis
procedures ranging from the less technical to the
more technical (see, e.g., Davis, 1964; Engelhart,
1965; Henryssen, 1971; Oosterhof, 1976; Baker,
1977; Weiss & Davison, 1981; Schittjer &
Cartledge, 1976). In general, the simpler proce­
dures as described in an Educational Testing Ser­
vice bulletin (1960) are as effective as the more
statistically complicated ones for purposes of an­
alyzing classroom tests (Henryssen, 1971, p. 145).

In conducting an item analysis of a classroom
test, one should follow the steps listed below (see
Educational Testing Service, 1960).

1. Arrange the test papers from the highest
score to the lowest score.

2. From the ordered set of papers, make two
groups: Put those with the highest scores in one
group (the top half) and those with the lowest
scores in the other group (the bottom half). There
are some statistical reasons why one should place
the best 27 percent of the papers in one group and
the poorest 27 percent in the other group. But for
classroom tests it really is not too important what
percentage is used (D' Agostino & Cureton, 1975).
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where R = number of pupils who answered the
item correctly and

T = total number of pupils tested.

This value is usually expressed as a decimal and
can range from-1.00 to + 1.00. If it has a posi­
tive value, the item has positive discrimination.
This means that a larger proportion of the more
knowledgeable students than poor students (as de-

(For those who like to express difficulty as deci­
mals rather than percentages, compute only R/T.)

If one did not divide the total group into two
halves but put the top 27 percent in the upper and
the bottom 27 percent in the lower group, one
could obtain an estimate of item difficulty by di­
viding the number of persons in the two groups
who answered the item correctly by the total num­
ber of people in those two groups. (Be careful!
Not the total number of students testedl)

One must be cautious when interpreting a P
value. Eignor and Cook (1983) and Kingston and
Dorans (1982, 1984), among others, found differ­
ences in item difficulty depending on the location
of the item in the test. Hence, computing P for an
item when it was pretested at the beginning of the
test can be, and often is, different (sometimes
markedly) when that item is located elsewhere.

6. Compute the item-discrimination index" for
each item by subtracting the number of students
in the lower group who answered the item cor­
rectly from the number in the upper group who
got the item right and dividing by the number of
students in either group (e.g., half the total num­
ber of students when we divide the group into
upper and lower halves). In our example,

D
· . .. Ru - R L 15 - 8 7
iscnrrunanon = T = = .4

% 15

In the example in step 4, R = 23 (this is the
total number of students who answered C, the
correct answer) and T = 30 (the number of stu­
dents tested). Applying the formula,

23
P = 28 X 100 = 77%

"Item discrimination is the difference between the difficulty in
the high group and the difficulty in the low group.

o
o

Omits

o
o

E

o
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D

Alternatives

15
8

C'

o
2

B

o
4

A

Item Difficulty = P = ~ X 100

Upper group
Lower group

5. For each item, compute the percentage of
students who get the item correct. This is called
the item-difficulty index (P),s which can range
from .00 to 1.00. The formula for item difficulty
IS

'Difficulty can be expressed as either average test difficulty or
item difficulty. Average test difficulty is defined as the ratio be­
tween the average score and the total test score. For example,
on a test where the maximum score was 100 and the average
score was 70, we would say that the average test difficulty is
70/100 = .70. If all pupils who took the test received a perfect
score, the average test difficulty would be 100/100 = 1.00; if
no pupil answered any item correctly, the average test difficulty
is 0/100 = .00.

On the surface, the term item difficulty appears to be a mis­
nomer since the larger the value of P, the easier the item. But
because this terminology is common, we don't use "item ease."

If the class is small (say 40 or fewer students),
there would be too few papers in the top and bot­
tom 27 percent to obtain very reliable item-anal­
ysis indices. In the typical classroom situations it
is quite appropriate to simply divide the total
group into the top and bottom halves.

3. For each item, count the number of students
in each group who choose each alternative (in the
completion or true-false item, it would be the
number who answered the item correctly).

4. Record the count as follows for each item
(assume a total of 30 papers, 15 in each group, for
this example), in which the asterisk indicates the
correct answer.
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Alternatives

'Numbers are percentages.
'Correct answer.

What is the "ideal" discrimination index? Gen­
erally, for a norm-referenced test, the higher the

6
5

11

4
6

10

Objective

Understanding

5

D [* Omits

7 2
5 3

2 12

ABC

TOTAL: 0

Topic

Upper 20 students 0
Lower 20 students 0-----------

because of ambiguity? Was it because there were
two equally correct answers? Was it because of
carelessness on the part of the examinees? It
would appear that the better students misread the
question that asked for the least useful aspect of
the table of specifications. Without a doubt, "E"
is a very useful aspect of the table of specifica­
tions. Generally, if anyone of the distracters is
overselected by students in the upper group (such
as E in this example), it should be revised to make
it less attractive.

In the item analysis below, where the asterisk
indicates the correct answer, the item is discrimi­
nating in a negative direction.

12. In planning a test, the table of content and process
objectives is least useful in

A. relating content to behavioral objectives.
B. deciding whether to use essay or objective

items.
C. judging relative emphases to be given to differ­

ent objectives.
D. judging relative emphases to be given to differ­

ent content areas.
E. gearing the test to the instruction it follows.

A' B* C D E OMIT
U 0 83 0 0 17 0 DlFF.67
L 42 50 8 0 0 0 DISC .33

Table of Specifications

7. Look at how the distracters (incorrect op­
tions or alternatives) worked by using the same
process specified above. For the distracters, we
hope to get negative values. That is, more poor
students than good students should choose incor­
rect answers.

Quite often, a visual inspection is all that is
needed to evaluate the effectiveness of the dis­
tracters. Look at the following example, which is
taken from an actual test and measurement exam­
ination.

It is readily evident in the example (even if the
discrimination indices were not provided) that the
item discriminates in a positive direction, (i.e., a
larger percentage of the higher-scoring than
lower-scoring students answered the item cor­
rectly). Alternatives A and C are effective in the
sense that they attracted more students from the
lower group than from the upper group. Alterna­
tive D is a poor distracter because it attracted no
one and may need to be replaced or revised. Al­
ternative E is also poor because it attracted a
higher proportion of the better than poorer stu­
dents. The item writer must ask herself, "Why
were the brighter students attracted to E?" Was it

termined by the total test score) got the item right.
If the value is zero, the item has zero discrimina­
tion. This can. occur (1) because the item is too
easy or too hard (if everybody got the item right
or everybody missed the item, there would be zero
discrimination) or (2) because the item is ambig­
uous. If more poorer than better students get the
item right, one would obtain a negative discrimi­
nation. With a small number of students, this
could be a chance result. But it may indicate that
the item is ambiguous or miskeyed. In general, the
higher the discrimination index, the better, rec­
ognizing that there are situations where low dis­
crimination is to be expected. For classroom tests,
where one divides the class into upper and lower
halves as we have done, one would hope that most
of the items would have discrimination indices
above .20. (If one uses the upper and lower 27
percent, one should expect higher values, since
there is more of a difference between the groups.)



chance guessing and increases test reliability. Lord
gave the following guide for preparing tests with
different item formats:

If we had a 60-item completion test, we would
want the average score for the class to be 30 (60
X .50). If the 60 items were four-response multi­
ple-choice, we would want the average score for
the class to be 44-45 (60 X .74). And if our test
consisted of true-false items, we would want the
average score for the class to be 51 (60 X .85).
You should remember that the chart values are
"ideal" values if the purpose is to get a test that is
maximally differentiating among pupils.

In the long run, what is more important than
the level ofdifficulty is to have a test that possesses
adequate content validity. In addition, we want a
test in which, for each item, a larger proportion of
the better able than less able students can answer
the item correctly.

The above suggestions have nothing to do with
passing or failing. Assigning grades is discussed in
Chapter 20.

A word of caution-or how not to make a test
more difficult. For motivational purposes, we
should have both some very easy and some very
difficult items. But, if the teacher is preparing a
test to select one scholarship winner to Michigan
State University, she might want to have a test that
is quite difficult. However, in attempting to write
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discrimination index, the better. What is the
"idea!' difficulty index? Teachers should try to
have their classroom achievement tests be of ap­
propriate difficulty because test difficulty is related
to discrimination power. If an item is so easy that
everyone answers it correctly, or so hard that no
one can answer it correctly, it cannot discriminate
at all and adds nothing to test reliability or validity.
So, then, what is the "ideal" index ofdifficulty that
the teacher should strive to obtain? The designa­
tion of the "ideal" difficulty level is dependent
upon many factors, the most important ones being
the purpose of the test and the type of objective
items used.

If the purpose of the test is to determine the
extent to which fourth-grade students have mas­
tered the multiplication tables, the teacher (after
completing this unit) might expect all her test
items to have a difficulty value approaching 1.00.
That is, she would expect most, if not all, of her
students to answer each multiplication item cor­
rectly. But, if the purpose of the test was to

achieve maximum discrimination among her pu­
pils in terms of a final examination on the year's
work, she should not expect all her students to ob­
tain perfect or near-perfect scores. Rather, she
would want a spread of scores and would want
items having a medium level of difficulty. If
chance didn't operate, such as in completion
items, we would expect an examinee of average
ability to answer about one-half the items cor­
rectly with the range of difficulty across items
being rather restricted.'

Although a general rule of thumb is to prepare
a test for which the mean is halfway between a
chance and perfect score, Lord (1952) showed
that for tests where guessing can occur, more re­
liable results can be obtained if the test as a whole
is just a bit easier. This reduces the effect of

7For a more intensive treatment of the effect of population ho­
mogeneity and item heterogeneity on item difficulty, see Cron­
bach and Warrington (1952), Lord (1952), and Tinkelman
(1971).

Item Format
Completion and short­

answer
Five-response multiple­

choice
Four-response multiple­

choice
Three-response multiple­

choice
True-false (two-response

multiple-choice)

Ideal Average
Difficulty for a

Maximally
Discriminating Test

50

70

74

77

85
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more difficult items, we must be very careful not
to resort to (1) ambiguity, (2) emphasis on trivial
details, and (3) outright trickery. Emphasis on the
trivial aspects of the course content will invariably
lead students to memorize details at the expense
of the more important learning outcomes, such as
comprehension or analysis. Therefore, by empha­
sizing the trivial, we are not only contributing to
undesirable learning outcomes, but we are also
lowering the test's content validity.

Other things being equal, the more positive and
usually more profitable approach to use to increase
test difficulty is to have more items calling for the
application of the higher mental processes, such as
application of principles and understanding of
concepts, analysis, synthesis, and the like.

Using Item-Analysis Results"

Item-analysis data have several values: (1) They
help one judge the worth or quality of a test; (2)
they can be of aid in subsequent test revisions; (3)
they can be used to build a test file for future tests;
(4) they lead to increased skill in test construction;
(5) they provide diagnostic value and help in plan­
ning future learning activities; (6) they provide a
basis for discussing test results; and (7) they can
be a learning experience for students, if students
assist in or are told the item-analysis results.

Although item difficulty, item discrimination,
and the response frequency of the distracters are
useful in judging the adequacy of the test already
given, they are probably more useful in helping re­
vise the test (or the items) for future occasions.
Very poor items should be discarded or, better
yet, rewritten. Lange, Lehmann, and Mehrens
(1967) showed that items can be improved, with­
out too much effort, through using item-analysis
data. Revising poor test items is probably more eco­
nomical than simply discarding them and attempt-

SFor interesting discussions on the future of item analysis, see
Wainer (1989) and Tucker (1987).

ing to write new ones. (We realize, of course, that
some items are so poor that it would be better to
prepare new ones than to try to patch them up.)
By keeping a record of item-analysis data (one of
the reasons we suggested that each item be written
as a separate card), one can refer to it on subse­
quent revisions and determine the effectiveness of
the changes. This continual revision and recheck­
ing process leads to increased skill in test con­
struction in that a teacher gradually learns what
methods of wording and what type of distracters
will work best. It is important to recognize that
careful inspection of the item itself is needed before
making any changes.

Item-analysis data can also be used to choose
the most discriminating items for selection and
placement purposes. For example, if Ms. Divider
wants to develop a test that will be used to select
ninth-graders for Algebra I, she can use item-anal­
ysis data for that purpose. Also, if Ms. Helper
wants to prepare a test to place poor readers into
special reading groups, she would want to have
relatively easy items.

It should be noted that if the purpose of a test
is for selection or placement purposes, each item
should not only be positively discriminating (i.e.,
contribute to the total score), but also correlate
with some external criterion. You will recall that
our discrimination index is based upon an internal
criterion (the total test score), which tells us how
well each item contributes to the test as a whole.
It does not tell us how valid a predictor the test is
of some external criterion. Ideally, we would want
a test with high, positive discriminating items and
which also has high criterion-related validity.

Another use of item-analysis data relates to its
impact on instructional procedures. If students all
do poorly on some items, it may be due to poor
teaching of that content. By carefully looking at
the content of the hard items, a teacher can iden­
tify those areas in which students are not learning,
so that in future classes she can do a more effective
job by emphasizing the relevant material. Also,
wrong answers do give valuable information not
provided by just looking at correct answers. For
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Providing Feedback to Students

example, look at the following response to the
multiplication item

Note that most of the errors are in response to op­
tions A and B. In both of these, the students did
not move the place value to the left in the second
stage, for example,

It is our firm conviction that every classroom
teacher should incorporate the discussion of the
individual test items as part of her instructional
strategy for a variety of reasons."

1. To correct students' errors in thinking and to
clear up possible misconceptions and misun-

derstandings (some of these errors being the
result of poor study habits or sloppy test-tak­
ing skills). Birenbaum and Tatsuoka (1987)
found that feedback for incorrect responses is
more important than for correct responses and
that the more informative the feedback mode,
the better the performance. However, we must
interpret their findings cautiously since only a
six-item posttest was used; and only arithmetic
was studied for eighth-graders.

2. To motivate pupils to do better on subsequent
tests.

3. To demonstrate to pupils those instructional
objectives that are being stressed and tested so
that they can organize their study habits ac­
cordingly.

Feedback is extremely useful in the teaching­
learning process (Kulhavy, 1977). Although it
might be considered by both teachers and pupils
as time-consuming and detracting from the time
available for learning new material, we are firmly
convinced that it is important to learn the material
covered well before moving on to new areas. As
of now, there appears to be some disagreement as
to the time when feedback should be given. Some
feel that it is more effective if done as soon as pos­
sible after the test has been given so as to correct
errors immediately, before they have a chance to
solidify in the pupils' minds. Others say that feed­
back can be delayed for up to one week without
serious dilatory effects. Still others feel that de­
layed feedback is best and that it enhances reten­
tion (Kippel, 1975; Surber & Anderson, 1975).
The evidence bearing on the question of feedback
time is inconclusive. What is conclusive, how­
ever, is the research that demonstrates that pupils
given feedback, regardless of the delay, perform
significantly better on similar type items at a later
date (Wexley & Thornton, 1972).

8
3
2
2

Lower Group

o
4

II
o

730 X 12 =

Upper Group

A. 730 B. 730
12 12

1460 1460
730 730

1190 2190

and in option A, the student also did not carry in
the addition. With this information, the teacher
should be better able to teach or reteach thismul­
tiplication fact. Each distracter must be plausible,
that is, be obtainable from a reasonable type ofstu­
dent error/misunderstanding (see Brown & Bur­
ton, 1978; Tatsuoka, 1981; Gronlund & Linn,
1990).

A. 1190
B. 2190
C. 8760

D.9560

9We realize that for test security purposes some teachers, es­
pecially college faculty, might disagree with our position. We
can readily envision students madly taking notes while the
items are being discussed, thereby destroying the security of
items that have been carefully written or selected and which

will be reused. However, both of us have routinely discussed
our tests with the students, and the test means have not in­
creased-so test security has evidently been maintained. Test
security concerns should not preclude teachers from distribut­
ing and discussing practice items.
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Feedback will be dealt with more fully in Chap­
ter 20 where we will discuss reporting to parents,
pupils, and teachers.

Interpreting Item-Analysts Data

Item-analysis data should be interpreted with cau­
tion for a variety of reasons (Furst, 1958; Helms­
tadter, 1974; Gronlund, 1985):

1. Item-analysis data are not analogous to item
validity. In order to judge accurately the validity
of a test, one should use some external criterion.
You will recall from our discussion of the item­
analysis procedure that no external criterion was
used. In reality, we used an internal criterion. The
total test score was used to select the better and
poorer groups. In other words, a form of circular
reasoning was employed. Therefore, it would ap­
pear that we were studying the internal consis­
tency of the items rather than their validity.

2. The discrimination index is not always a mea­
sure ofitem quality. Generally speaking, the index
of discrimination tells us about the quality of an
item. In general, a discrimination index of .20 is
regarded as satisfactory. However, one should not
automatically conclude that because an item has a
low discrimination index it is a poor item and
should be discarded. Items with low or negative
discriminating indices should be identified for
more careful examination. Those with low, but
positive, discrimination indices should be kept
(especially for mastery tests). As long as an item
discriminates in a positive fashion, it is making a
contribution to measurement of the students'
competencies. And we need some easy items to in­
still proper motivation in the examinees.

There are a variety of reasons why an item may
have low discriminating power: (a) The more dif­
ficult or easy the item, the lower its discriminating
power-but we often need such items to have ad­
equate and representative sampling of the course
content and objectives; and (b) the purpose of the
item in relation to the total test will influence the
magnitude of its discriminating power. Remember
that we are dealing with the total test score as our

internal criterion. Hence, if on an eleventh-grade
physics test Ms. Magnet wants to measure various
objectives and different content areas such as heat,
light, magnetism, and electricity, she would need
a variety of different items. If only 5 percent of
her course deals with "the ability to apply princi­
ples," and this is spread over the various content
areas, these "application" items might have low
discriminating power because the major portion of
the test may be measuring, for example, "knowl­
edge and understanding." Removing these low
discriminating items could seriously impair test
validity. As long as Ms. Magnet teaches for "ap­
plication," she is obliged to test for application. In
this case, since the typical classroom test measures
a variety of instructional objectives, we might ex­
pect to find that "low positive indices of discrim­
ination are the rule rather than the exception"
(Gronlund, 1985, p. 253).

3. Item-analysis data are tentative. Some teach­
ers assume that difficulty and discrimination indi­
ces are fixed. This is not true. Item-analysis data
are influenced by the nature of the group being
tested, the number of pupils tested, the instruc­
tional procedures employed by the teacher, chance
errors, and the position of the item in the test. Our
judgment of the quality of an item should be pred­
icated more by whether or not it measures an im­
portant instructional objective rather than by the
magnitude of its difficulty and discrimination in­
dices. As long as the item discriminates positively,
is clear and unambiguous, and is free from tech­
nical defects, it should be retained at least for pos­
sible future use. Naturally, if a better item is de­
veloped, it should be used.

4. Avoid selecting test items purely on the basis
oftheir statisticalproperties. One of the better ways
to select test items is to choose those that have ap­
propriate difficulty and discriminating power for
the intended purpose of the test. Statistical effi­
ciency is not the sine qua non, especially in
teacher-made achievement tests in the elementary
grades where item statistics are computed on only
about 25 to 30 pupils, and hence are not too reli­
able. Another reason for not selecting test items
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solely on the basis of their statistical properties­
even if a sufficiently large sample was used-is
that item difficulty can be affected by guessing, the
location of the correct answer among the alterna­
tives, and the serial location of the item in the test
(Huck & Bowers, 1972). Still another reason for
being cautious is that in some cases the statistical
selection of test items results in a test that is un­
representative and biased. Cox (1964) found that a
test composed of items selected purely on their
statistical properties may be biased in that it may
not evaluate the instructional objectives in the
same proportion as would the original item pool;
that is, the content validity is actually lowered.
Cox recommended that the most discriminating
items within each taxonomical category be se­
lected, rather than selecting the most discriminat­
ing items from the entire pool of items where the
taxonomical structure is ignored. Unless this were
done, the teacher would never be certain that her
final form of the test would validly measure the
instructional objectives specified in the test blue­
print in the planning stage.

Item-analysis data provide a valuable service in
selecting good test items. But they should be used
as a "flag" to identify items that may require more
careful examination rather than as a shovel to bury
the suspect item. We must temper our predilec­
tion to select only items bearing certain statistical
properties. A good rule of thumb is to use rational
procedures as a basis for initial selection of test
items, and then use statistical techniques to check
on your judgment. However, we believe that even
after item analysis, items must be carefully re­
viewed to ensure adequate content sampling.

Item Analysis for Essay Tests

Most people think of item analysis only in terms
of objective tests. But it is just as important, if not
more important, for essay tests to have good ques­
tions, considering that they have so few questions
(thereby making each question carry a great deal
of weight). Whitney and Sabers (1970) proposed
the following approach to compute the difficulty
and discrimination indices of essay tests.

1. Identify the upper and lower 25 percent of the
group tested.

2. Compute the sum of scores for the "highs" and
"lows" for each item.

3. Apply the formula.

. L:~ - L:L
DISC. = --"-----='-

N(Scoremax)

where L:~ = sum of scores for upper 25%
L:L = sum of scores for lower 25%
N = 25% of number tested
Score.c, = highest possible score on the

question

Diff. = H + L
2N(ScoremaJ

Example The following score distribution was
obtained for a question on a tenth-grade essay in
literature.

High Group" Low Group

Item Score(s) f fs f fs

5 8 40 3 15
4 5 20 7 28
3 6 18 8 24
2 4 8 6 12
1 7 7 2 2
0 0 0 4 0

30 93 30 81

. 93-81 12
DISC. = 30(5) = 150 = .08

93 + 81
60(5) = .58

*f = frequency (number) obtaining the score.

Item Analysi:s for Criterion-Referenced
Tests

In criterion-referenced tests; especially mastery
tests, the concepts of difficulty and discrimination
are antithetical to the philosophy underlying the
mastery concept-that all, or nearly all, students
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Alexi + + +
Garrett + + +
Jennifer + + + +
Maxwell + + + +
Nathan + +

From this matrix, the following conclusions
could be drawn:

Item 1. This is what would be expected in an
"ideal" CRT. No one answered the item

have similarly, inasmuch as they are supposed to
measure a well-defined domain. How, then, does
one go about selecting appropriate items for a
CRT? Popham (1972) proposed using an index of
homogeneity based upon a chi-square technique,
but this requires the administration of a pre- and
posttest-a procedure that is neither economically
efficient nor possible in many cases. Pettie and
Oosterhof (1976) proposed an adaptation of Pop­
ham's method to compute item difficulty that did
not require an index of variability and only re­
quired a single test administration. Further re­
search is needed, however, before the validity of
this procedure can be established. Hambleton et al.
(1978) recommended making a logical (content
analysis) as well as an empirical (difficulty and dis­
crimination indices) review of items used in
CRTs. Haladyna and Roid (1981, p. 40) recom­
mended using item sensitivity ("the tendency for
an item to vary in difficulty as a function of in­
struction") as another criterion in selecting CRT
items. They reviewed numerous item-sensitivity
indices and concluded that the most useful one for
constructing item domains was the one that con­
sidered the difference between pretest and post­
test item difficulty.

Following is an example of the behavior of four
items before (B, pretest) and after (A, posttest) in­
struction:

B = Pretest; A = Posttest,
+ means item correctly answered.
- means item incorrectly answered.

A

4

BA

3

BA

2

BAB

should pass the item. Therefore, should we be
concerned with identifying the nondiscriminating
items when ideally there should be no discrimi­
nating items? Yes! We still should be concerned
with identifying those items that may be in need
of revision.

There are those who contend that the conven­
tional item-analysis procedure for NRTs is inap­
propriate for CRTs because in CRTs there need
not be any variability and conventional techniques
depend on variability. There are some (Harris &
Subkoviak, 1986; Harwell, 1983; Lord, 1980)
who believe that item-response theory can be used
to determine the discrimination index for CRTs.
There are some, such as Popham and Husek
(1969), who contend that for criterion-referenced
tests, less attention should be paid to discrimina­
tion and difficulty. There are some who say that
conventional procedures can be used because pre­
and posttest scores can be used to obtain variabil­
ity and hence enable one to compute reliability.
And, there are some, such as Harris and Stewart
(1971, p. 3), who contend that "item difficulty
techniques cannot be properly used in construct­
ing tests to assess skill in mastery when the pop­
ulation of performance (content) is specifically de­
fined." Cox and Vargas (1966) concluded that
selection based on the difference in percentages
passing the item on the pre- and posttest yielded
good items. Hopkins and Antes (1978) selected
CRT items using the difference between the pro­
portion of persons answering each item correctly
who (1) met the criterion and (2) did not meet the
criterion. Brennan and Stolurow (1971) presented
a variety of decision rules that can be applied to
either pretest data only, posttest data only, or pre­
and posttest data.

We feel that more research is needed before
any conclusive answer can be obtained with regard
to the usefulness of conventional item-analysis
procedures for criterion-referenced tests. It may
well be that conventional item analysis is appro­
priate but that we will have to interpret the data in
a slightly different manner.

Even if we dispense with the traditional item
analysis for CRTs, we must still be concerned
with ascertaining whether the items in a CRT be-
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correctly before instruction; everybody
after. This suggests that the instruction
was effective.

Item 2. We would not want these results in a
CRT. No pupil answered the item cor­
rectly either before or after instruction.
This may be indicative of a poor item,
poor teaching, or both; or it may simply
indicate a very hard item.

Item 3. We would not want these results in any
test-be it CRT or NRT. Why should
pupils who answered correctly before in­
struction answer incorrectly after in­
struction? Were these five students lucky
in their guessing? Maybe, but it would be
highly unlikely for all of them to guess
correctly. Was it due to a very poor
item? Maybe, but if it was a very
poor item to begin with, why wasn't it
still a very poor item later on? Was
it due to poor instruction? Quite
likely.

Item 4. This is how we would expect good test
items to behave. We would expect some
pupils to know the correct answer before
instruction but a larger number to answer
the item correctly after "effective" in­
struction.

To compute the sensitivity index (S) Haladyna
and Roid (1981) proposed the following formula
to obtain a measure of sensitivity to instructional
effects (S)

where R A = number of pupils who got the item
right after instruction

R il = number of pupils who answered the
item correctly before instruction

T = total number of pupils who at­
tempted the item both times

Using this approach, S ranges from 0.00 to
1.00, where the higher the positive value, the

more sensinve the item to instruction and vice
versa. Naturally, for a CRT one would want high
positive values.

Item 1, for example, has

5 - 0
S =-- = l.00

5

Item 2, for example, has

0-0s =-- = 0.00
5

It is readily obvious that S resembles D (index of
discrimination), insofar as the range of values
(-l.00 to + l.00) is concerned. However, other
than that, there is no similarity, and caution must
be exercised not to confuse the two indices. S
indicates the degree to which an item reflects
the intended effects of instruction. D, however,
pertains to how well an item discriminates
between high and low achievers. S requires two
test administrations; D requires only one
administration.

We believe that, regardless of whether a test is
criterion- or norm-referenced, we should not au­
tomatically discard a negatively discriminating
item if it reflects an important attribute of the cri­
terion. Rather, the item should be looked at care­
fully. In criterion-referenced tests as well as in
norm-referenced tests, a negative discriminator
may be due to a faulty item, ineffective instruction,
inefficient learning on the part of the pupil, or
chance.

• SUMMARY
The principal ideas, conclusions, and recommen­
dations presented in this chapter are summarized
in the following statements:

1. All test items should be prepared early
enough to have a thorough critical review and
editing, preferably by another teacher.

2. Test items should be grouped according to
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item format and ordered according to diffi­
culty within each format.

3. All test directions must be simple, clear, and
concise. If diagrams or illustrative materials
are used, they should be of good quality and
be accurate.

4. Students should be told how the test will be
scored.

5. Test directions should be written out. They
may also be given orally, but they should be
available for student reference when needed.

6. Every student should have his own copy of
the test.

7. Any general questions that students have
should be clarified before the test begins. Nat­
urally, if a student reports a misprint, all stu­
dents should be informed.

8. Teachers should proctor the test diligently
and conscientiously. Otherwise, cheating may
occur, and the results will be invalid.

9. Pupils should be taught how to take tests, es­
pecially essay tests.

10. Students should be encouraged to answer
every test item.

11. Pupils should be encouraged to review the
test and change answers.

12. Responses may be made either directly on the
test or on a separate answer sheet. Separate
answer sheets should not be used for children
below third grade unless special instructions
and practice have been given.

13. Teachers should attempt to provide optimal
physical conditions. Also, they should con­
sider the pupils' psychological reactions to
test taking.

14. Each item in an objective test should be given
equal weight. Differential weighting should
be avoided. (Essay tests, however, are a dif­
ferent matter.)

15. For some tests and for some purposes, stu­
dents should receive partial credit for partial
information.

16. Test results should be discussed with the class
as a whole and/or with individual pupils.

17. Pupils should be motivated to do their best on
tests.

18. Teachers should use basic item-analysis pro­
cedures to check the quality of their tests.
The results of item analysis should be inter­
preted with caution.

19. Some measurement people feel that conven­
tional item-analysis procedures are not appli­
cable to criterion-referenced tests. More re­
search is needed in this area.

• POINTS TO PONDER

1. There are some who say that tests should be
organized so that they begin with the easy
items and progress in difficulty. And there
are some who contend that a test should
begin with simple recall items and end
with essay items or interpretive exercises.
Do you think it matters how the test is
organized?

2. What are the advantages of grouping items by
type? What are the disadvantages?

3. Assume that your test instructions suggested
that students should change their answers
when they review their test answers. Assume
further that three or four students in your
class claim that as a result of changing their
answers, they obtained a lower score. What
should you say to these students to defend
your position?

4. How important is it to pay attention to the
physical arrangement and reproduction of the
test? Would a poorly organized, sloppy
test result in less valid and reliable measure­
ment?

5. Assume that you prepared a scoring key and
recognized that there were two answers that
were acceptable. You could either give credit
for each of the two answers or you could
omit the two items. What might be the
consequence of each of the two decisions
made?

6. How might you use item-analysis data to im­
prove your test?

7. Is there such a thing as "too hard/easy" a test?
When would it be legitimate to have a very
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difficult/easy test and when would it be im­
proper?

8. What factors should be considered when
evaluating a test item for difficulty and dis­
crimination?

9. Is there a difference in computing item-anal-

ysis data for criterion-referenced tests and for
norm-referenced tests? How?

10. Does item-analysis data have any value for
students? How?

11. Why is it valuable to discuss the test answers
with students?



Chapter 9

Other Teacher-Made
Evaluation Procedures

• Performance Assessment: Evaluating Procedures and Products

• Observational Tools and Techniques

• Types of Observational Tools
• Evaluating Personal-Social Adjustments Sociometrically

• Measurement in the Affective Domain

• Measuring Attitudes

The primary way that teachers obtain data con­
cerning their pupils' achievements and attainments
is by their daily contacts with students. Teacher
observations of daily behavior and the tests they
give constitute the major impact upon teacher
evaluations of student achievement (Stiggins &
Bridgeford, 1985; Herman & Dorr-Bremme,
1983; Salmon-Cox, 1981; Kellaghan et al., 1982;
Airasian, 1979b). In fact, research has shown that
observing overt classroom behavior (at least for
second-graders) is not only useful in predicting
school progress at the end of the school year but
also leads to a better understanding of the child's
progress (McKinney et al., 1975).

Part of effective teaching is knowing what kind
of assessment will give teachers meaningful data as
well as knowing how to go about getting the in­
formation. In Chapters 5 through 8 we considered
evaluating student behavior through teacher-made

cognitive tests. However, there are certain ele­
ments of practical work that cannot be tested by
the conventional paper-and-pencil test but can be
measured only with observational tools and tech­
niques. For example, how can you assess whether
a student can operate a lathe, type a letter, weld
and bead, and so on with the conventional pencil­
and-paper test? You can't! In addition, education
is, or at least should be, concerned with more than
cognitive objectives or work samples of products.
We concur with Klausmeier and Goodwin (1975,
p. 382), who wrote "attitudes and values are
among the most vital outcomes learned in schools
for they are important in determining how indi­
viduals react to situations, and also what they seek
in life." Our schools should be concerned with
producing independent, competent thinkers who
possess both cognitive and affective skills (Bloom,
1978). Our future society depends as much on the

173
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affective behavior of its citizenry as it does on its
intellectual prowess.

We, as educators, must therefore recognize
that pencil-and-paper achievement tests are only
oneof the methods ofevaluation available to teach­
ers. Tests must be supplemented with other pro­
cedures if we are desirous of measuring or de­
scribing the multifacets of human behavior. Tests
periodically measure certain outcomes of instruc­
tion (primarily those in the cognitive domain)
under contrived conditions. A little over 20 years
ago, Stake and Denny (1969, p. 380) said,
"needed, but not available, are reliable classroom
observation techniques and instruments ... the af­
fective component of instruction is almost ne­
glected in the current instructional-assessment
schedules." These noncognitive instructional ob­
jectives should be measured continuously in more
natural settings. Direct observation of perfor­
mance is the appropriate technique in a variety of
learning situations from kindergarten to college,
where the instructional objective is "to do ...."
In the past decade, and particularly within the past
five years, researchers like Stiggins (1984, 1988),
and his colleagues (Stiggins & Bridgeford, 1985;
Stiggins et aI., 1988; Stiggins & Conklin, 1988)
have made tremendous advances in noncognitive
assessment techniques. However, the affective
component in assessment is still lagging.

This chapter covers methods of measurement
other than paper-and-pencil testing. Many of
these methods depend upon the observation of pu­
pils' behavior. In general, the methods to be dis­
cussed here are less adaptable than achievement
tests to the criteria of measurement procedures
discussed in previous chapters. However, as ob­
servation becomes more systematized and less like
everyday perception, such evaluation can and has
become quite accurate. The topics to be discussed
in this chapter are (1) evaluating procedures and
products, (2) observational tools and techniques,
(3) advantages of observation, (4) participation
charts, (5) checklists, (6) rating scales, (7) anec­
dotal records, (8) evaluating personal-social ad­
justment by sociometric methods, (9) measure­
ment in the affective domain, and (10) attitude
scales. These topics are related both to methods of

observing and methods of recording behavior. In
many of the procedures the student does not re­
cord any response and/or is unaware that data are
being collected, and even when the student does
record a response, there is no "right" or "wrong"
answer. For these reasons, the procedures are
sometimes referred to as nontest procedures. Nev­
ertheless, these nontest procedures must still en­
able us to quantify our observations so that they
are valid, reliable, and free from bias.

After studying this chapter, you should be able
to:

1. Know the functions and value of performance
assessment.

2. Recognize the difference between procedures
and products.

3. Discuss the two major concerns in evaluating
products and processes.

4. Know how to evaluate procedures and prod­
ucts.

5. Know the ~;teps in developing a performance
test.

6. Understand the advantages and major limita­
tions of observations.

7. Follow the suggestions offered for improving
observations.

8. Differentiate between an observational tool
and an observational technique.

9. List, define, and discuss the uses of six non­
testing methods of evaluation: participation
charts, checklists, rating scales, anecdotal rec­
ords, sociometric methods, and attitude
scales.

10. Develop and use effectively participation
charts and checklists.

11. Discuss the five major types of rating scales.
12. List the major sources oferror in rating scales

and understand their effects.
13. Follow the suggestions offered for improving

rating scales.
14. Follow the suggestions for improving raters.
15. Follow the suggestions for improving ratings.
16. Understand the advantages and limitations of

anecdotal records.
17. Follow points offered for effectively con­

structing and using anecdotal records.
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18. Understand the myriad of issues related to,
and the need for resolving, the storage of an­
ecdotal record data controversy.

19. Discuss the different sociometric devices
used to evaluate personal-social adjustment.

20. Use sociometric data.
21. List six limitations of sociometric data.
22. Follow the guidelines provided and be able to

construct a good attitude scale.
23. Know the three major approaches for con­

structing attitude scales.
24. Know how to construct a Likert scale.
25. Know how teachers can use information

about students' attitudes.

PERFORMANCE ASSESSMENT:
EVALUATING PROCEDURES AND
PRODUCTS

The primary function of education is to effect
some change on the part of the learner. This
change may be in the cognitive, affective, or psy­
chomotor domain. Up to this point in this unit, we
focused our attention on the measurement of be­
havioral changes in the cognitive domain with
conventional teacher-made pencil-and-paper
achievement tests. There are, however, many
times when we want to evaluate not only what a
person knows but what a person can or will do.
Weare interested in performance because, so
often, what a person knows is not a good predic­
tor ofwhat a person can or will do. And measuring
what a person can or will do requires both an in­
strument (performance test) and a procedure.

The past decade, however, has shown increased
attention being paid to alternative modes of as­
sessment to supplement conventional objective
measures. One such alternative mode is perfor­
mance assessment. "Performance assessment is a
'systematic' attempt to observe and rate a person's
ability to use skills and knowledge to achieve
specified goals ... described in terms of four
major attributes: assessment context, stimulus
conditions or the test exercise, response mode,
and scoring procedures" (Stiggins & Anderson,
1981, p. 1).

Performance assessment can play a valuable
role in classroom testing. It can provide data that
can be of invaluable assistance in the diagnosis of
pupil strength and weaknesses, for course place­
ment, reporting student progress to parents, and
guidance. Also, it can provide data for educational
program evaluation. (See Wolf, 1989; Hiebert &
Calfee, 1989; Calfee et al., 1988.)

Performance tests are techniques that try to es­
tablish what a person can do (the examinee makes
some type of motor or manual response, e.g., ad­
justing a microscope) as distinct from what he
knows (e.g., Who was the fifth U.S. Presidents)'.
Performance testing is not new. If we go back to
the time of the Greeks, we read about athletic
contests such as the marathon and other endurance
sports. If we look in the Bible, we see evidence of
different types of performance and performance
testing. Musical, artistic, and literary accomplish­
ments have been measured and rated for many
years. Although the procedures used in the past
might have lacked refinement and psychometric
elegance, they nevertheless were examples of per­
formance testing. Why then, the surge in interest
in performance assessments! Why is California
using a writing assessment and studying portfolio
assessments in their state assessment program?
Why is Connecticut using real world performance
tasks? Why are some states engaged in student as­
sessment paying attention to performance assess­
ment, which includes direct observations of be­
havior, logs and journals, videotapes of student
performance, and the like? We agree with Stig­
gins and Anderson (1981) that there are several
reasons:

1. Test validity is maximized by sampling behav­
ior using real life exercises to elicit real behav­
IOr.

2. Sampling a variety of behaviors permits more

I We recognize that achievement can be measured using either
written or performance modes.
2See Costa (I989) for a brief but thought-provoking and in­
sightful view of why we need to reassess assessment. Also see
Lewis and Lindaman (I 989) for one school district's approach
to evaluating student writing.
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appropriate generalizations of student devel­
opment. Conventional tests generally sample
only one type of behavior.

3. Observing and rating the performance ofhand­
icapped and learning disabled students (many
of whom can't be tested with conventional
tests) offers a viable assessment alternative.

4. Potential bias toward minority students may be
reduced if the performance test is carefully de­
veloped.

Stiggins and Anderson (1981) offered various
design alternatives, pointing out the advantages
and limitations of each as well as considering is­
sues of validity, reliability, and cost.

Performance tests generally fall into one of
three categories: (1) Tests under simulated condi­
tion. The training of pilots in a Link trainer would
be an example of such a test. A limitation of this
method is that the behavior in a simulated situation
might be markedly different than in the real situ­
ation, thereby resulting in a less valid assessment
of the examinee's performance. (2) Work sample
tests. This is the most valid type. It is realistic be­
cause the examinee actually produces or performs
something. For example, stenographers would be
required to take shorthand and transcribe their
notes; a music student would be required to per­
form and would be judged. (3) Recognition tests.
As the name implies, the test measures whether
the examinee can recognize the essential charac­
teristics of a product or performance or can iden­
tify certain botanical specimens. Although these
tests are easy to prepare, they do not directly mea­
sure an examinee's skill, procedure, or technique.
Work samples are major procedures, but we may
also be interested in those tasks involved in gen­
erating (making or producing or creating) the
product so that we will be able to diagnose weak­
nesses in either the instructional system, the learn­
ing process, or both.

Procedure refers to the steps followed in doing
some task and generally is described by verbs such
as drawing, adjusting, taking, and making. In typ­
ing, procedure refers to one's posture, finger
placement on the keys, looking at the material to

be typed rather than at the keyboard, strike, and
so forth. The product refers to the end result and
generally involves nouns such as cake, letter, poem,
story, picture, and dress. In typing, the product
would be the typed letter. In language arts, it could
be the theme written, the speech delivered, or the
poem read aloud to the class. In many instances, it
is very difficult to separate the procedure from the
product. For example, in basketball, is dribbling a
procedure or a product? Is singing a procedure
(process) or a product? There is no definite an­
swer. Many times it depends upon whether the in­
structional objective involves the performance of a
set of tasks (typically in a prescribed order such as
adjusting a microscope) or making something,
such as a cake or a dress. The pupils' ability to do
or make something is an important instructional
objective, especially in such courses as home ec­
onomics, industrial arts, the physical and biologi­
cal sciences, and public speaking. The student in
chemistry and physics should be able to work with
laboratory equipment, just as the student in wood­
working must work with a hammer and saw. The
student taking a laboratory course in the biological
sciences should be facile in operating a micro­
scope, just as he should be able to list the steps to
be followed in preparing a tissue specimen.

Products and processes are not relegated solely
to the nonacademic areas, although they are gen­
erally of more concern to technical and vocational
teachers. Yet most of our commercially prepared
achievement tests and the majority of teacher­
made achievement tests pay little attention to
products and processes. Why? Primarily for two
reasons: (1) Measuring pupil performance tends to
be more subjective than measuring pupil achieve­
ment; and (2) because of the complexity of mea­
suring one's performance, such tests tend to be
more difficult to administer, score, and interpret
(Ahmann & Glock, 1981). This, however, should
not deter us from measuring performance and
product, since they are important instructional ob­
jectives. As you read this chapter, it will be evi­
dent that there have been successful attempts to
develop valid and reliable measures of perfor­
mance skills. (Stiggins, 1984, provides detailed in-
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formation for developing formal and informal ob­
servations.)

Although procedures and products are interre­
lated (a particular procedure must be followed to
bake a cake, weld a bead, antique a piece of fur­
niture), they are generally separate entities that
can be observed, measured, and evaluated inde­
pendently. As Gronlund (1985, P: 393) pointed
out: "In some areas ... it might be more desirable
to rate procedures during the early phases of learn­
ing, and products later, after the basic skills have
been mastered."

Highland (1955), on the other hand, offers the
following guidelines for deciding on whether to
evaluate the process or the product. He believes
that process evaluation is warranted when (1) per­
formance requires sequential steps, (2) deviations
from accepted procedures can be detected accu­
rately, and (3) no product results from the perfor­
mance. Product evaluation is in order when (1) a
product results from the performance (e.g., a cake
or a dress) and (2) there are many ways to produce
the product.

The importance of process evaluation can be il­
lustrated by using typing as an example. A student
who has "played around" on the typewriter prior
to his first formal typing course may, by the end
of the second study week, outperform all his peers
in terms of a product-typing a letter faster and
more accurately. However, he may be using such
an inefficient process (e.g., hunt and peck) that his
chances of any further product improvement are
severely limited. Music, art, home economics,
physical education, shop, and science all require
correct processes in order for the products to
achieve real excellence.

Process evaluation is also very important in the
affective domain. Observation of a student while
he is performing a particular task can provide use­
ful information concerning his attitudes toward
the task. Observational techniques are particularly
valuable in assessing processes.

All evaluation-be it of knowledge, proce­
dures, or products-requires that some criterion
of correctness be established a priori by the eval­
uator. For procedural evaluation, we are generally

concerned with both efficiency and accuracy. For
example, to ascertain whether her students are
able to operate a microscope, Ms. Pathology
would first have to delineate the steps involved
and then observe each and every student to see
how well these steps were followed. For accuracy,
she might use as a criterion the precision with
which the slide is focused. (This could be a sole
criterion or one of many.) However, there are
some skills, because of their complexity, that pre­
clude the establishment of a set of rigid procedural
steps that must be followed in a prescribed order.
In such instances, the teacher must establish her
own criteria and then subjectively compare the
pupil's performance against them. This, in a sense,
is what a music, book, or drama critic does in
writing a review.

The evaluation of both products and processes
can be either subjective or objective, or a combina­
tion of the two (Stiggins et al., 1988). It depends
upon what is being evaluated. For example, in art,
Ms. Easel is exercising a certain degree of subjec­
tivity when she says that the shading is too weak.
On the other hand, she is being objective when
she says that the lines are crooked. Whenever a
product or process can be broken down into sep­
arate, specific categories, it generally lends itself
to more objective measurement. This is so because
a global interpretation of the value or goodness of
a product may vary from time to time, depending
upon the mood of the evaluator.

Teachers developing and using performance
tests in the classroom must adhere to the same psy­
chometric standards demanded of other tests. De­
spite the fact that it may be, and often is, more
difficult to satisfy these standards with observa­
tions and performance tests, the sine qua non of
observational tools and techniques are objectivity,
reliability, and relevance.

Concerns in Evaluating Procedures and
Products

The two major concerns encountered in evaluat­
ing procedures and products are obtaining data
that are reliable and valid. In order to have valid
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measurement, the teacher must know specifically
what qualities of the product or process are to be
evaluated. Teachers are too often prone to rate a
speech, debate, or some product on just general
impressions. In other words, it is an evaluation
predicated upon affect. Such visceral or "gut level"
decisions are not appropriate when valid and reli­
able measurement is desired. Why? The teacher's
feelings toward a student at a particular moment
in time may markedly influence her evaluation of
the procedure or product. If she likes the student,
she may be overly generous; if she does not like
the student, she may be overly severe in her rating.
This not only affects the quality of measurement,
but also has a marked influence on the student's
motivation to learn. The best way to overcome
this is to make a listing of all significant qualities
of the product before evaluating the product or
process, and then to follow this listing religiously.
(This is analogous to the test blueprint stage in
cognitive tests.)

In any free-response exercise-art, music,
writing-the essential ingredient needed to obtain
valid measurement is to develop a thorough scor­
ing system and to use it with well-trained scorers.
Knight (n.d.) feels that with simple scoring dimen­
sions defined with a minimum of esoteric lan­
guage, persons without specific training in art can
make relatively complex judgments about art
works.

Developing a Performance Test

The steps involved in developing a performance
test' are as follows:

1. Conduct a job (task) analysis to determine
what abilities are to be tested. One of the best ways
of determining the essential characteristics of a
job or task is to have the examiner learn the job

J A good annotated bibliography on performance testing is An­
notated Bibliography on Applied Performance Testing published
by the Center for the Advancement of Performance Testing.
See also Stiggins (1984).

and actually go through the training stage. This
would give the test constructor a better picture of
what is actually involved than would be obtained
only by observi ng the workers.

2. Select the significant tasks, skills, and abilities
involved in thejob. On the basis of the job analysis,
certain operations or skills should have been iden­
tified. Wherever possible, a wide variety of tasks
should be used to represent those skills. Then,
after deciding what abilities are to be tested, one
must determine whether the performance of the
task, per se, or the product of the performance, or
a combination of the two are to be tested.

3. Develop an observation/rating form. This
form should contain the types of observations to
be made and the manner in which they are to be
recorded. For example, is quality of a product im­
portant? Is speed in performance important?
Whatever skills or abilities are deemed important
should, where feasible, be evaluated.

4. Develop some type of task-sampling plan. We
recognize that no single test can contain every­
thing one wishes to measure. This is true for any
test. Hence, for a performance test, the test con­
structor, on the basis of the job analysis, should
select the most significant aspects of the task.

S. Develop an administration format. Prepare
the instructions, time limits, materials-if any are
needed-scoring instructions, and so on.

6. Try out tbe test items beforedevelopinga final
form.

7. Decide upon the weight to be assigned to each
criterion after specifying the evaluative criteria to be
used (the teacher must be satisfied that the criteria
are related to the instructional objectives). The
weight assigned to each step or characteristic
should reflect the instructional emphasis placed on
each criterion. For example, the presentation of
any report generally involves three major factors:
(1) content; (2) organization; and (3) presentation.
Each of these can be further subdivided into
smaller units. For example, presentation can be
subdivided into five units:
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1. Stereotyped diction
2. Clear, concise diction
3. Diction at the appropriate level
4. Too soft-spoken
5. Emphasis on significant points

The teacher may think that content is the most im­
portant part and assign one-half of the total score
to that feature. She may think that organization
and presentation are equally important and assign
one-fourth of the grade to each of these. Each
component and each subcomponent are then as­
signed some numerical value that has been prede­
termined by the teacher.

Evaluating a process or product can range from
the very subjective to the highly objective. Wher­
e.ver. possible, the objective (and preferably quan­
titative) approach should be used. There are times,
when on the surface at least, it appears that sub­
jective ratings are the only ones possible to make,
but steps can sometimes be taken to increase their
objectivity. These steps will be discussed in a later
section.

OBSERVATIONAL TOOLS AND
TECHNiqUES

Systematically observing students in natural or
simulated settings (the former is preferable) is a
very useful technique for gathering data about stu­
dents' performance and about their affective be­
havior. Systematic, direct observation is perhaps
the most common assessment technique that
teachers use, despite the methodological problems
associated with observational tools and tech­
niques. For example, what pupils should be stud­
ied? .All the pupils? Those who are continually
causIng problems? When should pupils be ob­
served? Who should make the observations?
What inferences can one draw from a limited
sample of behavior? These are just some of the
problems that must be faced by the user of the ob­
servational method.

Classroom teachers continually observe their
~tudents. The observations, however, are typically
Informal and unsystematic, and carried on without

benefit of specific planned procedures.' Since so
much of what teachers "know" about and do for
children is based on their observations it is im-,
portant that these observations be as accurate re­
liable, systematic, selective, and carefully reco;ded
as possible.' Scientists are rigorously trained in
observation. They are taught the value derived
from accurate observations and are willing to have
their observations (actually recordings or findings)
checked by other scientists. Teachers should be
taught to appreciate the value of systematic obser­
vations and should receive training similar to that
given scientists (Noll et aI., 1979).

In those situations in education where no tan­
gible product is produced, such as participating in
class discussion, but where an important instruc­
tional objective needs to be evaluated, teachers
must ~epend on their observation of the pupils'
behavior and then make valid inferences as to

whether the goal or instructional objective was
achieved. Because the evaluation of a pupil'S per­
formance may, depending upon the nature of the
task, involve a great deal of subjectivity and im­
mediate judgment of its worth, obtaining valid and
reliable evaluation is extremely difficult. There are
so many instances where these types of judgments
mu~t be made and where formal pencil-and-paper
testing procedures are not appropriate that it be­
hooves us to consider the use of observational
tools and techniques and to look at some ways of
making them as valid and reliable as humanly pos­
sible-recognizing that we will not achieve the
same degree of success as we would in measuring
cognitive skills. 6

41t should be noted that there are numerous classroom obser­
vation schedules available for research. (See Borich & Malitz
1975, for their discussion of the validity of these measures.)
Brophy et al. (1975) feel that classroom observation scales are
a convenient and reliable way to obtain descriptive measures of
classroom processes.
sSee McGaw et al. (1972) and Medley and Mitzel (1963) for
discussions of sources of error in making observations.
·See Herbert and Attridge (1975) for an excellent review and
synthesis of the literature. They identified 33 criteria that ob­
servational systems should satisfy.
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The terms observation tools and techniques are
not synonymous, although they are used inter­
changeably by many persons. An observational
technique generally implies the use of a particular
observational tool such as a checklist, rating scale,
participation chart, or anecdotal record. The pro­
cess of observing and recording an individual's be­
havior is what is meant by the term observational
technique. The observational technique has certain
limitations associated with it. Because it requires
the observation of some form of behavior, it may
be subject to the idiosyncracies of the observer.
The observer should be completely objective and
come as close as possible to being a mechanical re­
cording device-recording the actual behavior
(e.g., Maxwell laughed when Alexi told a joke)
without attempting to synthesize or interpret the
behavior.

Advantages of Observations

There are several advantages ofobservational data:

1. Frequent observation of a student's work (and
work habits) can provide a continuous check
on his progress. The teacher can detect errors
or problems as they arise and take corrective
action quickly.

2. Observational techniques are not so time-con­
suming or threatening for the pupil as are
achievement tests.

3. Observational data provide teachers with valu­
able supplemental information, much of which
could not be obtained in any other way.

Some Suggestions to Help Make Valid
Observations

If you have ever been in a courtroom and heard
two witnesses describe an accident they saw, you
no doubt are aware of the unreliability of obser­
vations. It has been said that people engage in se­
lective perception, that is, they see what they want
to see and disregard other, sometimes more rele­
vant behaviors. Generally, observers fail to agree

on what has been observed for a variety of rea­
sons-the most significant one being that they
have not been trained to observe objectively.

It is not easy to learn to see objectively and in
depth, to record one's observations, and finally to

organize and interpret them. In spite of the diffi­
culty in obtaining accurate and significant data
from observations, teachers continually do ob­
serve and make decisions based on these observa­
tions. Therefore, it is essential that the observa­
tions made (which involve both the tools and the
techniques) attempt to satisfy the same criteria ex­
pected of a written, cognitive test-validity, reli­
ability, objectivity, and practicality of construc­
tion, administration, and scoring. Specifying what
behavior(s) to observe and specifying a time
schedule for such observation will improve the
data considerably. Also, training the observer with
the necessary skills needed to make systematic and
objective observations cannot be overemphasized.
To help make observations more valid, we offer
the following suggestions:"

1. Plan in advance what is to be observed and
prepare an observational list, guide, or form to make
the observation objective and systematic. One of the
major difficulties in obtaining useful data from ob­
servations is to determine or specify in advance a
meaningful and productive set of behaviors to be
observed. This determination, like deciding what
content to put in an achievement test, must be de­
pendent upon the objectives one wishes to evalu­
ate and the decisions one hopes the data will help
determine. However, it is often somewhat more
difficult to specify what observed behaviors are
relevant than it is to specify what questions should
be asked on a test or what characteristics should
be judged on a rating scale. Just watching children
every day without any systematic plan will be like
looking for a needle in a haystack without know­
ing what a needle looks like.

7For a thorough discussion of observational tools and tech­
niques, see Tuckrn.m (I979) and Irwin and Bushnell (I980).
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What we observe and the significance of the
observed behavior are two different aspects. For
the former, we must delineate our course objec­
tives and ask ourselves two basic questions: (1)
What is the purpose of the observation? (2) What
behaviors should be observed? One way to avoid
determining what to observe is not to specify in
advance what categories of behavior to observe.
This, however, takes us back to an unsystematic
procedure and could lead to a teacher saying
something like: "The students were using class
time for independent study, so there was no be­
havior for me to observe!" Of course, the students
were behaving. It is just that the teacher had no
idea what to look for. Behaviors that could be ob­
served (but which weren't) would be such things
as chewing fingernails, looking out the window,
talking out of place, doodling, and pushing a fel­
low student.

What the behavior signifies is also important
and is related to what we observe. This may be
easy enough to determine in a psychomotor skill
area (the significance of a person watching the
typewriter keys or looking at the basketball while
dribbling is obvious enough), but the significance
of isolated bits of behavior in the affective domain
is more difficult to determine.

Even though observational tools are not tests in
the conventional sense, they are still used to attain
the same overall objectives-(1) to tell us how peo­
ple behave (analogous to criterion-referenced be­
havior) or whether people differ (analogous to

norm-referenced behavior); (2) to permit us to
make valid predictions about future behavior; and
(3) to provide the user with information that will
permit her to undertake appropriate action to cor­
rect or modify undesirable behavior. Therefore, it
is essential that we know in advance what will be
observed and why we are observing this or that
behavior.

We also recommend that all observation forms
contain the following information:

1. Name of pupil(s) being observed (if confiden­
tiality is being preserved, some type of code
should be used)

2. Name of observer(s)
3. Date, time, and situation relevant to the obser­

vation
4. Name of teacher, classroom, and school

2. The teacher should concentrate on only one or
two behaviors. With a class of 30 students it is im­
possible to observe all the different kinds of be­
havior occurring at a given time. More reliable
data will be forthcoming if the teacher observes or
concentrates on just one or two behaviors at a
time. For example, in a football game the teacher
may limit her observations to just perseverance
and sportsmanship, although she may also be in­
terested in cooperation and aggressiveness. She
cannot concentrate on all four traits at anyone
time. For those who contend that she may miss
something significant by concentrating on only
one or two behavioral incidents, we maintain that
if a behavior pattern is typical, it will recur. If it
does not, we can assume that it is insignificant.
Naturally, the teacher should be on the alert for
unanticipated incidents that may be important in
obtaining a better understanding of the pupil.
Generally, however, we favor the concentration
on just one or two aspects at a time.

3. Use clear, unambiguous terminology in the ob­
servational toolts). Unless the terminology used is
clearly defined and accompanied by a description
of the type of behavior attendant to or associated
with that behavior, reliable observations will be
difficult to obtain.

4. Each trait (item) should be mutually exclusive.
When this criterion is not met, the observer will
encounter difficulty in classifying and/or appro­
priately coding the observation made.

5. The observer must be cognizant of time-sam­
pling errors. If we observe Alexi at 9:20 A.M., we
cannot necessarily infer from her behavior at that
time how she would behave at other times. To
minimize errors that may occur due to sampling, a
technique called time sampling is often employed.
In time sampling, a teacher develops either sys­
tematically or randomly a schedule for observa-
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tions to ensure that each pupil is observed at many
different times during a day, week, or semester.
Thus, Alexi's observation schedule may call for an
observation at 9:15-9:20 A.M. on Monday; 10:20­
10:25 A.M. on Tuesday; 2:30-2:35 P.M. on
Wednesday, and so forth. Maxwell's observational
schedule would be on a different but comparable
schedule.

We recommend that there be frequent, short
observations distributed over a period of several
weeks and at different times of the day. This
should provide for a more representative sample
of the pupil's behavior.

The accuracy of teacher reports, although not
too valid in and of themselves, may be improved
by increasing the number of observations (Hook
& Rosenshine, 1979). Somewhat related to this
are Rowley's (1978) data, which showed that the
reliability of observations is increased by increas­
ing either the number or the length of the obser­
vation periods. He also showed that if observation
time is held constant, the reliability is greater for
a larger number of shorter observation periods.

6. Coordinate the observations with your teach­
ing. Systematic observation requires that observa­
tion and teaching be coordinated. When the
teacher is planning her instructional strategy, she
should also plan her observations so that the two
will be related. Otherwise there is great danger
that invalid observations will result.

7. Extensive observations should be selective. We
recommend that extensive observations be con­
fined to only those few selected students (the slow
learner, the hyperactive child, the autistic child,
the "loner") who are in need of special help.

8. Carefully record and summarize the observa­
tion immediately after it has occurred. If this is not
done, one runs the risk of forgetting not only the
incident but, if anecdotal records are used, the
conditions under which it occurred. Ideally, using
tape recorders or videotaping apparatus is desira­
ble. However, be aware that use of such recording
tools might border on the unethical and/or illegal.
If such equipment is used to record observations,

precautions must be taken so that only authorized
personnel can access the tapers).

9. Make no interpretations concerning the behav­
ior until later on. Too often, trying to interpret a
pupil's behavior when a particular behavior is ob­
served will interfere with the objectivity of gath­
ering the observational data.

10. Have categoriesand coding schemes that are
simple to use, that call for behaviors easily observed,
and that deal 'with behaviors that can be conven­
iently recorded. When an observer must infer a
particular behavior from a series of different (and
sometimes unrelated) behaviors, we run the risk of
invalid inferences being drawn. We are well
aware of the fact that any observation requires the
observer to make some type of judgment. What
we imply by this caution is that the degree of ob­
server inference be reduced as much as possible
during the actual observational period. Inferences,
in an ideal setting, should typically occur only
after the data have been gathered and coded."

11. Wbereuer possible, observersand observations
should be unobtrusive. When people know they are
being observed, they tend not to exhibit normal
behavior. Some: children will avoid certain behav­
iors while others will overemphasize them in
order to gain attention.

TYPES OF OBSERVATIONAL TOOLS

Recording observations is not difficult, but it does
require thought and planning. The four most com­
monly used and effective observational tools are
participation charts, checklists, rating scales, and
anecdotal records. All are relatively easy to con­
struct. All can be used to record any type of be-

'Popham (1987) has a somewhat opposite view as it relates to
teacher evaluations, He believes that professionals should be
able to draw inferences "on the spot" (so to speak) using a ge­
stalt approach. We concur with Popham in part, recognizing
that his "gestalt, on-the-spot" inferences may not hold in all
cases.



OTHER TEACHER-MADE EVALUATION PROCEDURES 183

havior, be it cognitive, affective, social, or psycho­
motor.

Participation Charts

How well does Lori participate in a group discus­
sion? Does Machell tend to participate more in
larger groups than in smaller groups? Does Ilene
tend to engage in athletic activities more than in
social activities? Is Allan a leader or a follower? By
means of a participation chart, the teacher can plot
a pupil's behavior throughout the year and then
make some evaluative judgment about it.

It should be noted that the participation chart
per se does not indicate why some pupils do not
participate in group activities and/or why they
participate in one type of activity but not in an­
other. Nor will the data collected by means of a
participation chart help explain why some pupils
use group participation to gain attention from
their peers. Nevertheless, because group partici­
pation is needed to participate effectively in our
society, teachers should be concerned with its
measurement. If it is found that some students are
isolates or "loners," it may be possible for the
teacher to help them. Figure 9.1 is an example of
a participation chart that measures pupil involve­
ment in discussion. The example contains a tally

Objective: Discussion of the importance of the U.N.

of the participation by four students in a group
discussion. In the course of the discussion, the
teacher would check off each point (statement)
made by each pupil. In Figure 9.1 the tally indi­
cates that Lois dominated the discussion in that
she raised or introduced six points. Of these six
points, the teacher judged that two made a signif­
icant contribution to the discussion, three made a
secondary contribution, and one point was irrele­
vant. Each of the other three members of the
group introduced five points to the discussion. But
note that of Peter's five points, two were irrele­
vant.

Whether or not the behavior of any of the stu­
dents in this particular group is good, bad, or in­
different should not be the issue. What is impor­
tant is that if the teacher is interested in learning
the extent of pupil contribution in small discus­
sion groups without relying on her memory, she
must use some type of participation chart to give
her the desired information. And, as we noted ear­
lier, she should use a time-sampling plan to gather
this information. It would also be advantageous to
use event (topic or issue discussed) sampling to
obtain a fuller picture of the individual pupil's be­
havior.

The teacher engaged in evaluating pupil partic­
ipation will be very occupied in her task. This

Group Members

Extent of contribution Lois Peter Dave Jeanette
Significant" II I III III
Secondary III II I I
Doubtful I
Irrelevant I II I

'Significant: introduces new ideas in the discussion;
Secondary: introduces important but minor idea;
Doubtful: insufficient evidence to evaluate contribution-need more information;
Irrelevant: introduces irrelevant ideas and contribution detracts from discussion.

fiGURE 9.1 Measuring Participation in a Small Group.
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leads us to making the following recommenda­
tions for teachers using participation charts:

1. Try to rate participation in small group set­
tings rather than in large class discussions. It is
just too difficult to concentrate when there are
many pupils involved.

2. The teacher should only observe and not par­
take in the discussion. Noting and recording
the behavior of the participants is a full-time
task. By entering into the discussion, the
teacher may overlook something significant.

3. The behavior noted should be recorded im­
mediately after it has happened. Delaying no­
tation until the end of the discussion lends it­
self to bias and selective perception on the part
of the observer.

Checklists

A checklist consists of a listing of steps, activities,
or behaviors that the observer records when the
incident occurs. It is similar in appearance and use
to rating scales (which will be discussed next) and
is classified by some as a type of rating scale. It
should be emphasized that a checklist enables the
observer to note-albeit very quickly and very ef­
fectively-only whether or not a behavior oc­
curred. It does not permit the observer to rate the
quality of, degree to which, or frequency of oc­
currence of a particular behavior. When such in­
formation is desired, the checklist is definitely in­
appropriate, and a rating scale or anecdotal record
is recommended.

Checklists are adaptable to most subject-matter
areas. They are useful in evaluating those learning
activities that involve a product, process, and some
aspects of personal-social adjustment. They are
especially useful at the primary level where obser­
vation, rather than formal testing, is used for eval­
uation. They are most useful, however, for eval­
uating those processes that can be subdivided into
a series of clear, distinct, separate actions, such as
welding a bead, making a mortise joint, or oper­
ating a microscope.

The values to be derived from checklists (ac­
tually, from any observational tool) depend on the
skill and care with which the checklist is con­
structed. When properly prepared, checklists (1)
force the observer to direct her attention to
clearly specified traits or characteristics, (2) allow
interindividual comparisons to be made on
a common set of traits or characteristics,
and (3) provide a simple method to record
observations.

An example of a checklist to measure personal
and social adjustment is presented in Figure 9.2.
The Tyler microscope checklist illustrated in Fig­
ure 9.3 is a good example of a performance check­
list. The student's goal is to find a specimen pres­
ent in a culture. The teacher's goal is to see
whether the student is able to operate a micro­
scope so that the specimen is located. The student
is provided with all the necessary materials, and
the teacher observes his actions, numbering
them in the order of their occurrence. In ad­
dition, you will note that there are sections
devoted to (1) areas that require further train­
ing, (2) the student's behavior, and (3) the
mount.

Some Suggestions to Consider When Using
Checklists

1. Use checklists only when you are interested in
learning whether a particular trait or character­
istic is present or absent.

2. Clearly specify the behaviors to be observed.
3. Observe only one child at a time, and confine

your observations to the points specified on the
checklist.

4. Have a separate checklist for each child. If you
want an overall impression of the class, the in­
dividual observations can be recorded on a
master checklist.

5. The teacher must be trained how to observe,
what to observe, and how to record the ob­
served behavior. The directions given the ob­
server must be very specific and clear. Raters
should be told to omit recording those behav-



Pupil _

Setting _
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School and Grade _

Date _

Observer _

Directions: Listed below are a series of characteristics related to "concern for others."
For the pupil listed above, check those characteristics that are applicable.

___ Sensitive to the needs and problems of others
___ Prefers to play with younger children
___ Respects the views and opinions of his peers
___ Helps other students when they have problems
___ Respects the property of other children
___ Willingly accepts suggestions
___ Works cooperatively with other children
____ Is a "loner"
____ Resents criticism

FIGURE9.2 A Checklist Recording Concern for Others.

j

Sequence
NOTICEABLE CHARACTERISTICS 01

OF STUDENT'S BEHAVIOR Actions

o. Awkward in movements
b. Obviously dexterous in move-

ments

c. Slow ond deliberote
d. Very ropid
e. Fingers tremble
I. Obviously perturbed

g. Obviously angry
h. Does not take work seriously
i . Unable to work without specific

directions
j. Obviously satisfied with his

unsuccessful efforts

Sequence
01

Actions

Sequence
CHARACTERIZATION OF THE

SKILLS IN WHICH STUDENT 01
STUDENT'S MOUNT

NEEDS FURTHER TRAINING Actions o. Poor light

In cleaning objective

~
b. Poor focus

o.
c. Excellent mount

b. In cleaning eyepiece d. Good mount
c. In focusing low power

e. Fair mount
d. In focusing high power I. Poor mount
e. In adjusting mirror

Very poor mount
f. In using diophrogm

g.
h. Nothing in view but a thread

g. In keeping both eyes open
in his eyepiece

h. In protecting slide and ob- i. Something on objective
jective from breaking by / i· Smeared lens
careless focusing k. Unoble to lind object

Sequence
01

Actions
V

FIGURE9.3 Checklist for Evaluating Skill in the Use of the
Microscope. (From Ralph W. Tyler, "A Test of Skill in Using A Microscope,"
Educational Research Bulletin, 9:493-496. Bureau of Educational Research and
Service, Ohio State University. Used by permission.)
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245

A numerical rating scale might be as follows:

that generally, 5- to 7-point scales serve ade­
quately (see p. 189). Typically, a common key is
used throughout, the key providing a verbal de­
scription. For example, a key might be as follows:

r
I = very well 1
5 = very poor

r5
1 = very much1

= very little

I = very active
2 = quite active
3 = average activity
4 = somewhat inactive
5 = very inactive

I = outstanding or
2 = above average
3 = average
4 = below average
5 = unsatisfactory

Activity: Participation in School Activities

I. How active is the student in rI = very active 1
class projects? 5 = very inactive
I 234 5

2. How well does the student
relate to his peers?
I 2 345

3. To what extent does the stu­
dent participate in discus­
sions?

Graphic Ratll1lg Scale The graphic display is
similar to the numerical rating scale in that the
rater is required to assign some value to a specific
trait. This time, however, instead of using prede­
termined scale values, the ratings are made in
graphic form (a position anywhere along a contin­
uum is checked). The rater is not restricted to any
particular point, but can record anywhere between
points. An example of a graphic rating scale is pre­
sented in Figure 9.4. (The example shown is in the
"horizontal" format. One could also use a "verti­
cal" format.)

Graphic rating shares the disadvantages asso­
ciated with numerical rating. For classroom use,
neither of the two scales has any particular advan­
tages over the other, although the numerical scale

Numerical Rating Scales This is one of the
simplest types of scales. The rater simply marks,
circles, or checks a number that indicates the de­
gree to which a characteristic (or trait) is present.
The trait is presented as a statement and values
from 1 to 5 are assigned to each trait being rated.
(The range is arbitrary," but we strongly recom­
mend that it be a maximum of 10, since finer dis­
criminations are too difficult to make.) We believe

iors for which they have insufficient informa­
tion to make a valid judgment.

Rating Scales

Rating scales provide systematic procedures for
obtaining, recording, and reporting the observer's
judgments. Rating scales resemble checklists in
that both can be completed on the spot or after the
fact, but rating scales are used when finer discrim­
inations are needed. Instead of merely indicating
the presence or absence of a characateristic, a rat­
ing scale enables the user to indicate the status or
quality of what is being rated. Both rating scales
and checklists can be used for single observations
or over long periods of time.

The major practical advantage of rating scales
over other observational techniques is that rating
scales take little time for the teacher to complete
and can therefore be used with a large number of
students. In addition, they tend to be very adapt­
able and flexible.

Although there are a variety of rating scales (see
Guilford, 1954, pp. 263-301), we will consider
the following: numerical, graphic, comparative
(sometimes referred to as product scales), and
paired comparisons. Ranking procedures are also
often considered as a type of rating scale and will
be considered here.

9Guilford (1954) recommended an l l-point scale (0 to 10), ar­
guing that even though the extreme positions are rarely used
(raters tend to avoid using extremes), their presence will more
than likely force raters to use the I t09 points. Another reason
why he feels an l I-point scale is better than a 4- or 5-point

scale is because, other things being equal, the "larger" scale will
be more reliable than the "smaller" scale. Gronlund and Linn
(1990) and Cronbach (1990) recommend 5- to 7- and 5-point
scales, respectively. Oosterhof (1990) recommends a 4- to 7­
point scale.



OTHER TEACHER-MADE EVALUATION PROCEDURES 187

Directions: Following is a list of characteristics that are descriptive of your instructor.
Please rate your instructor for each characteristic listed below along the con­
tinuum from 1 to 5. You are encouraged to use points between the scale val­
ues. Mark an "X" at the appropriate place along the continuum.

How enthusiastic was your instructor in presenting the course material?

Very
unenthusiastic

2
unenthusiastic

4
enthusiastic

Very
enthusiastic

5

Adequate

How much material did your instructor attempt to cover?

Too
little

Too
much

2
Little

Generally, how attentive were you in class?

Very
inattentive

2
Inattentive

3 4
Much

4
Attentive

5

Very
attentive

5

FIGURE 9.4 An Example of a Graphic Rating Scale to Rate Instructors.

may be somewhat easier to construct. The impor­
tant point for either is that the numbers or peri­
odic points on the lines must be described suffi­
ciently so that every rater has the same
understanding of their meaning. For example,
"extremely active" may be defined as "always
jumps out of seat" while "extremely inactive" may
be defined as "nearly always sits quietly in seat."

Comparative Rating Scale This type of scale
provides the rater with several standard samples of
different degrees ofquality with which to compare
the sample being rated. The scale is used chiefly
for products and is often called a product scale. An
example of such a scale is presented in Figure 9.5.
The rater compares the pupil's product (in this
case, handwriting) to a carefully selected series of
samples of the product. The pupil's product is
then assigned the scale value of the sample product

it most closely resembles. (As you will recognize,
this procedure is similar to the global procedure in
scoring essays.)

There are very few commercially published
product scales such as the one illustrated in Figure
9.5. This means, therefore, that in the majority of
instances the teacher will have to prepare her own
product scale. The procedure discussed in select­
ing samples for scoring essays by the global
method (see pp. 98-100) is appropriate for devel­
oping such scales.

Ranking In this procedure the rater, rather than
assigning a numerical value to each student with
regard to the characteristic being rated, ranks a
given set of individuals from high to low. (Or one
can rank intraindividual characteristics.) A useful
procedure to help ensure that pupils are validly
ranked is to rank from both extremes toward the
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HANDWRITING SCALE

FIGURE 9.5 Handwriting Scale Used in the California Achievement
Tests. (Copyright © t 957 by McGraw-Hili, Inc. Used by permission of the

publisher, CTB/McGraw-Hill, Del Monte Research Park, Monterey, CA 93940.)
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middle. Here, the subjects ranked first and last are
identified; then the student ranked second best and
the one second from the bottom, and so forth. Al­
though this simplifies the task for the teacher, the
ranking method becomes very cumbersome when
large numbers of students and/or characteristics
are to be ranked. Also, the serial position of the
trains), the characteristicfs), or behavior(s) to be
ranked (i.e., where it appears on the scale) may af­
fect the ranking.

We recommend that the number of traits on
which students are to be ranked be limited to a
maximum of seven. Also, the number of persons
to be ranked should be limited. Trying to rank too
many traits and/or persons will make the task so
cumbersome that the validity and reliability of the
measure will be affected (Wagner & Hoover,
1974).

There can be a marked difference between the
rating and ranking methods. The difference in re­
sults can be shown by the following example. Sup­
pose two different fourth-grade teachers were to
judge their students on their "ability to get along
with others." If a rating procedure were used, one
set of students might come out with much higher
ratings due to a generosity characteristic of one
teacher. If each teacher were forced to rank her
students from high to low, this generosity effect
(or, conversely, a severity effect) could be avoided.
However, another source of error becomes pos­
sible. The student ranked fifth in one class may
actually be superior with respect to the character­
istic to the person ranked fifth in the other class
because the two classes differ. In addition to this
problem, ranking is very hard to do (students at
the extremes may cause no problem; students near
the middle are very hard to rank because they are
so very similar), and teachers resent having to

make such discriminations. Also, if teachers per­
ceive all their students as very superior (or infe­
rior), they would like to have the opportunity to

say so rather than rank them. In general, rating
scales are preferred to ranking for evaluating so­
cial-personal adjustment and development and
when dealing with large numbers of students.
Rankings, when used, are probably most appro-

priate for evaluating students' products. We pre­
fer, however, classifying the product as superior,
average, and inferior, rather than using the rank­
ing method.

Paired Comparisons The paired-comparison
method, although more precise than the ranking
method, is more time-consuming. In this method
each student is paired with every other student,
and the rater indicates which of the two students
is superior on the trait being rated. The rater then
has only to make a tally of the number of times
each pupil is rated superior to make her ranking.
This procedure tends to produce more reliable re­
sults and should be used whenever high reliability
is of concern.

Sources of Error in Rating Scales

There are several common sources of error in rat­
ing scales. Errors may be due to the scale itself
(ambiguity), the personality of the rater, the nature
of the traitfs) being rated, and the opportunity af­
forded the rater for adequate observation. By "am­
biguity" we refer to wording and meaning of the
traits being measured-such that the rater may be
uncertain as to what it is she is really being asked
to rate. Two teachers rating students on "aggres­
siveness" may be making ratings on quite different
characteristics. To one teacher, "aggressiveness"
may be a positive trait, suggesting that the student
is appropriately self-assertive. To the other
teacher, aggressiveness may connote hostility.
This suggests that such terms as "honesty," "ef­
fective citizenship," and "personality" must be
clarified for the rater. Unless all pupils are being
rated based on a common understanding of the at­
tributes, the ratings will be invalid and unreliable.

Ambiguity of the frame of reference is another
problem of rating scales. When criteria such as
"superior," "good," and "inferior" are used, what
do these words really mean? What is "good"? Is
doing the 100-yard dash in 20 seconds "good"? It
depends. For a 60-year-old man it is good. For a
70-year-old with arthritis, it is outstanding. For a
l6-year-old boy it may be poor. Quality must be
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interpreted in terms of the nature of the trait being
rated and the age and ability of the ratee.

As mentioned earlier, the problem of "trait"
ambiguity may be reduced quite extensively by
breaking up the trait to be measured into a series
of specific, observable, and measurable behaviors;
by describing fully what the trait represents; and
by giving examples of the different kinds of
behavior associated with differing levels of the
trait.

Sources of Error in Raters

In addition to the sources of error associated with
the rating scale, there are also constant sources of
error associated with the raters. Some of these are
the halo effict, generosity error, the severity effect,
central tendency error, bias, logicalerror, and the ra­
ter's attitude.

If we were asked, "What are the characteristics
of an ideal rater?", we would respond that she
must be competent, objective, and well trained in
the use of the scale. Personal bias must be con­
trolled if we wish to obtain valid ratings.

The halo effict occurs when the rater's general
impressions of a person influences how she rates
him on individual characteristics. If we like a stu­
dent and think that he is handsome, studious, neat,
punctual, and does his homework, we may be apt
to rank him high on arithmetic skills because of
traits that may be quite unrelated to arithmetic
skills. Or if we have a generally unfavorable atti­
tude toward a person, we may rank him low on all
traits. In one study where college students rated
well-known personalities, it was found that about
20 percent of the variance was due to the halo ef­
fect (Blumberg et al., 1966). In another study it
was found that the degree of composite halo ex­
hibited by teachers when rating pupils was af­
fected by the race and sex of both rater and ratee
(jaeger & Freijo, 1975). One way to minimize the
halo effect is to reverse the "high and low" or "de­
sirable and undesirable" positions on the contin­
uum. Another is to define traits in terms of con­
crete behavior. Still another is to rate all persons

on one trait before moving on to rate persons on
the next trait. This, however, may confuse the
naive rater (Guilford, 1954). A better way is to be
alert to the dangers of the halo effect and act ac­
cordingly. As of now, no method has been devised
to effectively eliminate it, although research is
going on (see Feldman, 1986; Murphy & Blazer,
1986; Kozlowski et al., 1986).

Raters who continually favor the desirable end
of the continuum are committing the generosity
error. Less frequent in occurrence, but a response
set with some people, is the tendency to favor the
low end of the continuum-that is, to be overly
harsh. This is called the severity error. Still another
type of response set is when a person avoids using
the extremes and favors the middle positions­
that is, she rates everybody about "average." This
is called the central tendency error. The generosity,
severity, and central tendency errors all arise when
raters do not use uniform standards. One way to
eliminate these errors is to use some type of rank­
ing procedure.

Bias is the tendency to rate high or low because
of factors other than the trains) being rated. Re­
search has shown that bias in rating or grading is
quite common. As discussed earlier, we know that
many teachers assign a higher grade to a typed
essay than to a handwritten one, especially if the
latter is not too neat. Bias is usually subconscious
and therefore hard too prove. Nevertheless, it is
very common and steps should be taken to elimi­
nate it.

Another type of rater error, which is not re­
lated to response set, is called logical error. Logical
error is closely related to the halo effect, but is not
due to personal bias. Rather, it occurs when two
traits such as intelligence and socioeconomic sta­
tus or achievement and aptitude are closely re­
lated, and the rater is influenced in the rating of
one by the presence (or absence) of the other.
When a rater bases her ratings for an individual
on a general relationship she thinks exists in the
population, she has committed a logical error
(Gronlund & Linn, 1990).

There are still two other factors that can affect
the validity of a rating: (1) the rater's attitude and
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(2) the rater's opportunity for adequately observ­
ing the person (and traits) being rated.

Attitude of Raters Accurate observation is
very time-consuming, especially if large numbers
of students are involved. Unless teachers truly be­
lieve that there is some value to be derived from
ratings, they may consider them only as another
administrative chore and not do a conscientious
job.

Extensive Opportunity for Observation
Possibly more serious than any of the errors pre­
viously discussed are the errors a rater makes be­
cause she does not know the person she is rating
well enough. In the elementary grades, the teacher
gets to know her students fairly well, even if her
knowledge is confined to the classroom setting. In
junior and senior high school, the teachers see
their students less frequently. As would be ex­
pected, teachers are more familiar with those stu­
dents who are at the extremes (very gregarious,
very withdrawn, very uncooperative, very bright,
very lazy). However, they may be asked to rate a
student who is not at the extremes and/or one
they do not know very well. We have had requests
from prospective employers to fill out rating
sheets for students we hardly know. The only rea­
sonable thing to do is to refuse to rate the person
on those characteristics about which you have lit­
tle or no knowledge.

Ways to Improve Data from Rating
Scales

Although data from rating scales are often not very
valid or reliable, error can be reduced by improv­
ing the rating scale, improving the raters, improv­
ing the rating method, or some combination of
these. The following suggestions should be help­
ful.

Improving the Scale
1. Identify the domain of particular behaviors

(traitsl-i-be it a psychomotor skill or some perfor-

mance task-that you wish to rate. Make sure they
are educationally significant. Also make sure that
they occur in the school setting so that the teacher
can observe them.

Some traits are more amenable to reliable rating
than others. In general, when traits can be ex­
pressed as simple, unitary aspects of behavior and
can be operationally defined, they will be amena­
ble to reliable rating. The more complex the trait,
the more difficult it is to obtain high agreement
among the raters (inter-rater reliability).

2. Clearly define the traits to be rated and the
scale points to be used. Many of the problems and
errors associated with rating scales are due to un­
defined trait characteristics and poorly designated
scale points. One way of avoiding some of these
problems is to avoid the use of labels and technical
jargon such as "hostility," "reticence," and "ag­
gressiveness." If slang will help convey the intent,
by all means use it. A simple rule of thumb is:
Break down the trait into several smaller compo­
nents, each of which is quite limited and specific.
For example, "good adjustment" can be broken
down into emotional adjustment, social adjust­
ment, wholesomeness, and similar attributes. So­
cial adjustment can then be subdivided into many
specific components, such as "playing with other
children," "sharing with other children," respect­
ing other children's property," and "working co­
operatively with other children." Ratings can then
be made on each of the specific components, but
it may be necessary to break the subcomponents
into still finer divisions. For example, "works
with children" could be further delineated as
"help others," "accepts suggestions," "provides
ideas," and "accepts majority rule." The more
specific the behavior to be rated, and the more de­
scriptive the response options (points along the
scale or continuum), the greater the likelihood that
raters will be on the same "wavelengths" and will
exercise uniformity. Also, they will have a clearer
idea as to what observations are to be made and
considered in their rating.

Somewhat related is the influence of labels and
positions in rating scales. Klockars and Yamagishi
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(1988) investigated whether a verbal label (e.g.,
Very Poor, Excellent) and the position it was as­
signed on the scale defines the meaning of the la­
bels. For example, is there a difference between
the meanings of Excellent and Very Good, when
used in different positions? They also investigated
the relative importance of the label and the posi­
tion. They found that the meaning of the scale
points is systematically altered by movement of
the verbal labels associated with these points.

3. Sample carefully from the behaviors in the
trait domain to permit generalizability.

4. Express the traits to be rated as questions
rather than as declarative statements.

5. For the graphic and descriptive graphic rating
scales, the continuous line shouldfolkn» immediately
after the question (trait to be rated) or be placed
below the question.

6. Determine how discriminating you want the
ratings and divide the continuum accordingly. As
mentioned earlier, we recommend that the contin­
uum be subdivided into 5- to 7-point intervals.
Raters should also be encouraged to mark at inter­
mediate points.

Improving the Rater
1. Conduct a thorough training session. Lack of

training or poor training of observers accounts for
most of the problems in using ratings. In the train­
ing session, point out the value of accurate and
honest ratings. Point out the kinds of errors com­
monly committed by raters and how they might be
avoided, or at least minimized. Discussing such
things as halo effects can reduce their effects.
Have some "dry runs" to give the raters practice.
Research has shown that training increases the rat­
ings' validity and reliability by reducing common
judgment errors (McIntyre et al., 1984; Pulakos,
1984).

2. Motivate the raters to do as accurate a job as
possible.

3. Select persons who can provide objective, un­
biased ratings. Avoid persons who are either

overly critical or solicitous. Avoid people who
have an "axe to grind."

Improving the Rating Method The validity of
ratings will be improved if care is taken in the
construction of the scale, in the selection and
training of the raters, and by using more than one
rater where feasible. In addition, there are several
factors that can help improve the validity of the
rating but that are not necessarily related to the
improvement of the scale or the raters per se.

1. Encourage raters not to rate those traits or
personsfOr which they have insufficient knowledge to
make a valid rating. Two ways in which this can
be done are (1) provide an "insufficient informa­
tion" point on the scale (this will then suggest to
the rater that she need not rate every trait) and (2)
require the rater to provide evidence for her rat­
ings, especially those at the extremes.

2. Combine (or average)judges' ratings. 10 In gen­
eral, the larger the number of independent ratings
and raters, the higher the reliability. Why? Be­
cause individual errors and personal biases should
cancel out each other. Also, multiple observations
should provide for a more representative sample
of the ratees' behavior. This is especially true in
junior and senior high school, where an individual
teacher has only limited contact with her students.

3. Rate only one trait or characteristic at a time.
For example, if a rating scale consists of 15 traits
and 30 pupils are to be rated, all 30 pupils should
be rated on Trait 1 before proceeding to Trait 2.
This will permit the rater to give her undivided
attention to the trait and should provide for more
reliable measurement.

4. The numerical rating scale should be used to
rate only thosecharacteristics that can be categorized
into a small number ofsubdivisions and where there

IOSee Werts et al. (1976) for a description ofa model to analyze
rating data on multiple dimensions by multiple raters. See Van
den Burgh and Eiting (1989) for a method of assessing inter­
rater reliability when all raters cannot rate all products.
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is good agreement among raters on what kind ofbe­
havior is represented by "outstanding" or "average"
or other descriptions assigned to the numbers on the
scale. More often than not, there is considerable
variation in the interpretation of scale values, and
hence the scale is often less valid than anticipated.

5. To reduce the influence ofthe haloeffict, define
the traits in terms ofconcrete, observable behaviors.

6. Avoid making the extremes so atypical of be­
havior that few raters will use thesepoints.

7. Control the effict ofextraneous variables. Be
on guard to confine the rating to-and only to­
the attributes being measured. Do not be influ­
enced by a pretty binder or a professional typing
job when rating an essay or term paper. "Don't
judge a book by its cover" is very apropos, since
too often we are unduly influenced by extraneous
factors, the result being invalid data.

8. Make ratings as soon as possible after obser­
vations. Delayed ratings may result in rating per­
ceptions rather than actual behavior(s).

Uses of Rating Scales Rating scales are most
helpful in evaluating procedures, products, and
personal-social development (see Gronlund, 1985,
pp. 393-396). Such procedures as those necessary
in typing, working with laboratory equipment,
shopwork, or athletic skills cannot be easily mea­
sured via pencil-and-paper tests. Many instruc­
tional objectives involve the completion of a prod­
uct, which in itself should be evaluated. In home
economics, it may be making a dress. In music, it
may be playing an instrument. In English, it may
be writing a theme or giving a speech.

Probably the most common use of rating scales
in education is in the evaluation of personal-social
adjustment. It is not uncommon for teachers on
the students' report cards to rate them on various
characteristics such as punctuality, enthusiasm,
cheerfulness, consideration for others, and the
like. One of the problems of such evaluations is
that the observations have been spread over a long
period of time. Such ratings are often broad im-

pressions of perceived behavior rather than of ac­
tual behavior. That is, they are likely to reflect the
teacher's biases concerning the student rather than
the student's actual behavior. The suggestions
previously offered about effective use ofchecklists
and cautions to be applied are appropriate here
also.

At the college level, there has been increased
use of rating scales for evaluating teacher effec­
tiveness and course content. As might be ex­
pected, some faculty have tended to denigrate the
value of these data, especially the use of teacher
rating scales, claiming that the scales are invalid
and unreliable. (For an excellent review of this
controversial issue, see Doyle, 1975. See also
Menges, 1973; Trent & Cohen, 1973; Lehmann,
1974; Sockloff & Papacostas, 1975.)

Anecdotal Records

Anecdotal records are the least structured obser­
vational tool. They depict actual behavior in nat­
ural situations. They are records of specific inci­
dents of student behavior. Over a period of time,
anecdotal records can provide the teacher with a
longitudinal picture of the changes that have taken
place in a particular pupil.

While normally restricted to the area of social
adjustment, anecdotal records may be used in
many other contexts. For example, Maxwell, who
has appeared to be uninterested in arithmetic,
might come to school one day and tell the class a
new way of working with multiplication facts. Or
Allan, who has been very careless in the science
lab, may suddenly become very careful for a few
days and then reverts to his former behavioral
traits. These examples suggest that anecdotal rec­
ords possess certain characteristics:

1. They should contain a factual description of
what happened, when it happened, and under
what circumstances the behavior occurred.

2. The interpretation and recommended action
should be noted separately from the descrip­
tion.
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3. Each anecdotal record should contain a record
of a single incident.

4. The incident recorded should be one that is
considered to be significant to the pupil's
growth and development

Anecdotal records are typically less formal and
systematic than the data obtained through other
observational techniques. Time sampling is not
employed. Rather, incidents are noted as they
occur. For this reason, the data from anecdotal
records are ordinarily not so reliable as those ob­
tained from other observational tools.

Advantages of Anecdotal Records The
major advantage of the anecdotal record is that, if
properly used, it can provide a factual record of an
observation of a single, significant incident in the
pupil's behavior that may be of assistance to the
teacher in developing a better understanding of
the growth and development of that pupil. Other
advantages of anecdotal records are that they-

1. Record critical incidents of spontaneous be­
havior (in a natural setting), many of which do not
lend themselves to systematic measurement.

2. Provide the teacher with objective descrip­
tions rather than make her rely on vague general­
izations.

3. Direct the teacher's attention to a single
pupil.

4. Provide for a cumulative record of growth
and development, if collected over time.

S. Can be used by the counselor as a source of
information upon which to base her discussions
with the pupil.

6. Can be used as a supplement to quantitative
data obtained from other sources so that the
teacher will better understand the behavior of her
pupils.

7. Provide for a more thorough description of
the pupil's behavior than will checklists, rating
scales, or sociograms, because they contain the

setting in which the behavior was observed. Many
teachers consider these more complete descrip­
tions of behavior better suited to understanding
and guiding pupils than the other observational
tools available.

Limitations of Anecdotal Records We have
already mentioned that one of the more serious
limitations of anecdotal records is that they tend
to be less reliable than other observational tech­
niques because they typically tend.to be less formal
and systematic and ordinarily do not employ time
sampling. Some other limitations of anecdotal rec­
ords follow:

1. They are time-consuming to write.

2. If collected over a period of time for many
students, they can create a storage problem.

3. It is difficult for the observer to maintain ob­
jectivity when she records the incident observed.
Observers are human and are prone to include in­
terpretive words or phrases in their descriptions.
This can be minimized by thoroughly training
teachers in the manner of recording and reporting
incidents.

4. Too often, the incident is described without
including the situation in which the behavior was
observed. When incidents are read out of context,
they may lose their meaning.

S. The major problem in using anecdotal rec­
ords is being selective in deciding what inci­
denus), actionts), or event{s) should be recorded
and which onets) should or could be ignored.
Teachers tend to use anecdotal records as a
method of recording only undesirable incidents.
They neglect the positive incidents.

6. Anecdotes present only a verbal description
of the incident. They do not revealcauses.

Preparing Anecdotal Records: Some
Suggestions

1. Records shouldbe complete. There are several
different styles of anecdotal records. All, however,
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FIGURE 9.6 An Example of an Anecdotal
Record Form. - -

by other means. Anecdotal records should be re­
stricted to those situations from which we wish to
obtain data on how the pupil behaves in a natural
situation.

2. Anecdotal recordsshould be kept by all teachers
and not be restricted to only the pupil's homeroom
teacher. The validity of the anecdotal record will
be enhanced with a variety of common informa­
tion gathered from different sources.

3. Anecdotes should have interpretive value. A
jumbled collection of anecdotes is of little value.
They must be collated, summarized, and inter­
preted. If, for example, Ilene has only one record
of aggressiveness, this is inconsequential. On the
other hand, if Ilene has been observed to display
aggressive behavior on 9/6, 9/14, 10/12, 10/13,
and 11/21, in a variety of different settings, this
behavioral pattern does become significant.

Event
During morning recess, the class was playing baseball.
Since there were no umpires, the children were told that
they would be responsible for calling "outs" on the base
path as well as calling "outs" in the outfield. Alexi came
to bat and hit a ball into left field which she believed was
a "fair" ball. Machell called it a "foul," stating that it
was out of bounds. Although Alexi had only two strikes
at that time, she threw her bat and walked off the play­
ground.

Interpretation
Alexi has always been calm and collected both in the
classroom and on the playground insofar as being able
to handle disagreements. In fact, this is the first time
that she has exhibited this type of behavior. Accord­
ingly, I would ignore this outburst but be aware of any
others.

Pupil Alexi Pollet
C>bserver ~r. ~ehrens

Place School Playground

5
4/9/90

Grade __--,----: _
Date __----:.:~'_'___

8. As in writing good test items, the teacher
should have practice and training in making obser­
vations and writing anecdotal records.

Figure 9.6 is an example ofan anecdotal record.

Using Anecotal Records Effectively
1. Teachers should restrict their use ofanecdotal

records to those behaviors that cannot be evaluated

contain the following parts: (a) identifying infor­
mation-pupil's name, grade, school, and class; (b)
date of the observation; (c) the setting; (d) the in­
cident; and (e) the signature of the observer. Some
contain a section for the interpretation and rec­
ommendation for action.

2. The behavioral incident or action should be re­
corded as soon as possible after it has happened. Any
lapse of time places heavy reliance on the teacher's
memory, which may become blurred if too much
time elapses.

3. Keep the anecdote specific, brief, and limited to
a single incident. Just as too little information does
not help much in having a better understanding of
a pupil's behavior, too much information can
cloud the real issue.

4. Keep the recordingprocesssimple.

S. Keep the anecdote objective.

6. Although anecdotal records could be compiled
on slips of paper, cards or any material readily
handy, we do not recommend using slips ofpaper,
since they can be easily lost or misplaced. A large
sheet of paper is preferred because it permits the
teacher to write her interpretation on the same
sheet as the description of the setting and incident.
We recommend that some standard form be used
for filing.

7. Anecdotal recordsshould not be confined to re­
cording negative behavior patterns. In fact, the an­
ecdotal record should record significant behaviors
regardless of their direction. Only in this way, can
the teacher obtain a valid composite picture of the
student.
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4. Anecdotal records must be available to speci­
fied schoolpersonnel. We feel strongly that the an­
ecdotal record should be shared with other teach­
ers and especially with the school counselor if
there is one. Also, this material should be incor­
porated in the student's folder with other test in­
formation. We also believe that a general sum­
mary should be shared with the parents, and with
the pupil, if he is old enough to understand it.
Other than for school personnel, parents, and the
students, the anecdotal record should be consid­
ered as confidential information.

5. Anecdotal records as an educational resource
should be emphasized. Because anecdotal records
depend so heavily on the willingness of teachers
to do a good job, it is essential that teachers de­
velop an appreciation for the value of anecdotal
records to help them obtain a better understanding
of their pupils. (Indirectly, this should result in the
development of better-adjusted students.)

Storing Anecdotal Records What informa­
tion should be kept in, or recorded in, the anec­
dotal record? How long should information about
a student be kept? Where should the anecdotal
records be stored? Who should have access to the
information? Let us consider each of these ques­
tions briefly.

Information is, or should be, gathered for the
purpose ofmaking decisions that will be of benefit
to the pupil. We believe that only those data that
have a direct bearing and relevance to the students'
growth and development be kept. We see no use
for information concerning how Clarence dresses
unless how one dresses has some predictive valid­
ity in the educational domain.

How long one should, or can, keep anecdotal
information is analogous to asking "How hot is
hot?" Who can say how long information on a re­
bellious, hostile third-grader should be kept? We
would surmise that it should be retained until this
behavior problem no longer manifests itself. But
how long is that? Weare cognizant of the fact that
records cannot be kept ad infinitum. Therefore,

we believe that, if possible, records should be
stored at least while the student is enrolled in a
particular school.

Where the information should be stored is sim­
ply answered. All data pertaining to a student's be­
havior should be kept under lock and key. We are
cognizant of the fact that much pupil data is now
being stored on computer discs. This suggests that
only authorized personnel have access to these
data.

EVALUATING PERSONAL-SOCIAL
~USTMENTS SOCIOMETRICALLY

A variety of instruments and approaches are avail­
able for evaluating personal-social adjustment.
Some of these include teacher observations and
the use of checklists, rating scales, and anecdotal
records previously discussed. Others involve peer
ratings, self-report sociometric techniques, and
projective tests. Some of the tools required can be
developed and used by the ordinary classroom
teacher without additional training. Others, such
as projective tests, should be administered and in­
terpreted only by skilled clinicians. Because of the
limited training of teachers in clinical procedures,
we will focus our attention on various teacher­
made sociometric techniques such as the guess who
and nominating techniques. In Chapter 18 we will
consider other methods of assessing personal-so­
cial development, such as interest and personality
inventories.

Sociometry is concerned with how an individual
is seen and accepted by his peers. Sociometric
techniques have been and are constantly being
used by students. When they choose up sides for
a game of baseball or a spelling bee, they are using
sociometry. When they elect class officers, select
the yearbook editor, the high school beauty queen,
and the ugliest senior, they are employing soci­
ometry.

The sociometric approach to studying per­
sonal-social adjustment is quite economical in time
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and money. The essential ingredient is to devise a
series of questions that will elicit a student's true
feeling about other members in his class. Follow­
ing are some suggestions to help you prepare the
questions.

1. Decide in advance what use will be made of the
results, as this will determine the kinds of
questions to be asked. For example, if a teacher
wants to know what would be the most har­
monious group to work on a social committee,
she would not ask the question, "Whom would
you like to sit next to in class?"

2. Write questions in clear, unambiguous lan­
guage adapted to the age level of the student.
Avoid technical jargon.

3. Write questions that will elicit true feeling
about a student's) peers. Some examples of
"good" questions are: "Whom would you like
to sit next to in class?" "Who is your best
friend?" "Whom would you like to have work
with you on the social committee?" "Whom
would you like to have on your baseball team?"

Peer Appraisal Methods

A teacher's observation of pupil behavior is oflim­
ited value. She observes the pupil in a special set­
ting where he may be behaving somewhat differ­
endy than he would in other situations. For
example, Jim may be very cooperative in the for­
mal classroom setting but very independent on the
unsupervised playing field. Also, the teacher is
necessarily observing from a certain frame of ref­
erence. Peer appraisal can be a very good supple­
ment in the evaluation program. In evaluating such
characteristics as popularity, leadership ability,
power, and concern for others, fellow students are
often better judges than teachers.

Peer appraisal could be obtained by using any
of the rating scale methods previously discussed.
If each student filled out a rating form for every
other student, considerable data would be avail­
able. However, in obtaining peer appraisal, it is
usually desirable to simplify the task, since stu-

dents are doing the actual work. (If one is dealing
with younger students, it is absolutely necessary to
make the task as simple as possible.) Students are
untrained and generally unmotivated raters. To
expect a student to fill out 30 different rating
sheets without becoming quite careless or bored is
asking a lot! Typically, then, the task is simplified
to a guess who or nominating technique.

Whenever peer ratings are desired, two major
principles must be adhered to: (1) The traits to be
rated should be within the student's experiential
background. Asking "Who is the most popular
student?" is markedly different from asking "Who
will be the most successful student?" The lan­
guage used should also be simple. (2) Complete
anonymity (or, at the least, confidentiality) must
be maintained so that students who receive "poor"
ratings will be protected from further embarrass­
ment and possible harassment-as well as to en­
sure that we will obtain true responses from the
students. In addition, a sociometric test should be
administered as informally as possible.

Guess Who Technique In the guess who tech­
nique, each pupil is given a list ofdescriptions and
asked to name the pupil(s) who best fits each de­
scription. The descriptions used are dependent
upon the traits one wishes to measure. If one
wishes to assess cheerfulness, the description
might be as follows:

This person is always happy.

If one wishes to assess leadership qualities, a pos­
sible description would be:

This person is an effective leader.

In the guess who technique, one simply tallies
the number of times each person was named for
each description. When the tally is completed, the
teacher can readily see which pupils are men­
tioned most frequently, seldom, or not at all for
each trait or characteristic. Data regarding who
names who are also available but are seldom used
in the guess who technique. This method's main
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advantages are (1) simplicity of scoring and (2)
suitability at all age levels. The major disadvantage
is it provides little, if any, information of why
some pupils are not named.

Nominating Technique The nominating tech­
nique is very similar to the "guess who" method
except that the questions are slightly different. In­
stead of choosing a name to fit a description, the
student is asked to nominate the person(s) with
whom he would like to work, sit by, study, or
play. II Again, what one wants to measure deter­
mines what kinds of questions are asked. We
could, for example, measure perceived compe­
tence, power, or social acceptance. Occasionally,
students are asked to nominate whom they would
least like to sit by, play with, and so on. This is
generally not recommended; it could hurt group
morale. The nominating technique provides data
relevant to the existing social relationships in the
class. With this technique we are interested in
who made the nomination, as well as who was nom­
inated. Reciprocal relationships are looked for.

Suppose we have asked fourth-graders to list
their first and second choices of fellow students
with whom they would most like to play. The re­
sults can be tabulated in a matrix as shown in Fig­
ure 9.7 . (We have assumed a small class for con­
venience of illustration.) The pupils' names are
listed both on the side and on the top. The names
along the side represent the person doing the
nominating. The two people chosen are indicated
by placing a 1 under the name of the first choice
and a 2 under the name of the second choice. The
totals along the bottom of Figure 9.7 indicate the
number of times each person was nominated. Mu­
tual choices are circled, ignoring the distinction
between first and second choices. Notice that mu­
tual choices are always an equal number of cells
from the main diagonal (the straight line running
from upper left to lower right, which divides the

11Children in the elementary grades might be limited to two or
three choices; those in the upper grades, to four or five.

figure). Although the choices could be weighted so
that the first choice will count more than the sec­
ond choice, we prefer to use a simple count rather
than a weighting procedure since different
weighting systems have shown that no one scheme
is superior to another (Gronlund, 1959).

The number of choices that an individual pupil
receives on a sociometric question is used as an
indication of his social acceptance by his peers.
From the data presented in Figure 9.7, we can
identify the students who are most popular (re­
ferred to as stars); those who receive no choices
(called isolates); and those who receive only a sin­
gle choice (called neglectees]. Ruth is a star. She
received the most nominations. (Three of the four
were first choices.) Bill, Irv, Ilene, Lori, and
Machell all received three nominations-one
more than the average. Susan is a neglectee. Diana,
Fred, and Jake are isolates. Notice that of the 24
nominations made, there were 12 mutual choices.
There were 6 opposite-sex choices (this is normal
for fourth-graders). By using similar matrices for
other nominations, such as choices for seating,
working, or playing companions, the teacher can
obtain some valuable insights into the group rela­
tionships present in her class.

Using Sociometric Data

As we stressed before, one gathers evaluative data
to aid in decision making. Obtaining sociometric
data is no exception. Although the reasons behind
the nominations are unknown, teachers can use
the results for organizing classroom groups and to
improve the social climate in the classroom. The
results can also be used to improve the social
structure of the group by breaking up cliques and/
or helping the isolates become more acceptable to
their peers. Further study may be needed to deter­
mine why some students are isolates. Often,
teachers can assist isolates into becoming inte­
grated into the group and thus improving their so­
cial skills. Although sociometric techniques differ
from the observational techniques discussed ear-
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Date: April 17. 1990.

FIGURE9.7 Matrix Showing Students' Choices of Play Companions.

lier (in sociometric tests, the data are gathered
about individuals from their peers rather than
from teachers or observers), all provide data nec­
essary to obtain a better understanding of pupil
behavior.

To be most effective, decisions based on socio­
metric data should be implemented as soon as pos­
sible. For example, if the teacher wants to estab­
lish a social committee to work on a Halloween
party, she should, after asking for the information,
(1) form the groups as quickly as possible and (2)
form groups reflecting the students' choices. Un-

less individual preferences are honored, students
will quickly lose interest, and subsequent data may
be invalid. Of course, there are some instances
where individual preferences cannot be honored,
such as occurs when one pupil is chosen first by
every other pupil.

Some other ways in which sociometric data can
be used by teachers and researchers are as follows:

1. To study the effects of certain experiences on
group structure.

2. To study the relationship between group struc-



200 TEACHER-MADE EVALUATION TOOLS

ture (acceptance) and such factors as sex, reli­
gion, color, and age.

3. To study the stability (or lack of it) of group
structure.

Limitations of Sociometric Data

Several points need to be considered when inter­
preting sociometric data.

1. The data are only as valid as the rapport that
exists between the student and teacher and the stu­
dent's willingness to be honest.

2. The data only reveal relationships. They do
not establish causal relationships. In fact, more
often than not, sociometric data raise more ques­
tions than they give answers to. Why did no one
choose Diana as a playmate? Is she too aggressive
and domineering? What can I, as a teacher, do for
Diana so that she will be accepted by the other stu­
dents? How can I break up a clique?

3. The group relationships depicted are depen­
dent upon the kinds of questions asked. For ex­
ample, Bill may wish to play with some peers but
work on a class project with other peers.

4. The relationships are not necessarily stable,
especially in younger children. They may, and
often do, vary during the school year. (Maybe Jake
has just moved into the school. In another three
months he could be a star.) In fact, the picture ob­
tained from sociometric data tends to be specific
to a given day, and the choices made may be to a
specific activity. This is important to remember,
since social situations change rapidly. We there­
fore suggest that sociometric data be collected at
frequent intervals and that the matrix be labelled
for the date collected and the activity sampled.

5. It should not be assumed that the "star" is
the most well-adjusted pupil. It indicates only that
he or she is acceptable to the majority ofhis or her
peers.

6. Sociometric data should be interpreted in
the light of what we know about child develop­
ment. For example, we would expect boy-girl

choices in the primary grades, but not in the in­
termediate grades. Isolates and cliques should be
interpreted with reference to such things as their
cultural, social, racial, and religious backgrounds.

MEASUREMENT IN THE AFFECTIVE
DOMAIN

Traditionally, public education has been primarily
concerned with cognitive learning. And evaluation
of our schools and educational products has gen­
erally used, as the major criterion, the degree of
success that students had in learning the cognitive
skills and content taught. In fact, most account­
ability programs-be they at the local, state, or na­
tionallevel-use some type ofachievement resus)
as their major evaluative instrument. There are,
however, other skills and behaviors-affective and
psychomotor-that should be of concern to every
classroom teacher, administrator, school board
member, parent, pupil, and to any others associ­
ated with education. We feel that both parents and
educators should be as concerned with affective
behavior as they are with teaching students to
read, write, and compute.

Because the affective disposition of the student
has direct relevance to his ability to learn, his in­
terest in learning, and his attitudes toward the
value of an education, educators in general, and
classroom teachers in particular, should know
something about affective measurement, especially
attitudes.

Quite often, learning difficulties are related to
a student's attitudes. How often have you heard:

Johnny is a bright enough boy, but he just isn't in­
terested in school. I wonder what's wrong with
Ruth? She is above average in ability, and though she
performs poorly in science and mathematics, she
does very well in French. Allan is very interested in
science but despises literature.

Some students may have learning difficulties in,
say, spelling or reading or mathematics because
they believe that they can't learn rhe material. If
teachers had a better understanding of a student's
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affective behavior (as well as a good understanding
of the student's cognitive and psychomotor behav­
ior), some learning difficulties could be alleviated
or at least ameliorated by correcting the student's
inferiority complex. As long ago as 1916, Binet
and Simon wrote that a person's feelings had much
to do with his ability to learn and that". .. atten­
tion, will, "regularity, continuity, docility, and
courage ... play so important a part in school life
... life is not so much a conflict of intelligence as
a combat of characters" (Binet & Simon, 1916, P:
266).

Information derived from attitude scales can be
very valuable to classroom teachers who believe
that development of attitudes may be an important
instructional objective (e.g., scientific attitude,
civic responsiblity). In addition, teachers may
wish to obtain a measure of students' attitudes to­
ward such things as the textbook used, the rele­
vance and value of assignments, the instructional
stragegy used, and the like, in order to undertake
needed corrections.

MEASURING ATTITUDES

Attitudes are descriptions of how people feel or
typically behave rather than descriptions of what
they know or can do. Attitudes are predispositions
to respond overtly to social objects. This state­
ment is alluded to, in part at least, by the numerous
definitions of attitudes posited by psychologists.

Attitudes, per se, are not directly observable but
are inferred from a person's overt behavior, both
verbal and nonverbal." You cannot see prejudice
but you can observe the behavior of one who is
prejudiced. Thus, on the basis of observations of
a person's consistent behavior pattern to a stimu- \
Ius, we would conclude that he displays this or that
attitude (Shaw, 1973). Finally, attitudes are rela­
tively stable, especially in adults.

12See Shaw and Wright (1967), Miller (1983), Anastasi (1988),
and Dawes and Smith (1985) for a more thorough coverage and
updating of attitude measurement.

The two major approaches to, or methods of,
measuring attitudes are by observation of subjects
in a normal (or simulated situation) and by self-re­
port inventories and scales. Self-report techniques
are most often used to measure attitudes even
though users are cognizant of the fact that there
are a multitude of problems associated with atti­
tude measurement (Reckase, 1984a; Young,
1984).

The remainder of this chapter will consider (1)
the general guidelines for constructing attitude
scales, (2) the major types of self-report attitude
scales, and (3) the Likert method of attitude scale
construction.

General Guidelines for Constructing
Attitudes Scales

Any test, scale, or inventory is no better than the
items used. Previously, we provided suggestions
for writing cognitive-type items. Some of these
principles or suggestions also pertain to the writ­
ing of items for attitude scales. Following, how­
ever, are some suggestions that pertain particularly
to writing items for attitude scales (see Edwards,
1957).

1. Write direct statements in clear, simple lan­
guage. Use simple rather than complex sen­
tences.

2. Avoid factual statements or those that may be
interpreted as factual.

3. Avoid using universal words such as always,
never, all, or none.

4. Restrict the use of words such as only,just, or
merely, as much as possible.

S. Make each statement brief, preferably less
than 20 words.

6. Avoid statements that are ambiguous and may
be interpreted in a variety of ways.

7. Avoid suggesting a particular answer (such as,
"Do you agree that welfare encourages lazi­
ness?").

8. Each statement should be unidimensional,
that is, it should be related to only a single
concept. Avoid double-barreled statements.
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For example, "I don't like to go to parties be­
cause I'm nervous in crowds." If the subject
responds in an affirmative manner you don't
know whether (1) he dislikes parties, (2) he
is nervous, or (3) both apply.

9. Avoid statements that are likely to receive
universal endorsement or rejection.

10. It was once believed that there should be an
equal number of positively and negatively
worded items in order to minimize the occur­
rence of a response or acquiescence set. This
is not so! (Block, 1972; Samelson, 1972). In
fact, negatively phrased items tend to reduce
the validity of a questionnaire (Benson & Ho­
cevar, 1985), especially for elementary school
children. Also, research suggests that negative
phrasing may change the construct an item is
designed to measure.

11. Randomly distribute the statements in the
scale, making certain that you do not have
more than four or five positive or negative
items in sequence.

12. Sensitive questions should be placed around
the middle of the scale.

13. Intersperse sensitive and nonsensitive ques­
tions where possible.

14. Use a 3- to 7-point continuum.
15. Follow the general guidelines for preparing

any test, such as writing more items than
needed, editing, pretesting, ordering, and so
forth.

Types of Self-Report Attitude Scales

Attitude scales, like interest and personality inven­
tories (these latter two types will be discussed in
Chapter 17), are classified in terms of their
method of construction. There are three major
techniques for constructing attitude scales: (a)
summated rating scales, such as the Minnesota
Scale for the Survey of Public Opinion (Likert
type); (b) equal-appearing interval scales, such as
the Thurstone and Remmers scales (Thurstone
type); and (c) cumulative scales (Guttman type). In
addition, the Semantic Differential Technique,

though not a type of scale construction, per se, is
a technique used to measure attitudes (Maguire,
1972).

These techniques differ primarily in their fir­
mat, in the positioning of the statements or adjec­
tives along a continuum versus only at the ex­
tremes, and whether or not the statement "values"
are cumulative. There are advantages and disad­
vantages associated with each of these techniques.
For example, the Thurstone method places a pre­
mium on logic and empiricism in its construction,
but unfortunately it is somewhat laborious to de­
velop such an instrument.

In the Likert, Thurstone, and Guttman meth­
ods, statements are written and assembled in a
scale, and the subject responds to each statement.
On the basis of the subject's responses, an infer­
ence is made about the respondent's attitude to­
ward some objecns). In the Semantic Differential,
the subject rates a particular attitude objectts) on
a series of bipolar semantic scales such as good­
bad, sweet-sour, strong-weak. Each of the tech­
niques makes different assumptions about the kind
of test items used and the information provided,
even though there are some assumptions that are
basic and common regardless of the method used.
For example, each method assumes that subjective
attitudes can be measured quantitatively, thereby
permitting a numerical representation (score) of a
person's attitude. Each method assumes that a par­
ticular test item has the same meaning for all re­
spondents, and therefore a given score to a partic­
ular item will connote the same attitude. "Such
assumptions may not always be justified but as yet,
no measurement technique has been developed
which does include them" (Zimbardo & Ebbesen,
1970, p. 123). Since the Guttman method is too
complex and beyond the scope of this book, and
the Thurstone method too laborious (Thurstone
& Chave, 1929), we will consider only the Likert
method. (See Figure 9.8.)

The Likert Method of Attitude Scale
Construction The Likert method appears to be
the most popular method of attitude scale con­
struction. Likert scales are easier to construct and



OTHER TEACHER-MADE EVALUATION PROCEDURES 203

Directions: Listed below are a series of statements about abortion. You may agree with some of them,
disagree with others, and be neutral to still others. Please indicate your feeling toward each
statement by circling one of the letters preceding the statement, using the following code:

Code: SA = Strong Agree
A = Agree
? = Uncertain

D = Disagree
SD = Strongly Disagree

SA A ? D SD Abortion is immoral.

SA A D SD Abortion should be legalized.

SA A ? D SD Federal funds should be made available to indigent women who
wish an abortion.

(a)

For young children, a series of "happy-unhappy" faces can be used for the continuum, and the children can
be instructed to make a V below the face they feel represents their feelings. Following is an example of a
scale to measure second-graders' attitudes toward school.

OQQ
I like reading.

I like spelling.

I like school.

I like my teacher.

(b)

FIGURE 9.8 (a) An Example of a Likert Scale: Attitude Toward
Abortion. (b) An Example of a Likert Scale: Attitude Toward School.

score than either the Thurstone or Guttman
scales. Other advantages of the Likert scale are
that it (1) produces more homogeneous scales, (2)
allows the subject to indicate the degree or inten­
sity of his feeling, and (3) permits a greater spread
of scores (variance).

In the Likert method, the researcher or test
constructor collects or writes a large number of
statements (varying in degree of positive and neg­
ative feelings) about an object, class of persons, or
institution. (A good pool of items can be obtained
by having your students write a number of posi-
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rive and negative statements about some issue(s).)
For example, in constructing a scale to measure
"Attitudes Toward Chemistry," a number of
items like the following may be written:

Chemistry is interesting.
Chemistry is boring.
Chemistry is challenging.
Chemistry is a waste of time.

The preliminary scale should have few neutral
items, and it should have few items at either end
of the continuum. The positive and negative items
should be mixed. The preliminary scale is then
given to a large number of subjects who respond
to teach item by means of a 5-point' J scale ranging
from "strongly agree" to "neutral" to "strongly
disagree." The items are then each weighted from
1 to 5 and a total score obtained. Correlations are
then computed between each item and the total
score. Only those items that demonstrate a high
correlation with the total score are retained. This
method of selecting the final items to be used
in the scale attempts to produce a scale that is
internally consistent. The Likert method helps
assure unidimensionality (making sure that
all the items measure the same thing) and often
yields reliabilities that are higher than those
obtained using an interval scale (Thurstone
type).

The Likert method considered in this chapter
is well within the capabilities of the classroom
teacher and requires no formal course work. For
other approaches to measuring attitudes one might
wish to refer to other textbooks on measuring at­
titudes such as Shaw and Wright (1967), Edwards
(1970), Zimbardo and Ebbesen (1970), and Bills
(1975). For published tests, see Johnson (1976)

1JThe number of categories is variable. Masters (J 974) found
that when opinions are widely divided on an issue, increasing
the number of categories had little effect on internal consis­
tency. However, when opinion is not widely divided, a small
number of categories can result in low reliability.

and the vanous Mental Measurements Year­
books.

• SUMMARY

The principal ideas, conclusions, and recommen­
dations presented in this chapter are summarized
in the following statements:

1. Tests should not be the only means of mea­
surement. They need to be supplemented by
other procedures such as rating scales, anec­
dotal records, and sociometric methods. In
fact, data on some characteristics cannot be
gathered by conventional paper-and-pencil
tests.

2. Observational techniques are particularly use­
ful in evaluating performance skills and prod­
ucts and some aspects of personal-social ad­
justment.

3. All observational techniques are limited be­
cause (1) the observer may be biased; (2) the
scale used might be poorly constructed; (3)
they are time-consuming; and (4) the subjects
might behave in an abnormal fashion if they
know they are being observed.

4. A checklist is a type of rating scale that is use­
ful in rating those behaviors where the only
information desired is the presence or ab­
sence of a particular characteristic.

5. Rating scales are most helpful in evaluating
procedures and products.

6. Rating methods provide a systematic method
for recording the observer's judgments.

7. Rating scales can be classified into numerical,
graphic, comparative, ranking, and paired­
comparisons ratings scales.

8. There are several sources of error in rating
scales. Some of the most common errors are
due to ambiguity, halo effect, leniency or se­
verity effects, errors of central tendency, log­
ical error, and error due to raters' attitudes.

9. Control of rating scale errors is a major con­
sideration in constructing and using these
scales. Errors can be minimized by (1) select-
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ing only educationally significant character­
istics; (2) limiting ratings to observable be­
havior; (3) clearly defining the characteristics
and scale points; (4) limiting the number of
scale points; (5) encouraging raters to omit
the rating of those characteristics for which
they have insufficient information; (6) thor­
oughly training raters in how to observe; and
(7) pooling, wherever possible, the ratings
from several raters.

10. The least structured observational technique
is the anecdotal record. Anecdotal records are
recorded incidents of specific student behav­
ior. Good records describe events rather than
evaluate them.

11. Anecdotal records provide for a description
of behavior in a natural setting.

12. Limitations of anecdotal records are that (1)
they are time-consuming to write; (2) they
may not present a representative sampling of
the pupil's behavior; and (3) it is sometimes
difficult to prepare objective descriptions of
the behaviors thought to be important and
those that are irrelevant to the student's
growth.

13. Anecdotal records can be improved when (1)
the setting in which the observation was
noted is fully described; (2) the record is
made as soon as possible after the observa­
tion; (3) each anecdote is restricted to a sin­
gle, educationally relevant incident; (4) both
positive and negative aspects of a student's
behavior are noted; (5) the anecdote reports
rather than interprets (interpretation should
be done separately); (6) a variety of incidents
occurring under different conditions is col­
lected before making an inference; and (7)
observers are trained on what and how to ob­
serve.

14. Peer appraisal can be a very good supplement
in an evaluation program. In evaluating such
characteristics as popularity, sportsmanship,
leadership ability, and concern for others, fel­
low students are often better judges than
teachers.

15. Peer appraisal methods include the guess who
technique, the nominating technique, and the
sociogram.

16. The guess who technique requires pupils to
name those classmates who best fit each of a
series of descriptive behaviors. The number
of nominations received by each pupil on
each characteristic indicates his popularity or
reputation with his peers.

17. The nominating technique is very similar to
the guess who except that the questions asked
are slightly different. Also, nominees and
nominator are identified and therefore it is
possible to see reciprocal relations. The data
can be expressed in tabular form or pictorially
(sociogram). The number of choices a pupil
receives is an indicant of his social accep­
tance.

18. Sociometric techniques are most helpful in
obtaining a better understanding of personal­
social adjustment.

19. Sociometric data can be used to arrange (or
rearrange) groups, to improve the pupils' per­
sonal-social adjustment, and to evaluate the ef­
fect of various experiences on pupils' social
relations.

20. When sociometric techniques are used, it is
important that the pupil understand what he
is to do and know that anonymity will be pre­
served.

21. Sociometric data are specific rather than gen­
eral. They apply to the kinds of questions
asked and the number ofchoices made. Socio­
metric choices for young children tend to be
less stable than for older children.

22. Sociometric data do not provide for causal ex­
planations.

23. Social distance scales indicate the "degree" of
acceptance.

24. Classroom teachers need to know about their
pupils' affective behavior in general, and atti­
tudes in particular, so that they will have a
better understanding of their pupils.

25. Affective measurement is sorely lacking in
our schools, despite the fact that there has
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been some interest evidenced in the past few
years.

26. A variety of teacher-related and technical fac­
tors have inhibited appropriate emphasis on
affective measurement.

27. Attitudes are a predisposition to respond
overtly to social objects in terms of some fa­
vorable or liking continuum.

28. The two major approaches to studying or
measuring attitudes are by observation and
self-report.

29. Three self-report approaches used to con­
struct attitude scales are the Thurstone, Lik­
ert, and Guttman methods. The Semantic Dif­
ferential is a way of measuring attitudes rather
than a type of scale construction. The sim­
plest, both in terms of construction and scor­
ing, is the Likert method.

30. Most attitude scales are "homemade" rather
than commercially published and, although
primarily used for research purposes, can
provide classroom teachers with invaluable
information.

• POINTS TO PONDER

1. What is the difference between procedure
and product? Are there any instances where
they may be interrelated. If so, give some ex­
amples.

2. What are the two major problems in evalu­
ating procedures and products and how might
they be minimized?

3. What is the difference between an observa­
tional tool and an observational technique?

4. What factors should govern a teacher's deci­
sion of (1) what to observe, (2) whom to ob­
serve, and (3) when to observe?

5. The four major types of observational tools
are participation charts, checklists, rating
scales, and anecdotal records. Give an exam­
ple where it would be most appropriate to use
each of these tools.

6. Five major types of rating scales are numeri­
cal, graphic, comparative, ranking, and
paired-comparison. Which type should be
used to gather what type of pupil informa­
tion?

7. Would the checklist in Figure 9.2 be im­
proved by having a "Yes, No, Sometimes"
method of responding? Why?

8. Four sources of error in rating scales are the
halo effect, severity effect, central tendency
error, and logical error. How serious are
these errors to valid measurement? How
might these errors be controlled?

9. It has been suggested that in order to obtain a
valid measure of a pupil's behavior, an ongo­
ing anecdotal record should be maintained.
Do you think that this would improve the re­
liability to any substantial degree?

10. Some contend that in order for behavioral in­
formation to be of most value, it should be
gathered over a period of time. And yet, we
face the dilemma of the legality of storing in­
formation and the invasion of privacy issue.
How would you attempt to resolve this di­
lemma?

11. Do you think that peer appraisal methods are
of any value? Why?

12. What stance would you take to support the
statement "Affective measurement should be
encouraged in our public schools?" What
stance would you take to refute the state­
ment?
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Chapter 10

Describing Educational
Data

• Kinds of Scores
• Presenting Data Succinctly: Tabulating and Graphing

• Shapes of Data Distributions
• Measures of Central Tendency

• Measures of Variability
• Measures of Relationship

When an educator receives a set of students' test
scores she may have some difficulty in determin­
ing the meaning of the scores-unless she has
some understanding about the nature of informa­
tion that can be inferred from numbers. If people
are going to use data successfully in decision mak­
ing, they must have some knowledge of how to
describe, synthesize, and interpret data. This
knowledge is also important if one is presenting
data to others-such as parents at a PTA meeting
or in an individual parent-teacher conference-to
assist in their decision making. In this chapter, the
following topics are presented: (a) a discussion of
four different kinds of score; (b) some suggested
methods for tabulating and graphing data; (c) a
look at various kinds of data distributions; and (d)
a review of some very basic concepts of descrip­
tive statistics, such as measures of central ten­
dency, variability, and relationship.

While some individuals seem to dread "statis­
tics," we assure the reader that only a very basic
mathematics knowledge is required to fully master
this chapter. Knowing the basic functions of ad­
dition, subtraction, multiplication, and division­
or using a basic calculator-is all the mathematics
skill required.

After completing this chapter, you should be
able to:

1. Comprehend the differences between nomi­
nal, ordinal, interval, and ratio data.

2. Interpret correctly data presented in a tabular
or graphic format.

3. Arrange data in tables and graphs in a correct
fashion.

4. Recognize the relationship between the shape
of the data distribution and the relative posi­
tions of measures of central tendency.

209
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5. Determine the mean and median of a set of
test scores.

6. Understand how the measures of central ten­
dency differ and the significance of those dif­
ferences.

7. Determine the variance and standard devia­
tion of a set of test scores.

8. Know the relationship between standard de­
viation units and the area under a normal
curve.

9. Interpret the Pearson r as a measure of rela­
tionship.

10. Appreciate the value of the information pre­
sented in this chapter to educators, psychol­
ogists, and others who wish to describe or in­
terpret data.

KINDS OF SCORES

Data differ in terms of what properties of the real
number series (order, distance, or origin) we can
attribute to the scores. The most common­
though not the most refined-classification of
scores is one suggested by Stevens (1946), who
classified scales as nominal, ordinal, interval, and
ratio scales.

Nominal Scales

A nominal scale is the simplest scale of measure­
ment. It involves the assignment of different nu­
merals to categories that are qualitatively different.
For example, for purposes of storing data on com­
puter cards, we might use the symbol 0 to repre­
sent a female and the symbol 1 to represent a male.
These symbols (or numerals) do not have any of
the three characteristics (order, distance, or ori­
gin) we attribute to the real number series. The 1
does not indicate more of something than the O.
Some psychologists do not wish to consider the
nominal scale as a scale of measurement, but oth­
ers do. It depends on how one defines measure­
ment. If measurement is defined as "the assign­
ment of numerals to objects or events according
to rules" (Stevens, 1946), then nominal data indi-

cate measurement. If, on the other hand, measure­
ment implies a quantitative difference, then nom­
inal data do not indicate measurement.

Regardless of how we define measurement,
nominal data have some uses. Whether or not cat­
egories (such as sex) are ordered, it is often helpful
to know to which category an individual belongs.

Ordinal Scales

An ordinal scale has the order property of a real
number series and gives an indication of rank
order. Thus, magnitude is indicated, if only in a
very gross fashion. Rankings in a music contest or
in an athletic event would be examples of ordinal
data. We know who is best, second best, third
best, and so on, but the ranks provide no infor­
mation with regard to the differences between the
scores. Ranking is obviously sufficient if our de­
cision involves selecting the top pupils for some
task. It is insufficient if we wish to obtain any idea
of the magnitude of differences or to use the pro­
cess to perform certain kinds of statistical manip­
ulations.

Interval Scales

With interval data we can interpret the distances
between scores. If, on a test with interval data,
Shelly has a score of 60, Susan a score of 50, and
Sally a score of 30, we could say that the distance
between Susan's and Sally's scores (50 to 30) is
twice the distance between Shelly's and Susan's
scores (60 to 50). This additional information is
obviously of potentially greater use than just
knowing the rank order of the three students. It
has been hotly debated whether or not most psy­
chological data really have the properties of an in­
terval scale (see, e.g., Coombs, 1964.) In general,
however, educators and psychologists have treated
(interpreted) most test data as being interval mea­
surement.

Ratio Scales

If one measures with a ratio scale, the ratio of the
scores has meaning. Thus, a person who is 86" is



twice as tall as a person who is 43". We can make
this statement because a measurement of0 actually
indicates no height. That is, there is a meaningful
zero point. Very few (if any) psychological mea­
sures provide ratio data. (Occasionally, a psychol­
ogist will suggest that something like attitude can
be measured on a ratio scale, since a neutral atti­
tude could be considered a meaningful zero.) Note
that in the interval-data example of Shelly's, Su­
san's, and Sally's scores, we could not say that
Shelly had twice as much of the characteristic
being measured as Sally. To make such a statement
would require that one assume a score of 0 to ac­
tually represent no amount of the characteristic. In
general, if a person received a score of 0 on a
spelling test, we would not interpret the score to
mean that the person had no spelling ability. The
same is true of any other test.

Educators, then, usually interpret (treat) test
data as representing interval but not ratio scales,
although when using some scores (such as percen­
tiles-see Chapter 11) only ordinality need be as­
sumed. Assuming we obtain a set of scores having
properties of interval data, what can we do to aid
us in interpreting these scores?

PRESENTING DATA SUCCINCTLY:
TABULATING AND GRAPHING

Suppose a teacher has just given a final examina­
tion to a group of 50 pupils and has obtained the
results shown in the first two columns of Table
10-1. How can the data be arranged to make them
easier to interpret? One way, of course, is to order
the test scores, as shown in Table 10-2. By looking
at this table one can immediately see that the
scores ranged from a high of 95 for Student 39 to
a low of 17 for Student 7. Note that several stu­
dents had identical scores. For these students, it
does not matter which one is listed first. For ex­
ample, Student 28 could have been listed before
Student 42.

At times, teachers will want to present these
data in other tabular or graphic forms. Table 10-2
presents a fairly clear picture of how the students
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performed; but a frequency distribution, a histo­
gram, or a frequency polygon would make the data
even more interpretable. Even if teachers think it
is unnecessary to prepare one of these graphic
forms for their own ease of interpretation, they
may well want to prepare such an aid for their stu­
dents, or for occasional presentation at a teachers'
meeting, or to the PTA. A frequency distribution,
histogram, or frequency polygon would be partic­
ularly beneficial if there were many more scores
(as might be the case if teachers gave the same
exam to five different sections of the same course.)
Whether or not a teacher ever tabulates data by
any of the methods to be discussed, every teacher
will read literature where such tabulation is
presented, and it is vital that teachers be able
to interpret data when presented in such
formats.

frequency Distributions

One way to reduce the size of Table 10-2 (and
thereby make it easier to interpret and/or graph)
would be to list every different score and then, to
the right of each score, list the number (or fre­
quency) of times that score occurred in the distri­
bution. Since there are 40 different math scores in
Table 10-2, that would reduce the number of en­
tries in the test score column from 50 to 40. To
reduce the number in the column still further, one
could group the data or combine different scores
into class intervals. Table 10-3 shows a frequency
distribution using a class interval of five. There
are some general guidelines for preparing class in­
tervals:

1. The size of the class interval should be selected
so that between 10 and 18 such intervals will
cover the total range of observed scores.

2. The size of the class interval should be an odd
number so that the midpoint of the interval is
a whole number (see Table 10-3, column 2).
This makes some types of computation easier
and facilitates graphing.

3. It is generally considered good style to start
the class interval at a value that is a multiple of
that interval. For example, the interval in
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TABLE 10-1 Scores of 50 Students on a Classroom Mathematics Exam and
Their Previous Grade Point Avera e GPA) and I Scores

Math Scores GPA IQScore Math Scores GPA IQScore
Student (X) (Y) (Z) Student (X) (Y) (Z)

1 83 3.6 120 26 71 2.6 111
2 72 3.5 121 27 29 2.7 109
3 53 2.5 105 28 93 3.5 118
4 35 2.4 104 29 45 3.1 120
5 39 2.9 106 30 88 3.0 115
6 53 2.8 110 31 82 2.9 113
7 17 1.9 85 32 75 2.9 112
8 19 2.1 93 33 40 2.1 103
9 64 2.4 112 34 31 2.0 100

10 24 2.5 107 35 59 2.6 111
11 42 2.5 111 36 61 2.7 110
12 31 2.5 108 37 34 2.8 103
13 45 2.8 109 38 66 2.8 109
14 77 2.7 106 39 95 3.7 119
15 76 3.3 115 40 49 2.2 105
16 80 3.1 114 41 54 3.1 113
17 70 3.0 117 42 93 3.3 111
18 58 2.9 116 43 36 2.6 103
19 68 3.2 118 44 55 2.3 103
20 86 3.2 117 45 49 2.9 112
21 50 2.6 113 46 63 3.0 115
22 34 2.2 110 47 83 3.4 118
23 64 3.4 111 48 55 3.3 110
24 42 2.7 109 49 47 2.4 100
25 21 2.3 100 50 92 3.1 118

Totals 2848 140.0 5498

Table 10-3 is 5, so the lowest class interval
started with a value (15) that is a multiple of 5.

Of course, it should be recognized that when
grouping occurs, some information is lost. For ex­
ample, the scores of 61, 63, 64, and 64 have all
been put in the interval 60-64. When one com­
putes certain statistics or prepares graphs from
frequency distributions, it is necessary to make an
assumption regarding the values within the inter­
vals. One typically assumes that either (1) the ob­
servations are uniformly distributed over the the­
oreticallimits of the interval or (2) all scores fall
on the midpoint of the interval. The degree to

which such assumptions affect the accuracy of the
graphs and statistics computed from the class in­
tervals depends upon -the accuracy of the assump­
tions, the size and number of class intervals, and
the total frequency of scores.

Histograms

The data displayed in Table 10-3 may also be
graphed. Graphic representation helps greatly in
enabling us to understand the data of frequency
distributions and in comparing different frequency
distributions to each other. A histogram (some­
times referred to as a bar graph) is a graph in
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Student Test Score Student Test Score Student Test Score

39 95 38 66 13 45
42 93 23 64 24 42
28 93 9 64 11 42
50 92 46 63 33 40
30 88 36 61 5 39
20 86 35 59 43 36
47 83 18 58 4 35

1 83 48 55 37 34
31 82 44 55 22 34
16 80 41 54 34 31
14 77 6 53 12 31
15 76 3 53 27 29
32 75 21 50 10 24
2 72 45 49 25 21

26 71 40 49 8 19
17 70 49 47 7 17
19 68 29 45

TABLE 10-3 Frequency Distribution of the
Mathematics Test Score of Table 10-1

Class Interval

95-99
90-94
85-89
80-84
75-79
70-74
65-69
60-64
55-59
50-54
45-49
40-44
35-39
30-34
25-29
20-24
15-19

Midpoints

97
92
87
82
77
72
67
62
57
52
47
42
37
32
27
22
17

Frequency
f

1
3
2
4
3
3
2
4
4
4
5
3
3
4
1
2
2

which the frequencies are represented by bars.
Figure 10.1 displays the data of Table 10-3 in the
form of a histogram. Notice that frequencies are
along the vertical axis, and the scores are along the
horizontal axis. This arrangement is not manda­
tory, but it is, by far, the most usual procedure. In
making a histogram from grouped data, one as­
sumes that the scores are evenly distributed within
the class interval, thus giving rectangular bars. It
is difficult to superimpose more than one histo­
gram on the same figure. Thus, comparisons of
several frequency distributions cannot readily be
made via histograms. Frequency polygons are
much better suited to that purpose.

frequency Polygons

A frequency polygon (or graphed frequency dis­
tribution) is shown in Figure 10.2. As with the
histogram, one could construct such a polygon ei­
ther from original data or from grouped data. Fig­
ure 10.2 was constructed from the grouped data
of Table 10-3. In constructing a frequency poly­
gon for grouped data, one assumes that all scores
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Mathematics Test Scores (Theoretical Limits)

FIGURE 10.1 Histogram of the Mathematics Test Scores.

5

4

2

22 27 32 37 42 47 52 57 62 67 72 77 82 87 92 97 102
Mathematics test scores

FIGURE 10.2 Frequency Polygon of the Mathematics Test Scores.
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within a class interval fall at the midpoint of that
interval. Notice that the midpoint of the class in­
tervals just above and below the highest and low­
est intervals that contain actual scores are also
marked on the horizontal axis and given a fre­
quency of zero. This is typically done. For exam­
ple, in Table 10-3 the midpoints of the lowest and
highest class intervals with actual scores are 17 (15
to 19) and 97 (95 to 99), respectively. The next
lower and highest interval midpoints (12 and 102,
respectively) are plotted as having a frequency of
zero. If a teacher had frequency distributions for
other classes that she wished to compare with this
one, she could plot them on the same graph by
using colored lines, broken lines, dotted lines, or
some other differentiating procedure and by label­
ing the lines appropriately. Ofcourse, if class sizes
differed, it would be better to change all frequen­
cies to percentages and plot percentile polygons.

SHAPES OF DATA DISTRIBUTIONS

Distributions of scores such as that shown in Fig­
ure 10.2 could assume many different shapes.
When only a small number of scores are plotted,
the shape of the curve will be very uneven or ir­
regular. With a large number of scores, the curve
will ordinarily be expected to take on a more

smoothed or regular appearance. The shape of this
smooth curve will depend both upon the proper­
ties of the measuring instrument and the distri­
bution of the underlying characteristic we are at­
tempting to measure. Four types of distributions
most frequently discussed in educational and psy­
chological measurement are normal distributions,
positively skewed distributions, negatively skewed
distributions, and rectangular distributions.

A normal distribution is a bell-shaped curve, as
shown in Figure 10.3. There has been consider­
able discussion in the past about whether human
characteristics are normally distributed. Evidence
from physical characteristics such as height and
weight lend some support to those who take the
position that these characteristics are normally
distributed. Whether one can infer anything about
the distribution of psychological characteristics
from this observation is debatable. The distribu­
tions obtained from tests cannot be used as evi­
dence ofthe distribution of the characteristic itself
because the test-score distributions may be influ­
enced greatly by the characteristics of a test. For
example, tests that are difficult will result in posi­
tively skewed distributions of scores (see expla­
nation below). Whatever the truth about the un­
derlying distribution of a characteristic for
humans in general, classes of 20 to 50 students are
not likely to be distributed normally with respect

I
99.9%

I
I

97.7%
I

14.1%
I

50.0%
I

15.9%
I

2.3%
I

(1/IIII/IOli... 'ert.n'oges 0.1 %

I

Standard
Deviations -45.

I

'tlr ten' of tOStl.
under portionl of
'htl norlllol tu,.....

2.,.. 16% 50% 14"" 91%

I I I I I
fiGURE 10.3 Chart Showing the Normal Curve and the Percentage of
Cases Under Various Portions of the Normal Curve. (Reproduced by
permission. All rights reserved. Copyright 1953, © 1964, 1967 by The
Psychological Corporation.)
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to any characteristic. The test results from the
large norm groups used for standardized tests are
likely to be more normal in appearance. (We will
not concern ourselves about whether this is due to
the normal distribution of the characteristic we
are measuring or is an artifact of the properties of
the measuring instrument.) We will discuss fur­
ther some properties of the normal curve when
discussing measures of central tendency and vari­
ability and types of scores.

In a positively skewed distribution (see Figure
10.4) most of the scores pile up at the low end of
the distribution. This might occur, for example, if
we gave a test that was extremely difficult for
the students. Or, if we were plotting teachers'
salaries and most of the teachers had very little
experience (thus having relatively low sal­
aries), we might obtain a positively skewed distri­
bution.

A negatively skewed distribution is shown in
Figure 10.5. In this case, the majority of scores are
toward the high end of the distribution. This
could occur if we gave a test that was easy for
most of the students, such as a minimum compe­
tency test. Or, if we were plotting teachers' sala­
ries in a school district where most of the teachers
were experienced and were close to the maximum
on the salary schedule, we would expect such a
distribution.

A rectangular distribution will result if the same
number of people obtain each of the possible
scores (see Figure 10.6). This would occur, for
example, if one were plotting percentiles (see
Chapter 11).

In the next session we will relate measures of
central tendency to score distributions.

MEASURES OF CENTRAL TENDENCY

It is often valuable to summarize characteristics of
a distribution of test scores. One characteristic of
particular interest is a measure of central ten­
dency, which gives some idea of the average or
typical score in the distribution. For example, you
might wish to know the typical temperature in
Miami, Florida, during the month of January.

If you took an examination in measurement,
surely you, as a student, would wish to know not
only how you performed on the examination but
also how well, in general, the other students per­
formed. You would want some measure of central
tendency to help interpret your own score. When
you teach, of course, your students may desire the
same information. We discuss two measures of
central tendency-the mean and the median-that
present this type of information.'

Mean

The mean (1) is the arithmetic average of a set of
scores. (Sometimes M is used as the symbol for
the mean.) It is found by adding all the scores in

'The mode is occasionally used as measure ofcentral tendency.
It is the most frequently occurring score in the distribution.
Because it can be greatly influenced by chance fluctuations, it
is not recommended.

Mdnx +
La Hi

FIGURE 10.4 A Positively Skewed Distribution.
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La

fiGURE .0.5 A Negatively Skewed Distribution.

(l0-1)

the distribution and dividing by the total number
of scores (N). The formula is

- EX
X=}j

where X = mean
X = raw score for a person
N = number of scores
E = summation sign indicating that all

X's in the distribution are added
(sigma)

The mean for the test scores (X) given in Table
10-1 is

- EX 2848
X = - = -- = 5696N 50 .

which would, for most practical purposes, be
rounded off to 57.0.

Median

The median (Mdn) is the point below which 50
percent of the scores lie. An approximation to that

I

point is obtained from ordered data by simply
finding the score in the middle of the distribution.
For an odd number of scores, such as 25, the ap­
proximation to the median would be the middle­
most score, or the score below which and above
which 12 scores lie (actually, 12% if one splits the
middle score and considers half of it to be above
the midpoint and half below). That is, the median
is considered to be the thirteenth score. For an
even number of scores, the median would be the
point that lies halfway between the two middle­
most scores. For the data in Table 10-2, the me­
dian would be 55, since both the 25th and 26th
scores are 55.

Comparisons of Mean and Median

Statisticians generally prefer the mean as the mea­
sure of central tendency. The mean takes into ac­
count the actual numerical value of every score in
the distribution. The median is preferred if one
desires a measure of central tendency that is not
affected by a few very high or 'very low scores.
The median is also sometimes preferred by class-

lo
x

Mdn

fiGURE .0.6 A Rectangular Distribution.
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relation to each other: The standard deviation is
the square root of the variance. This relation is in­
dicated in the symbols by use of the exponent 2
when indicating variance. The variance can be
computed by

Two examples of computing the variance and
the standard deviation are illustrated in Table
10-4.

To carry out the computation using the equa­
tions given, the following steps are completed.

'When estimating the variance of a population from a sample,
one uses N - I instead of N in the denominator to get an
unbiased estimator. Typically, in using the test data for descrip­
tive purposes, we do not estimate the population variance but
rather present the variance for the given scores. Thus, N is the
appropriate denominator.

where all symbols on the right-hand side have
been previously defined and the subscript x iden­
tifies the score distribution (here the X scores)
whose variance is being computed.'

Equation 10-2 is sometimes called a definitional
formula. Expressed in words, it states that the
variance is the arithmetic average (notice that we
are summing several values and dividing by the
number we sum, just as when computing the
mean) of the squares of the deviation scores from
their mean. The (X - 1), then, is known as a de­
viation value showing the distance between a per­
son's score (X) and the mean (1). (Computational
formulas are available in most basic statistical
texts. There are many inexpensive calculators that
have built-in variance and standard deviation pro­
grams, and a user need only push the appropriate
buttons.)

The standard deviation (SJ is obtained by tak­
ing the square root of the variance. The standard
deviation, then, is

(10-2)

(10-3)

2 E(X - 1)2
Sx = N

, /E(X

N-

X)2
s, = V·

To know only a person's raw score is of little
value. To know that a person's score is so much
above or below the mean is of some value. If one
has an indication of the variability of a distribution
of scores as well, much more information is ob­
tained. (To go back to the example of the temper­
ature in Miami, knowing only the average temper­
ature is not nearly so useful as also knowing
something about the variability of the tempera­
ture.)

The measures of variability most often used in
testing are the standard deviation (S) and the vari­
ance (S2).2 These two have a precise mathematical

20 ccasionally the range (high score-low score + I) is used.
But this measure, like the mode, is very unstable.

MEASURES OF VARIABILITY

room teachers because it is easier to determine.
The mean sometimes can be a misleading figure,
since it is greatly influenced by students with very
high or very low scores.

If you will reexamine the distributions pre­
sented in Figures 10.3 through 10.6, you will note
that there is a relationship between the shape of
the distribution and the relative placement of the
mean and the median. For normal and rectangular
distributions (or for any distribution that is sym­
metrically shaped), the mean and the median co­
incide. In a positively skewed distribution, the
mean will give the higher measure of central ten­
dency. In a negatively skewed distribution, just
the opposite occurs. Thus, for classroom tests or
teacher salary distributions, one could present a
different image by presenting a median instead of
a mean. But for standardized test results with
fairly normal distributions, it would matter little
which measure of central tendency was used. The
mean is most often used, however, because it can
be used in the calculation of other statistics, such
as the standard deviation and correlation coeffi­
cients discussed below.
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TABLE 10-4 Two Distributions of I Scores with E ual Means but Une ual Variances

Example A
(X - X)x

109
108
107
105
105
103
102
101
101
101
99
99
97
97
96
95
95
94
93
93

EX = 2000

9
8
7
5
5
3
2
1
1
1

-1
-1
-3
-3
-4
-5
-5
-6
-7
-7

(X - X)2

81
64
49
25
25

9
4
1
1
1
1
1
9
9

16
25
25
36
49
49

E(X - })' = 480

Example B
X (X - X) (X - X)2

185 85 7225
147 47 2209
121 21 441
108 8 64
106 6 36
104 4 16
103 3 9
103 3 9
102 2 4
101 1 1
99 -1 1
96 -4 16
91 -9 81
83 -17 289
82 -18 324
80 -20 400
74 -26 676
74 -26 676
71 -29 841
70 -30 900

EX = 2000 E(X -})' = 14,218

- EX 2000
N = 20 X = - =-­

N 20

5' = 480 = 24
, 20

5., = V24 = 4.9

= 100
- EX 2000

N = 20 X = - = -- = 100
N 20

5' = 14,218 = 710.9
x 20

S, = \1'710.9 = 26.66

1. Compute the mean by adding all the X scores
and dividing by the total number of scores. EX
= 2000, N = 20, so X = 100.

2. Subtract X from each individual's X score (X ­
1) (e.g., for the first individual in Example A,
X = 109, so X - X = 109 - 100 = 9).

3. Square these (X - 1) numbers to get an (X ­
1)' for each individual (e.g., 9' = 81).

4. Add the column of (X - 1)' scores. This value,
E(X - 1)' = 480, is the numerator of Equa­
tion 10-2.

5. Divide E(X - 1)2 by N(480/20) to get the
variance (S; = 24).

6. Take the square root of the variance to obtain
the standard deviation (Sx = V24 = 4.9).

If a new student with an IQ score of 120 (as­
sume all IQ scores were obtained from the same
test) joins a class of pupils with IQ scores as
shown in Example A in Table 10-4, he will be 20
points above the mean and 11 points above the
second pupil in his class in measured aptitude. If
he joins a class with scores as shown in Example



reliability or validity of a test (see Chapters 12 and
13 for a discussion on reliability and validity). The
Pearson product moment correlation coefficient
(r) is the statistic most often used to give us an
indication of this relationship. It can be calculated
from the formula:

where X = score of person on one variable
Y = score of same person on the other

variable
X = mean of the X distribution
Y = mean of the Y distribution
S, = standard deviation of the X scores
Sy = standard deviation of the Y scores
N = number of pairs of scores

The value of r may range from +1.00 to
- 1.00. When an increase in one variable tends to
be accompanied by an increase in the other vari­
able (such as aptitude and achievement), the cor­
relation is positive. When an increase in either
one tends to be accompanied by a decrease in the
other (such as age and value of a car), then the cor­
relation is negative. A perfect positive correlation
(1.00) or a perfect negative correlation (-1.00)
occurs when a change in the one variable is always
accompanied by a commensurate change in the
other variable. A zero (.00) correlation occurs
when there is no linear relationship between the
two variables. Table 10-5 illustrates the compu­
tation of r using Equation (l 0-4). Again, many cal­
culators have built-in correlation programs.

How close to 1 (positively or negatively) an r
must be, in order to indicate that an important re­
lationship exists, is difficult to specify. The scat­
tergrams in Figure 10.7 depict the amount of re­
lationship for various correlation coefficients. (A
scattergram is a plot showing each individual's
scores on both X and Y.)

Obviously, we do not expect all different sets
of variables to have equal degrees of relationship.
Correlations vary considerably in size, and the
value of a given correlation must be interpreted,
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B, he will still be 20 points above the mean, but
three pupils in the class will have higher measured
academic aptitude. The pupils depicted in Exam­
ple B will require more individualized attention
than the pupils depicted in Example A because of
the extreme variability in academic aptitude of the
students.

The standard deviation is used to describe the
amount of variability in a distribution. Although
the standard deviation can be computed for a dis­
tribution of any size, it is particularly useful for
reporting the variability of large sets of scores
(such as the norms on standardized tests) because
of the relationship between the standard deviation
and a normal distribution. In a normal distribu­
tion, a specified percentage of scores fall within
each standard deviation from the mean. As can be
seen from Figure 10.3, about 68 percent of the
area under a normal curve (or 68 percent of the
scores if the normal curve depicts a distribution of
scores) falls between ± 1S, (i.e., plus or minus one
standard deviation from the mean); 95 percent be­
tween ±2Sx (the 95 percent interval is actually ±
1.96Sx but for practical work it is often computed
as ±2Sx) ; and 99.7 percent-between ± 3Sx o More
is said about this relationship between a normal
curve and the standard deviation in the discussions
of types ofscores, reliability, and validity in Chap­
ters 11, 12, and 13.

MEASURES OF RELATIONSHIP

If we have two sets of scores from the same group
of people, it is often desirable to know the degree
to which the scores are related. For example, we
may be interested in the relationship between the
mathematics test scores and GPA for the individ­
uals whose scores are given in Table 10-1. (Do
people who do well in mathematics also, in gen­
eral, do well in other areas in school?) Or we may
be interested in both, or either, of the other rela­
tionships: test score and IQ score or GPA and IQ
score. We are also interested in relationships be­
tween two sets of scores when we are studying the

r=
E[(X - X)(Y - Y)]

NSxSy
(l0-4)
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FIGURE 10.7 Scattergrams Indicating Correlations of Various Sizes
(N = 50).
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TABLE 10-5 The Calculation of r Using Equation 10-4

x y x - X (X - X)2 Y - Y (y - 1')2 (X - X) ( y - 1')

50 45 20 400 16 256 320
49 50 19 361 21 441 399
30 25 0 0 -4 16 0
11 10 -19 361 -19 361 361
10 15 -20 400 -14 196 280

1522 1270 1360

~X = 150 ~Y = 145

X = 30 Y = 29

~(X - X)2 = 1522 ~(Y - Y)2 = 1270

S. = y~(X-; X)2 = y15:2 = y!304.4

S = y1270 = v'254
y 5

~(X - X)(Y - y)
r=

NS.Sy

1360 = 98
5Y!304.4 v'254 .

TABLE 10-6 Typical Correlation Coefficients
for Selected Variables

does not cause the other. They are correlated
simply because they are both related to a third
variable: chronological age.

2. The Pearson product moment correlation is a
measure of linear relationship. If one suspects
that two variables have a relationship other

in part, by comparing it to other correlations ob­
tained from similar variables. For example, a cor­
relation of .85 would be considered somewhat low
if one were correlating two equivalent forms of an
aptitude test. However, a correlation of .70 be­
tween Scholastic Aptitude Test scores and college
grade point averages would be interpreted as quite
high. Table 10-6 gives some typical correlation
coefficients for selected variables. The more ex­
perience you obtain, the more you will know what
degree of relationship can be expected between
different variables.

Two cautions should be mentioned concerning
the interpretation of correlation coefficients:

1. They are not an indication of cause and effect.
One can find all sorts of variables that are re­
lated but have no causal relationship. For ex­
ample, for children, the size of the big toe is
slightly correlated with mental age-yet one

Variables

Two equivalent forms of a test
Intelligence of identical twins
Height and weight of adults
High school and college GPA
Intelligence of pairs of siblings
Height and intelligence

r

.95

.90

.60

.50

.50

.05



than. linear, a different index of correlation
should be computed.'

• SUMMARY

The following statements summanze the major
points of this chapter.

1. Data can be classified as nominal, ordinal, in­
terval, and ratio data.

2. Tabulating and/or graphing data aids in ease
of interpretation.

3. The shape of a distribution of scores will de­
pend both upon the properties of the measur­
ing instrument and the distribution of the un­
derlying characteristic we are attempting to
measure.

4. The mean and median are measures of central
tendency. They give an idea of the average or
typical score in the distribution.

S. The mean is generally preferred by statisti­
cians as the measure of central tendency, but
the median is easier to compute and therefore
is sometimes preferred by classroom teachers.

6. For distributions that are fairly normal (such
as those obtained from most standardized test
results), it matters little which measure of
central tendency is used.

7. The variance and standard deviation are mea­
sures of variability. They give an indication
of the spread of scores in a distribution.

8. The standard deviation is the square root of
the variance.

9. The Pearson product moment correlation co­
efficient is the statistic most often used to

provide a measure of relationship. The values

'An explanation of curvilinear relationships is found in many
statistics texts, for example, William A. Hays, Statisticsfor Psy­
chologists, 4th ed. New York: Holt, Rinehart and Winston,
1988.
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of the coefficient may range between - 1.00
and +1.00, indicating perfect negative and
perfect positive relationships, respectively. A
value of .00 (zero) indicates no linear rela­
tionship.

10. There are two major cautions in interpreting
correlation coefficients:
a. They are not an indication ofcause and ef­

fect.
b. The ones we have studied in this chapter

are only measures of linear relationship.

• POINTS TO PONDER
1. Assume that you are the teachers' representa­

tive at a salary-negotiating session with your
school board. If you wish to show the low sal­
aries of teachers in the system, would you use
the mean or the median salary? Why?

2. If a negatively skewed distribution of test
scores is obtained, what, if anything, can be in­
ferred about the "true" distribution of the
characteristic being measured?

3. Which of the scattergrams shown in Figure
10.7 would you expect to obtain if you were
studying the relationship between:
a. chronological age and intelligence?
b. car age and car value?
c. height and weight?
d. aptitude test scores and college grade point

average?
4. What does a correlation of .11 mean to you?

Would it (or could it) be significant to a cancer
researcher? How?



Chapter tt

Norms, Scores,
and Profiles

• Norms
• Types of Norm-Referenced Scores
• Types of Criterion-Referenced Scores
• Expectancy Scores

• Profiles

In Chapter lOwe discussed some basic descriptive
statistics, measures of central tendency, variabil­
ity, and relationship. In this chapter we will dis­
cuss the interpretations ofvarious types of scores.
Most readers will realize that a raw score (number
correct) on a test provides very little information.
For that reason, the interpretation of the score is
almost always facilitated by some type of transfor­
mation of the raw score that provides a frame of
reference. Two such frames of reference are
norm- and criterion-referenced, which were dis­
cussed briefly in Chapter 2. Recall that in the for­
mer, our frame of reference is the scores of an
identifiable norm group. In the latter, the frame of
reference is some performance standard. It is not
necessary to review here the debates about non­
standard terminology and the relative values of the
two types of referencing. The two types of refer­
encing are used by classroom teachers in their
own assessment procedures and by most publish-
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ers of tests. Professionals need to be familiar with
both. Thus, we will present some specific types of
norm- and criterion-referenced scores that you
may wish to compute for your own tests, that you
may come across as a user of standardized tests,
and that you should understand and be able to ex­
plain to others.

After studying this chapter, you should be able
to do the following:

1. Know the definitions of the terms presented.
2. Appreciate the value ofa norm group as an aid

in interpreting test scores.
3. Evaluate the adequacy of a set of norms in

terms of recency and representativeness.
4. Judge what would constitute a relevant norm

group for a specified purpose of testing.
s. Recognize when different norm groups

should be used.



6. Judge the adequacy of the norms description
in a test manual.

7. Distinguish between norm-referenced and
criterion-referenced scores.

8. Convert raw scores to percentiles and linear
z and T scores.

9. Interpret various types of derived scores.
10. Recognize the limitations of various types of

derived scores.
11. Interpret various profiles.

NORMS

The terms norm, norm group, and norms are often
used in educational measurement. Norm is some­
times used as a synonym for average and is the
mean (or median) score for some specified group
of people. This specified group is called the norm
group, or referencegroup. There may be more than
one such specified norm group for any test. A
table showing the performance of the norm
group(s) is called a norms table, or (more com­
monly) norms. Norms tables typically show the re­
lationship or correspondence between raw scores
(the number correct on the test) and some type of
derived scores. We will now consider the need for
norms, how to obtain an appropriate norms group,
some various types of norm groups, what test
manuals should report about norms, and how to
use norms.

Need for Norms

In Chapter 2 we discussed the differences be­
tween norm- and criterion-referenced score inter­
pretation. Criterion referencing has a place in spe­
cific types of instructional training programs, but,
in general, normative referencing is ofmore value.
Outside of certification decisions there are very
few educational situations in which criterion re­
ferencing alone is sufficient. Even in the situation
where the test itself is composed of all behaviors
to which we wish to infer, we usually desire nor­
mative data.
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Suppose we have a 100-item test composed of
all possible permutations of multiplying two one­
digit numbers. IfJohnny took this test and got 75
answers correct, we could clearly make a crite­
rion-referenced statement: Johnny knows 75 per­
cent of the material. But to know how others per­
formed on the test would certainly help us to
interpret his score. If others of his age and edu­
cation can typically receive 100 percent, and have
been able to do so for two years, his score would
take on quite a different meaning than if he is the
only one in his age group who can score higher
than 50 percent on the test. Norms, then, are im­
portant in that they tell us how others have per­
formed on the test.

An Appropriate Norm Group

An appropriate norm group must be recent, repre­
sentative, and relevant.

Recency If one gives a test in a classroom and
norm references the scores to that class, the norms
are obviously very recent. Referencing a student's
score against the total of the previous two years
students' scores gives a less recent norm group.
Comparing current students' scores to those of
ten years ago may not really be appropriate.

Such rapid changes are occurring in education
that test norms can quickly become outdated. This
is particularly true in the area of achievement tests
(either classroom or standardized). If we do a bet­
ter job of instructing, or if we change our curric­
ular emphasis, the achievement of ninth-grade stu­
dents in a social studies test three years from now
might be quite different from the achievement of
present ninth-graders. Of course, as the content of
a curriculum changes, not only the norms but the
test itself becomes outdated. This is usually obvi­
ous to a test user who is competent in her subject
matter.

A less likely detected obsolescence of norms
occurs when the content of the test is still relevant
but the characteristics of the reference group have
changed. This may be true, for example, in a col­
lege that changes from a restricted to an open ad-
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missions policy. A prospective freshman may have
quite a low test score in comparison with that of
freshmen admitted under a restrictive policy; on
the other hand, his score may be quite high relative
to that of freshmen admitted under an open policy.
Many other less obvious changes in society could
also make an older reference group no longer ap­
propriate.

One caution to be mentioned here is that the
recency of the norms group on a published test
cannot be judged by the copyright date of the test
manual. Any change in the test manual allows the
publisher to revise the copyright date of the man­
ual, although the later date may not be an indica­
tion of the recency of the norms.

As mentioned in Chapter 1, a report by Cannell
(I 987) suggested that more than 50 percent of the
elementary school students in the nation were
above the national average on many standardized
achievement tests. This has become known as the
"Lake W obegon" effect. One possible reason for
the finding has to do with the recency of the
norms. Tests have traditionally been normed at
the time of publication. Suppose we are using a
test normed in 1980. If the education of the na­
tion's school children has improved between 1980
and 1987, then more than 50 percent of the 1987
students will score above the 1980 norm group.
The norms are "time-bound" (Williams, 1988),
and this needs to be kept in mind during any
norm-referenced interpretation of the scores. For
example, a norm-referenced report to the public
should state the year the norms data were gath­
ered.

Because of the time-bound nature of the origi­
nal norms, some publishers now also offer schools
annual norms. For example, CTB/McGraw-Hill
offers customers of the Comprehensive Test of
Basic Skills (CTBS) and the California Achieve­
ment Test (CAT) "Annual National Normative
Trend Data" (NTD). Score reports are available
annually for the original standardization year as
well as for the most recent norming-which each
year is based on the results from the previous
spring. The advantage of such reports is that one
can obtain a recent normative comparison as well

as determine whether the schools in the nation
have improved across time. This improvement
would not be detected readily without the stable
norms from the original sample.

Representativeness There are two sources of
error in any normative statement about a person's
score. One, the error of measurement, is due to
the imprecision or unreliability of the test or test­
ing process and will be discussed in Chapter 12.
The second, the sampling error, is the discrepancy
between the scores in the sample and the popula­
tion and is due to the limitations of the sample. A
population refers to a specified group of individu­
als (e.g., all fifth-graders in the United States). A
sampleis a smaller number of people selected from
the population and actually tested. In this section
we are concerned with the adequacy of the sample.
In the following section we consider the relevance
of the population sampled.

One consideration of some importance in sam­
pling is the size of the sample. Any sample should
be large enough to provide stable values. By "sta­
ble" we mean that if another sample had been
drawn in a similar fashion, we would obtain sim­
ilar results. Most of the more popular published
tests have samples of adequate size. For norming
classroom tests, a single classroom would not
likely provide a large enough sample for stable
norms. A person could conceivably be at the 75th
percentile in one class but be at the 50th percentile
in another class. Teachers should accumulate data
across similar classes or across several years to

provide a larger normative sample.
Another important factor is the kind of sam­

pling. (This is of more concern in standardized
tests than classroom tests.) A large sample alone is
not sufficient. If a sample is biased, making it
larger does not solve the problem. The sampling
procedure must be correct. Space does not permit
us to delve into sampling techniques extensively.
In general, however, stratified random sampling is
the best procedure where the stratification is done
on the most relevant independent variables. The
relevant independent variables (such as age, sex,
socioeconomic status, race, size of community,



and geographic location of the subject) would vary
from one kind of test to another. Perhaps the most
troublesome problem in sampling is that one is de­
pendent on the cooperation of the sample chosen.
If cooperation is poor, so that the proportion of
the original sample for which scores are obtained
is too low, then the obtained scores may be from
a biased sample. Unfortunately, the agencies do
not always tell us what proportion of the originally
chosen sample did cooperate and how they dif­
fered from the noncooperators. A study by Baglin
(1981) suggests that there is a considerable pro­
portion of schools who decline to participate.
Those who participate are more apt to be using
the publisher's tests or instructional materials than
those that decline. Thus, the national norm may be
biased in favor of schools having a curriculum re­
lated to the test content. This would likely result
in a more difficult set of norms than a truly na­
tional norm. That is, those who participate in the
norming sample should, as a group, do better than
nonparticipants would have done. Thus, pupils
would receive a lower norm-referenced score than
they would have in a truly national sample. (On
the other hand, motivation may be less for pupils
in the normative sample than in a regular test-tak­
ing setting, thus causing the normative sample to
produce a less difficult set of norms-i.e., the sam­
ple in the norm group does poorer than the na­
tional population would do.)

A poor sampling procedure would be to sample
by convenience rather than by a particular sam­
pling procedure. For example, schools in which
one has professional contacts or those that have
previously cooperated could be chosen because
these procedures are convenient. Such a chosen
sample may not be biased, particularly if the data
in the sample are appropriately weighted. Never­
theless, the likelihood that such a sampling pro­
cedure will produce biased results is great enough
for us to be wary of norms built in such a fashion.

As mentioned, differential cooperation and
sampling by convenience are likely to produce too
difficult a set ofnorms (i.e., the sample in the norm
group does better than the national population
would do). This would tend to produce lower
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norm-referenced scores. However, less motiva­
tion would produce too easy a set of norms. The
Cannell report suggests that norms are too easy.
Certainly test publishers could attempt to develop
norms that are too easy by using a norm group that
is less capable than a truly representative sample.
Given the differential cooperation of schools, this
would not be likely to occur by accident. We do
not impugn the publishers' integrity. In fact, we
doubt that most publishers' norms are too easy for
the year they are gathered. We suspect the Lake
W obegon effect has more to do with the time­
bound nature of the norms than it does inadequate
representativeness. (Teaching too closely to the
test is probably the major reason for the Lake
Wobegon effect.)

Relevance The relevance of the norm group
depends upon the degree to which the population
sampled is comparable to the group with which
users of the test wish to compare their students.
For classroom tests, other classes receiving the
same instruction are likely a relevant norm group.
For standardized tests, the issue is more compli­
cated. If, for example, a tester wishes to compare
a student's ability with that of students who intend
to go to college, then the norm group should be a
sample ofstudents who intend to go to college and
not a sample from a general population. Because a
test may be used for several different purposes, it
is usually necessary to have more than one norm
group. Some of the more common types of norms
are discussed briefly below.

Types of Norms

National Norms The types of norms most
commonly reported by test publishers and used by
educators are national norms. These norms are al­
most always reported separately by the different
age or educational levels for which the test is con­
structed. Occasionally, they are reported sepa­
rately by sex. National norms can be used with all
types of tests but are probably most useful for gen­
eral scholastic aptitude and achievement tests.
They assist in keeping one from forming too pa-
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rochial a view. Suppose Mary attends a school dis­
trict where the students all come from profes­
sional homes. The school, Mary's parents, and
Mary herself may get quite an unrealistic picture
of Mary if she is compared only to others in that
district. She may be in the bottom fourth of that
district but in the top 10 percent nationally.

Most major test publishers who report national
norms have employed reasonably satisfactory sam­
pling procedures. Nevertheless, there is still the
obvious limitation of school cooperation, some
tendency to choose samples for convenience, and
the always present sampling error. Thus, national
norms are not completely comparable to each
other, and it is not really possible to compare a
pupil's scores on two different tests unless the data
were gathered on the same sample. Many testing
companies do use the same sample for norming
both an aptitude and an achievement battery, thus
allowing intertest comparisons.

One other point should be mentioned. National
norms for educational tests are most often gath­
ered in school settings. Since 100 percent of the
population is not in school, we do not have a truly
national sample. The higher the grade level, the
lower the proportion of children that are in school
and the more biased the sample. This is not really
a handicap in making educational decisions, but it
is a point we need to remember if we wish to in­
terpret the data as literally representative of the
nation. Related to this point, we must remember
that in any international comparisons of achieve­
ment the samples are drawn from schools, and the
United States has a greater proportion of youth at­
tending school than do other countries. In such
studies, we are often comparing the top 75-85
percent of our youth to the top 20-30 percent of
the youth in some other country.

Thus, as useful as national norms may be, they
certainly do have some limitations. The most se­
rious one is that often they simply do not provide
the comparison data or permit us to make the in­
terpretation we need. If a student plans to take au­
tomobile mechanics at Dunwoody Technical In­
stitute, we would be much better able to counsel

him if we knew how his aptitude in auto mechan­
ics compares with students presently in Dun­
woody.

Special Group Norms For many decision­
making purposes, highly specific norms are the
most desirable. Norms such as "first-year educa­
tion students at state colleges," "high school jun­
iors," or "students who have taken two years of
French" may be the comparisons in which we are
most interested. Weare likely to want such spe­
cial norm groups for specific aptitude tests, such
as mechanical, clerical, and musical, and for spe­
cific subject-matter tests such as first-year Span­
ish, music appreciation, chemistry, and the Col­
lege Board Scholastic Aptitude Test (SAT). Such
special norm groups are also useful for tests de­
signed for the physically or mentally handicapped.
Intelligence tests designed for the blind or the deaf
obviously need to have special group norms.

Local or State Norms Individual classroom
tests will necessarily have only a local classroom
norm group. District-administered tests could
have district or classroom norms-although dis­
trict norms seem preferable for most uses.

Standardized tests can have national, district,
building, or individual classroom norms. If some
intraschool comparisons or intracity comparisons
are desired, many people prefer local norms for
standardized tests. Although such comparisons
could be made by using national norms, the users
might find it more difficult to make the compari­
son with the data in that form. If test scoring is
done by machine-whether by a test company or
locally-local norms can be constructed easily. In
general, it is worth the slight extra charge to have
these local norms prepared. This facilitates test
score interpretation to the teacher, the parent, the
student, and the community.

In the past few years more states have devel­
oped their own tests. Although many of these test
results are reported in a criterion-referenced fash­
ion, there typically are also state norms published.
For required tests, these norms are obviously ac-



curate because the sample equals the population.
However, for some optional state-built tests the
norms may be "user" norms and not necessarily
representative of the total state.

School Mean Norms If we are interested in
comparing the mean performance of a school (or
total school district) to other schools, we must use
school (or total district) mean norms. It is not ap­
propriate to compute a mean fir a schooldistrict and
interpret it as indicating the norm-referenced posi­
tion of the schoolby using the norm tables based on
individual pupil performance. The variability of
school means is far less than the variability of in­
dividual scores, and the individual norm tables
would, therefore, give an underestimate of relative
school performance for above-average schools and
an overestimate of relative school performance for
below-average schools. Not all test publishers pro­
vide school mean norms for those who wish to
make such comparisons. If not provided, such
comparisons cannot be made. (Of course, the local
district can compute the school means for the
schools in that district and build local school mean
norms for those specific schools. Also, one can
compare the average student in a school to the stu­
dents in the nation. However, this does not give
the school's norm-referenced score.)

What Test Manuals Should Report

The users of test information must be very cau­
tious in their interpretation of the norms provided
by the test publisher. Questions such as the fol­
lowing must be considered: How representative
are the norms? What were the characteristics of
the standardization and norming sample? How old
are the norms? Are the norms useful for the kinds
of comparisons to be made? These questions must
be satisfactorily answered before one can cor­
rectly and meaningfully use the norm data-but
test manuals do not always provide the data nec­
essary to answer them. If the information is not
available in a manual, it may be found in a techni­
cal supplement. At any rate, the quality of the
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norms should not be accepted on faith. (This is
obviously true for local and state-built tests as well
as national tests.)

A manual for a standardized test may state that
it has a national sample without providing the data
necessary for the users to judge for themselves the
adequacy of the sample (norms). The norm group
must necessarily consist of those who are willing
to be tested, and the test manual should state the
refusal rate. The users must then decide how this
information will affect their interpretations. Older
tests were often normed so that the norm data re­
ally represented, for example, only the Midwest,
or only the East Coast, or only the Far West.
Generally, the newer tests, particularly those pub­
lished by the larger reputable companies, have ad­
equate norm data. Highly sophisticated sampling
procedures exist and a representative sample can
be obtained if the publishers are willing to go to

the effort to achieve such an end.

Using Norms

Normative data aid greatly in the interpretation of
test scores, but there are also dangers of misinter­
pretation or misuse ofnorms. It would be a misuse,
for example, to interpret national norms as special
group norms, or vice versa. Perhaps the greatest
mistake is to interpret norms as standards. Norms
are not standards. Norm information tells us how
people actually perform, not hO'W they should per­
firm. Comparing a person's score with a norm
group does not automatically tell us whether his
score was above or below the level at which it
should be. It tells us only how the person per­
formed in comparison to others. A description in
relative terms is not an evaluation.

One of the most ridiculous but frustrating crit­
icisms of the schools is the complaint that there
are so many students "below norms"! For exam­
ple, half the sixth-graders read "below grade
level"! Terrible? Of course not. If "norm" is used
as a synonym for "median," half the students must
be below a current, accurate norm. There is no
way the schools can do such a good job that less
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than half the students will be below average when
compared to a current, representative norm group.
(As mentioned earlier, it is possible for more than
half the current students to score better than a
norm obtained in a previous year.)

Also, when evaluating output-such as scores
on an achievement test-input must be consid­
ered. Input includes things such as previous in­
struction on the variable being measured, as well
as family, community, and school characteristics.
We talk more about the relationship between
input and output in the section on accountability
in Chapter 21. But output should always be inter­
preted in relation to input. As mentioned in Chap­
ter 1, we would evaluate two fifth-graders' scores
quite differently if, in the preceding year, one
scored at the third-grade level and the other at the
fourth-grade, fifth-month level.

One final point: The output on standardized
achievement tests should be interpreted in view of
the local curricular and instructional objectives. If
the local objectives differ from the ones followed
by the test-maker, any interpretation of the result
must be made in light of this fact. More is said
about this in Chapter 16.

TYPES Of NORM-REfERENCED
SCORES

To know a person's observed score (raw score) on
a measuring instrument gives us very little infor­
mation about his performance. To know how that
person's score compares with the mean score of
an identifiable group (norm group) is of more
value. If one has an indication of the variability of
the distribution of scores in the norm group as
well, much more information is obtained. If a per­
son's raw score is changed into a score that by it­
self gives normative or relative information, we
can present the information more efficiently, since
the mean and standard deviation need not also be
reported. Such expressions as kinds ofscales, kinds
ofnorms, types ofscores, and derived scoresall refer
to those various transformations of raw scores

into scores that have normative or relative mean­
lllgS.

Derived scores are useful, then, in comparing a
person's score to those of others, that is, in mak­
ing interindividual comparisons. A second use is
in making intraindividual (within-individual)
comparisons. It is not possible, for example, to
compare directly a person's test score, GPA, and
IQ measures. It is first necessary to transform all
data into comparable units. (Of course, compara­
bility of the norm groups is also necessary.)

The following example illustrates the impor­
tance of derived scores in interpreting data. As­
sume Irwin, an eleventh-grade boy, has received
the following raw scores on the Differential Apti­
tude Test (DAT).

Verbal Numerical Abstract Clerical
Reasoning Ability Reasoning SandA

(32) (29) (32) (42)

Mechanical Space Spelling Language
Reasoning Relations (64) Usage

(42) (36) (30)

These data, in and of themselves, tell us noth­
ing about how Irwin compares to others of his
age, since we have no idea how other children
score. But do they even tell us anything about
whether Irwin is better in one subtest area than in
another? Do we know if Irwin is better in spelling
than in language usage? No, because we do not
know the total number of questions on each sub­
test, nor whether some subtests have easier ques­
tions than the others. Some type of derived score
is necessary for both inter- and intraindividual in­
terpretations.

Another use of derived scores is to assist in a
meaningful combination of data. Sometimes the
teacher wishes to combine various pieces of infor­
mation to make a single decision about an individ­
ual. An example would be to combine results of
term papers, quizzes, and examinations to arrive at
a final grade. The question is: How does the
teacher weight the various pieces of data? By con­
verting all scores to derived scores, a weighting
scheme can be carried out (see Chapter 20 for a
further discussion of this).



Because score reports serve a variety of audi­
ences and purposes, it is common for them to con­
tain a variety of derived scores. The types of
norm-referenced scores that are most likely to be
used by psychologists and educators can be di­
vided into two basic types: relative position status
scores and developmental level scores. The rela­
tive position status scores discussed below include
percentile ranks, linear z and T scores, normalized
z and T scores, normal curve equivalent scores,
deviation IQ scores, and stanines. The develop­
mental level scores we will discuss are grade
equivalents, mental age scores (and the related
ratio "IQ" scores), and scaled scores. We will also
discuss expectancy scores, which, depending on
the metric used, could be either status or devel­
opmentallevel scores.

Relative Position Status Scores

Percentiles and Percentile Ranks A percen­
tile is defined as a point on the distribution below
which a certain percentage of the scores fall. A
percentile rank gives a person's relative position or
the percentage of students' scores falling below
his obtained score.' For example, let us assume
that John has a raw score of 76 on an English test

'Statisticians differ somewhat in the precise definitions of these
terms, but their differences are minor and need not concern us.
Some use the terms percentile and percentile rank interchange­
ably.
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composed of 100 items. If98 percent of the scores
in the distribution fall below a score of 76, the
percentile rank of the score of 76 is 98 and the
98th percentile is a score of 76. Thus, 76 is
the point below which 98 percent of the scores in
the distribution fall. This does not mean that the
student who scores at the 98th percentile an­
swered 98 percent of the items correctly. If this
score is equivalent to the 98th percentile, it means
that 98 percent of the students who took the test
received a score below 76.

Percentile ranks have the advantage of being
easy to compute and fairly easy to interpret. (Oc­
casionally, people will confuse percentile ranks
with percentage correct, but this distinction can
be easily explained to most people.) In explaining
a national norm percentile rank to a student, the
teacher will say, for example, "your percentile
rank of 85 means that you obtained a score higher
than 85 out of every 100 students in a represen­
tative sample of eighth-graders in the nation who
took this test."

As with other derived scores, both intra- and
interindividual comparisons can be made from
percentiles. For example, referring to a percentile
norm table for the DAT values given earlier for
Irwin, we find the percentiles listed below.

We can now see how Irwin's scores in each
subtest compare with those of other eleventh­
graders (interindividual comparison) as well as see
how his scores in the different subtests compare
with each other (intraindividual comparison). As

Verbal Numerical Abstract Clerical
Reasoning Ability Reasoning S and A

Raw Score 32 29 32 42
Percentile 65 70 45 40

Mechanical Space Language
Reasoning Relations Spelling Usage

Raw Score 42 36 64 30
Percentile 20 55 55 65
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can be seen, the order of Irwin's raw scores was
meaningless information.

Percentile ranks have a disadvantage in that the
size of the percentile units is not constant in terms
of raw-score units.' For example, if the distribu­
tion is normal, the raw-score difference between
the 90th and 99th percentiles is much greater than
the raw-score difference between the 50th and
59th percentiles (see Figure 11.1). Thus, a percen­
tile difference does not really represent the same
amount of raw-score difference in the middle of
the distribution as it does at the extremes. Any in­
terpretation of percentiles must take this fact into
account. We can be more confident that differ­
ences in percentiles represent true differences at

2Except in the unusual case where the raw-score distribution
is rectangular.

the extremes than at the middle of a normal dis­
tribution. This problem can be alleviated some­
what by presenting the information on a graph,
called a normal percentile chart, that "accounts
for" the unequal units. Some publishers do use this
type of visual reporting scheme (see Figure 11.3).
Of course, the ordinal nature of the percentile
rank units means that one cannot treat them fur­
ther statistically. But this is not a relevant limita­
tion with respect to interpreting the scores to oth­
ers. In general, the percentile rank is one of the
best types of relative position status scores to use
in interpreting test scores to others. Derived
scores that do not have the limitation of unequal
units are the linear standard scores, discussed
below.

Linear z and T Scores Linear scores (frequently
called standard scores) are transformed scores for
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TABLE •• - • Computation of Linear z and T
Scores

raw score - mean X - X
z = = -- (11-1)

standard deviation S.

which the resulting set of values has a distribution
shape identical to the original raw-score distribu­
tion. In other words, if the original raw scores are
plotted on one axis and the transformed scores on
another, a straight line will connect the plotted
points. The linear z score is the basic standard
score. The formula for a linear z score is

As can be seen from the formula, a person whose
raw score is equal to the mean will have a z score
of zero. If a person has a raw score that is one
standard deviation above the mean, his z score will
be +1.0. Thus, z scores are standard scores with
a mean of zero and a standard deviation of 1.

Linear T scores are derived scores with a mean
of 50 (the T score if z = 0) and a standard devi­
ation of 10. The formula for a linear T score is

Normalized z and T Scores When raw scores
are normalized, the shape of the distribution of the
transformed (normalized) scores is normal, re­
gardless of the shape of the original distribution. J

Test publishers often provide normalized scores,
and the wise test user should be able to discern the
difference between these and linear-transformed
scores. If normalized z and Tvalues are given, the
relationship between those values and percentiles
(as shown in Figure 11.1) is accurate, regardless
of the shape of the raw-score distribution. Thus,
knowing that a person had a normalized z of 1, we
would know that he was at about the 84th percen­
tile. This interpretation could not be made with a
linear z of 1 unless the original raw-score distri­
bution was normal. (It should be emphasized that

When scores are normally distributed, there is
a precise mathematical relationship between z and
T scores and other derived scores. Recall that in a
normal distribution, approximately 68 percent of
the scores fall between ±1S., 95 percent between
± 2S., and 99.7 percent between ± 3S•. Since a z
score has a standard deviation of 1, approximately
68 percent of the z scores will be between ±1, 95
percent between ± 2, and 99.7 percent between
± 3 in a normal distribution. As Figure 11.1 illus­
trates, a person who scores one standard deviation
above the mean has a z score of 1, a T of 60, and
is about the 84th percentile.

Most norm groups for standardized tests are
quite large, and the distribution of their scores
often approaches normality. Thus, linear z and T
scores for most standardized tests can be inter­
preted as if they relate to percentiles, as shown in
Figure 11.1. Classrooms of 50 or fewer pupils,
however, do not typically present normal distri­
butions, and the relationship depicted in Figure
11.1 would not be accurate.

(11-2)(
X - X)

T = lOz + 50 = 10 --s:- + 50

Theoretically, the T score has no advantage
over the z score, or vice versa. One is simply a
linear transformation of the other. Practitioners,
as well as measurement experts, often prefer T
scores, because then negative numbers and deci­
mals can generally be avoided (e.g., see Cronbach,
1990).

Table 11-1 shows the computation of the linear
z and T scores for an individual with a raw score
of 85 on a test that has a mean of 100 and a stan­
dard deviation of 15.

T = 10z + 50 = 1O( -1) + 50 = - 10 + 50 = 40

x-x 85-100 -15
z=-S-.-= 15 =-1-5-=

x = 85 1'=100 S. = 15

-I

lit is not an objective of ours that readers of this text be able
to normalize raw scores. However, for those who wish to do
so, proceed as follows: Rank the raw scores, convert them to

percentiles (percentile ranks), and look up the corresponding z
score in a conversion table (found in almost any basic statistics
or test theory text). A normalized z can be converted to a nor­
malized T by using Equation 11-2.
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the relationships shown in Figure 11.1 hold only
for a normal distribution of raw scores, not for all
raw-score distributions.)

NCE = 21.06 (normalized z) + 50 (11-3)

Deviation lQ.s The intelligence quotient (IQ) is
one of the most misunderstood concepts in mea­
surement. Much of this confusion exists because
of a misunderstanding of intelligence tests. (In
Chapter 15 we consider what an aptitude or intel­
ligence test supposedly measures and how the
scores can be interpreted usefully.) Part of the
confusion, however, exists because people do not
understand the type of score typically used to re­
port the results of intelligence tests, that is, the
IQ. Originally, the IQ was actually a quotient (a
ratio). It was found by dividing a person's mental
age by his chronological age and then multiplying
by 100 (IQ = MA/CA X 100). (See the section
"Mental Age Scores" below.)

The ratio IQ has many inadequacies. Because
of these, most test constructors now report devi­
ation IQs or some other derived scores. Deviation
IQs are computed separately for each age group
within the norm sample. These are not literal in­
telligence quotients. They are transformations
much like the z or T values (usually normalized)
discussed earlier. Typically, these deviation IQs
have a mean of 100 and a standard deviation of 15
or 16, although some tests have standard devia­
tions as low as 12-others, as high as 20. The fact
that standard deviations may vary from test to test
is just one of the reasons that we cannot compare
two individuals' IQ scores unless they have taken
the same test.

Normal Curve Equivalents (NCb) Normal
curve equivalents (NCEs) are normalized standard
scores with a mean of 50 and a standard deviation
of 21.06. Only integers from 1 to 99 are assigned.
Normal curve equivalents are like normalized T
scores in that they have a mean of 50. However,
NCEs are constructed to have a standard deviation
of 21.06 instead of 10. This value was selected so
that percentiles of 1 and 99 are equivalent to
NCEs of 1 and 99. NCEs are related to stanines
(discussed below) in that there are approximately

NCEs have been used in Chapter I Evaluation
reports of federally funded programs. They may
be confused with percentiles if they are commu­
nicated to nonmeasurement-trained persons.

Stanines Stanines are normalized derived
scores with a mean of 5 and a standard deviation
of 2. Only the integers 1 to 9 occur. In a normal
distribution, stanines are related to other scores, as
shown in Figure 11.1. As can be seen, the per­
centages of scores at each stanine are 4, 7, 12, 17,
20, 17, 12, 7, and 4, respectively. Whether or not
the original distribution is normal, stanine scores
are typically assigned so that the resultant stanine
distribution is the 4, 7, 12, 17, 20 ... 4 distribu­
tion. Thus, a plot (histogram) of the stanines
would approach a normal distribution, and we can
think of stanines as normalized scores. (Some au­
thors round the percentages slightly differently
and present the percentages as 4, 8, 12, 16, 20 ...
4. This is slightly less accurate but easier to re­
member since one can use the "rule of four." That
is, one starts with 4 percent for stanine 1 and adds
4 percent for each subsequent stanine up to stan­
ine 5 (20 percent) and then subtracts 4 percent for
each subsequent stanine.)

Stanines have no particular technical advantage
over other types of derived scores. They are less
precise than others because so many different raw­
score values may be grouped into the same stanine
score. For example, individuals at the 41st and
59th percentile rank would receive the same sta­
nine. A supposed advantage of stanines is that if
two scores are not interpreted as being reliably dif­
ferent unless there is at least one stanine score be­
tween them, there is less of a tendency to incor­
rectly infer a difference between two scores when
no true difference exists. We believe it preferable
to use confidence bands (see Chapter 12) rather
than stanines in this fashion. Stanines do represent
the finest discrimination that can be made on one
column of an IBM card, but this is a minor point.



The major reason we present them is that they are
frequently used in reporting the results on stan­
dardized tests, and a competent professional
should be able to interpret such scores.

Summary of Relative Position Status Scores
While all the scores we discussed in this section
have properties that make them the preferred
score in certain situations, experts generally agree
that in interpreting the meaning of a score to a lay
person, the percentile rank is the best score to use.
If data from a test that reports one of the other
types of scores are being presented, the profes­
sional should convert the score to a percentile
rank and relay it to the individual. Most publishers
will report percentile ranks, so the professional
can obtain them easily from the test manual. In
combining scores (e.g., for the purpose of assign­
ing a grade), most experts would advocate using z
or T scores.

Developmental Level Scores

For developmental level scores, a normative com­
parison of an individual's score is made against the
average scores obtained by individuals at different
points (for instance, age or grade) in their devel­
opmental progress. Such scores, which are some­
times used for those characteristics that develop
systematically across age or years of schooling, are
quite different from the relative position status
scores discussed earlier. Developmental scores
should not be used if one is interested in compar­
ing a pupil's performance with that of others in a
particular reference group such as a specific grade.
Developmental scores must be used if the purpose
is to compare a pupil's performance with a series
of reference groups that differ developmentally in
the characteristic being measured.

As indicated earlier, the major types of devel­
opmental scores are (1) grade equivalents, (2)
mental age scores, and (3) scaled scores.

Grade Equivalents Grade equivalents (GEs)
can be explained best by an example. If a student
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obtains a score on a test that is equal to the median
score for all the beginning sixth-graders (Septem­
ber testing) in the norm group, then that student
is given a grade equivalent of 6.0. A student who
obtains a score equal to the median score of all be­
ginning fifth-graders is given a grade equivalent of
5.0. If a student should score between these two
points, linear interpolation would be used to de­
termine his grade equivalent. Because most school
years run for ten months, successive months are
expressed as decimals. Thus, 5.1 would refer to
the average performance of fifth-graders in Oc­
tober, 5.2 in November, and so on to 5.9 in June.
(See Peterson, Kolen, & Hoover, 1989, for more
details on methods of obtaining grade equivalent
scales.)

Grade equivalents suffer from at least four major
limitations. One of those limitations is the prob­
lem of extrapolation. When a test is standardized
normally, one does not use students of all grade
levels in the normative sample. Suppose a partic­
ular test is designed to be used in grades 4, 5, and
6. At times, the norming would be done on only
these grades." Now, if the median sixth-grader re­
ceives a grade equivalent of 6.0, half the sixth­
graders must have a grade equivalent higher than
this. How much higher-7.0, 7.8, 9.0, 12.0? We
do not know. Because the test was not given to
students beyond the sixth grade, there is no way
of knowing how well they would have done.
However, we can estimate-and that is just what
is done. A curve can be constructed to show the
relationship between raw scores and grade equiv­
alents as is shown in Figure 11.2. The actual data
(i.e., the median raw scores for each grade) are
available only for grades 4, 5, and 6. However, the
curve can be extrapolated so that one can guess at
what the median raw scores would be for other
grade levels. The extrapolation procedure is based
on the assumption that there would be no points
of inflection (i.e., no change in the direction) in

"Some publishers would norm on a wider range-perhaps
grades 3 through 8. The problem of extrapolation still exists,
but to a lesser degree.
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the curve if real data were available. This is a very
unrealistic assumption.

Another problem in extrapolation relates to
sampling error. Study the two curves in Figure
11.2. Let us assume that curve 1 is accurate for
grades 4 through 6. That is, given the whole pop­
ulation of students in these grades, the median raw
scores would fall as indicated by the circles on
curve 1. However, because of a specific sampling
error (i.e., not having a group with the same me­
dian as the population) within grades 5 and 6, we
may obtain the medians shown by the Xs on curve
2. The differences between the medians of the two
curves are well within the range of sampling error
we might expect. Now, when these two curves are
extrapolated, we get completely different esti­
mated grade equivalents. For example, a raw score
of 60 is given a grade equivalent of 7.0, using
curve 1 (the one we assumed accurate), whereas it
would get a grade equivalent of about 10.3 if curve

2 is used. Thus, small sampling errors can make
extrapolated grade equivalents very misleading.

A second limitation of grade equivalents is that
they give us little information about the percentile
standing of a person within his class. A fifth-grade
student may, for example, because of the differ­
ences in the grade equivalent distributions for var­
ious subject matter, have a grade equivalent of 6.2
in English and 5.8 in mathematics and yet have a
higher fifth-grade percentile rank in mathematics.

The third limitation of grade equivalents is that
(contrary to what the numbers indicate) a fourth­
grader with a grade equivalent of 7.0 does not nec­
essarily know the same amount or the same kinds
of things as a ninth-grader with a grade equivalent
of 7.0. For example, a bright fourth-grader who
can do very well on an arithmetic test requiring
speed and accuracy may perform as well as the av­
erage seventh-grader. A weak ninth-grader may be
poor in speed and accuracy and may perform at the



seventh-grade level on a test demanding those
skills. Yet, those two respective students receiving
equal scores on an arithmetic test do not know the
same things about mathematics in a more general
sense.

A fourth limitation of grade equivalents is that
they are a type of norm-referenced measure par­
ticularly prone to misinterpretation by the critics
of education. As we have mentioned, norms are
not standards, and even the irrational critics of ed­
ucation do not suggest that everyone should be
above the 50th percentile. Yet, people talk contin­
ually as if all sixth-graders should be reading at or
above the sixth-grade equivalent!

Finally, grade equivalents have no interpretive
value beyond the eighth or ninth grade. They are
appropriate only for those subjects that are com­
mon to a particular grade level.

Of the characteristics of GEs discussed above
that make them subject to misinterpretation, the
one that has received the most attention is the fact
that a GE of, for example, 9.0 obtained by a sixth­
grader does not tell us that the student can per­
form at a level equal to the average ninth-grader
on ninth-grade content. But because the scale so
"obviously" seems to say that, GEs are frequently
misconstrued. A scale somewhat similar to the
GE-a Grade Development Scale (GDS)-has
been developed by Cole (I982) for The 3R's Test.
It has been developed using a different empirical
procedure from what publishers typically use.
Cole suggests that the interpretation that a fourth­
grader with a GDS of 9.0 has the same kinds of
mathematical skills as the typical GE. It should be
noted, however, that the GDS has all the other
limitations of GE scores: It will likely have
shrinking units; it is not very appropriate beyond
ninth grade; it will not be comparable across
school subjects; and it may well be misinterpreted
as a standard.

Grade equivalents remain popular in spite of
their inadequacies. Teachers are under the im­
pression that such scores are easily and correctly
understood by both children and parents-an un­
fortunate impression. It is probably not too dog­
matic to suggest that grade equivalents, although
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useful if used in conjunction with other kinds of
scores such as percentile ranks, should never be
used alone in reporting scores to students or par­
ents. And, as noted, they are not at all useful for
the high school level where different students
study different subjects.

Mental Age Scores To obtain mental age
scores, publishers give the test to representative
samples of individuals at different ages and plot
the results. The mean (or median) raw score for
individuals in a given age group is then assigned
that mental age. For example, if on a test, the av­
erage score for 4%-year-olds is 26, then the score
of 26 is assigned a mental age of4 years, 6 months.
The same process is used for other specific age
groups. Interpolation and extrapolation are used to
determine the mental age equivalents for all the
other raw scores.

Mathematical and conceptual problems with
using mental age scores are the same as for grade
equivalent scores. First of all, difficulties may
occur in the interpolation and extrapolation of the
data points. Second, the size of the mental age unit
does not remain constant with age. Rather, it tends
to shrink with advancing years. Thus, the distance
between the mental ages of 3 and 4 represents a
larger developmental difference than between the
ages of 12 and 13. Also, there is some disagree­
ment as to when one's mental age quits growing.
Some psychologists may use 16 as a maximum
mental age, whereas others may prefer 18. Be­
cause of the drawbacks in mental age scores and
their interpretations, they should be used with
great caution.

Nevertheless, there are circumstances when a
careful explanation of a person's mental age may
be useful. For example, to enable a parent to un­
derstand the degree of retardation ofa 10-year-old
child, it may be helpful to use a developmental
level scale. That is, it may be better to tell a parent
that the child functions mentally like an average 7­
year-old than to say that the child performs better
than 3 percent of a sample of l G-year-olds. Or it
may be preferable to communicate to a parent of a
gifted 4-year-old that the child functions mentally
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like an average 8-year-old than to say that the child
functions mentally better than 99.9 percent of a
representative sample of 4-year-olds. Both of
these samples assume, of course, that the psycho­
metric methods of obtaining the mental ages were
good enough to make the scaled mental ages of 7
and 8 reasonably accurate. In deciding whether to
use mental age scores, one must consider both the
drawbacks and the alternatives.

A type of score that has been derived from the
mental age is the IQ, or intelligence quotient. As
mentioned in a previous section, the IQ was orig­
inally a quotient that was found by dividing mental
age by chronological age and then multiplying by
100. One of the weaknesses of the quotient ap­
proach was that the standard deviations of the IQs
were not constant for different ages, so that an IQ
score of, for example, 112 would be equal to dif­
ferent percentiles at different ages. A second prob­
lem was that opinions varied about what the max­
imum value of the denominator should be. As
mentioned, when a person's mental age quits
growing is controversial. Thus, ratio IQ scores
are seldom reported at the current time. The de­
viation IQ scores discussed earlier are much more
popular.

Scaled Scores Scaled scores could be consid­
ered either developmental scores or criterion­
referenced scores, depending both upon how they
are constructed and how they are used. The scaled
scores that most publishers report are most com­
monly used for developmental comparison pur­
poses. Constructors of these scores frequently
claim that they have "equal units" and are free of
many of the problems associated with GE scores.
While there is considerable debate about the psy­
chometric properties of these scales (see Hoover,
1984), it is probably true that because the scales
are based on some arbitrary numbering system, the
scores are less likely than GE scores to be mis­
understood as standards. However, the arbitrary
numbering system makes it likely that they will

. not be understood at all.
The scaled scores, like GE scores, are particu­

larly useful when one wishes to equate the raw

scores from various levels of the same subtest.
They would be useful, for example, if we wished
to equate the score of Sarah, who took an out-of­
level test, to the score we think she should have
achieved had she taken the appropriate level test.
This equating across levels and the resultant com­
mon scale are potentially useful for researchers
who wish the scores to have certain mathematical
properties.

As mentioned, the supposed advantage of the
scaled scores over GE scores is that they have
equal units because of the mathematical techniques
used for constructing the scales. These techniques
require certain assumptions to be made, however,
and there is considerable debate about the reason­
ableness of these assumptions (see Burket, 1984;
Hoover, 1984, 1988; Phillips & Clarizio, 1988a,
1988b; and Yen, 1988). The techniques most fre­
quently used are one of the scaling models devel­
oped by Thurstone or Thorndike-or, more re­
cently-an item-response theory model (see the
next section). For example, the Stanford Achieve­
ment Test uses the one-parameter (Rasch) item­
response theory model. The Comprehensive Test
of Basic Skills and the California Achievement
Test use the three-parameter item-response the­
ory model. You would need to study the tech­
nical manual of the test you are using to under­
stand just how the publisher calculated the
scaled scores and what they mean. Unless you
are doing research, you probably will not be us­
ing these scores. Grade equivalents are prefer­
able for most developmental level test interpreta­
tions.

Item-Response Theory While the basics of
item-response theory (sometimes called latent trait
theory or item-characteristic curve theory) have
been around for a long time, there has recently
been a sharp increase in the advancement and use
of the theory. One basic advantage of the theory
is that if the mathematical model being used holds,
the difficulty values of the scaled items do not de­
pend on the particular sample of pupils in the stan­
dardization group and the ability estimates of the
pupils are independent of the sample of items they



were administered. The scaled scores of both
items and people are considered to be "sample­
free." Thus, once the items are scaled, one can
compare the scores of people on some character­
istics even though all the people did not take the
same items.

There are different mathematical models used
to do the estimation. The two most common ones
are the one-parameter (Rasch) model and the
three-parameter model mentioned in the previous
section. The mathematics will not be dealt with
here. However, you should note that when items
are scaled with the one-parameter model, the pu­
pils' scaled scores will be in exactly the same rank
order as the raw scores. However, in the three­
parameter model the particular questions an­
swered will influence the scaled score, and two in­
dividuals could get the same number of questions
correct yet obtain different scaled scores. While
this may seem disconcerting, you might note that
more traditional scoring has, on occasion, been
criticized just because two individuals who each
got 15 items correct-but different items-re­
ceived the same score!

Arguments about using the one-parameter
(Rasch) model versus the three-parameter model
can get quite heated. They need not concern you.
The three-parameter model is more mathemati­
cally sophisticated but requires more computer
time and a larger sample size than the one-param­
eter model. As mentioned, the Comprehensive
Test of Basic Skills and the California Achieve­
ment Test use the three-parameter model, so pu­
pils can get the same number of items right yet
obtain different scores.

Summary of Developmental Level Scores
Mental ages, grade equivalents, and scaled scores
all suffer from some major weaknesses in their
psychometric properties and ease of misinterpre­
tation. Nevertheless, there are times when it is
necessary to communicate a developmental level
to others. If a developmental level score is chosen,
one must explain the score very carefully, includ­
ing a discussion of common misinterpretations. In
general, you will probably choose a developmental
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level score over a relative position status score
fairly infrequently.

TYPES OF CRITERION-REFERENCED
SCORES

The preceding discussion has focused on norm­
referenced score interpretation-that is, how an
examinee's score compares with the scores of
other people in an identified norm group. There
are instances, though, in which a criterion-refer­
enced interpretation may be preferred. It should
be emphasized that the method of referencing is
not an either/or dichotomy. Often, it may be de­
sirable to make both a norm- and a criterion-refer­
enced interpretation of the score. As mentioned
earlier, in criterion-referenced interpretation the
score focuses on what the individual can (does) do
rather than on the relative position of the person
with respect to others. For this reason, many mea­
surement specialists (including us) would prefer to
use the term domain-referenced or content-refer­
enced, but, unfortunately, criterion-referenced ap­
pears to be the most popular term.

In what situations, or with which tests, one
should use norm-referenced interpretation and/or
criterion-referenced interpretation is a subject of
considerable debate. However, most educators
and psychologists would agree that to communi­
cate levels of performance on aptitude tests and
most personality and interest inventories, one
should use norm referencing. It is the relative de­
gree of these constructs that is of interest. Fur­
thermore, the behavioral domain of such con­
structs as intelligence, compulsivity, and
hypochondriasis is simply not defined with
enough precision to use criterion-referenced in­
terpretations. For achievement tests, one might
wish to use either a norm- or a criterion-refer­
enced interpretation of the scores, depending on
the particular decision one is trying to make.

In criterion referencing, the definition of the
domain is very important. Without a clearly de­
fined domain of material to be tested, criterion (or
domain) referencing of the score is not possible.
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The domain (or content) is likely to be most
clearly defined on achievement tests of basic skills
at the elementary grade levels. Once the domain is
defined, it is necessary to establish some proce­
dure that will meaningfully report the level at
which the individual has achieved on the domain.
The most commonly used methods are (1) percent
correct and (2) "mastery" or "nonmastery"
scores.

Percent Correct Scores

The easiest scale to compute and understand is the
percentage of items that an individual got correct.
If items are not all worth the same number of
points, the scale can be modified to allow for a cal­
culation of the ratio of total points earned to max­
imum points possible. If one has devised a test that
is truly domain-referenced, it would be theoreti­
cally possible to infer from the percentage that an
individual got correct on a test to the percentage
of the total domain that the individual knows. Of
course, most domains cannot be defined with such
precision that the test literally represents a random
sample of items from that domain. But the more
thoroughly the domain is defined and the better
the sampling is from that domain, the closer we
can come to making that type of inference. (That
is, if the test has good content validity [see Chap­
ter 13], a domain-referenced interpretation makes
some sense.)

However, even with a good domain definition
and sampling of items from that domain, it is pos­
sible that the items in the test are more or less dif­
ficult than the average of the items in the domain.
Ordinarily, we cannot check this out because the
total domain of items does not actually exist; it ex­
ists only as a hypothetical construct. Further, most
constructors of criterion-referenced tests use
some sort of item-analysis procedure in selecting
items for their test, thus guaranteeing that the se­
lected items indeed do not represent the domain
of possible items.

Although percent correct scores are still used
with some frequency, they have all the problems

that caused measurement experts to advocate
abandoning them years ago.

Mastery/Nonmastery (Certification)
Scores

One of the most common uses of criterion-refer­
enced test scores in education is to make mastery
(certification) decisions. In mastery learning, the
basic notion is that students do not advance to new
material until they have mastered the prerequisite
material. In certification (or licensure) people do
not receive a certificate (e.g., high school diploma)
or license (e.g., to teach) until they have "passed"
the test. The problem of defining what is meant
by mastery on a test can be handled by setting a
cut score in some fashion. The operational defi­
nitions of acceptable performance for certification
or licensure are also handled by setting a cut score.
Nitko (1983)' correctly points out that any test can
have a cut score. That does not necessarily mean
one can make a criterion-, domain-, or content­
referenced inference from the score, but if a test
adequately represents a domain, and if a cut score
can be set on some defensible basis, then one can
say that those above the cut score have "mastered"
the material, and those below the cut score have
not "mastered" the material at a sufficiently high
level.

This whole approach dismays many measure­
ment experts for two important reasons. First,
mastery is not really an either/or dichotomy. In
most situations, there are clearly degrees of mas­
tery. Second, the methods used to set cut scores
are arbitrary. There are two counterarguments to
these concerns. (1) Although degree of mastery is
on a continuum, we are often forced to make di­
chotomous decisions. For example, we do need to
decide what a passing score is on a driver's license
examination. We do need to decide whether an in­
dividual has enough knowledge of a current unit
of material to begin studying the next higher unit.
We do need to decide who knows enough to grad­
uate from high school. Even if everyone graduates,
there has still been a categorical decision as long



as the philosophical or practical possibility of fail­
ure exists. If one can conceptualize performance
so poor that the performer should not graduate,
then theoretically a cutoff score exists. (2) Al­
though setting a cutting score may be arbitrary, it
need not be capricious. Setting cut scores on tests
is usually less capricious a choice than many other
categorical decisions that are made in life.

In a basic text on standardized tests, we cannot
explicate in any great detail all the methods that
have been proposed to set cut scores. Summaries
of these procedures can be found in Berk, 1986a;
Livingston and Zieky, 1982; Mehrens, 1981b; or
Shepard, 1980. These techniques can be catego­
rized in a variety of ways. One fairly common ap­
proach to categorization is as follows:

1. Standards based on absolute judgments of test
content. Qualified judges inspect the test con­
tent and decide what percentage of correct an­
swers indicates mastery. Several specific meth­
ods use this general approach. However, the
techniques used can lead to quite different re- .
suits.

2. Standards basedonjudgments aboutgroups. The
standard is set by looking at the performance
of individuals in an identified group or groups.
If one can identify two contrasting groups­
one composed of masters and one composed of
nonmasters-they can be given the test, and
the cut score can be set based on the intersec­
tion point of the two distributions. If one can
identify a group of "borderline" masters, they
can be given the test and the standard set at the
median, thus passing 50 percent of the border­
line group. (Of course, one could choose to
pass some other percentage of minimally com­
petent individuals.)

3. Standards based on norms. The cut score is
based on the percentage of students who would
be considered nonmasters. To some, setting a
cutoff score by a normative approach seems to
be contradictory to the purpose of criterion­
referenced testing. However, as Shepard
points out, "qualitative judgments about the
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excellence or adequacy of performance depend
implicitly on how others did on the test"
(1980, p. 456).

Currently, most standard-setting approaches
use some combination of procedures from cate­
gories 1 and 3. If you are using tests for which a
cut scqre has been established by the publisher,
you will want to look closely at the method the
publisher used in arriving at the cut score. It may
not be the most appropriate cut score for your
specific situation. If you become involved in set­
ting a cut score on a test, we urge you to check
the references above prior to attempting such a
process-and perhaps hire a consultant who has
experience in standard setting!

Summary of Criterion-Referenced
Scores

To make inferences from a score to a domain
(content-validity inferences), the domain should
be well defined, and the test should be an adequate
sample from that domain (see Chapter 13). If that
is true, one can employ both normative and crite­
rion referencing. They are not mutually exclusive
or contradictory to each other. Recently, there has
been an increase in the use of mastery, certifica­
tion, or minimum competency tests. The interpre­
tation of either percent correct or mastery/non­
mastery scores seems straightforward. However,
remember that both types of scores have limita­
tions. Percent correct scores obviously depend on
the difficulty of the items in the test. Mastery
scores obviously depend on the method employed
to determine what the cutoff score should be..

EXPECTANCY SCORES

In Chapter 1 we discussed the difference between
measurement and evaluation. A test score (such as,
Richard's percentile is 75) represents measure­
ment. When an interpretation or a judgment is
made about the score (e.g., that it is good), that is
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Since tests cannot be perfectly accurate, you
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eoces between the percentiles for any pair of lests
The bars 01 X's help show the more important
differences.

Look at the bars for any two tests to see whether
their ends overlap. If they do not, chances are thai you
really are better in the kind of ability in which you
scored higher. If the bars overlap, but not by more than
half their length, the difference mayor may not be
important. To help you decide, consider whether other
things you know about yourself agree with this Indi­
cation. It they overlap by more than half their length,
the difference between the scores can probably be
ignored; your ability is realty about the same in both
areas. You can use this method of looking at the
overlap 01 the bars to compare any two abilities.
whether they are listed next to each other or not

G. K, Bennell. H. G, Seashore, and A, G, WISman

YOUR PROFilE OF OAT SCORES
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shows how you rank on each test as compared to
students of the opposite sex.

If your percentile on one test is 80, you are at the
top of 80 percent of the group-only 20 percent made
higher 'scores than yours. If you scored in the 25th
percentile, this means about 75 percent of the group
did better than you on the test. These percentiles do
NOT tell you how many questions (or what percent of
them) you answered correctly.
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CAREER PLANNING REPORT
lor CARTER RICHARD A

In your Career Planning Ouestionnaire you Indicated that you are 14 years old, a male IfI the 9th grade, and that you expect to graduate from a lour-year college
Furthermore, you said that your grades put you in the second quarter of your class. Among the groups of school subjects and activities, you said you liked the lollowing
Technical Subjects; Mathematics; and Biology,

You indicated that your first choice of career goats was in the group called Busmess-cadrmmstratien
Most people who do this kind of work have had the amount of education yOU plan to gel. Also, they have aptnudes like yours. However,the scnccrmrerests you reported are
different from those of most workers in this area. While this occupational choice seems reasonable in terms of your educational plans and tested abilities, you maywant to
consider some field of work closer to your staled interests

You indicated that your second choice of career goals was in the group called: Engineering and Applied SCience
People who do well in this field work usually likethe school subJeclSand ecnvmes you like. Also, the kind of education they have matches your plans for school. However,
their scores on the aptitude tests that are related to this field are etten higher than yours. In View of this, you mayWish 10reconsider this occupational choice and look into
other fields of work that would be more suited to your particular abilities.

You indicated that your third choice at career goals was, in Ihe group caUed: Business-Analytic
This 'ield ofwork is related to the school subjects and activities that you like. It also matches your educational plans and your pattern of aptitude test scores. It appears that
this field is a good career choice in terms of your interests, abilities, and educational plans.

Other occupational areas that match your pattern of abilities and school subrect perferences

Business-Sales and Promotion

Visual and Performing Arts

Medically Related

A.ny lack of agreement of your- present occupational goals with Ihe kinds of school subjects and ecnvmes you like, or with your tested
aptitudes, suggests that you might reconsider your career plans. The Occupational OutlOo1f. Handboo1f. (published by the U,S. Department
01 Laber, and available in most public and school libraries), your school counselor. your parents, and other interested and mtcrmec adults
may be useful sources 01 information and helpful 10 you in making decisions a60ul what to Iry out and what to aim for.
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evaluation. The tester could, and often should,
make different evaluations of the same test score
made by different students. To interpret a test
score, the tester should have information about
other relevant variables. For an achievement test,
one such relevant variable is scholastic aptitude.
Many test publishers norm their scholastic apti­
tude and achievement tests on the same sample.
They can then provide a derived set of scores that
indicate the expected score on an achievement test
based on a scholastic aptitude score. (Some pub­
lishers base the expectancy score on other vari­
ables as well, such as race and sex. The mathemat­
ical techniques also differ with publishers. We do
not discuss these differences here.)

These expectancy scores help answer the ques­
tion of whether a child's achievement is as high as
could be reasonably expected. Discrepancy scores
may be provided showing the difference between
an individual's actual achievement and his ex­
pected achievement.

Discrepancy scores can be useful in dealing
with an individual child. Such scores for groups of
children can help in making curricular or instruc­
tional decisions about a class, building, or school
district. However, such scores need to be inter­
preted with caution. In the first place, there is con­
siderable debate about whether aptitude tests are
really much different from achievement tests. (We
discuss this further in Chapters 15 and 16.) They
most assuredly are not pure measures of innate
ability. They are, in part, measures of developed
ability, and some of the same environmental fac­
tors that influence the scores on achievement tests
also influence scores on aptitude tests. Thus, we
should not form fatalistic expectations and con­
clude that children with low scholastic aptitude
scores are innately stupid, and we should not
therefore give up trying to teach them. (Actually,
expectancy scores may keep us from doing this,
because many students indeed do achieve higher
scores than expected, thus showing it is possible.)
Nevertheless, because schools do not have control
over many of the factors that affect both scholastic
aptitude and achievement scores, educators should
not unduly chastise themselves for low achieve-

ment scores if the expectancy scores are low; nor
should they feel particularly virtuous about high
achievement scores if the expectancy scores are
high. The discrepancy between expected achieve­
ment and actual achievement is a better measure
of school impact (or absence of impact) than
achievement data alone.

A second caution regarding discrepancy scores
is that, since achievement scores and expectancy
scores are highly correlated, the difference scores
are extremely unreliable, This is particularly im­
portant to remember when interpreting an indi­
vidual pupil's discrepancy score. The difference
has to be quite large before we should interpret it
as being due to more than chance variation. Pub­
lishers usually only encourage you to interpret
these scores as significantly different from
achievement scores if the differences are larger
than one standard error of measurement.

PROfiLES

When we wish to present two or more scores for
the same person (or groups of people), we do so
by means of a profile. Of course any such compar­
ison is meaningless unless the raw scores have all
been converted to the same type of derived score
based on the same norm group. When a test is
composed of several subtests (such as multifactor
aptitude tests, achievement batteries, or many per­
sonality and interest inventories), these subtests
will have been normed on the same sample, and
meaningful profiles can be constructed. Some test
companies norm different tests on the same sam­
ple, and derived scores from these tests can also
be meaningfully compared.

In addition to a common norm group and a
common type of derived score, some index of
error should be portrayed on the profile. This has
been done in different ways (and sometimes not
done at all), as we shall see in the following ex­
amples.

Profile sheets should also contain complete in­
formation about the test, such as the title, form,
and level; the name of the person tested; the date
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of the test; and the raw scores from which the
scaled scores were derived.

Figure 11.3 shows a profile on the Differential
Aptitude Test (DAT). The scale used is a percen­
tile scale, but it is plotted on a normal percentile
chart. These are profiles for which the scores re­
ported are in percentiles, but the dimensions are
such that equal linear distances on this chart rep­
resent equal differences between scores. (Note:
Both same sex and opposite-sex percentiles are re-

ported.) The distances between the percentiles
correspond to those portrayed in Figure 11.1. The
significance of differences is discussed in the text
accompanying the profile in Figure 11.3. Although
this discussion is for the student and is in non­
technical language, it is related to the discussion
of the reliability and standard error of difference
scores to be discussed in Chapter 12.

Figure 11.4 shows a profile for the Iowa Test
of Basic Skills (ITBS). This profile permits the
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charting of growth on the ITBS for an individual
across ten different administrations of the test.
The scaled scores are really grade equivalents, so
a value of 65, for example, means the fifth month
of the sixth grade-usually expressed as 6.5. Al­
though this type of profile has the obvious advan­
tage of showing growth, it also has several disad­
vantages:

1. The scaled scores are spaced close together so
that the profile is flattened in appearance.

2. Grade equivalents are used; although these are
useful for considering growth across time
within a subtest, they can be misleading if one
wishes to compare a student's subtest scores at
one point in time. (See the discussion under
"Grade Equivalents.")

3. No provision has been made on the profile for
displaying error of measurement.

4. There is no place to record the raw scores.

Increasingly, publishers of standardized tests
will provide computer-printed narrative test result
reports to accompany the derived scores and pro­
files. For example, publishers of the Iowa Test of
Basic Skills have prepared such reports for pupils,
parents, and teachers. The reports offer informa­
tion in a form easily understood by pupils and par­
ents and are a useful supplement.

Profile Analysis

In addition to using profiles for making intraindi­
vidual comparisons, the tester may wish to com­
pare the total profiles of two or more persons or
to compare a single individual's profile against var­
ious criterion groups. The topic of such profile
analyses is beyond the scope of this book. In gen­
eral, multiple regression procedures could be used
to weight and combine the separate scores so that
a best prediction can be made of a single criterion.
This approach is simply a mathematical extension
of the regression procedure to be discussed in
Chapter 13. Discriminant analysis procedures and
similarity scores can be used if the tester wishes
to determine in which criterion group the indivi­
dual's profile best fits. Interested readers should

consult such references as Budescu (1980), Coo­
ley (1971), Huba (1986), Prediger (1971), and
Rulon, Tiedeman, Tatsuoka, and Langmuir
(1967). Discriminant analysis procedures are most
likely to be used with interest and personality in­
ventories and are especially helpful in counseling
based on the test data.

• SUMMARY

The following statements summarize the major
points of this chapter.

1. Normative data are an important aid in inter­
preting scores.

2. Norms should be recent.
3. Norms should be based on samples from a

larger population such that the sample is rep­
resentative of the population.

4. The population sampled should be relevant.
5. The type of norm most commonly used by

test publishers is the national norm.
6. Special group norms or local norms are often

more meaningful than national norms.
7. School mean norms must be used if one is in­

terested in comparing one school district's
performance to those of other school dis­
tricts.

8. Norms are not standards.
9. Norm-referenced scores can be divided into

relative position status scores and develop­
mental level scores. Both types are potentially
useful and serve somewhat different pur­
poses. Relative status scores are more fre­
quently used and less subject to misunder­
standing.

10. A percentile rank for a person indicates the
percentage of students' scores falling below
his obtained score.

11. Percentiles ranks are easy to interpret, but
have the disadvantage of unequal units.

12. z and T scores are derived scores with means
of 0 and 50 and standard deviations of 1 and
10, respectively.

13. NCEs are derived scores with a mean of 50
and a standard deviation of 21.06.



14. Deviation IQs are standard scores with means
of 100 and, depending on the test, with stan­
dard deviations usually (but not always) of 15
or 16.

15. Stanines are normalized derived scores with a
mean of 5 and a standard deviation of 2.

16. When scores are normally distributed per­
centiles, z, T, and stanine scores have the re­
lationship depicted in Figure 11.1.

17. Grade equivalents have several major limita­
tions. The technical limitations are due to ex­
trapolation and absence of any information
regarding the shape or variance of the grade
equivalent distribution. Practically, grade
equivalents are likely to be misinterpreted as
indicating the actual grade level at which a
person is performing and/or as standards of
performance.

18. Mental age scores are subject to most of the
same limitations as grade equivalents.

19. Scaled scores are supposed to have equal
units, but this claim is disputed by some.
Scaled scores are useful for research, but not
for reporting scores to others.

20. The criterion-referenced scores used most
frequently are percent correct or a mastery/
nonmastery classification.

21. Expectancy scores are derived scores usually
based on the regression of scholastic aptitude
test scores on achievement test scores. Such
scores are useful in helping answer the ques­
tion of whether a child's (or school mean)
score is about at the level that could be rea­
sonably expected. Such scores need to be in­
terpreted with caution.

22. Profiles are useful aids in interpretation when
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we have several scores for the same individ­
ual.

23. In order to use profiles, scores must all be
converted to the same type of derived score
and must be based on the same norm group.
In addition, some index of error should be
portrayed on the profile.

• POINTS TO PONDER

1. Can norms be recent and representative with­
out being relevant? Explain your answer.

2. Do the following numbers look reasonable?
Explain.

Lori's national percentile 95
Lori's local percentile 85
The school mean percentile of Lori's 35
school

3. What additional information might you need
to compare your score on the midterm (43) and
your score on the final (62)?

4. Given a normal distribution of raw scores,
which of the following standard scores is far­
thest from the mean?

T = 65
z = -2.0

Percentile rank = 90
Stanine = 7

5. Figure 11.3 shows that a clerical speed and ac­
curacy raw score of 36 is equivalent to a per­
centile of 40. However, a space relations raw
score of 28 is equivalent to a percentile of 60.
How do you account for this wide discrepancy
in percentiles? How would you explain this to
Jane and her parents?



Chapter 12

Reliability

• Definition of Reliability
• Classical Theory of Reliability
• Standard Error of Measurement
• Estimates of Reliability
• factors Influencing Reliability
• Reliability of Difference Scores
• Reliability of Criterion-Referenced Tests
• Reliability and Instrument Construction and Administration

• Reliability and Test Use

As we have mentioned before, we base decisions
on data. These data may come from both class­
room and standardized test scores, classroom ob­
servations, parental reports, student lunchroom
behavior, or many other sources. In using the data
for decision making, we should know something
about the quality of the data. High-quality data
should be weighted more heavily in our decision
than poor-quality data. Technically speaking, data
should be reliable, and the inferences we draw
from the data should be valid. These concepts of
reliability and validity are presented in this chapter
and the next one. Although validity is the more
important concept, reliability is discussed first, be­
cause validity encompasses reliability to some ex­
tent and, therefore, the structure of the subject
matter makes that order of presentation a little
more straightforward.
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Most experts in educational or psychological
measurement (including us) feel it is not necessary
for practitioners to understand reliability in any
great depth. In fact, this chapter does not present
a very theoretical approach. Nevertheless, the typ­
ical reader may find this chapter somewhat more
difficult than other chapters in this text. Reliability
is, after all, a technical subject, and any discussion
of the topic beyond the most superficial will nec­
essarily be somewhat technical.

One of the most important points about reli­
ability for practitioners is that builders of assess­
ment procedures (e.g., classroom tests) understand
what steps can be taken to increase the reliability
of a set of scores. A second major point is that
choosers of assessment instruments (e.g., stan­
dardized achievement tests) need to understand
enough about the topic of reliability to choose



tests wisely. A third major point is that users
must constantly remember that test quality should
impact the confidence one places on the re­
sults, that reliability is an important aspect of
test quality, and that no measure is perfectly
reliable.

We have, ofcourse, addressed the topic of con­
structing good instruments in the previous unit of
this book. Following the construction procedures
discussed there should result in a reasonably reli­
able test. However, in this chapter we will specif­
ically mention some additional factors that are
likely to contribute to reliable measures.

But we have gone beyond that in this chapter.
We believe that professionals should be able, for
example, to estimate the reliability of their own
instruments, to interpret score bands, and to know
when difference scores are reliable enough to war­
rant diagnostic assessment. Those teachers who
do not feel that such skills are useful to the pro­
fessional educator may choose to skip several sec­
tions of this chapter. For example, the section on
"Reliability of Difference Scores" is more tech­
nical than the rest of the chapter, and understand­
ing it is not necessary to understanding the other
material.

A thorough understanding of this chapter does
not require any mathematical ability beyond what
was required for Chapters 10 and 11 or more sta­
tistics than was presented in Chapter 10. For
those readers who have the necessary statistical
background and prefer a more sophisticated treat­
ment of the topics, we highly recommend Cron­
bach (1971); Cronbach et al. (1972); Feldt and
Brennan (1989); and Stanley (1971b).

After studying this chapter, you should be able
to:

1. Recognize some sources of error variance in
educational and psychological measurement.

2. Understand the theoretical concept of reliabil­
ity as the ratio of true to observed score vari­
ance.

3. Recognize that the standard error of measure­
ment can be derived from the theoretical reli­
ability formula.
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4. Understand the meaning of the standard error
of measurement and interpret score bands.

5. Obtain various estimates of reliability and un­
derstand how these estimates differ.

6. Recognize several factors that influence reli­
ability estimates and understand the nature of
the influence.

7. Understand and interpret the reliability of dif­
ference scores.

8. Understand that estimating the reliability of
decisions made from criterion-referenced tests
requires different approaches than does the tra­
ditional estimations of the reliability of norm­
referenced tests.

9. Appreciate the importance of reliability in data
used for decision making.

DEFINITION OF RELIABILITY

Reliabilitycan be defined as the degree of consis­
tency between two measures of the same thing.
This is more of a conceptual (or lay person's) def­
inition than it is a theoretical or operational defi­
nition. What we hope is that a person's scores
would be similar under slightly different measure­
ment conditions. For example, if we measure a
person's weight twice, we hope that we would ob­
tain almost the same measure if we use a different
scale or weigh the individual one day later. If we
measure a person's level of achievement, we hope
that the scores will be similar under different ad­
ministrators, using different scorers, with similar
but not identical items, or during different times
in a day. In other words, we wish to generalize
from the particular score obtained to the score we
might have received if conditions had been slightly
different.

In physical measurement we can ordinarily ob­
tain very reliable measures. This is true primarily
for three basic reasons:

1. Physical characteristics can usually be mea­
sured directly rather than indirectly.

2. The instruments used to obtain the measures
are quite precise.
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3. The traits or characteristics being measured
are relatively stable.

Even in physical measurement, however, there
is some unreliability or inconsistency. If we are
interested in determining the reliability with
which we can measure a person's weight, we may
proceed in a variety of ways. We may, for exam­
ple, have a person get on a~d off. a scale se~eral

times, and we may record hIS weight each time.
These recorded weights may differ. The person
may stand somewhat differently on the scale .from
one time to the next-a factor that would influ­
ence the reading-or the person doing the mea­
suring may not read or record the numbers cor­
rectly.

Another method of checking the consistency
with which we can measure weight is to record
the weight of a person as obtained on ten different
scales and to compare these values. The values
may vary for the reasons just given. They.m~y also
vary because of whatever differences exist m the
scales. Thus, one would expect to obtain a some­
what more variable (less consistent) set of values.

Still different methods of checking the consis­
tency of weight measures would be to weigh a.
person on ten successive Saturday morning~ (l) on
the same scale each time or (2) on ten different
scales. With these two procedures one would have
an additional source of variance from those al­
ready mentioned: the stability of the person's
weight from one week to the next.

In all methods mentioned so far, we would be
obtaining information about consistency by deter­
mining how much variation exists in a specific in­
dividual's score (intraindividual variability). This
variability is commonly expressed as a standard
error of measurement and is explained in a later
section.

Another approach to studying consistency
would be to have a group of people weigh them­
selves twice (changing scales and/or times and/or
the reader and recorder of the measure) and deter­
mine whether the relative weights of the persons
remain about the same. This would give us an es­
timate of the reliability (or interindividual vari-

ability) of the measure. In educational or psycho­
logical measurement, it is often. unrealistic, or
indeed impossible, to measure a single pers~n re­
peatedly, so ordinarily no di~ect meas~re.~f mtra­
individual variability is obtained. Reliability the­
ory, however, gives us ways to. esti~a~e. this
intraindividual variability through interindividual
variability data, as we will see in th~ subsequent
two sections. Thus, there are many different pro­
cedures for estimating the consistency or reliabil­
ity of measurement. Each procedu~e .allows a
slightly different set of sources of vanauon to af­
fect the values obtained.

A pupil's test score may va!}' ~or many reasons. I

The amount of the characteristic we are measur­
ing may change across tim~ (trait inst~bility); the
particular questions we ask in order to infer a per­
son's knowledge could affect the score (sampling
error); any change in directions, timing, or rappo~t
with the test administrator could cause score van­
ability (administrator error); inaccuracies in sc?r­
ing a test paper will affect the scores (sco~mg

error)' and finally such things as health, motiva­
tion, ~oncentration, degree of fatigue of the per­
son, and good or bad luck in guessing could cause
score variability.

The variation in a person's scores is typically
called error variance, and the sources of the varia­
tion (such as trait instability or sampling error) are
known as sources oferror. The fewer and smaller
the errors, the more consistent (reliable) the mea­
surement. With this general background, let us
turn to a brief discussion of the classical theory of
reliability.

CLASSICAL THEORY OF RELIABILITY

The classical theory of reliability can best be ex­
plained by starting with observed scores (Xs).

IFor ease of our writing and your reading, we use the word
test, but you should recognize everything said in these chapters
about reliability and validity pertains to any method of measur­
ing-including observations, rating scales, and so forth.
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These are simply the scores individuals obtain on
the measuring instrument. These observed scores
may be conceptualized as containing various com­
ponent parts. In the simplest case, we think of
each observed score as being made up of a "true
score" (7) and an "error score" (E) such that

where S; = variance of a group of individuals'
observed scores

S; = variance of a group of individuals'
true scores

S; = error variance of a group of individ­
uals' scores

(12-5)

(12-4)

(12-3)

Solving Equation (12-4) for S" we get

S, = s, VI - rxx

Reliability is often expressed in this fashion.

which is called a standard error of measurement.'
This is an estimate of the measure of intraindiuid­
ual variability mentioned earlier. Because we
often cannot test a person repeatedly, this statistic
is typically estimated from group data, using Equa­
tion (12-5). It is frequently conceptualized, how­
ever, as the standard deviation of a single person's
observed scores (from many administrations of the
same test) about that person's true score on that
test. By definition, the true score (7) of an indi­
vidual does not vary. If we retested the same per-

lOther methods for computing the standard error of measure­
ment exist but we do not cover them in this basic introduction.

STANDARD ERROR OF
MEASUREMENT

Reliability, then, tells us to what extent the ob­
served variance is due to true score variance. The
symbol rxx is used for reliability, because so many
of the reliability estimates are computed by the
Pearson product moment correlation coefficient
(r) procedure. The double x subscript is used to
indicate measurement of the same trait. Equations
(12-2) and (12-3) are basic formulas from which
most of the commonly written expressions con­
cerning reliability and the standard error of mea­
surement (see the following section) are derived.
Rewriting Equation (12-2) as S; = S; - S; and
substituting into Equation (12-3), we get

S2
r =1---!.

xx S;

Theoretically, reliability (rxx ) is defined as the ratio
of the true score and observed score variances

(12-2)

(12-1)

The true score is similar to what some psy­
chologists refer to as the "universe score" (see
Cronbach er aI., 1972). The true score is unob­
servable, and the term can be a bit misleading. The
true score is that portion of the observed score not
affected by random error. Any systematic error
(such as a scale always weighing everyone two
pounds too heavy) does not affect reliability or
consistency, and so in reliability theory, it is con­
sidered part of the "true," stable, or unchanging
part of a person's observed score. The assumption
that a true score of a person is constant or un­
changing may not, in fact, be accurate. Never­
theless, in classical theory, changes in a person's
observed score are considered to be due to
error.

People, of course, differ from one another with
regard to both their true scores and their observed
scores. Because the errors are assumed to be ran­
dom, theoretically the positive and the negative er­
rors will cancel each other, and the mean error
will be zero. If the errors are random, they will
not correlate with the true scores or with each
other. By making these assumptions, we can write
the variance of a test (or any other measurement)
as

X=T+E

where X = observed score
T = true score
E = error score
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son many times, there would be some inconsis­
tency (error), and, therefore, the observed scores
(X) of this single person would vary, sometimes
being greater than T and sometimes less. Making
the assumption that the errors within a person's
scores-across testing sessions-are random, the
positive and negative errors will cancel each other,
and the mean error will be zero. Thus, the mean
of the observed scores over repeated testings is the
individual's true score (Xi = 1;), where the sub­
script i refers to the individual.

It is assumed that the observed scores for an in­
dividual will fall in a normal distribution about his
true score. The standard deviation of the observed
scores across repeated testings should become
clear if we examine Equation (12-2):

s; = S; + S;
If we think of these values as being obtained from
the data for a single individual over many testings,
then, by definition the true score does not change
and hence S; = o. Changing the notation of
S; to S;i to indicate the variance of a single per­
son's observed scores over repeated testings, we
get

Note that this holds only for the case where Sxi
represents the standard deviation of a person's ob­
served scores over repeated testing. If a test has
any reliability at all, S, will be smaller than Sx for
a group of individuals, each tested once, because
as a group their true scores will vary, even though
for each individual S; = o.

To repeat: The standard error of measurement
is conceptualized as providing information about
the variability of a person's scores on repeated
testings. Ordinarily, we do not give a person the
same test many times, because it is uneconomical
and because these repeated testings could result in
changes in the individual (fatigue, learning ef­
fects). Thus, the standard error of measurement is
usually estimated from group data. Using group

data and Equation (12-5), we obtain only one stan­
dard error and interpret every individual's score
using this same standard error. This interpretation
could lead to slight misinterpretations, particularly
if the group is fairly heterogeneous. The better
commercially published tests report different stan­
dard errors of measurement for different homo­
geneous subgroups along the continuum of the
trait being measured.

The standard error of measurement has an in­
terpretive advantage over the reliability coefficient
in that it allows us to state how much we think an
individual's score might vary. The standard error
of measurement is often used for what is called
"band interpretation." Band interpretation helps
convey the idea of imprecision of measurement.
(We can think of the band as the score's erroneous
zone!) If we assume that the errors are random, an
individual's observed scores will be normally dis­
tributed about his true score over repeated testing.
Thus, one can say that a person's observed scores
will lie between ±1S, of his true score approxi­
mately 68 percent of the time, or ± 2S, of his true
score about 95 percent of the time (see Figure
10.3). Of course, we do not know the true score,
but one can infer with about 68 percent (or 95
percent) certainty that a person's true score is
within ±1S, (or ±2S,) of his observed score.
(Note that this is not the same as saying a person's
true score is within those limits 68 [or 95] percent
of the time. The true score is fixed and either is
or is not within the given interval. But we can talk
about how confident we are that the true score is
within a given interval.) The interval X ± IS, is
ordinarily the band used when interpreting scores
to others.

Suppose, for example, that a scholastic aptitude
test has an rxx of .91 and an S, of 15. Thus, using
Equation (12-5),

= 15\/1 - .91 = 15y:Q9 = 15(.3) = 4.5

The band interpretation of the above computed
standard error of measurement of the observed



score would be as follows: If Jeffrey obtains a
score of 112, we could be about 68 percent con­
fident that his true score lies between 112 ± 4.5,
or 107.5 to 116.5. We would be about 95 percent
confident that his true score lies between 112 ±
2(4.5), or between 103 and 121.

ESTIMATES OF RELIABILITY

Now that reliability has been defined and dis­
cussed conceptually and theoretically, let us con­
sider the operational definitions of reliability.
How do we obtain estimates of the theoretically
defined reliability? Given one set of observed
scores for a group of people, we can obtain S;.
From Equation (12-4) we can see that one must
get an estimate of either rxx or S; in order to solve
the equation. Ordinarily, one estimates rxx first and
then uses Equation (12-5) to estimate S,.

The methods used to estimate reliability differ
in that they consider different sources of error.
Many different approaches can be used to estimate
reliability, but the more common ones used by
teachers for their own tests or reported in test
manuals are listed below:

1. Measures of stability
2. Measures of equivalence
3. Measures of equivalence and stability
4. Measures of internal consistency

a. Split-half
b. Kuder-Richardson estimates
c. Coefficient alpha
d. Hoyt's analysis of variance procedure

S. Scorer (judge) reliability

Methods 1, 2, 3, and 4(a) all use the Pearson
product moment correlation coefficient. It is not
obvious why this should be a reasonable estimate
of reliability as defined in Equation (12- 3). Space
does not allow us to present all algebraic deriva­
tions. However, given the assumption that the
error is random and that the two distributions
have equal means and variances, it can be shown
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that Equation (12- 3) is equal to Equation (10-4)
for the Pearson product moment coefficient.
Thus, a correlation coefficient is a good estimate
of reliability to the extent that the assumptions are
met.

Measures of Stability

A measure of stability, often called a test-retest es­
timate of reliability, is obtained by administering a
test to a group of persons, readministering the
same test to the same group at a later date, and cor­
relating the two sets of scores. This approach is
seldom used by classroom teachers but may be
used by commercial test publishers in certain cir­
cumstances.

With this type of reliability estimate, we can
determine how confidently we can generalize
from the score a person receives at one time to
what he would receive if the same test had been
given at a different time. There are various possi­
ble time intervals. The estimate of reliability will
vary with the length of the interval, and thus this
interval length must be considered in interpreting
reliability coefficients. Therefore, when stability
reliability is reported in a test manual, the time in­
terval between testings should always be specified,
as well as some indication of the relevant inter­
vening experiences. Any change in score from one
setting to the other is treated as error (it is as­
sumed that the trait measured is stable). This is
analogous to weighing a person at two different
times on the same scale and ascribing to error the
difference in the two recorded measures. The dif­
ference may be due to the person's standing on the
scale somewhat differently; it may be due to the
scale's breaking (becoming inaccurate) between
measures; it may be due to a mistake in reading or
recording the numbers; or it may be due to an ac­
tual weight change (trait instability) over time. In
this type of estimate, we cannot isolate which of
the sources of error contribute to the difference in
performance (weight). What is really being mea­
sured is the consistency over time of the examin­
ees' performances on the test.
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The stability estimate is often difficult to obtain
and interpret in psychological measurement.
Many psychological tests are reactive measures
(Webb et aI., 1981). That is, the very act of mea­
surement causes the person to change on the vari-'
able being measured. The practice effects from the
first testing, for example, will probably be differ­
ent across students, thus lowering the reliability
estimate. On the other hand, if the interval is
short, there may be a strong recall or memory ef­
fect. That is, students may mark a question the
same as before, not because they decide again that
is the correct answer but just because they remem­
ber marking it that way previously. This memory
effect would tend to make the retest reliability es­
timate spuriously high. Problems such as memory
are usually of less concern for tests in the psycho­
motor domain, but could be troublesome in tests
in the cognitive and affective domains.

Measures of Equivalence

In contrast to the test-retest procedure, the equiv­
alent-forms estimate of reliability is obtained by
giving two forms (with equal content, means, and
variances) of a test to the same group on the same
day and correlating these results. As with stability
estimates, this procedure is typically not used by
classroom teachers, but rather by commercial pub­
lishers. With this procedure, we are determining
how confidently we can generalize a person's
score to what he would receive if he took a test
composed of similar but different questions. Here,
also, any change in performance is considered
error; but instead of measuring changes from one
time to another, we measure changes due to the
specificity of knowledge. That is, a person may
know the answer to a question on form A and not
know the answer to the equivalent question on
form B. The difference in the scores would be
treated as error. This procedure is somewhat
analogous to weighing a person on two different
scales on the same day. Here, we are unlikely to
have much of a difference score (if any) due to
weight change, but a difference could exist be­
cause two different scales are being used.

In constructing equivalent tests, care must be
taken that the two measures are equivalent in a sta­
tistical sense with equal means, variances, and item
intercorrelations. But the equality of content is
also important. (Sometimes the term parallel is
used instead ofequivalent to connote the similarity
of content.) The same table of specifications in
building the test (see Chapter 4) should be fol­
lowed for both forms. The items should be of sim­
ilar difficulty and of the same format (e.g., multiple
choice), and administrative instructions should be
the same for both tests.

Equivalent forms of a test are, of course, useful
for reasons other than estimating reliability. For
curriculum and/or student evaluation, the teacher
might want to administer a posttest covering the
same type of material presented in a pretest. Using
an equivalent form, instead of repeating the same
test, helps reduce teaching for the test (in a spe­
cific pejorative sense), as well as reducing the
memory effects noted earlier.

The stability and equivalent-forms methods of
estimating reliability are quite different and may
give different results. Which, then, should be
used? The method chosen depends on the pur­
poses for which the test is administered. If we
wish to use the test results for long-range predic­
tions, then we wish to know the coefficient of sta­
bility. For example, in order for a scholastic apti­
tude test in the ninth grade to predict college GPA
(grade-point average), scholastic aptitude must be
fairly stable. If not, we would fail in long-term
predictions. Thus, we desire a reliability estimate
to reflect any trait change as error so that our con­
fidence in any prediction would be appropriately
tempered by a lower reliability coefficient.

If the purpose of giving a test is not for long­
range prediction, but rather for the purpose of
making inferences about the knowledge one has in
a subject-matter area, then the tester would be pri­
marily interested in a coefficient ofequivalence. In
this case we are less interested in how stable the
knowledge is over time and more interested in
whether we can infer or generalize to a larger do­
main of knowledge from a sample. If there was a
marked change in score from one equivalent form
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r = 2(.60) = 1.20 = .75
xx 1 + .60 1.60

total test score. If there is a high degree of internal
consistency, then it is reasonable to assume that
had another set of similar questions been asked,
the results would have been comparable.

where rxx = estimated reliability of the whole
test

r ll2 112 = reliability of the half-test

Thus, if two halves of a test correlated .60
(r112 112 = .60), the estimated reliability of the
whole test would be

The advantage of the split-half method is that only
one form of the test need be administered only
once.

The Spearman-Brown prophecy formula as­
sumes that the variances of the two halves are
equal. If they are not, the estimated reliability of
the whole test will be greater than that obtained
by other methods of internal consistency. Thus,
one of the problems that exists in the split-half
method is how to make the split. This problem can

(12-6)
2r1l2 112

1 + rl12 112

Split-Half Estimates The split-half method of
estimating reliability is theoretically the same as
the equivalent-forms method. Nevertheless, the
split-half method is ordinarily considered as a
measure of internal consistency, because the two
equivalent forms are contained within a single test.
That is, instead of administering an alternate form
of the test, only one test is administered; in esti­
mating reliability, a subscore for each of two
halves is obtained, and these two subscores are
correlated. In most cases the Pearson product mo­
ment correlation coefficient (described in Chapter
10) is used. This correlation coefficient (r1l2 112) is
an estimate of the reliability of a test only half as
long as the original. To estimate what the reliabil­
ity of the whole test would be, a correction factor
needs to be applied. The appropriate formula is a
special case of the Spearman-Brown prophecy for­
mula.

lConstructs are unobservable phenomena, both inferred from
and used to help explain an individual's behavior.

Measures of Internal Consistency

The three estimates of reliability previously dis­
cussed require data from two testing sessions.
Sometimes it is not feasible to obtain these kinds
of data. Teachers would hardly ever estimate re­
liability by those methods. However, it is possible
to obtain reliability estimates from only one set of
test data, and teachers could well use these ap­
proaches. With the exception of the split-half
method, these estimates are really indices of the
homogeneity of the items in the test, or the degree
to which the item responses correlate with the

People are sometimes concerned with both long­
range prediction and inferences to a domain of
knowledge. Actually, they are more likely to be
concerned about these than about only stability.
For example, the measurement of constructs/
such as intelligence, creativity, aggressiveness, or
musical interest, is probably not dependent upon a
specific set of questions. If it is, the construct is
not ofvery much interest. We would like to know
whether a different but similar set of questions
asked at a different point in time would give sim­
ilar results. In that case, a coefficient of equiva­
lence and stability could be obtained by giving one
form of the test and, after some time, administer­
ing the other form and correlating the results.
This procedure allows for changes both in scores
due to trait instability and in scores due to item
specificity. This estimate of reliability is thus usu­
ally lower than either of the other two procedures.

to another, then the score on either or both forms
is due, in large part, to specificity of knowledge.
Inferences to the domain of knowledge from a
score so influenced by the properties of a specific
sample are hazardous. This fact would be reflected
by a low equivalent-forms reliability estimate.

Measures of Equivalence and Stability
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be approached in a variety of ways. But if one re­
ally attempts to make the two halves equivalent
(and parallel), it requires all the efforts necessary
to construct two equivalent forms (except that
only half as many items are needed). Ordinarily,
the test is split into two parts by a preconceived
plan to make the two parts equivalent."

Kuder-Richardson Estimates If items are
scored dichotomously (right or wrong), one way
to avoid the problems of how to split the test is to

use one of the Kuder-Richardson formulas. The
formulas may be considered as representative of
the average correlation obtained from all possible
split-half reliability estimates. K-R 20 and K-R 21
are two formulas used extensively. They are as
follows:

K-R 20· r = _n_ (1 _ 1:.pq)
(12-7)

·xx n-l S;

K-R 21. r = _n_ (1 _ X(n - X)) (12-8)
• xx n - 1 nS;

The distinction between K-R 20 and K-R 21 is
that the latter assumes all items to be of equal dif­
ficulty; that is, p is constant for all items. If this
assumption is not met, K-R 21 will give a slightly
lower estimate of reliability. Both formulas are
frequently used by test publishers.

K-R 21 is a particularly useful formula for
teachers. It requires less computation than K-R 20.
Given the number of items in the test, one needs
only to compute the mean and variance of the test,
substitute these three values into Equation (12-8),
and do the arithmetic. Using this formula teachers
can, with very little effort, obtain estimates of the
reliability of their classroom tests. However, since
both give lower bounds to reliabilities, the higher
estimate (K-R 20) is always better and should be
used wherever possible. Most of the extra labor
involved for the teacher is in the calculation of
item difficulties, but the information contained in
item difficulties is so valuable that we would hope
teachers would always want to calculate them any­
way.

where Sf is the variance of a single item. All other
terms have been defined previously.

Coefficient Alpha (a) Developed by Cronbach
(1951), the coefficient alpha method is a general­
ization of the K-R 20 formula when the items are
not scored dichotomously. The formula for coef­
ficient alpha is the same as the K-R 20 formula ex­
cept that the 1:.pq is replaced by 1:.S;, where S; is
the variance of a single item. It is a useful formula
to use for a test composed of essay questions
where a student's score on each question could
take on a range of values. The formula is

where n = number of items in test
p = proportion of people who answered

item correctly (item difficulty) (If,
for example, on Item 1,6 of 30 peo­
ple answered the item correctly, p
for this item would be 6/30 =.20.)

q = proportion of people who answered
item incorrectly (q = 1 - p; if P =
.20, q = .80)

pq = variance of a single item scored di­
chotomously (right or wrong)

1:. = summation sign indicating that pq is
summed over all items

S; = variance of the total test

X = mean of the total test

a = _n (1 _1:.Sf)
n - 1 S;

(12-9)

'In consulting other materials, such as test manuals for stan­
dardized tests, the reader may see references made to Rulon's,
Guttman's, or Flanagan's split-half procedures. If the two
halves of the test have equal variances, the results will be the
same by using their methods as by using the procedure dis­
cussed here. If not, they will give slightly lower reliability es­
timates.

Hoyt's Analysis of Variance Procedure The
important point to remember about Hoyt's (1941)
procedure is that it yields exactly the same results
as K-R 20 or coefficient alpha. This method has
been mentioned here only because you will prob­
ably see references made to it in the literature.



Stanley (1971b) and Feldt and Brennan (1989) dis­
cuss both coefficient alpha and the analysis-of­
variance procedures in more detail.

Scorer (Judge) Reliability

In the introduction to this section, we mentioned
various sources of random error. We have just
studied some methods ofestimating reliability that
have allowed or prevented various sources of
error to occur. Thus, trait instability can occur
and is counted as random error if we use stability
estimates; sampling error can occur if we use
equivalent (or split-half) estimates; and adminis­
trator error can occur if two different administra­
tions of the same test, or equivalent tests, are
given.

For most objective tests, we need not concern
ourselves with scorer reliability. However, for
such measures as essay tests of achievement, pro­
jective personality tests, and various rating scales,
one should attempt to determine how much error
may occur in a score due to the person(s) who did
the scoring or rating.

If a sample of papers has been scored indepen­
dently by two different readers, the traditional
Pearson product moment correlation coefficient
(r) can be used to estimate the reliability ofa single
reader's scores. If one wished to know the reli­
ability of the sum (or average) of the two readers'
scores, she could use the Spearman-Brown proph-
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ecy formula given in Equation (12-6). In this case,
the rl/2 1/2 would be the correlation between the
two sets of scores, and rxx would be the estimated
reliability of the summed (or averaged) scores. At
times, one or even two judges will not provide
data that are reliable enough. If more than two
judges are used, there are various intraclass cor­
relation formulas that one can use to obtain esti­
mates of the scorer reliability of the summed
scores. Since these require analysis-of-variance
procedures, we will not discuss them here but will
refer interested readers to Cronbach et al. (1972).
An estimate of what the reliability would be for
the summed (or average) score using three or
more judges could be obtained by substituting the
obtained correlation for scores of two judges into
the general expression of the Spearman-Brown
prophecy formula given in Equation (12-10) and
letting K equal the total number of judges who will
be used to determine the summed score.

Comparison of Methods

Table 12-1 presents a comparison of the different
methods of estimating reliability. As can be seen,
more sources of error can occur with the coeffi­
cient of equivalence and stability procedure than
with any other method. Thus, reliability estimated
by this procedure is likely to be lower. In choos­
ing a standardized test or in interpreting its re­
sults, it is not sufficient to merely look at the nu-

TABLE .2-. Sources of Error Represented in Different Methods of Estimating Reliability

Method of Estimating Reliability

Equiv.
and Internal Scorer

Source of Error Stability Equivalence Stab. Consistency Reliability

Trait instability X X
Sampling error X X X
Administrator error X X X
Random error within the test X X X X X
Scoring error X
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FACTORS INFLUENCING RELIABILITY

Test Length

merical value of a reliability estimate. One must
also take into account which estimate is being re­
ported.

where rxx = predicted reliability of a test k times
as long as original test

r ::;:: reliability of original test
K = ratio of number of items in new test

to number of items in original one

A test is considered a pure speed test if everyone
who reaches an item gets it right but no one has
time to finish all the items. Thus, score differences
depend upon the number of items attempted. The
opposite of a speed test is a power test. A pure
power test is one in which everyone has time to
try all items but, because of the difficulty level, or­
dinarily no one obtains a perfect score. (Items in
a power test are usually arranged in order of dif­
ficulty.) Few tests are either pure speed or pure
power tests. However, to the extent that a test is
speeded, it is inappropriate to estimate reliability
through the methods of internal consistency, and
the measures of stability or equivalence should be
used.

Speed

3(.60) = .818
rxx = 1 + 2(.60)

As previously stated, when K = 2 (as in the
case of split-half reliability) the Spearman-Brown
prophecy formula makes the assumption that the
two subtests are equivalent. A more general way
of stating this assumption is that the items added
to a test must be equivalent to the items already in
the test and that the additional items do not cause
other factors such as fatigue to become important.

Just as adding equivalent items makes a test
score more reliable, so deleting equivalent items
makes a test less reliable. A test may have very
high reliability but may be too long to be usable.
Equation (12-10) can also be used to estimate the
reliability of a test shorter than the original. For
example, if one wishes to know what the esti­
mated reliability of a test half as long as the orig­
inal would be, K = 1/2 could be used in the equa­
tion.

Thus, if a test has an original reliability of 0.60
and if the test was made three times as long (K =
3) (e.g., going from a 20-item test to a 60-item
test), we would predict the reliability of the
lengthened test to be

(12-10)
Kr

r =-----
xx 1 + (K -l)r

As has been pointed out, the specific procedure
(equivalent forms, test-retest, and so on) used will
affect the reliability estimate obtained. Other fac­
tors will also affect the reliability estimates. Five
of these are now discussed: test length, speed,
group homogeneity, difficulty of items, and objec­
tivity.

In general, longer tests give more reliable scores.
This is true because the random positive and neg­
ative errors within the test have a better chance of
cancelling each other out, thus making the ob­
served score (X) closer to the true score (T). One
must keep this general fact in mind when con­
structing tests and interpreting test scores. Very
short tests or subtests simply give less reliable
scores than they would if they were composed of
more items. (The same point, of course, holds for
all measurement-for example, rating scales,
classroom observations, and so forth.)

To estimate what the reliability of a test would
be if it were made longer or shorter, use the gen­
eral Spearman-Brown prophecy formula. In the
discussion of the split-half method of estimating
reliability, a specific case of the Spearman-Brown
prophecy Equation (12-6) was illustrated. The
more general expression of this equation is



It is easy to see that in a pure speed test, if the
items were split into odd and even, then a person
who got n odd items right would get either n or n
- 1 even items right. (For example, if a person
answered the first 30 items correctly, he would get
15 odd and 15 even items right. If he answered the
first 31 items correctly, he would get 16 odd and
15 even items right.) If all examinees answered an
even number of items correctly, the correlation
between the two split-halves would be 1. It would
be slightly less than 1 if some examinees answered
an odd number of items. Thus, odd-even reliabil­
ities of speeded tests are spuriously high. Typi­
cally, other internal consistency estimates also are
too high, since some items are reached by some
pupils but not by others, a factor that tends to in­
crease the mean interitem correlation. If a test is
speeded, reliability should be computed by one of
the methods that requires two administrations of
the test (or tests).

Group Homogeneity

A third factor influencing the estimated reliability
of a test is group homogeneity. Other things being
equal, the more heterogeneous the group, the
higher the reliability. The reason for this can be
best explained by referring to Equation (12-4).

S2
r = 1 - ~

xx s;

There is no reason to expect the precision of a
person's observed score to vary as a result of
group characteristics. Because S; is conceptually
thought of as the variance of a person's observed
score about his true score, S; should remain con­
stant with changes in group heterogeneity. But S;
increases with group heterogeneity. If S; remains
constant and S; increases, rxx increases. Thus, it is
important to note the heterogeneity of the group
from which the reliability was estimated. If the re­
poned reliability was estimated on a group of
sixth- through ninth-graders, and if the test was
then administered to only seventh-graders, it
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would be safe to conclude that because the stu­
dents in the seventh grade are more homogeneous,
the reliability of the test for those seventh-graders
would be lower than the reported reliability.

Difficulty of Items

The difficulty of the test, and of the individual
items, also affects the reliability of the scores.
Since traditional reliability estimates are depen­
dent upon score variability, tests in which there is
little variability among the scores give lower reli­
ability estimates than tests in which the variahility
is large. Tests that are so easy that almost every­
one gets all the items right or, conversely, so hard
that almost everyone gets all the items wrong (or
a chance score if guessing is involved) will tend to
have lower reliability. Items that are so easy that
virtually everybody answers them correctly will
have little or no influence on reliability. The effect
is just the same as if a mark was added to every­
body's score. But items that are so difficult that al­
most nobody can answer them correctly decrease
the reliability if they result in large amounts of
random guessing.

Objectivity

As already discussed under score reliability, the
more subjectively a measure is scored, the lower
the reliability of the measure.

RELIABILITY OF DIFFERENCE SCORES

Is Juan really better in numerical ability or in ver­
bal ability? Did Kim gain significantly in reading
ability this year? Whose arithmetic skill is better,
Jane's or Bill's? To answer each of these ques­
tions, we need to consider whether there are re­
liable differences between two observed scores.
We wish to know how appropriate it is to gen­
eralize from an observed difference to a "true" dif­
ference.
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.90 + .86
2

- .20
.68

rdiff = ------- = - = .85
1 - .20 .80

where rdiff = reliability of the difference scores
rxx = reliability of one measure
ryy = reliability of the other measure
rxy = correlation between the two mea­

sures

A commonly suggested caution in standardized
test manuals is that a difference between two
scores should not be interpreted as significant un­
less the lower score plus one standard error of
measurement of that score is less than the higher
score minus one standard error of measurement of
that score. In other words, if one uses the band
interpretation of scores discussed in the section
"Standard Error of Measurement," it is only when
the two bands do not overlap that one assumes a
significant difference exists between the scores"
(see Figure 11.3).

In interpreting difference scores, two types of
errors can be made: (1) interpreting an observed
difference as a true one when in fact it was due to
random error (type I error) or (2) interpreting an
observed difference as due to chance when in fact
a true difference exists (type II error).

A type I error may be considered one of over­
interpretation; a type II error, one of underinter­
pretation (Feldt, 1967). If one follows the com­
monly suggested procedure of interpreting the
scores as not different if the X ± 1S, bands of the
two scores overlap, then the chance of a type I
error is quite small (around .16 if the S,s of the
two tests are equal). This kind of interpretive
guideline, if followed, increases the chances of
making a type II error. Publishers and educators
evidently feel that a type I error is more costly,
and so risks of making it should be minimized.

Significance of Difference
Scores

As can be seen, the intercorrelation of the two
tests can have quite an impact on the reliability of
the difference scores. A similar drop in the reli­
ability of the difference scores would occur if the
reliabilities of the tests were lower.

(12-11)

.40

r xx + ryy
2 - rxy

1 - rxy

However, if the reliabilities of the tests were the
same but the intercorrelation was .80, the reliabil­
ity of the difference score would be

.90 + .86 _ 80
2 .

1 - .80

From this equation it can be seen that three
variables affect the reliability of the difference
scores: the reliability of each of the two measures
and their intercorrelation. To obtain reliable dif­
ference scores, we need tests that have high initial
reliabilities and low intercorrelation. For example,
if the two tests had reliabilities of .90 and .86 (rxx

= .90, ryy = .86) and if they had an intercorrela­
tion of .20 (rxy = .20), the reliability of the differ­
ence score would be

Unfortunately, difference scores are much less
reliable than single scores. The errors of measure­
ment on each test contributes to error variance in
the difference scores, and the true variance that
the two tests measure in common reduces the vari­
ability of the difference scores (see Thorndike &
Hagen, 1977, pp. 98-100). If two tests have equal
variances,' the reliability of a difference score can
be computed as follows:

SThe assumption of equal variance is somewhat restrictive. A
formula that does not make that assumption can be used, but
the points made in this section can be better understood using
the simple formula given here.

6Formulas for computing the standard error of difference
scores can be found in the first edition of this text as well as
most textbooks on measurement theory.



(See Feldt, 1967, for a further discussion of this
point.)

Gain Scores

A special type of difference score that has received
considerable attention from many of the advocates
of accountability and program evaluation is a gain
(or change) score. In education, we often wish to
know how much our students have learned
(gained) from a particular instructional process.

Statistically, we can estimate the reliability of a
gain score by using Equation (12-11). In measur­
ing gain, the rxx would be the pretest, ryy the post­
test (which may be the same test or an equivalent
form), and rxy the correlation between the pretest
and the posttest. One particular problem with gain
scores, however, is that rxy is usually reasonably
high, thus reducing the reliability of the gain
scores. We could, of course, attempt to construct
intentionally a posttest so that r xy would be low
and rdiff high, but then we are faced with the logical
dilemma of whether the difference score is really
a change in whatever characteristics were being
measured on the pretest. If rxy is low, maybe the
pretest and posttest are not really measuring the
same thing; therefore, the difference is not a gain.
Bereiter (1963) refers to this as the unreliability­
invalidity dilemma. There are many other trouble­
some aspects of measuring gain. Refer to Harris
(1963), Cronbach and Furby (1970), Stanley
(1971b), and Overall and Woodward (1975) for
more technical treatments of this topic. In spite of
the very real problems in obtaining reliable gain
scores, there are professionals who argue that, at
least under certain conditions, gain scores may
well be reliable enough for certain types of deci­
sion making (Rogosa, Brandt, & Zimowski, 1982;
Rogosa & Willett, 1983; Willett, 1988; Zimmer­
man & Williams, 1982).

The major points to be kept in mind are that
(1) difference scores are less reliable than single
scores; (2) gain scores are in general the least re­
liable of all difference scores; (3) although differ-
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ence or gain scores may be too unreliable for use
with individuals, they may be reliable enough for
making decisions about groups (group means are
always more reliable than individual scores be­
cause the random errors of the individual scores
tend to cancel themselves out, thus making the
mean reasonably accurate); and (4) anyone who in­
tends to use difference (or gain) scores for impor­
tant educational decisions is well advised to study
the references given in the preceding para­
graph.

RELIABILITY OF CRITERION­
REFERENCED TESTS

As mentioned in Chapter 2, the purpose of a
norm-referenced test is to discriminate among in­
dividuals or compare them to one another. The
purpose of a criterion-referenced test is to com­
pare each individual to some standard. For a cri­
terion-referenced interpretation of test scores,
student variability is not essential. In fact, if all
students received a perfect score on a mastery test,
we would be happy. Yet, since classical reliability
depends upon the existence of differences among
students' observed scores, the reliability of such a
mastery test would be undefined.

Let us rewrite slightly the basic definitional
formula Equation (12- 3) for reliability.

s~ s~

rxx = s; = s~ + s;

If the variability in true scores is reduced, the ratio
is reduced and classical reliability goes down. At
the point where s~ (true-score variance) is re­
duced to zero, reliability is zero, except for the sit­
uation where S; (error-score variance) is also zero,
so that everyone receives the same observed score.
Then the denominator would be zero, and the
ratio would be undefined.

It has, therefore, been argued that classical es­
timates of reliability are not completely appropri-
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ate for criterion-referenced measures, particularly
for that subset of criterion-referenced measures
called mastery tests. Yet, the concept of a precise
measure-one that has a small standard error of
measurement-is still important. We do wish to
measure with as much precision as possible, and
we should have estimates to tell us what precision
we have obtained.

Whereas in classical test theory we are inter­
ested in the precision of the score, in criterion­
referenced interpretation we are sometimes inter­
ested in the precision of the score, but at other
times only in the precision of the decision. This
depends partly on the definition of criterion­
referenced tests. Those who intend that the score
should be referenced to a domain ought to be in­
terested in the precision of the score. Those who
intend that the score should be referenced to a cut­
ting score (standard of proficiency) are interested
in the precision of the categorization decision. For
example, in mastery or minimum competency test­
ing, our decision is to categorize individuals as
masters or nonmasters. Weare really more inter­
ested in the precision of the decision than in how
precise a score is. Different mathematical formu­
lations are needed to estimate the reliability of a
decision and the reliability of a score.

As is pointed out in the AERA/APAINCME
Standards for Educational and Psychological Test­
tng:

Estimates of the consistency of decisions are needed
whenever decision rules assign people to categories
according to specified test score intervals. An esti­
mate of the standard error of measurement at the cut
score is helpful (AERA/APAINCME, 1985, p. 20).

More work still needs to be done in the con­
ceptual and operational definitions of reliability
where norm referencing is not used. For both cri­
terion-referenced and gain-score measurements,
where we may not be interested in maximizing the
differences between individuals, classical reliabil­
ity estimates may yield values that present too pes­
simistic a picture of the precision of the scores or
categorization decisions. Excessive emphasis

should not be placed on them in judging the tech­
nical adequacy of such scores.'

RELIABILITY AND INSTRUMENT
CONSTRUCTION AND
ADMINISTRATION

One of the most important points mentioned in
this chapter is that if we are to use data to make
decisions, we want those data to be of as high a
quality as possible. The reliability of the data-or
conversely, the amount of random error in the
data-is certainly an important factor in test qual­
ity. As previously noted, if the reader follows the
suggestions for instrument construction given in
the previous unit, and if the administration of the
instrument follows appropriate procedures, the
data should be fairly reliable. Nevertheless, several
points seem worthy of emphasis.

Recall from the previous unit that the quality of
the questions is important. If one uses questions
that are not worded well, the reliability of the test
is likely to suffer. In observations, the timing of
the observations as well as the recording of the
data are important. Although still to be discussed
(see Chapter 19), test anxiety and test wiseness
may influence the reliability of the data. Educators
must be constantly aware of these factors so that
they can (l) obtain as reliable a set of data as pos­
sible and (2) incorporate their knowledge about
the test quality when using the data.

In a previous section of this chapter, we dis­
cussed several factors that may influence reliability
and that you should keep in mind when construct­
ing tests: test length, difficulty of items, and objec­
tivity.

'Various formulas have been developed for estimating the re­
liability of criterion-referenced tests. Discussion of these is be­
yond the scope of this hook. We refer interested readers to

Berk (1984), Brennan (1984), Feldt and Brennan (1989), and
Subkoviak (1984, 1988).



RELIABILITY AND TEST USE

A question often asked in measurement courses is:
How reliable should a test (more technically
speaking, any set of scores) be in order to be use­
ful? This question cannot be answered simply.
The answer depends upon the purposes for which
the scores are to be used. No major decision
should be made on the basis of a single test. If the
decisions the scores will help make are extremely
important and/or irreversible, then the reliability
of the scores is of more concern than if the deci­
sion is not quite so important and/or is tentative
and reversible. If a measure is to be used to help
make decisions about individuals, then the scores
should be more reliable than if it is to be used to
make decisions about groups. If there is very little
other information on which to base a decision and
a decision must be made, it may be helpful to use
a test with low reliability instead of no test. (A test
with low reliability may still have some validity
and can therefore be useful.) On the other hand, if
a good decision (or accurate prediction) can be
made without any test data, it may not be worth­
while to give a test, even though it is reliable.

In standardized test selection, it is crucial for
the reader of a test manual to be able to understand
the reliability information reported. (This, of
course, implies that reliability data are reported in
the test manual.) A knowledge of the concept of
reliability, different estimates of reliability, and ef­
fects on these estimates should help lead to such
an understanding.

The kinds of reliability data to be reported in a
test manual depend on the type of test and on how
it is to be used. For general aptitude tests, the most
important kind of reliability estimate would be a
stability estimate. Because aptitude test results are
used to help make long-range predictions, it is im­
portant to know how stable the aptitude results
are. (If the test scores are not stable, they cannot
predict themselves, much less a criterion.) For
multiple aptitude tests, it is also essential to have
data on the reliabilities of the subtests and the dif­
ference scores. Equivalence and internal consis­
tency estimates are also of value for interpreting
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any aptitude test, because one should have some
information regarding the homogeneity of the
content and the degree to which the scores are de­
pendent upon particular questions.

For achievement tests, equivalence reliability es­
timates seem almost essential. One wants to infer
from the responses to a specific set of items the
degree to which a person has mastered the essen­
tial skills and/or knowledge in a much larger uni­
verse. Moreover, it would be valuable to have
some indication about the homogeneity of the
content. Thus, internal consistency estimates
should also be provided. As with multiple aptitude
tests, achievement test batteries should provide
data on subtest reliabilities and on the reliabilities
of difference scores. Inasmuch as most achieve­
ment tests are intentionally designed to fit the cur­
riculum, and students learn those materials in dif­
fering amounts and rates, it is not expected that
these scores will remain constant. Hence, long­
range stability coefficients would be rather mean­
ingless.

For noncognitive measures, the types of reli­
ability information needed varies. For example, if
one wishes to use an interest test to predict long­
term job satisfaction, then one must assume that
interests are stable, and information relevant to
this assumption is needed. On the other hand, if
an individual wishes to obtain a measure of a tran­
sient personality characteristic (such as temporary
depression), she should not expect high-stability
coefficients. Instead, she might look for internal
consistency reliability.

In addition to indicating the type(s) of reliabil­
ity estimates obtained, the manual must also pro­
vide other information. It is essential to know the
characteristics of the sample on which the reli­
ability estimates were computed. The sample
size, its representatives, and the mean and
standard deviation of sample scores should be
known.

Standard errors of measurement (and how they
were obtained) should be provided. Separate age
and/or grade estimates should be reported. Even
within an age or grade level, different S,s should
be reported (e.g., an aptitude or achievement test
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should report separate S,s for students performing
at the high, middle, and low levels).

Critics of testing have, at times, complained
about standardized tests because they lack perfect
reliability. Thus, teachers are often alert to some
unreliability in tests. However, they are less alert
to the greater problems of reliability for such data
as classroom or playground observations. Any user
of any piece of data should consider the quality of
the data. Reliability is one of the more important
qualities.

• SUMMARY

The principal ideas, conclusions, and implications
presented in this chapter are summarized in the
following statements:

1. Reliability is the degree of consistency be­
tween two measures of the same thing.

2. Some examples of sources of inconsistency,
or error variance, are trait instability, sam­
pling error, administrator error, scoring
error, and errors within the person.

3. The standard error of measurement (S,) is the
estimated standard deviation of a person's ob­
served scores about his true score. When we
know a person's observed score, we can plan
a confidence band of ±1S, about this score
and say that we are about 68 percent confi­
dent that his true score will be in that range.

4. There are many estimates of reliability.
Those discussed in this chapter are catego­
rized as measures of (a) stability, (b) equiva­
lence, (c) stability and equivalence, and (d) in­
ternal consistency.

5. Measures of stability are obtained by admin­
istering a test to a group of individuals, read­
ministering the same test to the same individ­
uals at a later date, and correlating the two
sets of scores. Any change in score from one
time to another is treated as error.

6. Measures of equivalence are obtained by giv­
ing two forms of the test to the same group
on the same day and correlating these results.

7. Measures of equivalence and stability com­
bine the previous two procedures.

8. All measures of internal consistency require
only one administration of the test.

9. The different methods of estimating reliabil­
ity consider different sources oferror. Which
should be used depends upon how one wishes
to use the results of the test.

10. In general, longer tests are more reliable.
11. Internal consistency estimates should not be

used for speeded tests.
12. Reliability will be higher when a test is given

to a heterogeneous group.
13. Difference scores are less reliable than single

scores. A gain score, a special type of differ­
ence score, is particularly unreliable.

14. Traditional estimates of reliability depend on
true-score variance. For criterion-referenced
measures, where we are less interested in
true-score variability than we are in norm­
referenced measures, the traditional estimates
of reliability are not completely appropriate.

15. All users of data should consider how reliable
the data are prior to determining how much
credence to put in the data.

• POINTS TO PONDER

1. All measurement is subject to error. List at
least eight types of errors of measurement.

2. Why should the split-half method of reliability
not be used with speeded tests?

3. Which set of values shown below gives the
higher reliability for difference scores?
a. rxx = .80, ryy = .90, and rxy = .75
b. rxx = .80, ryy = .90, and rxy = .0

4. A test manual reports a corrected split-half re­
liability of .75. What does this mean? What is
the correlation between the two halves of the
test?

5. Mary received a score of 75 on her spelling
test. The test had a standard area of measure­
ment of 3. What is the 95 percent confidence
band for Mary's score?



Chapter 13

Validity

• Kinds of Validity Evidence
• Methods of Expressing Validity
• Factors Affecting Validity
• Validity and Decision Making
• Validity Generalization
• Validity and Test Use
• Validity of Criterion-Referenced Tests

Validity can be best defined as the extent to which
certain inferences can be made accurately from­
and certain actions should be based on-test
scores or other measurement. The Standards for
Educational and Psychological Testing (AERA/
APAINCME, 1985) states that validity "refers to
the appropriateness, meaningfulness, and useful­
ness of the specific inferences made from test
scores. Test validation is the process of accumu­
lating evidence to support such inferences" (p. 9).
Messick (1989) stated that "Validity is an inte­
grated evaluative judgment of the degree to which
empirical evidence and theoretical rationales sup­
port the adequacy and appropriateness of inferences
and actions based on test scores or other modes of
assessment" (p, 13).

It is useful to think of validity as truthfulness:
Have we made the correct inference from the test
score? For an inference from a test to be valid, or

truthful, the test must first be reliable. If we can­
not even get a bathroom scale to give us a consis­
tent weight measure, we certainly cannot expect
to make accurate inferences about weight from it.
Note, however, that a measure might be consistent
(reliable) but not accurate (valid). A scale may re­
cord weights as two pounds too heavy each time.
In other words, reliability is a necessary but not a
sufficient condition for validity. (Neither validity
nor reliability is an either/or dichotomy; there are
degrees of each.)

In discussing validity, it is useful to think of
two general types of inferences: (1) making infer­
ences about performance other than that mea­
sured; and (2) making inferences about a property
(behavioral domain) of the person measured. The
first is a statistical inference; the second is a mea­
surement inference (Guion, 1983). When a score
is used to infer other performance, we are, in a

265
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sense, predicting performance. Knowing the de­
gree to which the prediction or inference is ac­
curate depends on criterion-related validity evi­
dence (see the following section).

When a test score is used to make an inference
about a property or behavioral domain of the per­
son measured, we can think of the test score as
representing the property of the person. The in­
ference to a domain is a reasonable inference to
the extent that the test items do represent the be­
havioral domain. Tests that represent can further
be differentiated as samples or signs. The distinc­
tion is based on the degree to which we can define
the behavioral domain being sampled. If the items
are drawn from a clearly defined universe, we
speak of this as a sample. If the universe is not
clearly defined, we speak of the test as a sign. Sam­
ples describe the domain; signs help explain the do­
main. An example of a test that samples a domain
would be one in arithmetic computation. Not all
possible arithmetic combinations and permuta­
tions would be on the test-only a sample of them.
However, the inference we wish to make is typi­
cally to the total domain. An example of a test that
serves as a sign would be the Rorschach inkblot
test. The administrator is not interested in infer­
ring how a person will respond to a domain of
inkblots but rather to inferring personality char­
acteristics that were not sampled. For tests to
serve as samples, we need high content-validity ev­
idence; to serve as signs, we need high construct­
validity evidence (see following section).

Because a single test may be used for many dif­
ferent purposes, there is no single validity index
for a test. A test that has some validity for one pur­
pose may be invalid for another.

After studying this chapter, you should be able
to:

1. Understand the relationship between reliability
and validity.

2. Understand the basic kinds of validity evi­
dence.

3. Interpret various expressions of validity.
4. Recognize what factors affect validity and how

they affect it.

5. Recognize the relationships between test valid­
ity and decision making.

KINDS Of VALIDITY EVIDENCE

The Standards for Educational and Psychological
Testing (AERA/APAINCME, 1985) discuss three
categories of validity evidence:

1. Content validity
2. Criterion-related validity
3. Construct validity

Although the Standards uses the above three la­
bels, it goes on to say that "the use of the category
labels should not be taken to imply that there are
distinct types of validity ..." (p. 9). As suggested
in the introduction, different types of inferences
can be made, and the justification for them fre­
quently requires different types of validity evi­
dence. Current authors stress that it is important
to keep in mind that it is the evidence that can be
labeled as valid or invalid. We should not really
think in terms of different kinds of validity-al­
though we, as other authors, do on occasion use
the labels without adding the word "evidence"
each time. We discuss each of the three kinds of
validity evidence as well as two other terms you
may encounter: face validity and curricular valid­
ity.

Content-Validity Evidence

As mentioned earlier, one purpose of a test (or
other measurement) is to make an inference about
a property or behavioral domain ofa person. A test
serves as a sample of the domain if the items are
drawn from a clearly defined universe. Content
validity is related to how adequately the content
of-and responses to-the test samples the do­
main about which inferences are to be made. This
has been stressed for many years. For example,
more than 30 years ago, Lennon (1956, p. 294) de­
fined validity as "the extent to which a SUbject's
responses to the items of a test may be considered
to be a representative sample of his responses to a



real or hypothetical universe of situations which
together constitute the area of concern to the per­
son interpreting the test."

Content validity is particularly important for
achievement tests. Typically, we wish to make an
inference about a student's degree ofattainment of
the universe of situations and/or subject-matter
domain. The test behavior serves as a sample, and
the important question is whether the test items
do, in fact, constitute a representative sample of
behavioral stimuli. The same type of inference
and, therefore, the same type of content-validity
evidence is also appropriate for skill and knowl­
edge licensure or employment tests and decisions.
If a job analysis that demonstrated what skills and
knowledge are required on the job has been con­
ducted, it is important that a test adequately sam­
ple that domain (see Anastasi, 1988, p. 143).

In judging content validity, we must first define
the content domain and universe of situations. In
doing so, we should consider both the subject mat­
ter and the type of behavior or task desired from
the pupils. Notice that in Lennon's (1956) defini­
tion, content validity is ascribed to the subject's
responses rather than to the test questions them­
selves. Both content and process are important.
The test user makes inferences to a behavioral
universe. (For simplicity in writing from now on,
we call the universe to which we wish to infer, the
content domain. Remember, however, the infer­
ences are to behavior.)

There has been some debate about how explic­
itly the content domain needs to be defined. In
some cases, it may be desirable to define the do­
main as specifically as possible in terms of a com­
plete, finite, set of behavioral objectives. This is
easier for some subject-matter areas than others.
For example, elementary school mathematics may
be more easily defined totally than British litera­
ture. The more thoroughly defined the domain,
the closer we come to being able to build a do­
main-referenced test (see Chapter 2). But for
many subject matters (or occupations), we cannot
define the total domain with complete specificity.
This, of course, means we would not have perfect
content validity; but it does not necessarily mean

VALIDITY 267

that the content validity is inadequate. A reason­
able expectation is that the test constructor specify
with considerable detail the subject-matter topics
and behaviors the test is designed to sample. As
you may recall, we talked in Chapter 4 about test
blueprints or tables of specifications for achieve­
ment tests. These are two-way grids designed to
aid in constructing tests so that all appropriate
topics and behaviors will be sampled in the proper
proportions. If those grids are carefully con­
structed and carefully followed in building the
test, this will do much to ensure adequate content
validity.

There is no single commonly used numerical
expression for content validity. Content validity is
typically determined by a thorough inspection of
the items. Each item is judged on whether or not
it represents the total domain or the specified sub­
domain. Some individuals report a content-valid­
ity index as the proportion of items rated as
matching the domain or subdomain, which it was
originally intended to sample. Although a detailed,
systematic, critical inspection of the test items is
probably the single best way to determine content
validity, such inspection may be a little subjective.
Two persons-whether or not they have the same
understanding of the content domain-may well
make different judgments about the match of the
items to the domain. Of course, interjudge agree­
ments of ratings could be calculated (Tinsley &
Weiss, 1975).

The task of subjectively judging content valid­
ity is made easier if the author of the test defines
the universe and the sampling process. Displaying
the table of specifications and the number of items
from each category would greatly facilitate this
judgment. The procedures followed in setting up
the table of specifications as well as the methods
used for classifying the items should also be de­
scribed. These procedures might include using
curriculum specialists as expert judges and re­
viewing current texts, curricular guides, and the
like.

In addition to expert judgment, there are other
procedures for judging content validity. One
method, similar to one discussed previously in the
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chapter on reliability, indicates the close relation­
ship between one type of reliability and content
validity. Recall that with reliability we wished to
know how confidently we could generalize from
the particular score obtained to the score we might
have received under different conditions. Like­
wise, in content validity we are interested in how
adequately we can infer from a particular score to
a larger domain. In either case, we wish to gen­
eralize. Thus, building two tests over the same
content, giving both to the same set of pupils, and
correlating the results tell us something about both
equivalent-form reliability and content validity. In
fact, Ebel (1975b) has suggested that instead of
content validity, we might better use terms such as
"content reliability" or "job sample reliability."

As Brown (1983) pointed out, in one sense
content validity is a general property of a test. A
test author who defines the content domain and
writes items to represent the domain succeeds to
some degree in attaining his or her goal. From the
point of view of a test user, however, content va­
lidity is situation-specific. Does the test measure
the domain to which the user wishes to infer? Is
there a proper balance among the subcategories (if
any) of the domain? It should be emphasized that
an achievement test may have high content validity
for one user and low content validity for another
because they wish to infer to different domains.

For example, not all teachers (even those teach­
ing the same course titles in the same grade) are
necessarily teaching the same domain of subject
matter. For that reason, they should construct
their own evaluation instruments to ensure that
their tests have adequate content validity for their
particular courses if that is the domain to which
they wish to infer. However, if they wish to make
inferences to a broader domain of knowledge than
that covered in a specific course, then the test
should sample from that broader domain. A stan­
dardized achievement test may have good content
validity for that broader inference.

Criterion-Related Validity Evidence

Criterion-related validity pertains to the empirical
technique of studying the relationship between the

test scores or other measures (predictors) and some
independent external measures (criteria) (such as
scholastic aptitude test scores and college grade
point average). Some writers make a distinction
between two kinds of criterion-related validity:
concurrent validity and predictive validity. The
only procedural distinction between these pertains
to the time period when the criterion data are
gathered. When they are collected at approxi­
mately the same time as the test data, we speak of
concurrent validity. When they are gathered at a
later date, we have a measure of predictive valid­
ity.

A second distinction is a logical rather than a
procedural one, and is based not on time but on
the purpose of testing or the inference we wish to
make. In predictive validity, we are actually con­
cerned with the usefulness of the test score in pre­
dicting some future performance. In concurrent
validity, we are asking whether the test score can
be substituted for some less efficient way of gath­
ering criterion data (such as using a score from a
group scholastic aptitude test instead of a more ex­
pensive-to-gather individual aptitude test score).

Although concurrent and predictive validity dif­
fer in the time period when the criterion data are
gathered, they are both concerned with prediction
in ageneralizabiiity sense of the term. In criterion­
related validity, as in content validity and reliabil­
ity, we wish to determine how well we can
generalize from one score to other scores. In re­
liability, we are asking how confidently we could
generalize to another measure of the same char­
acteristic. In content validity, we wish to gener­
alize from a sample to a total domain. In criterion­
related validity, we are asking how confidently we
can generalize (or predict) how well a person will
do a different task. For example, a college admis­
sions test may include verbal analogy items. Ad­
missions officers are not directly interested in how
well a student can perform on these items; rather
they wish to measure this characteristic because it
predicts a relevant criterion: college success.

The distinction between a test as representing
versus predicting is not completely clear. The same
test could be used for both types of inferences. A
test sampling the mathematics concepts taught in



grade seven could be used as a description of level
of achievement in seventh-grade mathematics; it
could also be used to predict success in eighth­
grade mathematics.

Measuring the Criterion In studying crite­
rion-related validity, the conceptual and opera­
tional (measurement) aspects of the criterion must
be examined closely. For example, suppose we
wish to determine the degree to which scores on
a certain aptitude test predict "success in school."
Success in school is, then, the criterion. How do
we measure success in school? Traditionally, ed­
ucators have used grade point average (GPA) as
the operational definition of school success, but
most realize that this is not a completely adequate
definition. Other criterion measures, such as grad­
uation versus withdrawal from school, are possi­
ble. Similar situations exist if we are trying to pre­
dict success on a job. In this case, supervisor
ratings are often used as a criterion measure, even
though they have many inadequacies. If a test
score did not correlate well with the ratings. we
would not know for sure whether the test did not
predict on-the-job success, or whether the super­
visor could not rate it accurately, or both.

One of the most difficult tasks in a study of cri­
terion-related validity is to obtain adequate crite­
rion data. Gathering such data is often a more
troublesome measurement problem than con­
structing the test or predictive instrument. Crite­
rion measures, like all othermeasures, must have cer­
tain characteristics if they are to be considered
adequate (see Brown, 1983, pp. 101-102). First of
all, they should be relevant. That is, the criterion
measure should actually reflect the important as­
pects of the conceptual criterion. There is no
point in obtaining a criterion measure that really
does not reflect the criterion. The degree of rele­
vance of the criterion measure is a value judgment,
and not everyone will agree on any specific case.
Some educators, for instance, argue that success in
college should mean the amount of knowledge ac­
quired after four years in college and that grades
are a good (or at least the best available) measure
of such knowledge. Others believe that amount of
knowledge is a good definition of success but feel
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that the grading system employed does not allow
one to infer amount ofknowledge from GPA. Still
others may feel that success in college means mar­
rying well, making good contacts, or something
else. To these people, grades would be an irrele­
vant criterion measure.

A second desired characteristic of a criterion is
that it be reliable. Just as test reliability affects the
degree of correlation between it and the criterion,
so does the reliability of the criterion affect the
correlation. A general theoretical relationship is
that the maximum relationship obtained between
two variables is equal to the square root of the
product of their respective reliabilities. Or

rxy -< V(rxx)(ry)

where rxy = correlation between predictor (x) and
criterion (y)

rxx = reliability of the test
ryy = reliability of the criterion

Thus, the reliability of the criterion affects crite­
rion-related validity every bit as much as the reli­
ability of the predictor.

A third characteristic of the criterion measure
is that it be free from bias or contamination. Cri­
terion contamination occurs when the criterion
score is influenced by the knowledge of the pre­
dictor score. Suppose that in September a ninth­
grade math teacher gives and scores a test
designed to predict success of her pupils in ninth­
grade math. If her knowledge of these predictor
scores consciously or unconsciously affects the
grades (criterion scores) she assigns at the end of
the year, then we have criterion contamination.
The best way to avoid this problem is to make sure
the rater supplying the criterion scores has no
knowledge of the predictor values.

Construct-Validity Evidence

Construct validity is the degree to which one can
infer certain constructs in a psychological theory
from the test scores. If an instrument has con­
struct validity, people's scores will vary as the the­
ory underlying the construct would predict. Con­
struct validity is important for tests purportedly
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measuring such characteristics (constructs) as in­
telligence, motivation, assertiveness, compulsive­
ness, paranoia, and others. A simplified example
may help.

People who are interested in studying a con­
struct such as creativity have probably hypothe­
sized that creative people will perform differently
from those who are not creative. It is possible to
build a theory (or theories) specifying how cre­
ative people (people who possess the construct
creativity) behave differently from others. Once
this is done, creative people can be identified by
observing the behavior of individuals and classi­
fying them according to the theory. (They could
be rated rather than classified.)

Now, suppose one wishes to build a paper-and­
pencil test to measure creativity. Once built, the
creativity test would be considered to have con­
struct validity to the degree that the test scores are
related to the judgments made from observing be­
havior identified by the psychological theory as
creative. If the anticipated relationships are not
found, then the construct validity of the inference
that the test is measuring creativity is not sup­
ported.

A lack of a relationship could occur for several
reasons. For example, the test may not really mea­
sure the construct of creativity, or the psycholog­
ical theory specifying how creative people behave
may be faulty. Theoretical psychologists are prob­
ably more apt to believe that the test, rather than
the theory, is faulty. Even though this may be the
more probable reason, psychologists should be a
little more willing to reexamine their theories if
empirical evidence does not support them.

Construct validity is an important concept for
the educators and psychologists who are doing
theoretical research on various constructs. Those
with such interests surely need to delve further
into the topic than we have in these few para­
graphs. We suggest Cronbach and Meehl (1955),
Brown (1983), Fiske (1987), and Anastasi (1988)
as good references for further study.

Some authors contend that all validity evidence
is construct-validity evidence (e.g., Cronbach,
1980). Messick (1989) has stated that "construct
validity is based on an integration of any evidence

that bears on the interpretation or meaning of the
test scores" (p, 17) [italics added]. Thus, con­
struct-related validity evidence is comprehen­
sive-all content-validity evidence and criterion­
related validity evidence can be considered as ev­
idence for construct validity.

Some authors believe that almost always the in­
ference one wishes to make goes beyond the sim­
ple descriptive statement strictly allowed in con­
tent validity. A very strict interpretation of
content validity is that one can infer from the
number of items in the test answered correctly to
the number of items in the total domain that one
would answer correctly. Recall that the items
should sample both content and responses. Strictly
speaking, one can infer from a sample of re­
sponses to multiple-choice questions to a domain
of responses to multiple-choice questions. If one
wishes to infer that the student knows, has the abil­
ity, or is able to answer a certain percentage of
items correctly then, so the argument goes, one is
inferring something about an underlying construct
(see Linn, 1980). This is a subtle distinction that
may at times be useful and at times counterpro­
ductive. The difference between performing in a
certain way and having the ability (a construct) to
perform in a certain way is not one we typically
make in everyday language. To infer that a level
of performance represents some hypothetical con­
struct may only encourage mysticism (Ebel,
1974a). But the reminder of the narrowness of a
content-validity inference is appropriate. If a per­
son performs well on a test of addition of two­
digit numbers horizontally arranged, we can infer
that he would do well on a test with different com­
binations arranged in the same way. It is probably
reasonable to infer that he has the "ability" to add
such combinations. If a person has a low score on
the test, the content-validity inference to the do­
main of questions asked the same way is appro­
priate. It would not be appropriate, however, to
infer that the individual could not (or lacked the
ability to) perform vertical two-digit addition
problems.

The important thing to remember is that there
should be some evidence-or at least good logic­
for the inference we wish to make. Whether we



term that evidence content or construct-validity
evidence is only semantic.

face Validity

People sometimes use the term face validity, but it
should not be confused with content validity. Face
validity is not really validity at all in the technical
sense of the word. It simply refers to whether the
test looks valid "on the face of it." That is, would
untrained people who look at or take the test be
likely to think the test is measuring what its author
claims? Face validity often is a desirable feature of
a test in the sense that it is useful from a public
acceptance standpoint. If a test appears irrelevant,
examinees may not take the test seriously, or po­
tential users may not consider the results useful.
(Occasionally, in assessment in the affective do­
main, one wishes to conceal the purpose of as­
sessment in order to diminish faking. In these
cases, reduced face validity could lead to increased
criterion-related or construct validity.)

Curricular/Instructional Validity

The terms curricular validity and instructional va­
lidity are being used increasingly in the literature.
Curricular validity relates to the degree to which
the test content is covered in the curriculum ma­
terials. Instructional validity is a more restrictive
term and relates to the degree to which the test
content is actually taught. (At times, the terms are
used interchangeably.) Instructional validity is
certainly important if one wishes to make infer­
ences about instructional effectiveness. We would
surely not wish to infer from a low test score that
instruction was ineffective if the content of the
test did not match the instruction. We could,
however, make an inference about the appropri­
ateness of the instruction or curriculum (or the
test) based on the match or lack of match of the
content.

Curricular validity is considered by many to be
important for any type of minimal competency
test required for, as an example, high school grad­
uation. It seems unfair to withhold a diploma from
someone who did not learn something that was
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not covered in the curriculum. This seems true to
many, even if no inference is made regarding in­
structional effectiveness.

The problems of obtaining evidence of curric­
ular/instructional validity are myriad. For exam­
ple, if one wishes to teach for transfer or under­
standing, then the students should be able to
perform on tasks that depart somewhat from the
specific tasks practiced in the classroom. How
much the questions can differ from the instruction
and still "match" is a matter of judgment; but most
would agree we should not have to limit the test
to questions measuring recall in order to have cur­
ricular validity.

It is much more difficult to obtain evidence on
instructional validity than curricular validity. The
reason is that evidence about a match between cur­
ricular materials (such as textbooks) and test ques­
tions does not necessarily mean the materials were
covered in class or even assigned out of class.
Some would suggest that to gather good evidence
of instructional validity would require full-time,
unbiased observers in the classroom. To "prove"
the material in a state-mandated minimal compe­
tency test was covered would require full-time ob­
servers in every classroom in the state! Such a re­
quirement is clearly unreasonable.

Some individuals even argue that the observers
must go beyond observing what is presented since
presentation is not the same as effective teaching
(Hills, 1981, p. 161). We, like Hills, think such a
requirement is far too stringent. Notice that we
carefully used the word covered rather than taught
in the previous paragraphs. One, of course, could
argue that if the student has not learned, the
teacher has not taught. But then, no test would
have instructional validity for a person who did
poorly on the test! That would be an illogical con­
clusion.

Fisher (1983) and Hardy (1984) describe the
procedures that their two states (Florida and Ala­
bama) used to establish that their high school grad­
uation examinations were instructionally valid.
(Other states have done similar studies.) The Flor­
ida study included an analysis of content in the
curriculum by every district in the state, an audit
of the district reports, a survey of all the teachers
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in the state, and a survey of students who were
asked whether they had been taught the material.
These procedures were upheld in court as provid­
ing sufficient evidence that the test had adequate
curricular/instructional validity (Debra P., 1983).

The Alabama study (Hardy, 1984) asked teach­
ers of grades seven through ten to report the pro­
portion of students in their classes who had re­
ceived instruction on each competency. (Limiting
the survey to teachers of those grades was appro­
priate because the required competencies were
considered to be skills typically taught by the
ninth grade.) As of this writing, there has not been
a legal challenge to the Alabama examination. As
Hardy points out, "There is inadequate case law
to establish precedent on what might be consid­
ered appropriate and sufficient evidence of in­
structional validity for a test to be used as a re­
quirement for high school graduation" (p. 292).

Content Validity vs. Curricular
Validity

Some individuals have suggested that curricular
validity should be considered a subcategory of
content validity. In fact, an appellate court ruling
on the Debra P. case stated that "an important
component of content validity is curricular valid­
ity" (1981, P: 6770). We think this is a misuse of
terms and only adds to some confusion that al­
ready exists between the two. We agree with
Yalow and Popham (1983), who argue that in­
structional/curricular validity issues are really is­
sues regarding the adequacy of preparation for a
test. As they state, "adequacy-of-preparation is not
a component of content validity. Not only is it not
a component of content validity, it is not a form
of validity at all" (p. 12). In the Debra P. court
case, for example, the concern about instructional
validity had to do with the action to be taken based
on a high school senior failing a basic skills test.
Yalow and Popham argue that the inference that
such a student does not possess the basic skills was
not at issue: "Adequacy-of-preparation is not nec­
essary for one to make sensible inferences about
what scores signify" (p. 13).

Recall that content validity relates to the ade­
quacy of the sampling from the domain to which
one wishes to infer. Frequently, that domain does
and should go far beyond the domain of materials
actually taught. For example, critics of standard­
ized achievement tests have sometimes based their
criticism on the lack of a perfect match between
the test and the curriculum/instruction of a partic­
ular school. They occasionally argue that because
the match is not perfect, there is inappropriate
content validity and the test should not be used.
This is not necessarily so. It depends on the in­
ference one wishes to make.

To suggest that a test must have curricular va­
lidity in order to have content validity would re­
strict us to making inferences about whether stu­
dents know the specific materials on the
curriculum. As Mehrens (1984a) noted: "At times
we wish to infer to the specific objectives taught
by a specific teacher in a specific school. More
commonly we wish to infer to a general domain"
(p, 9). For example, "If parents wish to infer how
well their children will do in another school next
year they need to infer to a general domain, not to
the perhaps narrow and idiosyncratic domain of a
single teacher's objectives" (p. 11). Certainly, as
Cronbach (1963) observed: "In course evaluation,
we need not be much concerned about making
measuring instruments fit the curriculum. . .. An
ideal evaluation might include measures of all the
types of proficiency that might reasonably be de­
sired in the area in question, not just the selected
outcomes to which this curriculum directs sub­
stantial attention" (p, 680). As Green (1983)
pointed out: "If the students have learned funda­
mental skills and knowledge and understand it,
they will be able to answer many questions dealing
with material not directly taught . . . generalized
skills and understandings do develop ... Since all
the specifics can never be taught . . . this devel­
opment is highly desirable and tests ... should
try to assess it. This can only be done by having
items that ask about content not directly taught"
(p.6).

In conclusion, at times we want evidence of
curricular/instructional validity; at other times we



do not. It all depends on the domain to which we
wish to infer.

METHODS Of EXPRESSING VALIDITY

The methods discussed below are used in express­
ing both criterion-related and construct evidences
of validity. As mentioned before, there is no com­
mon numerical expression for content-validity ev­
idence, and curricular-validity evidence usually in­
volves a survey of teachers, students, and/or
curricular materials. However, it should be kept in
mind that one must obtain many indices before
feeling justified in suggesting that any degree of
construct validity has been demonstrated.
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cent of the variation in college freshman G PA can
be accounted for (predicted) from knowledge of
the variance of the aptitude test scores.

Another statistic often reported is the standard
error of estimate (Sy-x). The symbol is read "the
standard deviation of Y for a given value ofX." It
can be computed by

Sy.x = S, VI - (rXy)2 (13-1)

where Sy = criterion standard deviation. The
value Sy.x can be used to set confidence limits
about an estimated criterion score, just as the stan­
dard error of measurement (S,) is used to set con­
fidence limits about a true score. The equation
(commonly called a regression equation) used to
estimate the criterion score (Y) is

Of course, in order to use this equation (or
compute any correlational data), we must have
data for a single group ofpeople on both the X and
Y variables. If we have such data, why would we
be interested in predicting Y from X? Why not
just look at the Y score to see what it is? The an­
swer is that we build the equation from one
group's scores to use in predicting Y scores for
other similar groups. The group we use for test­
validation purposes should not be the same as the
group for which we use the test in decision mak­
ing. For example, suppose we wish to validate the
Scholastic Aptitude Test (X) for the purpose of
predicting college success (Y) (operationally de­
fined as a college GPA). We would gather data on
the Scholastic Aptitude Test for high school (e.g.,
twelfth-grade) students. We would follow these
students through college and determine their col­
lege G PA. We would then have the X and Y data.
We would use this information for assistance in
predicting college GPA for future groups of high
school students. If we gathered Scholastic Apti­
tude Test data in 1988 and college GPA data in
1992 (or more likely, GPA data in 1990 at the end
of the sophomore year), then we would use these
data to predict college G PAs for the 1993 high
school graduating class.

Correlation Coefficients and Related
Expressions

The Pearson product moment correlation coeffi­
cient (r) is probably the most commonly used pro­
cedure in reporting validity. A fairly standard no­
tation is to use the symbol rxy for correlations
representing validity coefficients. (Recall that rxxis
used for the reliability of measure X.) The x sub­
script stands for the test score (predictor); the y
subscript, for the criterion measure. For example,
a correlation coefficient of .60 (rxy = .60) between
Scholastic Aptitude Test scores (X) obtained in
eleventh grade and college freshman GPAs (Y)
may be reported. This correlation indicates a sub­
stantial relationship for this type of prediction,
and, therefore, we could say that the Scholastic
Aptitude Test has considerable predictive validity
with regard to college freshmen grades.

The relationship between the test and the cri­
terion is often expressed by using some modifica­
tions of the correlation coefficient. One such ex­
pression is (rxy)2, that is, the squared correlation
between the test and the criterion. A squared cor­
relation is called a coefficient ofdetermination. An
often-heard expression is that (rxy)2 indicates the
proportion of criterion variance accounted for by
the test variance. Thus, in the above example,
where rxy = .60, (rxY = .36. Therefore, 36 per-

A S -­
Y= r .:::l(X-X) + Yxy Sx (13-2)
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Suppose we wish to predict Melinda's college
GPA from knowledge of her score on the Scho­
lastic Aptitude Test. Assume her aptitude test
score (X) is 52, X = 50, r.; = .60, S, = 0.8, S, =
10, and Y = 2.4. Melinda's predicted GPA score
would be

Y = .60 ~ (52 - 50) + 2.4 = 2.496 = 2.5
10

It is desirable to know how much confidence can
be placed in this predicted GPA. Since the stan­
dard deviation of the GPA distribution (Sy) is .8,
by using Equation (13-1), we see that Sy.x =
.8 vi1 - (.60)2 = .64. Recall that Sy.x is the esti­
mated standard deviation of the Y (criterion)
scores for all people with a given X score. In this
case, we are saying that the Y-scores' distribution
for all people with an X score of 52 will have a
mean of 2.5 (Y = 2.5) and a standard deviation of
.64 (SY'x = .M). By assuming that this distribution
of Y scores is normal, we say that about 68 percent
of the people with an X score of 52 will obtain a
GPA (Y score) of 2.5 ± .64. Ninety-five percent
of them will obtain a GPA between 2.5 ± 2 (.64).
In setting confidence limits on Melinda's GPA,
we can say that the chances are about 68 in 100
(odds of about 2 to 1) that Melinda's actual GPA
will be between 2.5 ± .64. We can be about 95
percent confident (odds of 20 to 1) that her actual
GPA will be between 2.5 ± 2 (.64). We assume
that Sy.x will be the same for every value ofX (this
is called the assumption of homoscedasticity), so
we would use the value of Sr x found in the above
example (.64) in setting confidence bands about
any predicted Y score. The 68 percent confidence
band is always the predicted Y score (Y) ±1Sy x;
the 95 percent confidence band is always Y ±
2Sy-x; and the 99 percent confidence band is Y ±
2.58Sy-x.

Before leaving this section on expressing valid­
ity using correlational procedures, several other
points should be made. Recall two points made in
Chapter 10: (1) Correlation does not signify cause
and effect. (2) The Pearson product moment cor­
relation coefficient is a measure of linear relation­
ship. If we believe that the relationship between X

and Y is not linear, we should use some other mea­
sure of association.

Finally, this section and the examples in it were
written as if one were predicting a person's Y
score (and, therefore, making a decision about that
person) on the basis of a single piece of data (X
score). Such a situation should seldom, if ever,
occur. We used the single-X example because it is
easier to conceptualize. Typically, a test user
would wish to make decisions on the basis of a
variety of predictor data. Equations similar to (13­
2) exist to assist us in such predictions. They are
called multiple regression equations, indicating the
use of more than one X score per person. For ex­
ample, we might wish to predict college grades
from both knowledge of high school rank (HSR)
and the Scholastic Aptitude Test. Both of these
variables would then be used as data in the equa­
tion. If we thought that other variables would as­
sist in the prediction, we would use them also.
Perhaps data on a scale measuring academic mo­
tivation would increase our ability to predict. Per­
haps data on race or sex would assist. Any (or all)
of this additional data could be used in an equation
predicting college success. Further discussion
of multiple regression is beyond the scope
of this book. Interested readers should refer
to a book such as Kerlinger and Pedhazur
(1973).

At times it is appropriate to use a technique
called multiple cutoffscores rather than multiple re­
gression. In such a case, a decision may be made
"against" an individual who falls below the cutoff
score on anyone of the measures. Whether to use
multiple regression or multiple cutoff score tech­
niques relates to the question of compensatory
qualifications. If a deficiency on one characteristic
(skill) can be compensated for by an excess on an­
other characteristic, then it is more appropriate to
use multiple regression techniques. However, for
some jobs, an excess in one skill cannot compen­
sate for a deficiency in another. In such cases, mul­
tiple cutoff scores should be used. For example, al­
though high school math teachers should know
basic mathematics and be able to relate to high
school students, an excess of relating skills cannot
compensate for a deficiency in math knowledge,



or vice versa. In such cases, one needs to use mul­
tiple cutoff approaches.

Sometimes people get confused about the mul­
tiple cutoff approach. The data may be gathered
sequentially, and the individual being tested may
make the cutoff score on all but the last test. Crit­
ics will look at this final decision point and argue
that the decision was inappropriately made on the
basis of a single piece of data. Not so. Several
pieces of data were used, but, because of the non­
compensatory skills needed, a negative decision
can be made if the cutoff score on one measure
was not achieved. Of course, it would be permis­
sible (and, perhaps, even wise) to give individuals
several chances to pass. How many chances de­
pends on the relative cost of false rejections and
false acceptances (see pp. 279-281).

Expectancy Tables

Ordinarily, students and teachers find expectancy
tables easier than correlation coefficients to inter­
pret. A hypothetical expectancy table is given in
Table 13-1. Column I gives the Scholastic Apti­
tude Test score in percentile rank form. The num­
bers in columns 2, 3, and 4 of the table represent
the percentage of people within each of the five
categories of the test who achieved college fresh­
man GPAs ofD or higher, C or higher, and B or
higher, respectively. Although such a table is usu­
ally understood by high school students, two lim-
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itations (or possible misinterpretations) should be
noted. First, the column giving the size of the
group is important. From column 5 we can see
that the percentages for the last row were based
on only ten people. Percentages based on such a
small number of people are subject to extreme
fluctuation. Second, the table should not be inter­
preted as if a person in the bottom fifth (0 to 19)
on the Scholastic Aptitude Test has no chance of
receiving a GPA ofC or greater, or that a person
in the middle fifth (40 to 59) has no chance of re­
ceiving a GPA of B. The table shows only that of
the group sampled, no students fell in these cells
of the table. Using a different sample, we would
expect to find slight deviations in our predictions.

Counselors would be well advised to build ex­
pectancy tables such as Table 13-1 for their own
school system. The tables can be very useful in
helping students make decisions about college at­
tendance. However, one must remember that just
as there can be errors in prediction with regres­
sion equations, so there can be with expectancy ta­
bles. Like correlation data, expectancy tables do
not prove cause and effect and can be built using
more than one predictor variable.

Group Difference Statistics

Other methods of expressing validity employ var­
ious statistics describing the degree of difference
between groups (t tests, F tests, the discriminant

TABLE 13-1 Sample Expectancy Table a

( t )
Percentile Rank on the

Scholastic Aptitude Test
(National Norms)

80-99
60-79
40-59
20-39
0-19

Chances in tOO of Freshman Obtaining an
A verage Grade of

(2) (3) (4) (5)
D. or higher C. or higher B. or higher Size of Group (n)

99 81 32 100
95 52 12 100
80 15 60
50 30
30 10

'Expectancy table for first-year GPA, based on Scholastic Aptitude Test scores of freshman entering Central College in the fall of

1988.
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function, and the percent of overlap are examples
of this type of statistic). To compute these statis­
tical values requires more information than is pre­
sented in this text. However, the test user need
only understand that these procedures allow for a
numerical expression of the degree to which var­
ious groups perform differently on the test. If we
wish to use a test to differentiate (classify) people
with various psychiatric disorders (as in the Min­
nesota Multiphasic Personality Inventory) or to
differentiate between various occupational interest
groups (as in the Strong Interest Inventory), it is
important to know how successful the test is in
that endeavor.

The percent ofoverlap is one of the more com­
mon methods used by test publishers to express
the difference between groups. If two groups have
a 30 percent overlap on a test, 30 percent of the
total number of people in the two groups have
scores higher than the lowest score in the better
group and lower than the highest score in the
poorer group. For example, consider two groups,
A and B, each containing 200 individuals. The
score range in group A is from 1 to 30 and in
group B from 20 to 50. If 120 individuals (in both
groups combined) score between 20 (the highest
score of the poorer group) the percent overlap
would be 30 percent (120/400).

Another way of expressing overlap is to deter­
mine the percent in the lower-scoring group who
exceed the mean of the upper-scoring group. A
much smaller percent of overlap is obtained when
it is defined in that fashion. In reading studies that
report an overlap statistic, one has to note care­
fully which definition the author is using.

fACTORS AffECTING VALIDITY

Many factors can affect any of the validity mea­
sures previously discussed. Ofcourse, a major fac­
tor affecting validity measures is the actual rela­
tionship between the two variables being
measured. If height is actually unrelated to intel­
ligence, then the measures of height and intelli-

gence should be unrelated. However, it is possible
for two variables to be highly related but for mea­
sures of them in a particular sample of people to
indicate the contrary. This could occur for several
reasons. For example, there may be an actual re­
lationship between knowledge of eighth-grade
mathematics and success in ninth-grade algebra.
Yet, a test of eighth-grade mathematics may not
correlate with ninth-grade success. This might be
because the test is too hard or too easy, because
the students did not try while taking the test, and/
or because the test may simply be a poor test of
knowledge of eighth-grade mathematics. These
same things could all be true of the criterion mea­
sure also.

As already stated, the reliabilities of both test
(predictor) and criterion measures are important.
The less reliably we can measure either the test or
the criterion, the lower the validity coefficient.
Recall that rxy -< Vrxxryy" Since "» is often fairly
low, rxy must be fairly low. Another factor is the
heterogeneity of the group with respect to both
test data and criterion measures. As with reliability
coefficients, other things being equal, the more
heterogeneous the group, the higher the validity
coefficient. Thus, it may not be reasonable, for ex­
ample, to expect the Miller Analogies Test scores
and grades in a doctoral program to be highly re­
lated, since the doctoral candidates are fairly ho­
mogeneous with respect to both variables. A low
correlation due to homogeneity is especially likely
to occur when the group on which the correlation
has been obtained has already been screened (se­
lected) on the basis of the test (or some other mea­
sure that correlates with the test score). For ex­
ample, if all those who took an algebra aptitude
test took algebra regardless of their test score, we
would anticipate obtaining a higher correlation
between test score and grade than if only those
who scored in the upper halfof the test could take
algebra. For group-difference statistics such as
percent overlap, significant differences are more
likely to be found if each group is homogeneous
but different from the other group(s).

The problem of interpreting validity coeffi­
cients on groups already screened or selected is



particularly troublesome. Theoretically, in inves­
tigating the validity of an instrument for predict­
ing job performance or educational success, scores
from an unselected group of applicants should be
used. For example, one should study the relation­
ship between the scores on a scholastic aptitude
test of all applicants for college and their later suc­
cess in college. But many colleges will not allow
all applicants to be admitted. (Probably no em­
ployer would hire all applicants unless there was a
real shortage of workers.) Thus, the validity study
must be conducted with a more homogeneous
group than the group of future applicants on
which decisions will be made.

A paradox exists with respect to validity. In
evaluating a test to determine whether it will assist
in decision making, we want the test to have high
validity coefficients on unselected groups. How­
ever, if we then use the test data to help make wise
selection decisions, the validity coefficient among
the selected individuals may be quite small. The
more successful the test is as a selection device,
the smaller will be the validity coefficient within
the selected group-provided that the proportion
being selected is small.

If we originally evaluate the usefulness of a test
using a selected group, or if for legal or other rea-
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sons (see the section "Fairness ofTests to Minor­
ity Groups" in Chapter 22) we are forced after the
fact (i.e., we have used it for selection purposes)
to prove the test is valid, the good use of a test
decreases the validity coefficient. That is, ifwe ac­
curately select out those who will not succeed and
select in only those who will succeed, we are de­
creasing the validity coefficient among the selected
in-group. As Fricke (1975) points out, good per­
sonnel practices will produce low correlation co­
efficients among the selected individuals. Unfor­
tunately, many users of tests do not understand
this and at times incorrectly assume that low cor­
relations among selected individuals indicate that
the test was invalid for making the original selec­
tion decisions.

In addition to the decreased correlation due to
the restriction of range that occurs following se­
lection, the shape or form of the relationship be­
tween the predictor and criterion variables also
plays an important role. The scattergrams in Fig­
ure 13.1 illustrate these points. Let X be the pre­
dictor and Y the criterion. Assume that the hori­
zontal line a represents the minimum criterion
score necessary to consider an individual success­
ful. Let the vertical line b represent the predictor
score necessary to be selected. The elongation

y b y b

'--------.L,..-------x
~ ~

FIGURE.3•• (a) Scattergram showing a high degree of relationship between X
and Y for total range of X scores and a smaller degree of relationship for scores
to the right of line b. (b) Scattergram showing a high degree of relationship for
the total range of X scores and zero relationship for scores to the right of line b.
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(very little scatter around a line) and general slope
of the oval shapes indicate the degree of relation­
ship between X and Y. If the pattern of scores is
quite elongated and sloping, the correlation is
high. If there is considerable scatter, the relation­
ship is low. If the slope is zero, there is no rela­
tionship. In Figure 13.1a and b the overall corre­
lation between X and Y is quite high (although for
Figure 13.1b, we would not use the Pearson prod­
uct moment correlation coefficient). After re­
stricting the range through selection, we have a
much lower degree of relationship in Figure
13.1a, but it is still positive. There is essentially
no relationship between X and Y in Figure 13.1b
after selection (for scores to the right of line b).
This would be the case in situations where one
needed a certain amount of characteristic X in
order to be successful in endeavor Y, but "more of
.1'" would not help a person to be more successful
in Y. This might be true, for example, if X was a
measure of reading comprehension and Ya job re­
quiring that one can read well enough to compre­
hend instruction manuals but in which further
skills in reading are irrelevant. One could validly
use the reading test to select out those who could
not read at a high enough level to perform their
tasks. But, after the test was wisely used for that
purpose, there would be no correlation between X
and Y for those accepted applicants.

Thus, we see that just as the size of the reli­
ability coefficient can be affected by so many vari­
ables, so too can the validity measures. To inter­
pret validity data correctly, it is necessary to be
aware of these various factors.

Let us take one more example to illustrate these
interpretation problems. Suppose a correlation of
0.20 is found between college GPA and some
measure of success as a teacher. (In this example,
GPA is the predictor variable X, and success as a
teacher is the criterion variable Y.) How should
this fairly low correlation be interpreted? Those
not aware of the factors discussed in this subsec­
tion might assume that the data indicate that
knowledge of subject matter is irrelevant to teach­
ing success. This assumption, of course, is a pos­
sibility, but there are many other possible (and

more likely) reasons for the low correlation. Per­
haps grades do not actually measure knowledge of
subject matter. Perhaps our measure of teaching
success does not actually measure what we really
mean when we think of a successful teacher. Per­
haps our measure of either X or Y is unreliable.
Perhaps our sample is too restricted in range on
either the X or the Y variable. Or perhaps a rela­
tionship exists such as that depicted in Figure
13.1b, and we have only graduated (or hired)
teachers to the right of line b. (Perhaps once
teachers know enough mathematics they can teach
it; but to know a lot more advanced mathematics
is irrelevant for teaching success.)

Before we could reasonably infer which of
these "perhaps" statements is most likely, we
would need information on the grading practices
of the college, the reliability of the G PAs, the re­
liability and at least the content validity of the
measure of teaching success, and the variability of
the sample studied on each measure. To really
know empirically the degree to which knowledge
of subject matter influences teaching success, one
would have to be willing to let people teach with
all degrees of knowledge from none on up. Rather
than do that, many of us probably would rather as­
sume that one can logically infer that knowledge
of subject matter is related to teaching success and
that the low correlation cited above is due to one
or more of the many factors discussed.

VALIDITY AND DECISION MAKING

Let us assume that a test manual reports a corre­
lation coefficient of 0.50 between scores obtained
on a mathematical aptitude test administered in the
eighth grade and scores in a ninth-grade algebra
course. Will this information have any effect on
the kind(s) of educational decisions made? What
if the school's policy is to have all students take
ninth-grade algebra in heterogeneous classes? In
this case, the benefits derived from the test score
information could be used only for instructional
purposes. If the school's policy is to have all stu­
dents take ninth-grade algebra and if students are



also grouped homogeneously, then the test score
information can be used for both instructional and
administrative purposes. If the school's policy is
to permit students to select either ninth-grade al­
gebra or general math, then the test score infor­
mation could be used for instructional, administra­
tive, and counseling purposes. For any of these
decisions-instructional, guidance, or administra­
tive-the important question is whether or not
better decisions could be made by using test score
results in addition to other data already available
(e.g., teacher recommendations and previous
school grades). This is an empirical question, one
we would not necessarily expect the ordinary
classroom teacher or counselor to answer. How­
ever, all educators should be cognizant of the fol­
lowing factors that are likely to make test score
information useful and efficient.

1. Availability of other data. Tests should be
used only if better decisions can be made with the
data than the best decisions one would make with­
out them. This improvement in decision making
is often referred to as incremental validity. How
much better the decisions would be using the data
than if they were based on chance alone is not the
relevant consideration. One never, or almost
never, is forced to make an educational decision
on the basis of no information. If fairly valid de­
cisions can be made without test data, then the
probability that the test data will improve the ac­
curacy of the decision decreases. If the probability
of making a correct decision without the test data
is very low, then it may well be beneficial to give
the test, even though it has only a modest corre­
lation with the criterion.

2. Cost oftesting andfaulty decisions. Decisions
are subject to two kinds of errors: (1) false rejec­
tions, that is, predicting failure when success
would have occurred, and (2) false acceptances, that
is, predicting success when failure is the result. 1

The value of a test is dependent upon the differ-

I Some authors use the terms false positivesand false negatives
for these two errors. The terms used here seem less confusing.
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ence between the cost of testing (including such
factors as the cost of purchasing the test, student
and examiner time, and scoring) and the saving in
the cost of errors that result from using the test.
In the algebra example, a student could take alge­
bra and fail or not take algebra, even though he
could have passed it. The decision whether the
test information is worth gathering depends upon
the cost of these errors and whether the reduction
in these costs by using the test is greater than the
cost of gathering the data. The concepts of avail­
able data, incremental validity, and cost effective­
ness often lead to sequential testing and decision
making. In the algebra example, one may well be
willing to use already available data, such as pre­
vious grades, to make decisions for a fair number
of individuals. For example, in a particular school
one may decide that all students with less than a B
average in seventh- and eighth-grade math should
not take algebra. There may be another set of stu­
dents for whom the school personnel are willing
to recommend ninth-grade algebra without the
knowledge obtained from a mathematical aptitude
test. Only those students for whom a decision
could not be made would take the aptitude test. In
general, in sequential testing and decision making,
one uses already available data first for some initial
decisions, gathers relevant data that are fairly
moderate in cost for additional decision making,
and uses expensive data-gathering techniques to
make decisions about only a few individuals. Fig­
ure 13.2 illustrates a basic sequential decision­
making strategy. As mentioned earlier, one of the
misunderstandings about sequential decision mak­
ing is that some people only look at the last data
point in the sequence and think the decision was
made on only a single piece of data. Actually, se­
quential decision making usually results in more
data being collected; one can often afford to gather
more types of data for the same cost because not
all data are gathered for all individuals. (Although
we have used an educational example, all of these
same principles apply to employment testing also.)

Once data are gathered, the decision regarding
where to set the cutoff score depends on the rel­
ative cost of the two errors. If a false rejection is
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Use
available
data

UseIUndecided~ relatively.
inexpensIve
test

Use more
expensive
data­
gathering
procedure

FIGURE 13.2 A Basic Sequential Decision-making Strategy.

expensive as compared to a false acceptance, then
the cutoff score should be lower (i.e., the selection
ratio should be higher) than if the reverse is true.
Suppose, for example, we have the relationship
between Y (success in college defined as GPA
equal to or greater than 2.0) and X (some numer­
ical value derived from a combination of variables
such as test score information or past grades) rep­
resented by the scattergram shown in Figure
13.3a. Here, each tally above the horizontal line
(defining success in college) and to the left ofX =
4 (the minimum admission score) would represent

a false rejection. Every score below the horizontal
line and to the right of the X cutoff score would
be a false acceptance. The other tallies would rep­
resent correct decisions.

If the decision maker considered the costs of
the two kinds of errors to be equal, then the
proper approach would be to minimize the total
errors and, therefore, to set the cutting score at 4,
as is shown in Figure 13.3a. This would give six
false rejections and five false acceptances (or 11
total errors). If, however, it was decided that false
rejections are three times as costly as false accep-
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FIGURE 13.3 Scattergrams depicting (for the same data) false acceptances and
false rejections for cutting scores of 4 and 3, respectively, when a GPA of 2.0 is
required for success.



tances (in terms of loss to society, for example),
then the cutoff score should be changed. If the cut­
off score were kept at 4, we would have

6 false rejections
at a cost of 3 units each = 18 cost units

5 false acceptances
at a cost of 1 unit each = 5 cost units

23 cost units

A cutoff score of 3, as in Figure 13.3b, would pro­
duce 15 total errors but only 21 cost units, as fol­
lows:

3 false rejections
at a cost of 3 units each = 9 cost units

12 false acceptances
at a cost of 1 unit each = 12 cost units

21 cost units

This simple example illustrates again that test
information does not make decisions but is used
(often in conjunction with other information) to
help set probability values. Many decision strate­
gies other than the simple one illustrated here
might be adopted. In some cases, for example, one
might decide that false rejections are not costing
anything and might simply wish to obtain the
highest possible ratio of successes to failures
among those selected. Or, more likely (especially
in industry), one may wish to maximize some
mean level of output and thus would not simply
count a success as a success but would weight the
degrees of success differentially (likewise for fail­
ures). In the latter case, the employer would de­
cide whether the cost of testing is worthwhile by
comparing the mean utility value for all those
hired using the test to help make decisions versus
the mean utility value of those who would be hired
without the test data. If this difference is greater
than the cost of the test, then it is cost-effective to
give the test. The general point to keep in mind is
that once we have set some utility values on the
various outcomes of the alternatives, we can com­
bine probabilities and utilities to arrive at better
decisions. Ofcourse, we need to keep in mind that
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although from a theoretical measurement point of
view we ideally obtain data such as the data pre­
sented in Figure 13.3, we often do not in practice.
Typically, colleges simply do not admit, and in­
dustries do not hire, people below the cutting
score. Thus, we do not know what the data to the
left of the cutting-score line are really like. It is
possible to mathematically make estimates of these
data. One report (USES, 1983), for example, es­
timates that by using the General Aptitude Test
Battery for maximal decision making, the U.S.
Employment Service could "help improve the
productivity of American industry on the order of
50 to 100 billion dollars" per year (p, v).

3. Selection ratio. In the example dealing with
ninth-grade algebra, it was pointed out that if all
students were required to take ninth-grade alge­
bra, the test data would be ofno value for selection
purposes. If conditions are such that almost every­
one is to be selected, then the data will not be so
valuable in selection decisions as in cases where
the selection ratio is lower.

4. Success ratio. Another factor affecting
whether test data are likely to improve decision
making is the success ratio (the proportion ofpeo­
ple selected who succeed). The success ratio de­
pends in part upon the selection ratio. Other
things being equal, the smaller the selection ratio,
the larger the success ratio. The success ratio,
however, is also highly dependent upon base rates
(Meehl & Rosen, 1955). "Base rates" refers to the
proportion of people in the general population
who fall in a certain category. If 99 percent of the
general ninth-grade population can succeed in
ninth-grade algebra, one can predict success with
99 percent accuracy simply by predicting success
for everyone. It would take a very valid test to en­
able one to predict more accurately than that. If
only 1 percent can succeed, an analogous situation
exists. Base rates in clinical psychology are often
so high or low (e.g., the proportion of people who
commit suicide) that tests cannot improve predic­
tion. In educational decisions, the base rates are
often somewhat closer to 50 percent, the value
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that best enables a test score to improve the pre­
dictive accuracy.

VALIDITY GENERALIZATION

An important issue in educational and employment
settings is the degree to which criterion-related evi­
dence of validity that is obtained in one situation can
be generalized (that is, transported and used) to an­
other situation without further study of validity in
the new situation. If generalization is limited, then
local criterion-related evidence of validity may be
necessary in most situations in which a test is used.
If generalization is extensive, then situation-specific
evidence of validity may not be required (AERAI
APAINCME, 1985, p. 12).

Historically, there has been a belief that the va­
lidity of an inference from a test (at least in an in­
dustrial setting) should be situation-specific.
Thus, people making criterion-related validity in­
ferences from test scores were encouraged to con­
duct their own local validation studies. The evi­
dence for the belief in situational validity was that
validity coefficients varied considerably across sit­
uations. More recently, that belief has been chal­
lenged. Many analysts have concluded that the rea­
sons for the varying and usually quite modest
correlations were the result of statistical artifacts,
inherent in (1) sampling error due to small sample
sizes, (2) criterion and test unreliability, and (3)
restriction in the range of test scores.

In a 1979 conference on validity, Hunter
(I 980), a leading advocate of and researcher on va­
lidity generalization, began his presentation as fol­
lows: "I have come not to present theories but to
verify them" (p, 119). In that paper, he made a
strong argument, backed by evidence, for the be­
lief in validity generalization. In general, the au­
dience was receptive but felt that perhaps Hunter
was overly enthusiastic. As Novick (I980) pointed
out: "I think you have taken us down the right
road-perhaps a bit too far" (p, 126).

Subsequent to that 1979 meeting, a fair amount
of additional research has been done on validity

generalization, and many industrial psychologists
currently believe that local validation is no longer
necessarily required. Recent research results sug­
gest that test validity is, in fact, stable across jobs
and settings. A U.S. Employment Service report
has provided evidence to suggest that "cognitive
ability is a valid predictor of job performance for
all jobs" (USES, 1983, p. 14).

While we support the notions of validity gen­
eralization, we do think it possible for local users
to put too much faith in such a notion. The Stan­
dards seems to put the issue into a nice perspec­
tive:

The extent to which predictive or concurrent evi­
dence of validity generalization can be used as cri­
terion-related evidence in new situations is in large
measure a function of accumulated research. Con­
sequently, although evidence of generalization can
often be used to support a claim of validity in a new
situation, the extent to which this claim is justified is
constrained by the available data (AERAIAPAI
NCME, 1985, p. 12).

Standard 1.16 states that

When adequate local validation evidence is not avail­
able, criterion-related evidence of validity for a spec­
ified test use may be based on validity generalization
from a set of prior studies, provided that the speci­
fied test use situation can be considered to have been
drawn from the same population of situations on
which validity generalization was conducted
(AERAIAPAINCME, 1985, p. 16).

For a local user of test data, the sensible way to
go is to gather local validation data if feasible. If
not feasible, assume you can generalize to your
specific inference only if prior studies suggest that
such generalization is appropriate. We believe
that a great deal of relevant evidence exists. How­
ever, at this time, the evidence is probably greater
for educational users than it is for industrial/em­
ployment uses of tests. (Actually, the evidence is
almost overwhelming with respect to tests pre­
dicting success in future educational endeavors. A



test that predicts success in one school almost in­
variably predicts success in another school.)

VALIDITY AND TEST USE

Just as people wish to know how reliable a test
should be, they also wish to know how valid a test
should be. The same answer must be given: It de­
pends upon the purposes for which the test is to
be used. Naturally, one should select the best test
possible. Suppose, however, that no test allows us
to make very valid inferences for our purposes.
Does that mean we should not test? To decide, we
must answer the incremental validity question
raised in the preceding section: How much better
a decision can we make by using the test infor­
mation in addition to all other information, than
we could make just from the other data alone?
Once that question is answered, we must inquire
whether this increase in accuracy of prediction is
sufficiently greater to justify the use of the test.
Theoretically, this can be answerd by cost-analysis
procedures if we could specify the cost of faulty
decisions. It is stressed here that, in education, a
test is seldom used to assist in only one decision.
As Cronbach (1971) has stated: "... in educa­
tional testing the information is usually placed in
the student's file and used for many later deci­
sions: admission, choice of major, selection of
courses, career planning, etc. A test with multiple
uses can repay a cost that would be unreasonable
if a test were to be used once and forgotten" (p.
496).

Validity is a matter of degree, and a test has
many validates, each dependent upon the specific
purposes for which the test is used. Eventually,
the validity of any test is dependent upon how it
is used in the local situation; therefore, educators
and personnel directors should, where feasible,
consider conducting their own validity studies (al­
though, as mentioned, the evidence for validity
generalization is impressive).

Publishers of standardized tests also have a re­
sponsibility to conduct and report research on the
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validity of a test. Just as for reliability, the kinds
and extent of validity data that one should expect
to find in a test manual depend upon the type of
test and the use(s) the publishers advocate for it.
As discussed previously, for achievement tests,
content-validity evidence is by far the most im­
portant type ofvalidity evidence. Depending upon
their use, aptitude, interest, and personality mea­
sures should probably have evidence of criterion­
related validity. If one wishes to use test data as
evidence to support or refute a psychological the­
ory, then construct-validity evidence is necessary.

In addition to reporting the type(s) of validity
evidence, the manual must also provide other rel­
evant information. The characteristics of the
group(s) from which the evidence was obtained
must be reported in detail. Tables of specifications
and their rationale should be given in support of
content-validity claims, standard errors of esti­
mates should be reported for validity coefficients,
and a large number of studies should be reported
if a claim is to be made for construct validity.

Three points should be reemphasized in refer­
ence to validity and test use. First, it is extremely
unlikely that any test will ever have perfect valid­
ity for any decision. Some errors are bound to
occur. Our goal is to minimize errors in decision
making; but one should not conclude that a test is
invalid because it is possible to point to incorrect
inferences made with the use of test data (e.g., "I
scored 88 on an intelligence test and a counselor
told me I couldn't succeed in college, but I now
have a Ph.D; therefore, all intelligence tests are in­
valid."). The crucial question in validity is not
whether errors will be made in individual cases­
the answer is invariably "Yes." The crucial ques­
tion is whether fewer errors will be made by using
a test in addition to other data than would be made
using the other data.

Second, although the examples used here have
tended to be for selection decisions, remember
that many decisions are for placement or classifi­
cation rather than selection. It is useful for all
these kinds of decisions to have some data sup­
porting the criterion-related validity of a test. But
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sometimes, discriminant statistics are more rele­
vant than correlational data.

Finally, when we gather information that will
be useful in decision making, we are, in one sense
of the word, using the data to make predictions.
We predict what will occur if we decide on vari­
ous alternative strategies. In education, we would
be well advised to concentrate on how to upset
negative predictions. We typically use the predic­
tive information primarily for directing action to­
ward desirable outcomes rather than for making a
passive prediction. This goes along with what we
said earlier about the difference in predictive va­
lidity before using the test and the predictive va­
lidity after using the test data for wise decision
making. We should be striving to use adaptive
strategies that will result in upsetting negative pre­
dictions that would have resulted under traditional
treatments. But to do this we need to have the test
data in order to identify which students need spe­
cial attention. If we can use the data to make de­
cisions that result in positive outcomes for those
for whom we originally predicted negative out­
comes, we should feel gratified. But we should not
conclude from this that the test either was not
valid or did not serve a useful function. The test
did just what it was designed to do-identify in­
dividuals who needed special attention.

VALIDITY OF CRITERION­
REFERENCED TESTS

The issue of the validity, like the reliability, of cri­
terion-referenced tests has been a source of con­
siderable disagreement among psychometricians.
Since criterion-referenced tests are used primarily
in the area of achievement testing, a major con­
cern is the content validity of the test. In this re­
spect, criterion-referenced tests should always
match or exceed norm-referenced tests. Why? Be­
cause the universe of behaviors or achievement is
usually more narrowly defined in criterion-refer­
enced tests, and the rules for sampling from this
universe (item-generating rules) are often more
precisely defined. The content validity of crite-

rion-related tests thus constructed ought to be al­
most assured. Such a test would have what Mosier
(1947) termed validity by definition or what Ebel
(1961) referred to as meaningfulness.

However, if results of criterion-referenced
tests are to be used in instructional decision mak­
ing, some empirical (criterion-related) validity ev­
idence must be provided.' We practically always
wish to "generalize beyond the universe of con­
tent defined by the item generating rules" (jack­
son, 1970, p. 13). For example, if one is using the
results ofa mastery test to decide whether to allow
a student to proceed with the next unit of study,
some evidence ought to be provided to show that
people just below the cutoff score do not do so
well in the subsequent material as people above the
cutoff score.

Ifone uses correlational approaches to establish
the criterion-related (predictive or concurrent) va­
lidity of criterion-referenced tests, the potentially
small variability ofcriterion-referenced test scores
(discussed earlier) will attenuate the validity coef­
ficient just as it would the reliability coefficient.
For this reason, the group difference statistical ap­
proaches are likely to be more useful. (See Ham­
bleton & Novick, 1973; Harris et aI., 1974; Mill­
man, 1974; Swaminathan et aI., 1975; and Linn,
1980, for more complete discussions of the valid­
ity of criterion-referenced tests.)

• SUMMARY

The principal ideas, conclusions, and implications
presented in this chapter are summarized in the
following statements:

1. Reliability is a necessary but not sufficient
condition for validity.

2. Validity can be defined as the degree to which
certain inferences can be made from test

2The terms criterion-referenced testing and criterion-related can
be confused. Criterion has a different meaning in each term. In
the former, it refers to some measure of proficiency on the test
itself; in the latter, it refers to a different characteristic, which
is estimated from the test score.
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• POINTS TO PONDER

Which test should you use?
4. Do you agree with the statement "Criterion­

referenced achievement tests must demon­
strate criterion-related validity?" Explain.

1. Is a reliable test valid? Why?
2. Which type ofvalidity evidence would be most

important for each of the following tests: an in­
telligence test, an art test, an achievement test,
an interest inventory, an attitude inventory?
Why do you think that knowledge of this type
of validity is most germane?

3. You wish to use an algebra aptitude test to help
decide who should take ninth-grade algebra.
Two tests (A and B) are equal in every respect
(cost, format, ease of scoring) except for their
reliabilities and predictive validities:

12. A fair amount of evidence exists suggesting
that, in many cases, one can generalize from a
criterion-related validity study done in a par­
ticular setting to other settings.

13. The content validity of criterion-referenced
tests should match or exceed that of norm-re­
ferenced tests.

14. The correlational approaches to determining
validity are not appropriate for criterion-re­
ferenced tests to the extent that the variability
of the score distribution is constricted.
Therefore, discriminant statistic approaches
are more likely to be useful.

.95

.80

Test B

.84

.85

Test A

Reliability
Validity

scores (or other measurements). Since a sin­
gle test may have many different purposes,
there is no single validity index for a test.

3. Validity evidence is typically categorized into
three kinds: content, criterion-related, and
construct-validity evidence.

4. Content-validity evidence is related to how
adequately the content of the test samples the
domain about which inferences are to be
made.

s. Criterion-related validity evidence pertains to
the technique of studying the relationship be,
tween the test scores and independent, exter­
nal criterion measures.

6. In order to study criterion-related validity, it
is important to have a good measure of the
criterion. This measure should be relevant,
reliable, and free from bias.

7. Construct validity is the degree to which the
test scores can be accounted for by certain ex­
planatory constructs.

8. Curricular validity and instructional validity
are terms used to express the degree to which
test material has been covered in the curric­
ulum or has actually been taught. They are
not validity at all in the conventional sense of
the term.

9. Various methods of expressing validity in­
clude the correlation coefficient, the coeffi­
cient of determination, the standard error of
estimate, and expectancy tables.

10. Various factors affect validity-for example,
reliabilities of the predictor and criterion
measures, group heterogeneity, and shape of
the relationship.

11. Various factors affect whether a test is valid
enough to be useful in decision making-for
example, availability of other data, cost of
testing and faulty decisions, selection ratio,
and success ratio.
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Chapter 14

Introduction
to Standardized Tests
and Inventories

• Definition and Classification of Standardized Tests
• Functions of Standardized Tests in Schools
• Standardized Testing Programs

In this unit, we are going to discuss various types
ofstandardized tests and inventories and their uses
and misuses. (As you will shortly discern, there are
times where test is the preferred term and other
times where inventory is preferred. For ease of
writing and reading we will typically use tests
rather than tests and inventories.) In this chapter,
we present a definition and classification of stan­
dardized tests, outline their potential functions,
and discuss factors to consider when planning a
testing program. After completing this chapter,
you should be able to:

1. Define standardized tests.
2. Classify standardized tests.
3. Comprehend the functions of standardized

tests.
4. Appreciate the necessity for cooperative plan­

ning in setting up a testing program.
5. Understand the various steps necessary in

planning a testing program.

6. Use some basic information sources when se­
lecting standardized tests.

7. Understand what factors need to be consid­
ered in selecting tests.

8. Know what questions to ask (and answers to
get) when critiquing a test.

9. Understand the various steps necessary in ad­
ministering a testing program.

10. Discuss who should receive information on
standardized test results and how those data
should be disseminated and recorded.

11. Propose and defend a standardized testing
program.

DEFINITION AND CLASSIFICATION
OF STANDARDIZED TESTS

Standardized tests provide methods for obtaining
samples ofbehavior under uniform procedures. By a

289
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uniform procedure, we mean that the same fixed
set ofquestions is administered with the same set of
directions and timing constraints, and that the scor­
ing procedure is carefully delineated and uniform.
Scoring is usually objective, although a standard­
ized achievement test may include an essay ques­
tion, and certain unstructured personality inven­
tories are scored in a fashion that is not completely
objective. Generally, they are commercially pre­
pared with the assistance of measurement experts.
Usually a standardized test has been administered
to a norm group (or groups) so that a person's per­
formance can be interpreted in a norm-referenced
fashion. Although some suggest that "norms" be
included in the definition of "standardized," some
inventories do not have norms but are ordinarily
considered as standardized. And some of the di­
agnostic achievement tests and "criterion-refer­
enced" tests do not have norms. Some writers
seem to think of criterion-referenced tests as not
being standardized. But if commercially prepared
and if administered and scored under uniform
conditions, they fit the definition given above, and
we will consider them in this text.

The term standardized does not connote that
the test necessarily measures what should be
taught or what level students should be achieving.
However, with the current popularity of crite­
rion-referenced tests, commercial publishers are
marketing some achievement tests that perhaps do
connote at least minimal standards.

There are many ways in which standardized
tests can be classified. For example, they can be
classified according to administrative procedures,
such as individual versus group administration, or
as oral instructions versus written instructions.
However, the most popular broad classification is
according to what is measured. We will employ
the following classification of tests:

1. Aptitude tests (general, multiple, and special)
2. Achievement tests (diagnostic, single-subject

matter, and survey batteries)
3. Interest, personality, and attitude inventories

The first two categories are considered to con­
tain tests of maximum performance, the third,

measures of typical performance. Some classify
aptitude and achievement tests as cognitive mea­
sures, and interest, personality, and attitude inven­
tories as noncognitive or affective measures. Be­
cause the noncognitive measures have no factually
right or wrong answers, most people prefer to
refer to them as inventories rather than tests. This
change in terminology may lessen the anxiety of
the examinee. Whether or not these measures are
referred to as tests or inventories, they do fit the
definition of standardized tests given earlier. As
mentioned earlier, the word test is frequently used
in this chapter to refer to all these types of mea­
sures. This is to avoid the expression "tests and
inventories." However, we would prefer that the
word test not be used in the titles of noncognitive
measures.

FUNCTIONS OF STANDARDIZED
TESTS IN SCHOOLS

The functions of standardized tests are many and
varied; however, as stated in Chapter 1 regarding
all measurement devices, one can in essence sum
up their functions by saying they should help in
decision making. In Chapter 1 we also discussed
briefly the issue of the general value of standard­
ized tests. As mentioned there, different groups
take different positions on this issue. Teachers and
parents, by and large, feel standardized tests serve
valuable purposes. But are there some specific
functions for which standardized tests are best
qualified? Yes, of course. These can be seen from
Table 1-1 in Chapter 1. The functions, as listed
in the table, will be explained in more detail in
Chapters 15, 16, and 17 of this unit. Note that in­
terest, personality, and attitude inventories serve
fewer instructional purposes, although these mea­
sures can be very useful in the guidance functions
of the school.

One of the most debatable functions of stan­
dardized achievement tests is for accountability
purposes. Many states mandate the administration
of tests in all school districts, publish the results,
and hold educators accountable for the results.
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Using tests for accountability purposes can lead to
teaching too closely to the tests and may result in
attenuating school improvement. Certainly, many
believe that using tests for accountability purposes
detracts from their usefulness as instructional aids.
We will discuss this further in Chapter 21.

For all the specific functions mentioned, it
should be remembered that the ultimate purpose
of a standardized test is to help in making deci­
sions. Some examples of the kinds of decisions
that might be made more successfully by using
standardized test results are as follows:

1. Do the pupils in Ms. Periwinkle's third grade
need a different balance ofcurricular emphasis?

2. Is it advisable for Erskine to take a remedial
reading course?

3. Would it be advisable for Billy to take a col­
lege-preparatory program in high school?

4. Is the phonics method of teaching reading
more effective than the sight method?

5. Is Lori likely to be successful as a sales man-
ager?

If knowledge ofa test result does not enable one to
make a better decision than the best decision that
could be made without the use of the test, then the
test serves no useful purpose and might just as well
not begiven. With this thought in mind, let us con­
sider what a standardized testing program might
look like.

STANDARDIZED TESTING
PROGRAMS

When a local school district has full control over
a testing program, it is often called an internal
testing program. The school selects the instru­
ments, determines the scheduling, administers the
tests, and determines what to do with the results.
External testing is something imposed on the dis­
trict and is discussed in Chapter 21. In this sec­
tion, we discuss a variety of aspects of setting up
an internal testing program, including who should
plan, direct, and administer the program; steps in
planning the total program; how to select tests;

some administrative decisions to make and details
to attend to; and the dissemination of results. We
then give an example of a typical school testing
program.

Who Should Be Involved?

A good school testing program should be a coop­
erative venture from the planning stage through
the recording, interpretation, and dissemination of
the results stages. Teachers, administrators, coun­
selors, and, to some extent, parents and students,
all need to understand the program and to realize
that it is designed for the benefit of all groups.
Without cooperative involvement, the program
cannot achieve its full potential. If the original
program planning is conducted by only a single in­
dividual or special-interest group, the rest of the
professional staff, the parents, and the students
cannot necessarily be expected to endorse and
adopt the program with enthusiasm.

Cooperative planning should lead not only to
more enthusiastic test use but also to a better and
more complete program. Teachers, counselors,
administrators, parents, and students have overlap­
ping, yet somewhat unique, needs to be met from
testing programs. The unique needs of each group
may not be well known to others. For example,
the instructional decisions of teachers require
somewhat different data from those needed for
curricular decisions made by administrators. If a
member of each group does not have an opportu­
nity to assist in the planning of a program, that
program will more than likely be incomplete.
Thus, a committee representing all interest groups
should actively participate in the planning of a
testing program.

Though it is extremely important that many
subgroups be represented in the planning so that a
variety ofviewpoints is obtained, competent plan­
ning is of more importance than cooperative plan­
ning, and the final specific decisions should be the
responsibility of the professional staff. The actual
administration of the program should be made the
responsibility of only a single professional person.
This individual should be one who (1) is well
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trained in tests and measurements and is dedicated
to the philosophy of measurement (i.e., that test
results do aid in decision-making processes); (2)
can communicate and cooperate with the various
interest groups in the school; and (3) has at least a
little tolerance for, and expertise in, administrative
duties, since the total program from planning to
ordering tests, administering tests, seeing to the
scoring, analysis, recording, and appropriate dis­
tribution and interpretation of results does require
administrative "know-how." This role is typically
filled by a counselor who has special interest and
training in testing.

Steps in Planning the Program

Several steps are necessary in planning a good
testing program. The first, and probably the most
important, step is that the planning committee
specify as clearly as possible the purposes of the
testing program for their school.

Purposes As has been repeatedly emphasized,
different tests serve different purposes. Without
some purposes in mind, the committee would be
hard put even to designate areas the program
should cover, let alone select the best instruments.
Although schools will surely have some different
purposes, there are many commonalities. Most
schools will expect their testing programs to serve
some instruction, guidance, and administrative
purposes. Hopefully, all schools will also use their
testing programs for research purposes, although
it may be that no test would be selected solely for
its research uses (except, of course, when the re­
search has been funded by an external agency).

If specific uses are anticipated, then test selec­
tion can occur in a more sensible and systematic
fashion. Quite often, one can easily decide what
general kind of test is most desirable. Aptitude and
achievement tests and interest, personality, and at­
titude inventories are not used for exactly the
same specific purposes. Although all kinds of in­
struments can be used for occupational guidance,
obviously not all serve the same specific purpose
equally effectively. Many purposes could fall

under the heading of occupational guidance, and
adequate test selection demands specific preplan­
ning, Knowing that an instrument is to be used for
the purpose of comparing Jane's interests to the
interests of people in various professional occu­
pations would make the selection much easier.

Even knowing precisely the purposes for
which one is testing, however, does not necessar­
ily make selection automatic. To make a decision
among mathematics achievement tests, for exam­
ple, you have to decide what your specific objec­
tives are and exactly what area of mathematics you
wish to test. Although this is a problem of content
validity and has beenmentioned in Chapter 13, it
is also a problem of determining just exactly why
you wish to use the test. It cannot be emphasized
toostrongly that the most important steps in test se­
lection are to determine exactly why you are giving
the test, what type o/infirmation you expectfrom it,
and howyou intend to use that infirmation onceyou
have it.

Practical Aspects After thorough considera­
tion has been given to what a testing program
should accomplish, the committee must consider
the practical aspects of the testing program. There
are always unfortunate limitations such as lack of
money and too few or inadequately trained per­
sonnel. Once priorities have been set, the com­
mittee is ready to make some decisions about what
specific tests should be given; the when, how, and
who of administration, scoring, and analysis; the
system of record keeping; and the methods of dis­
tributing and interpreting results. Table 14-1 pro­
vides a sample checklist for the committee and/or
administrator to follow in a testing program.

Selecting Specific Tests

Once you have determined specifically what sort
of information you want to obtain from a test,
how can you find out what tests will give this in­
formation, and how should you choose among
them?

For school personnel to wisely select a specific
test, they must be aware of various sources of in-
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TABLE 14-1 A Checklist of Factors Affecting the Success of a Testing
Program

1. Purposes of the program:
Clearly defined
Understood by parties involved

2. Choice of tests:
Valid
Reliable
Appropriate difficulty level
Adequate norms
Easy to administer and score
Economical
Best available for purpose

3. Administration and scoring:
Administrators well trained
All necessary information provided
Scorers adequately instructed
Scoring carefully checked

4. Physical conditions:
Sufficient space
Sufficient time
Conveniently scheduled

5. Utilization of test results:
Definite plans for use of results
Provision for giving teachers all necessary help in using scores
Provision for systematic follow-up on use of results

6. System of records:
Necessary for purpose
Sufficient for purpose
Convenient form for use

7. Personnel:
Adequately trained for the purpose

8. Affiliated research:
Full advantage taken of results
Provision for special studies, analyses, or other work

Check

Source: From R. T. Lennon, "Planning a Testing Program," Test Service Bulletin No. 55, issued by Har­
court Brace Jovanovich, Inc., New York. Reproduced by special permission of the publisher.

formation about tests, be aware of the information
that publishers should make available about the
tests, and be able to review and critique tests.

Sources .of Information There are many
sources of information that can assist in this de-

cision. Some of these are Buras' Menta! Measure­
ments Yearbooks (1938,1941,1949,1953,1959,
1965, 1972, 1978), the Ninth Menta! Measure­
ments Yearbook (Mitchell, 1985), the Tenth Menta!
Measurements Yearbook (Conoley & Kramer,
1989), Tests in Print III (Mitchell, 1983), a six-
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volume series of Test Critiques (Keyser & Sweet­
land, 1985-1987), A Counselor's Guide to Voca­
tional Guidance Instruments (Kapes & Mastie,
1988), Tests:A Comprehensive Referencefor Assess­
ments in Psychology, Education, and Business, 2nd
ed. (Sweetland & Keyser, 1986), publishers' cata­
logs, specimen tests, professional journals, and
measurement texts.

A good place to start is the Tenth Mental Mea­
surements Yearbook (Conoley & Kramer, 1989).
This latest edition lists information on 396 tests.
This includes most of the published standardized
tests that were new or revised at the time the year­
book went to press. These tests are described and
evaluated by educational and psychological au­
thorities. The MMY also contains title, acronym,
subject, name, and score indexes as well as a pub­
lishers directory and index. Each school district
should own the most recent copy of this book and
use it extensively in the test selection process.

Tests in Print III (Mitchell, 1983) is a compre­
hensive test bibliography and index to the first
eight books in the Mental Measurements Yearbooks
series. A total of 2672 tests are listed. For each test
mentioned in Tests in Print III, the following in­
formation is included:

1. Test title
2. Appropriate grade levels
3. Publication date
4. Special short comments about the test
5. Number and type of scores provided
6. Authors
7. Publisher
8. Reference to test reviews in Mental Measure­

ments Yearbooks

The Buros Institute (University of Nebraska),
publishers of Tests in Print III and the Ninth and
Tenth MMYs, offers an on-line computer service
through Bibliographic Retrieval Services (BRS).
The database includes the test descriptions and re­
views of all the tests mentioned in the Tenth
MMY, but it is updated monthly with information
and reviews on new or revised tests. The database
can be accessed (under the Search Label MMYD)
through any library that offers the BRS service

(see Mitchell, 1984, for a more thorough descrip­
tion). The Educational Testing Service also has
information about new and revised tests available
through the BRS services.

The Test Critiques volumes are sometimes seen
as being in competition with the MMY, although
others see them as supplementary rather than
competitive (Harmon, 1987; Koch, 1987). The
Test Critiques are designed for users in the field.
The reviews focus on practical problems such as
test administration procedures and are not nearly
as technical as the MMY reviews. They are more
descriptive than evaluative. Two other sources of
test information are ETS's News on Tests and the
ETS Test Collection Catalog.Volume 1 (1986) con­
tains information on achievement tests and Vol­
ume 2 (1987) contains information on vocational
tests.

Sources of information about unpublished or
little-known instruments can be found in such ref­
erences as A Sourcebook for Mental Health Mea­
sures (Comrey, Backer, & Glaser, 1973), Measures
for Psychological Assessment (Chun, Cobb, &
French, 1976), and a two-volume Directory ofUn­
published Experimental Mental Measures (Gold­
man & Busch, 1978; Goldman & Saunders, 1974).
Sources about instruments for children include
two handbooks in Tests and Measurements in
Child Development: Handbooks I and II (johnson
& Bommarito, 1971; Johnson, 1976).

Test publishers' catalogs are a particularly good
source for locating new and recently revised tests.
These catalogs provide basic information about
the purpose and content of the test, appropriate
level, working time, cost, and scoring services
available. An important piece of information that
is not provided in all publishers' catalogs is the
copyright date (or norm date).'

After locating some promising tests by search­
ing such sources as the Mental Measurements
Yearbooks, Test Critiques, the ETS Test Collections,
and the publishers' catalogs, the tests must be ex­
amined before a final selection is made and large

I Addresses of major test publishers are listed in the Appendix.
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quantities are ordered. For a very nominal price,
most publishers will send specimen sets of tests.
These sets usually include the test booklet, answer
sheet, administrator's manual, and technical man­
ual, as well as complete information on cost and
scoring services. Careful study of the set is essen­
tial in determining whether or not a given test
meets the specific purposes a teacher has in mind.

For example, a seventh-grade modern math
teacher may receive a brochure describing a mod­
ern math achievement test. From published re­
views as well as from the descriptive literature
provided, this test seems to be appropriate. But is
it? Even though the professional reviewers ap­
prove the test from a technical standpoint and
praise its modern content, it is still quite conceiv­
able that this test may be inappropriate. This sev­
enth-grade teacher may stress fundamental opera­
tions in set theory, but the test may have only two
items devoted to testing this concept. The teacher
may skim over binary operations, but more than
25 percent of the test may be devoted to this. The
teacher may stress commutative, associative, and
distributive properties without resorting to tech­
nical jargon. Although measuring these same
properties, the test may assume the pupils' under­
standing of this mathematical language. This dis­
parity between what the test is designed to mea­
sure and what the teacher actually teaches will not
be evident except by detailed examination of the
test items and the test manual.

In addition to providing the information that
can be obtained from a specimen set, several pub­
lishers have regional representatives who will visit
the school and answer any questions the testing
committee may have about their tests. It would be
wise to consider inviting such representatives to a
testing committee meeting before making a final
selection. These representatives typically are well
qualified, often having an M.A. or a Ph.D. degree
in the field of educational measurement.

Other sources of information are the test re­
views found in the professional periodicals. Text­
books on measurement also typically include in­
formation on various tests.

It should be obvious that an abundance of
sources of information about tests is available.

These sources should be used to a considerable
extent. It makes test selection both easier and bet­
ter.

Characteristics of Tests and Manuals Sev­
eral characteristics of tests and test manuals must
be considered when selecting tests. Some of the
data regarding these characteristics may be found
in published reviews-such as in the MMY year­
books; some may be found in publishers' catalogs;
some must be obtained from the technical manu­
als. Unfortunately, all relevant information is just
not available for some tests. The Standards fir Ed­
ucational and Psychological Tests (AERA/APA/
NCME, 1985) is a guide that recommends certain
uniform standards for commercially published
tests as well as standards for the useof tests. These
standards are intended to apply to most published
devices for diagnosis, prognosis, and evaluation.
They do not apply to devices used only for re­
search, but rather to those that will be used as an
aid in practical decision making.

The importance of the individual recommen­
dations made in the Standards is indicated by two
levels: primary and secondary. At different places
in this text, we discuss many of the points made in
the Standards. Nevertheless, serious developers,
selectors, and users of tests should review these
standards with care. Publishers should pay close
attention to the standards in developing their tests
and in preparing their manuals. If the publishers
have good data on the norms, reliability, validity,
and other characteristics of their tests, they should
provide the information in the manual. If the man­
ual does not have such information, it seems rea­
sonable (but perhaps incorrect) to infer that the
test developers did not do an adequate job in in­
vestigating these important qualities of the test or
that the data are such that the publisher prefers not
to report them.

A study by Hall (1985) on the technical char­
acteristics of published educational achievement
tests revealed that publishers do not always in­
clude all relevant information in their manuals.
For example, only 54 percent of the tests in the
sample studied provided information on the man­
ner in which the test items were selected. Perhaps



296 STANDARDIZED E.VALUATION PROCEDURE.S

the reason publishers do not fully describe their
tests' technical characteristics is because far too
few buyers even purchase or read the manuals be­
fore purchasing the tests!

Reviewing and Critiquing a Standardized
Test We have discussed some basic consider­
ations and practical aspects of test selection. Be­
fore selecting a test, it may be helpful to use the
same format for reviewing several competing
tests. The following factors should be considered:

1. Purpose(s) of testing in the local school dis­
trict

2. Purpose(s) and recommended use of test as
stated in the manual

3. Grade level(s) of test
4. Availability of alternate forms
5. Copyright date of test
6. Format
7. Cost
8. Content appropriateness
9. Administration ease

10. Scoring ease and expense
11. Types of scores provided
12. Adequacy of the norms (including recency)
13. Test reliability
14. Test validity
15. Instructional and interpretive aids provided

Many of these factors have already been dis­
cussed. In each of Chapters 15, 16, and 17, we
have thoroughly critiqued at least one test accord­
ing to most of the factors listed above. After fin­
ishing the study of this unit, it is hoped that you
will be able to critique tests thoroughly enough so
that you are able to select the best test for your
purpose among the competing existing tests. (For
a proposed set of guidelines for evaluating crite­
rion-referenced tests, see Hambleton & Eignor,
1978.)

Administrative Decisions and Details

It may seem condescending to spell out the de­
tailed specifics in administering a testing program.

We do want to emphasize, however, that even
small details are important. Many a testing session
has been less than ideal because someone over­
looked a detail. Sufficient tests, answer sheets, and
pencils should be available. The administrator
must be familiar with the test being given, and an
administrator's test manual is necessary. There
does need to be sufficient time for the test. Ade­
quate seating space must be provided. A watch or
clock with a second hand is frequently needed. It
often is necessary to have proctors. And staff must
be given directions about what to do with those
little gummed labels with numbers on them that
are returned from the scoring service! Two topics
that deserve some additional discussion are sched­
uling the tests and preparing the faculty and stu­
dents for the testing.

Scheduling the Tests There are many views
on the question of the time at which tests should
be administered. Some feel that all tests should be
administered in the morning, when individuals are
physically and mentally at their peaks. Some feel
that tests should never be given on Mondays or
Fridays.

In general, time of day and day of the week are
not too important. It would probably be best not
to give the test right after lunch or right before a
pep rally for the homecoming game; but no valid
evidence suggests that some days or times of day
are particularly bad. However, it is important in
achievement testing to try to administer the test at
the same time ofyear as when the norming was done.
Assume that the normative data for a test were
gathered in October. The norm group's seventh­
graders might have a mean raw score of 85; the
eighth-graders, a mean raw score of 125. Can one
predict from these data what a mean raw score for
the norm group's seventh-graders would have
been had they been tested in June (nine months
after the norm group was actually tested)? Some
test companies would answer affirmatively and
provide interpolated norms depicting this mean to
be 115 (three-fourths the distance between 85 and
125). However, in some subjects, it might well be
that at the end of the year, seventh-graders per-
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form better than beginning eighth-graders because
the latter forget during the summer months. This
illustrates one of the dangers of attempting to use
the interpolated norms of test companies-norms
that are arrived at mathematically rather than em­
pirically (see Conklin et al., 1979). For this rea­
son, it is best to administer achievement tests at
the same time of year as the actual norm data were
gathered. Another possibility is to choose a test
that has norms gathered during the time of year
you wish to test. (Most tests have normative data
for both fall and spring.)

In fall testing, we use the results as input data
or for school accountability. Spring testing is
more useful for individual teacher outcome data
(which will increase pressure to cheat or teach the
test). We can use the data for such purposes as
determining the school's standing in comparison
to other schools in the district, state, or nation; in
making future curriculum and instructional deci­
sions; as research data in determining teaching ef­
fectiveness (but not to rate individual teachers);
and in helping determine which students are
in need of special instructional programs. All
in all, the time of testing will depend, in large
part, upon the uses to which the data will be
put.

In addition to scheduling the time of testing,
someone has to schedule the place of testing. Test
administration often neglects to ensure that pupils
take the test under suitable physical testing con­
ditions.

After decisions have been made as to when and
where the tests are to be given, exact schedules
should be given to all professional educators in the
school so that they will not plan other activities
(such as field trips) for the same time. Of course,
this requires two-way cooperation. The test direc­
tor should not schedule tests to conflict with other
scheduled activities.

Preparing Faculty and Students Each year
teachers and other school personnel should have a
brief in-service workshop describing various as­
pects of the testing program. Suggested topics for
this program would include

1. Why the school gives standardized tests.
2. A brief description of each test-what it mea­

sures and its intended purpose.
3. How test results are to be interpreted and how

they can assist the classroom teacher.
4. How to administer standardized tests.

The first and third topics often are inadequately
covered in these workshops. Yet they are impor­
tant. Teachers sometimes resent the amount of in­
structional time lost to standardized test adminis­
tration. If the teachers could interpret the data and
understand how they are instructionally useful,
they might be less resentful of tests.

The last topic (how to administer standardized
tests) is important because teachers, in all likeli­
hood, will serve as test administrators. We feel
that, for most group tests, the ordinary classroom
teacher is capable of administering the test with­
out any formal or specialized training beyond an
in-service workshop. What must be stressed is
that it is essential that if the directions in the test
manual state that part one is to be given first, then
test givers must administer part one first, even
though they feel that it would be better to admin­
ister the test in a different order. Deviating from
the directions given is likely to make the norms
provided misleading. Some specific dos and don'ts
follow:

DO
• Read the test manual and study the test at least

two or three days before the test is administered.
• Adhere explicitly to the directions for adminis­

tration printed in the test manual.
• Be sure that you are using the correct form or

level of the test.
• Call the test publisher before the test is admin­

istered if you have any questions or note any in­
consistencies in the test manual.

• Make sure that you are using the correct answer
sheet if you are having the test scored by the
publisher or some external agency.

DON'T
• Deviate from the printed directions-that is, do

not ad lib the directions, even though you have
given the test many times.
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• Deviate from the specified time(s), give hints,
clarify the meaning of words, and so on.

• Minimize the importance of the test, even
though you may personally feel it is useless.
Never make a statement such as "I'm sorry we
have to waste time on this test, but the school
board has ordered me to give it."

Students also need to be prepared for taking
standardized tests. Individuals usually perform
better at any endeavor, including test taking, if
they approach that experience with a positive at­
titude. And yet test administrators frequently fail
to establish a positive mental attitude in the indi­
viduals being tested. It is the task of the adminis­
trator to prepare the student emotionally for the
test. Students should be motivated to do their best,
but should not be made unduly anxious. If students
are made aware of the benefits they will derive
from accurate test results, this should do much to­
ward setting the proper emotional climate.

Besides the motivating factor, there are other
characteristics of students that may affect their test
performance but are not related to what the test is
attempting to measure. All individuals have certain
personality characteristics that govern their test­
taking behavior.

Students also vary in their degree of test-wise­
ness, or in their ability to pick up cues from the
format of the test item or from the format of the
test. To equate for this variable, it would be best
to attempt to have all students at approximately the
same level of test-taking sophistication (see Chap­
ter 19).

Disseminating Standardized Test
Results

If standardized test results are to be used effec­
tively, they must (1) be made available (and inter­
preted) as quickly as possible to the users and (2)
be recorded and filed in a fashion that facilitates
their use. How test results are disseminated and
recorded will vary from school to school because
school facilities differ. However, for each test, the

school personnel must decide (1) to whom the test
results should be distributed and (2) a method of
disseminating information that will be efficient
and yet ensure correct and adequate communica­
tion.

We take as a given that properly interpreted re­
sults should be disseminated to the pupils who
have taken standardized tests and who are old
enough to understand the interpretation. In this
section, we will discuss who else should be told
the test results.

The public correctly has two somewhat con­
flicting concerns regarding the dissemination of
test information. They are concerned with how
the schools are doing and feel that the schools
should release data so that the public can judge the
school's performance. Parents also want to know
how their own children are doing in school and
what some reasons might be for whatever perfor­
mance level is reached. Thus, there is a general
feeling that data should be released. On the other
hand, the public correctly is concerned about
schools releasing information to the wrong peo­
ple. Thus, schools have to tread carefully between
releasing information to those who should have it
and withholding it from those who should not.
Various guidelines have been written on the topic
of releasing information. One of the best guide­
lines is by the Russell Sage Foundation (1970).

Those guidelines advocate five major principles
for the collection of pupil records. First, there
should be informed consent for the collection of
data. Second, pupil data should be classified into
categories according to potential sensitivity, and
these categories should be treated differently in
terms of access. Third, all data kept should be ver­
ified for accuracy. Fourth, parents and pupils
should have access to the data. Fifth, no agency or
persons, other than the parent or school personnel
who deal directly with the child concerned, should
have access to pupil data without parental or pupil
permISSIOn.

A legal guideline, "Family Educational Rights
and Privacy Act of 1974" (Section 438 of Public
Law 93-380), specifies that parents (or students
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over 18) will have access to records and a right to
challenge their accuracy; it also specifies a policy
on the release of personal records. In general, the
policy states that no personal records should be re­
leased without written parental (or student over
18) consent except to certain authorities such as
school officials or state educational authorities.

Aptitude and Achievement Test Data We
do not regard results of aptitude or achievement
tests as private information between the test-taker
and some other single individual such as the
school psychologist. We take the position that the
results ofall achievement and aptitude tests should
be disseminated to all professional staff members
in the school, the individuals who Were tested, and
the parents of those individuals. In fact, there is
precedent (Van Allen v. McCleary, 1961, Public
Law 93-380, Sec 513) for the opinion that parents
have a legal right to the test information contained
in the official school record. (This right may not
apply for students over 18, unless the student
gives his or her permission to release the data to
the parents.)

Goslin (1967) surveyed public school princi­
pals regarding reasons for using standardized tests.
Those reasons perceived as most important in­
volved dissemination of test-result information to
pupils and parents. He also found that over 60 per­
cent of the public secondary school students and
parents of elementary school children sampled felt
that intelligence-test information should be rou­
tinely reported to them. In contrast to this desire,
Goslin found that approximately half the teachers
in his sample had never given their pupils even a
general idea of their intelligence, although nearly
all teachers felt they ought to have free access to
such information about their students. Goslin used
this type of evidence to conclude that there is a
"need for a clear statement ofpolicy regarding the
dissemination of test scores and information re­
sulting from the test scores, both by teachers and
other school personnel" (1967, p. 26). We cer­
tainly concur with that statement. Such a clear
statement of policy should come from the local

school district-and not from textbook writers.
The policy should be dependent upon such school
characteristics as student-counselor ratio, mea­
surement competencies of the teachers, and
whether or not in-service training is available for
measurement-naive teachers. The important point
is that professional interpretation of aptitude and
achievement test scores should be made to every
parent and child.

Aptitude and achievement test scores should
also be made available to other school systems
(primary, secondary, or college) where the student
intends to enroll. It is probably advisable to re­
ceive parental consent (or student'S, if over 18)
before such a release, but we would not deem it
absolutely essential. The school should not release
the aptitude or achievement test scores of a pupil
to any other person or agency (such as a prospec­
tive employer, a physician, or psychiatrist) with­
out written permission.

A common practice is for schools to release
group achievement test results to the press. The
demands for accountability data and the increased
number of state-supported testing programs have
served as incentives to this procedure. We have
no objection to this general release of data as long
as some accompanying explanatory and cautionary
interpretative exposition accompanies the data.
The release should not identify particular stu­
dents' scores or the average score of any single
class. See Frechtling (1989) for more details on
how to report to the public.

Interest Inventory Data Interest inventory re­
sults should, in general, be made available (i.e., re­
corded where all would have access to it) to pro­
fessional staff, students, and parents; but active
dissemination and discussion of the information
need only be done with the students. Naturally, in­
terested parents should be able to receive profes­
sional interpretation of their children's interest in­
ventory scores. Teachers should know what kind
of interest inventory information is available and
where it can be obtained. They should be strongly
urged to avail themselves of this information and
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to use it, much as they would other data in the cu­
mulative record, to aid in the full understanding of
each individual child. No interest inventory data
should be released to other agencieswithout the writ­
ten consent ofthe student or parent.

Personality Inventory Data As a matter of
normal routine, personality and attitude inventory
results should not be made available to anyone ex­
cept the student without his/her explicit permis­
sion. One way to minimize faking is to alleviate
anxiety about who will have access to the test re­
sults and about how they will be used. If counsel­
ors or school psychologists wish to obtain an ac­
curate measure from a student, they should
emphasize the confidential nature of the informa­
tion. If confidentiality is promised or even im­
plied, it should not be broken. Often, however,
the professional who gathered the information
will deem it beneficial for the student to share the
information with others, such as parents or teach­
ers. If so, the student's permission to release the
data should be obtained. It should be pointed out
that whether counselors or school psychologists
legally enjoy privileged communications, as do
physicians or attorneys, is debatable. Public Law
93-380 specifies that parents have the right to "in­
spect and review any and all official records, files,
and data directly related to their children ..." (p.
89). These records could also be subpoenaed.
Counselors might argue, however, that their rec­
ords (including personality-test scores) are not a
part of the official school records.

Recording Standardized Test Results

The recording of aptitude test, achievement test,
and interest inventory results not considered pri­
vate information can be accomplished by trained
clerks. These results, however, are not in the pub­
lic domain, and the clerks should be cautioned to
treat the results as confidential. Test results are
generally stored in pupils' cumulative folders. In
the future, they will no doubt be placed in com­
puter storage. In either case, one must somehow
ensure that the information is readily available for

those who should have access to it and not avail­
able to those who should not have access to it.
These two goals are hard to reach simultaneously.
Test results must be kept under lock and key, but
teachers should have easy access to them and be
encouraged to use them. Of course, some teachers
are not knowledgeable enough to use test results
correctly. This places us in somewhat of an ethical
dilemma when we suggest that aptitude, achieve­
ment, and interest test results be made available to
all the professional staff. However, it is really the
teachers' ethical responsibility to know how to use
most, if not all, of the scores in the areas men­
tioned. If not, they should surely recognize their
limitations in the area and not use the information
without obtaining guidance.

All data on file should be reviewed periodically
to determine their present usefulness and accu­
racy. Aptitude and achievement test data should
probably be retained throughout secondary school
for most pupils. (The achievement data may be
stored even after graduation.) However, there are
occasions where a test score is of doubtful validity
or almost assuredly far from correct. These scores
should be deleted from the record. (For example,
if a student is obviously very ill while taking an
exam, the test results should certainly not be made
a part of the record.) Interest inventory scores are
not likely to be useful for more than three or four
years. There is no reason to retain such scores on
a pupil's record once he has graduated (except per­
haps in a very secure file for research purposes).
As we have mentioned, personality inventory data
should not be a regular part of the pupil's records.
Anecdotal data should be reviewed annually and
discarded when no longer of use.

Interpreting Test Information to Others

Just as the parent and pupil have a right to certain
kinds of test information, the school has the re­
sponsibility to communicate this information so
that it will be understood correctly and used ap­
propriately. The major aspects to be communi­
cated are (1) the type of information provided by
the test score, (2) the precision of this informa-
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tion, and (3) how the information can be used ap­
propriately.

Confusion often exists as to what information
the test score provides. This may be due to one of
two reasons: (1) the type of score (i.e., percentile,
stanine, and so on) may not be understood and (2)
the construct being measured may not be under­
stood. These problems can be overcome, but the
educator needs to be sufficiently aware of the pos­
sible confusion that can take place in a parent's or
pupil's mind. Confusion concerning the type of
score may result from mistaking percentiles for
percentages, while a misunderstanding of a con­
struct may be the result ofconfusing aptitude with
interest. Even administrators, counselors, and
teachers do this! If a professional can make such a
mistake, it reinforces our belief that we must be
very careful in interpreting to others what the test
. .
IS measunng.

The precision of the test information is another
important aspect of test interpretation. What
needs to be interpreted is an accurate impression
of test score precision. This, of course, varies
from test to test. There has been much concern in
the past about lay persons not being aware of the
imprecision of tests. The attempt by some to dif­
ferentiate between scores only one point apart il­
lustrates insensitivity to the concept of errors of
measurement. One' should guard against this dan­
ger of overinterpretation. Although teachers or
counselors cannot teach a parent or student about
the theoretical concepts of reliability or standard
error of measurement, they certainly can and
should communicate the general idea. A good way
to do this is through band interpretation.

Presenting a range of values encompassing
± IS, from the observed score as indicating where
the individual would probably score if he or she
retook the test usually gets across the point of im­
precision. The idea of band interpretation is most
often accomplished using percentile bands, al­
though raw score, z or T score bands could be
used. Percentile bands are reported for the better
constructed tests. If not reported, they can be eas­
ily computed for any test that reports percentiles
and a standard error of measurement. One simply

looks up the percentiles that correspond to X ±
1S.. One can be about 68 percent confident that a
person's true percentile will be within this range.
A possible misinterpretation ofpercentile bands is
that a person unsophisticated in this type of score
may think that the percentile corresponding to a
person's observed score is halfway between the
two percentile band end points. (Or, as mentioned
earlier, it is possible to confuse percentiles and
percentages.) Because percentiles are rectangu­
larly distributed and observed scores are typically
distributed in a fairly normal fashion, this will not
be the case-except when a person's observed
score is equal to the mean of the distribution.
Thus, if percentile bands are used, the percentile
of the observed score should be given along with
the two end percentiles.

Although many people overinterpret small dif­
ferences in scores, it is also true that other people
place too little faith in test results and underinter­
pret score differences. This has probably become
even more true because of the criticisms of testing
that have received so much space in the press. In
particular, students who score poorly on tests have
a tendency to discount the results. Although a
teacher or counselor should not argue with a par­
ent or student over the accuracy of a test score,
the precision of a test should not be underplayed.
There has been much talk about the importance of
a good self-concept. This is fine, but there is no
evidence to suggest that persons who have an in­
accurately high self-concept will make better de­
cisions than persons who perceive themselves ac­
curately. A good decision, by definition, is
dependent upon an accurate self-concept, not a
good self-concept.

People may understand what characteristic has
been measured and how accurately it has been
measured without understanding how this infor­
mation is useful to them. For example, the knowl­
edge that a person is at about the 80th percentile
on a test that measures creativity may not be par­
ticularly useful to that person. It is up to the test
interpreter to help the individual understand how
that information is related to the decisions he or
she must make.
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Although not ideal, it is probably acceptable to
present interpretations of achievement and apti­
tude test results to groups of teachers. Parents and
students who are somewhat less sophisticated with
regard to test interpretation should receive more
individualized interpretations.

Some schools routinely send home the results
of standardized achievement tests accompanied by
short brochures (prepared by the publishers of the
tests or the local school) that describe the test and
explain the meaning of the scores in terms parents
can understand. We have mixed feelings about
such a practice. The advantage is that it. ensures
broad dissemination of information. A possible
disadvantage is that the information will be mis­
understood. Another approach is to announce in a
school paper or through direct mailings to parents
that the results are available and a counselor or
homeroom teacher will explain the information if
the parents wish to visit the school. Another pos­
sibility is to explain routinely the scores at one of
the regularly held parent-teacher conferences.'

The interpretation of interest inventories is
best done individually, although group interpreta­
tions of some interest inventories are appropriate.
If the purpose of the interest inventory is primar­
ily to start students thinking about how their in­
terests relate to their educational plans and the
world ofwork, then group interpretation is appro­
priate. If the interest-inventory data are to be used
to assist the individual in an immediate educational
or vocational decision, then individual interpreta­
tion of the data in a counseling situation is neces­
sary.

Personality inventory results should be inter­
preted in an individual interview by qualified per­
sonnel. Problems inherent in personality measure­
ment lead us to recommend strongly that the
results of such inventories be discussed only in
general terms.

Any sharing of information between parents
(or students) and teachers (or counselors) regard-

2This forcefully illustrates why classroom teachers should be
knowledgeable about the interpretation of test scores.

ing test score results is subject to misinterpreta­
tion. The following guidelines should be useful in
minimizing the problems (Lien, 1976, pp. 297­
300).

1. Make sure that both you and the person to
whom you are interpreting the rest results have
a clear, immediate goal in mind that will serve
as a reason for the interpretation.

2. Never discuss the implication of the scores in
terms of absolute answers (e.g., "This score
shows you won't get through college").

3. Try to concentrate on increasing understand­
ing rather than posing as an expert. Use simple,
nontechnical terms whenever possible.

4. Remember that understanding and acceptance
are two different concepts.

5. Never compare one student with another par­
ticular student.

Much more could be said concerning specific
techniques of test interpretation (see Ricks, 1959).
Separate courses beyond an introductory course
should be taken in counseling techniques of test
interpretation. The main point to be made here is
that, in any interpretation of test data, the ficus
should always be on the student, not the test score.
(For a further discussion of test interpretations,
see Goldman, 1971; or Mehrens & Lehmann,
1985.)

A Typical School Testing Program

As mentioned, testing programs can and should
vary, depending upon such characteristics as the
size of the school, the characteristics of the stu­
dent body, and the number and quality of the pupil
personnel workers. Nevertheless, surveys of
school testing programs show a great many simi­
larities.

One might conceptualize a typical testing pro­
gram (to be routinely administered to all students)
as illustrated in Table 14-2. This typical program
is not necessarily the best pattern for all schools.
For example, testing in the primary grades has
come under attack in recent years, and some
schools may choose not to test in grades K-3.
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Tests, other than those listed, such as individual
intelligence tests, special aptitude and achieve­
ment tests, diagnostic tests, and various types of
interest, value, attitude, and personality invento­
ries should be available for use with individual stu­
dents.

The specific tests chosen depend upon the
characteristics and needs of each school district;
but we strongly recommend that the same achieve­
ment battery be used at the designated grade levels
to provide some continuity. Naturally, if the con­
tent validity of a specific test used at the lower
grades is inappropriate in a higher grade, use of an
alternate achievement battery is warranted. Also,
it is helpful if schools use scholastic aptitude tests
that have been normed on the same population as
the achievement battery. This will permit the user
to meaningfully compare scores on the two types
of tests.

Because various states have different testing re­
quirements, programs may differ from the one
given. We have mixed feelings regarding these ex­
ternal state regulations. They do serve a useful
purpose by forcing schools to maintain minimum
testing programs. On the other hand, external reg­
ulations always mean a certain amount of rigidity,
and there is the danger of being forced to admin­
ister tests that the schools will not use, either be-

Table 14-2
Program

Grade

K
1 or 2
2 or 3
4
5
5
6
7
8
8 or 9
10
9,10,11, or 12

A Typical School Testing

Kind of Test

Reading readiness test
Reading test
Scholastic aptitude test
Achievement battery
Achievement battery
Scholastic aptitude test
Achievement battery
Achievement battery
Achievement battery
Multifactor aptitude test
Achievement battery
Interest inventory

cause they have no objectives relevant to those
tests or because they are inadequately staffed to
use the results correctly. It may also lead to dupli­
cation of testing. Some schools overtest.

A more recent phenomenon related to state-im­
posed requirements for certain standardized tests
is for states actually to administer their own test­
ing programs. We will discuss this further under
external evaluation programs. One potential result
of state testing programs is that some schools may
feel they no longer need internal testing programs.
This is not true. Many state programs are quite
limited. Even if they expand considerably in fu­
ture years, they are not likely to replace the need
for local schools to administer those unique tests
that are necessary for local decision making. Just
as there can be too much overlap between local
and state programs, there also can be such a con­
cern with overlap that valuable local testing pro­
grams are overcurtailed.

If all schools would adopt the position that a
test not be given unless the results are to be used,
there would be less testing. However, what is
needed in most schools is probably not less testing but
better use ofthe tests now being given. Any unnec­
essary duplication of testing or administration of
tests whose results remain unused should be elim­
inated. This is a waste of valuable time and mate­
rials, and results in a negative attitude toward test­
ing by all involved-pupils, teachers, parents, and
taxpayers.

• SUMMARY

The major points of this chapter are summarized
in the following statements:

1. Standardized tests are commercially prepared
instruments for which administrative and
scoring procedures are carefully delineated by
the authors. Typically, norms are provided as
interpretive aids.

2'. Standardized tests are classified as follows: (a)
aptitude tests, (b) achievement tests, and (c)
interest, personality, and attitude inventories.

3. Standardized tests (like other assessment de-
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vices) serve as aids in instructional, guidance,
administrative, and research decisions.

4. A good school testing program should be a
cooperative venture involving teachers, ad­
ministrators, counselors, students, and par­
ents.

5. In test selection, the first step is to determine
the purposes for which testing is to be done.

6. The Mental Measurements Yearbooks, Tests in
Print III, Test Critiques, ETS Test Collection
Catalogs, publishers' catalogs, specimen sets,
professional periodicals, and measurement
textbooks are all fruitful sources of informa­
tion about tests.

7. In selecting and using tests, one should con­
sider various characteristics of tests and test
manuals that are mentioned in the text.

8. Whether one should administer standardized
tests in the fall or spring depends upon the
uses to which the data will be put. Fall testing
is more useful if one wants input data. Spring
testing is more useful in providing outcome
data.

9. Both faculty and students need to be prepared
for the administration of standardized tests.

10. Aptitude and achievement test data should be
disseminated to all professional staff members
in the school, the individuals who were
tested, and the parents of those individuals.
They should be released to other schools
where the individual intends to enroll. They
should not be released to any other person or
agency without written permission.

11. Interest-inventory data should be made avail­
able to professional staff, students, and par­
ents, but active dissemination and discussion
of the data need only be done with students.

12. Results from personality inventories should
not be made available to anyone except the
student without his explicit permission.

13. Generally, test data can be recorded by prop-

erly trained clerks if they can be trusted to
keep the data confidential.

14. All data on file should be reviewed periodi­
cally to determine their present usefulness
and accuracy.

15. In interpreting test information to others, we
must clarify (1) what information the test
score gives us, (2) the precision of this infor­
mation, and (3) how the information can be
used appropriately.

16. A quality school testing program will likely
include aptitude and achievement tests and in­
terest inventories.

• POINTS TO PONDER

1. What educational decisions should be made
without a consideration of standardized test
data? Should any educational decisions be made
in the absence of data?

2. Should public school educators be concerned
with the research functions of standardized
tests? Has too much class time been devoted to
this function?

3. In determining who should be admitted to
Honors Algebra, should norm-referenced or
criterion-referenced measurement be consid­
ered?

4. Test administration involves many aspects.
What factors must the examiner be alert to
during the test administration? (Hint: Cheating
is one such factor.)

5. You are responsible for selecting a standard­
ized achievement survey battery for your ele­
mentary school. You have finally narrowed
your selection to Test A. At the staff meeting,
you announce your choice. One of your col­
leagues challenges your selection and states
that Test B is equally good. What kinds of ev­
idence or support should you present in de­
fense of your choice of Test A?



Chapter 15

Standardized Aptitude
Measures

• Introduction
• Individually Administered Tests of General Intelligence

(Aptitude)

• Group Tests of General Aptitude
• Multifactor Aptitude Tests
• Special-Aptitude Tests
• Using Aptitude Test Results

This chapter is divided into six major sections. An
introductory section covers (1) definitions of in­
telligence, (2) the structure of intelligence, (3) the
etiology of intelligence, (4) the stability of intel­
ligence, (5) the distinctions and similarities be­
tween intelligence, aptitude, and achievement, and
(6) the classification of aptitude tests. In the sec­
ond section, we discuss individually administered
intelligence tests; the third section covers group
tests of general aptitude; the fourth, multifactor
aptitude tests; the fifth, special aptitude tests. The
final section is devoted to a discussion of some of
the uses of aptitude test results.

After studying this chapter, you should be able
to:

1. Know some of the basic definitions of intel­
ligence.

2. Understand some of the theories of the struc­
ture of intelligence.

3. Understand that both genetics and environ­
ment affect aptitude test scores.

4. Interpret the data on the stability of intelli­
gence.

5. Compare the terms intelligence, aptitude, abil­
ity, and achievement.

6. Know a little bit about some of the more pop­
ular individual intelligence tests and recog­
nize their advantages and limitations.

7. Recognize some of the more popular group
tests of intelligence.

8. Evaluate a general aptitude test.
9. Discuss the concept of culture-fair testing.

10. Understand the desired characteristics of a
multifactor aptitude test.

11. Know a little bit about some of the more pop­
ular multifactor aptitude tests.

12. Evaluate a multifactor aptitude test.
I 3. Recognize the existence of special aptitude

305
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tests and the purposes they are designed to
serve.

14. Recognize some instructional, guidance, ad­
ministrative, and employment uses ofaptitude
test results.

INTRODUCTION

That society should assist each pupil "to achieve
the maximum of which he is capable" is a motto
often heard in educational circles. But behind that
simplistic and well-meaning phrase lurk perplex­
ing problems. How do we know what a person's
capabilities are? Can we define capacity? Can we
measure capacity? Does a person have a general
capacity to acquire knowledge, or are there many
different capabilities, each specific to a given type
of knowledge? Is capacity constant over time?
These are all relevant questions. Unfortunately,
not all psychologists agree on all the answers.
Nevertheless, for the past 90 years, psychologists
have used various labels such as capacity, intelli­
gence, potential, aptitude, and ability (capacity and
potential are seldom used currently) to identify a
construct (or set of constructs) that seems to be
useful in helping to predict various kinds of be­
haviors. The tests designed to measure this con­
struct (or set of constructs) vary to some extent,
because test authors may not define a construct dif­
ferently or indeed may be talking about different
constructs.

Definitions of Intelligence

In discussing definitions of intelligence, it is use­
ful to consider the common sense, psychological,
and operational or measurement definitions of the
term. Most of us use the term intelligence in ev­
eryday language. We think we can differentiate
between highly intelligent individuals and those at
the opposite extreme. We make these lay person's
differentiations on the basis of the individuals' be­
haviors. If a person can, time after time, select an
effective course of action under difficult situa­
tions, we are apt to conclude that person is intel-

ligent. Sternberg, Conway, Ketron, and Bernstein
(1980) found that the views of lay persons con­
cerning intelligence are quite well formed; that
they are frequently used both in self-evaluation
and in the evaluation of others; that they are
closely related to existing psychological theories
of intelligence; and that they are quite strongly re­
lated to intelligence as measured by an "IQ" test.
The common core of peoples' beliefs about what
constitutes intelligence includes problem-solving
ability, verbal ability, and social competence.

A survey of 661 testing experts showed almost
unanimous agreement that three attributes-ab­
stract thinking or reasoning, the capacity to ac­
quire knowledge, and problem-solving ability­
are important elements of intelligence (Snyderman
& Rothman, 1986).

Jensen (1985) suggested that the standard tests
of intelligence "reflect individual differences in
the speed and efficiency of basic cognitive pro­
cesses more than they reflect differences in the in­
formation content to which test-takers have been
exposed" (p. 557). Chi, Glaser, and Rees (1982)
admitted that "more intelligent individuals have
faster processing speed, longer memory span, and
use more sophisticated strategies than less intelli­
gent persons" (p. 7). However, they also argued
that "a major component of intelligence is the pos­
session of a large body of accessible and usable
knowledge" (p, 8). Of course, the crucial question
is whether knowledge causes, or is an effect of, the
more efficient cognitive processes. Sternberg
(1988), a leading theorist on intelligence, has ar­
gued against what he considers an overemphasis
by Chi et al. on the importance of domain-specific
knowledge. He pointed out that there is a distinc­
tion between domain-specific abilities and do­
main-specific manifestations of general abilities.

Might it not be more plausible and much more par­
simonious, to suggest that the ability is rather gen­
eral, but that its manifestation is constrained by do­
main-specific knowledge (p. 64).

Most evidence would suggest that a hallmark of
intelligence is the ability to generalize information
from one situation to another (Campione &



Brown, 1979). Sternberg (1981) suggested that
"intelligence can best be understood through the
study of nonentrenched (novel) kinds of tasks.
Such tasks require subjects to use concepts or
form strategies that differ in kind from those to

which they are accustomed"(p. 1). He and other
theorists have been using a cognitive psycholo­
gist's information-processing approach to the
study of intelligence.

The operational definitions of intelligence are
those tests that claim to measure the concept. Op­
erationally, intelligence is what an intelligence test
measures. Though often scoffed at by people who
do not understand the concept of operational def­
initions, this statement is neither meaningless nor
bad. If a test measures acquired behaviors that psy­
chologists agree can be labeled intellectual, then
the test would be considered agoodoperational def­
inition of intelligence; if it does not, it would be
considered a poor operational definition. Although
the various intelligence tests differ somewhat from
each other with respect to what behaviors they
measure, the correlations among the scores from
such tests are typically quite high, and all such
tests "measure a cluster of intellectual traits de­
manded in modern, technologically advanced, so­
cieties" (Anastasi, 1982, p. 182).

Cleary, Humphreys, Kendrick, and Wesman
(1975, p. 19) defined intelligence as "the entire
repertoire of acquired skills, knowledge, learning
sets, and generalization tendencies considered in­
tellectual in nature that are available at anyone pe­
riod in time." Cleary and her colleagues claimed
that an intelligence test contains items that sample
the components of their definition and that the def­
inition is not circular because "there is a consen­
sus among psychologists as to which kinds of be­
haviors are labeled intellectual" (p, 19). Although
there is room for some debate about that last point,
most psychologists would probably concur (see
Snyderman & Rothman, 1986). The reason for
potential debate is that intelligence is an "open"
concept. That is, "the number of activities legiti­
mately characterized as indicators has never been
listed-would indeed hardly be capable of being
listed" (Butcher, 1968, p. 27). Even if we could

. agree completely on a list of behaviors, we might
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well disagree on how these are structured. In the
following subsection, we discuss various theories
on the structure of intelligence.

Recall (from Chapter 13) that tests can be ei­
ther samples or signs-the former if the items are
drawn from a clearly defined universe, the latter if
they are not. Since intelligence is an open concept
and the universe of "intellectual behaviors" is not
clearly or totally defined, intelligence (aptitude)
tests are signs, not samples. For tests to serve as
signs, we need high construct validity, and the data
gathered in the process of construct validation
help us to understand the concept. The reading of
this chapter plus the validity information in the
technical manual of any intelligence test being
used will aid you in the understanding of what is
being measured by that particular test and how
that information is likely to be useful.

To understand more fully the uses and misuses
of the various instruments typically identified as
intelligence or aptitude tests, it is first necessary
to study briefly the various theories of the struc­
ture and development of intelligence. We will
curtail this discussion drastically. Whole books
have been written on the subject; many of the best
known are cited in the text.

Theories of Intelligence Structure

The formal movement in testing intelligence
began in the latter part of the nineteenth century
with Sir Francis Galton. Galton believed that tests
of sensory discrimination and reaction time were
estimates of intellectual functioning, and his tests
were largely of this type. James McKeen Cattell,
an American psychologist, also theorized that dif­
ferences in sensory keenness, reaction speed, and
the like would reflect differences in intellectual
functioning. Cattell (1890) first introduced the
term mental test.

Binet and Henri (1896) began their research by
measuring such characteristics as memory, atten­
tion, and comprehension. In other words, they
measured complex functions rather than the uni­
tary characteristics (such as reaction time) previ­
ously employed. Although their research involved
many different kinds of tasks, they conceptualized
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intelligence as a very general trait, defining it as
the ability to adjust effectively to one's environ­
ment. In 1905, Binet and Simon (1905) developed
the first individual intelligence test (the Binet
Scale) designed to be a global measure of intellec­
tuallevel.

Although many other psychologists have also
conceptualized intelligence as a general character­
istic, several opposing theories have developed.
The controversy of whether mental ability can be
measured meaningfully by a single score still con­
tinues. A variety of positions have been taken in
the past 60 years (see McNemar, 1964; Hum­
phreys, 1967; Resnick, 1976). Spearman (1927)
developed a two-factor theory, suggesting that in­
telligence is composed of a general factor (g) and
many specific factors (Sl' S2' ••• , sn). Thurstone
(1933) developed a theory of multiple factors U;,
fz, ... ,j.), which led to his test of Primary Mental
Abilities. Vernon (1961) suggested a hierarchical
structure of abilities. A general factor (g) exists,
but that is divided into two major group factors:
verbal-educational and kinesthetic-mechanical.
These major group factors are a little less general
than Spearman's g but more general than Thur­
stone's group factors. Under each major group
factor there are minor group factors; and under
each of these are specific factors.

R. B. Cattell (1963, 1971) proposed a theory
that suggests that intelligence is composed of both
a fluid component and a crystallized component.
The fluid component is the more general, and a
person with a large amount of fluid intelligence
would do many different tasks well. It is concep­
tualized as abstract, essentially nonverbal, and rel­
atively culture-free mental efficiency. Crystallized
intelligence is more closely linked to the culture
or environment and represents a person's ability
to achieve in more specific tasks related to the cul­
ture. It is more similar to achievement (Cattell &
Horn, 1978).

Guilford (1959, 1967, 1969), in a structure-of­
intellect (SOl) model, postulated many factors of
intelligence. He categorized these factors under
three broad dimensions according to (1) the pro­
cess or operation performed, (2) the kind of prod-

uct involved, and (3) the kind of material or con­
tent involved. He then subclassified these
dimensions into five operations, six types of prod­
ucts, and four types of content. Seeing the three
main headings as faces of a cube, he ended up with
120 (4 X 6 X 5) cells within the cube, each rep­
resenting a different aspect of intelligence. Guil­
ford claimed to have demonstrated empirically
that 82 of the 120 different structure-of-intellect
factors exist (Guilford, 1967). He argued that each
factor should be tested separately and that tests
giving a single score are somewhat misleading.

Although Guilford's model received some fa­
vorable attention, most psychologists consider it
to be more of theoretical interest than of practical
value. Just because the model is logical, it does not
follow that tests could be constructed to corre­
spond to every cell of the cube. And even if such
tests could be constructed, they would not neces­
sarily be of any value. Vernon (1964) and Hunt
(1961) were both very pessimistic about the pre­
dictive value of such tests. Hunt stated flatly (p.
301) that tests of these highly specific factors have
no predictive value in any situation. Some educa­
tors (e.g., Meeker, 1981) have advocated using the
SOl model for diagnostic purposes. Theoretically,
examining the profile of scores for an individual
would allow strengths and weaknesses in cogni­
tive functioning to be identified in a highly spe­
cific manner. In practice, however, the tests de­
veloped from (or scored according to) the SOl
model have such severe psychometric limitations
that they are better reserved for research purposes
than educational or clinical purposes (Clarizio &
Mehrens, 1985).

Piaget (see O'Bryan & MacArthur, 1969; Pi­
nard & Sharp, 1972; Uzziris & Hunt, 1975) be­
lieved that a child's intelligence develops in se­
quential stages, each stage identifiable by ways of
thinking. He divided the evolution of thought into
four major periods: sensorimotor (birth to age 1~
or 2 years), preoperational (from 1~ to 7), con­
crete operational (from 7 to 11 or 12), and formal
operational (from 11 or 12 to 14 or 15).

Jensen (1968a, 1970a, 1973a, 1980) advocates
a two-level theory of mental ability. Level I ability



consists of rote learning and memory. It is the
ability to register and retrieve information. Level
II is characterized by mental manipulations, con­
ceptualizations, reasoning, and problem solving.
Level II is similar to the general factor (g) or Cat­
tell's concept of fluid intelligence. Jensen (I 980,
1982) and Jensen and Munro (I979) have revived
Galton's earlier notion that reaction time (RT)
and movement time (MT) (broadly termed "men­
tal chronometry") are related to intelligence. They
report a series of research findings showing that
both RT (particularly, choice RT) and MT cor­
relate with scores on intelligence tests. (MT is not
correlated with intelligence in normal adults, but
it is with children and retarded adults.) About half
the total variance of g can be accounted for in
terms ofdifferences in RT to a few cognitive tasks
(jensen, 1984). Jensen suggested that this corre­
lation indicates that differences in scores on intel­
ligence tests reflect differences in fundamental
cognitive and neural processes. As Jensen sug­
gested, this study, or RT and its correlates,
"brings us closer to the interface of brain and be­
havior-the point at which individual differences
in intelligence must ultimately be understood"
(I982, p. 308).

From the preceding discussion, it should be
readily evident that there are many different the­
ories concerning the structure of intelligence.
Some theorists believe that intelligence is a gen­
eral attribute; others think that there are many dif­
ferent aspects to intelligence. However discon­
certing it may be, we must accept the fact that
psychologists cannot totally agree on the real na­
ture of intelligence. Although theoretical psychol­
ogists generally adopt the view that there are spe­
cific factors of intellect, most believe that there is
also a general factor (g). Much of the most recent
writing has stressed the importance of g (see
Thorndike, 1986). As Thorndike has pointed out,
although g received little emphasis from 1940 to
1980 "g refuses to die, and has a tendency to rise
again like the Phoenix from the ashes" (I986, p.
6).

There are two primary reasons why many psy­
chologists feel that the concept of general intelli-
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gence cannot be abandoned. First, whenever a
whole battery of current cognitive tests is given to
a sample of people, a set of positively correlated
scores results (see Jensen, 1986). This phenome­
non of correlation among separate tasks is one of
the most pervasive and stable findings of psychol­
ogy and"... virtually forces attention to the ques­
tions of general intelligence" (Resnick, 1976, p.
7). Some individuals have suggested that we need
specific ability measures that are not correlated
with intelligence. Snow (I984) suggested that this
is an absurd position, stating that "we simply can­
not make believe that there is no such construct as
intelligence reflecting variations in an organiza­
tion of fairly generalized learning abilities. The
concept has as much scientific status as does the
concept of gravity" (p. 12). Second, a general fac­
tor of intelligence is a better predictor than spe­
cific aptitude measures of future generalacademic
performance as well as job success. It is primarily
for the predictive value reason that most practical
psychologists are still inclined to use tests of gen­
eral intelligence. For example, the Journal of Vo­
cational Behavior (1986) has a whole special issue
devoted to "the g Factor in Employment." Jensen
has summarized the research as follows:

The practical predictive validity of intelligence and
aptitude tests is mainly dependent on g. This has
been so frequently demonstrated with respect to the
prediction of scholastic achievement as to not bear
further reiteration.... The g factor has predictive
validity for job performance in nearly all jobs, and
the validity ofg increases with job complexity (1987,
pp.99-100).

Given that g predicts future academic and job
success, do psychologists know what it is? Par­
tially.

g reflects some property or processes of the human
brain that are manifested in many forms of adaptive
behavior, and in which people differ, ... and show
physiological as well as behavioral correlates, and
have a hereditary component, ... and have important
educational, occupational, economic, and social cor­
relates in all industrialized societies, and have behav­
ioral correlates that accord with popular and com-



310 STANDARDIZED EVALUATION PROCEDURES

man sense notions of "intelligence" (jensen, 1986,
p. 329).

Although g is increasingly seen as the "sine qua
non of all intelligence tests" (jensen, 1986, p.
310), one should not identify intelligence as the
totality of all mental abilities. As Jensen pointed
out, "besides g there is some indefinite number of
primary or group factors independent of i' (pp.
310- 311). This notion is compatible with Ver­
non's hierarchical structure mentioned earlier.

Sternberg (1986) has pointed out that intelli­
gence is distinct from, but interrelated with, wis­
dom and creativity and believes that in education
the instructional efforts should focus on creativity
and wisdom more than they currently do.

As a result of the lack of total agreement about
the structure of intelligence, there is a wide vari­
ety of tests that are often subsumed under the
phrase intelligence tests (as we see later, scholastic
aptitude tests and ability tests are often preferred
terms in education). They do not all measure ex­
actly the same thing (although all contain a high
proportion ofg). A rather important implication is
that when selecting and interpreting an intelli­
gence test, the user must be completely aware of
the author's definition of intelligence.

Etiology of Intelligence: Heredity or
Environment?

Because psychologists cannot agree on what intel­
ligence is or how many intellectual factors there
are, obviously they cannot agree on the etiology of
intellectual differences. The score on any test of
ability is a result of how well a person performs
on that instrument at a particular time. An intelli­
gence test measures acquired behavior. An accep­
tance of this statement does not rule out genetic
influence. Being able to run the 100-yard dash in
9.2 seconds is also acquired behavior, but speed
may partly be genetically based. Being able to
throw a 16-pound shot 50 feet is acquired behav­
ior, but strength may partly be genetically based.
Likewise, scoring well on an intelligence test is
due to acquired behavior, but intelligence may
partly be genetically based.

Ignoring the possibility of chance errors for
purposes of this discussion, we must ask: Why
was that person able to perform as he (or she) did?
Is the behavior on an aptitude test due to an indi­
vidual's heredity or environment? Or does it really
matter? For some purposes of testing, the precon­
ditions affecting the test performance may be ir­
relevant. If the purpose of a test is to use the re­
sults simply to predict some future behavior, then
the question of the usefulness of the test is an em­
pirical one. However, educators seldom wish
solely to predict. In fact, as stated before, educa­
tors are, or should be, in the business of attempt­
ing to upset negative or unfavorable predictions
by changing the school environment. (This is not
always easy, if at all possible.) If we are effectively
to change our educational process as a result of the
predictive evidence, then it may well be helpful to
understand why individuals perform as they do.
For this reason, some understanding of the hered­
ity-environment controversy is necessary.

A great amount of research has been done in an
attempt to resolve the heredity-environment con­
troversy. Many of these studies compared corre­
lations on intelligence test scores between identi­
calor fraternal twins reared together or apart, and
between other subjects hereditarily linked but in
different environments. Erlenmeyer-Kimling and
Jarvik (1963) reviewed 52 such studies, yielding
over 30,000 correlational pairings. The average
correlations of their studies are shown in Table
15-1.

Most psychologists would interpret such data
as being supportive of a strong genetic base for

Table 15-1 Summary of Comparative Data
on IQ Correlational Studies

Category Median Coefficient

Foster parent-child .20
Parent-child .50
Siblings reared together .49
Fraternal twins .53
Identical twins reared apart .75
Identical twins reared together .87



performance on intelligence tests. Without going
into detail, it may be said that by far the most pop­
ular current opinion is that there is an interaction
between heredity and environment. The original
question, "Which one of these factors affects an
intelligence test score?" was replaced by "Which
one contributes the most?" This question, in turn,
has been replaced by "How do heredity and en­
vironment interact to affect test scores?" Psychol­
ogists do not yet have the complete answer to this
question, and since the publication of a paper by
Jensen (1968b), some have returned to the ques­
tion of how much. Whether heredity contributes
about 80 percent to the variance of scores on an
intelligence test in the population, and environ­
ment 20 percent, as some suggest, is hotly de­
bated. (These estimates are called heritability ra­
tios.) Schoenfeldt (1968) obtained estimates of
heritability as low as 0.26 and concluded that "ge­
netic components are not as large a proportion of
the total variance as previously believed" (p. 17).
Vernon (1979) believed that the research con­
verges on the estimate that roughly 60 percent of
the variance is genetic, 30 percent environmental,
and 10 percent an interaction between the two.
Herrnstein (1982) stated that "virtually all spe­
cialists on the heritability of IQ estimate a value
somewhere in the range of 50 percent to 80 per­
cent" (p, 72). Jensen (1984) reported that research
in the Soviet Union, Poland, East Germany, and
other communist countries obtained heritability
estimates falling between 0.60 and 0.80. Jensen
finds these data "virtually indistinguishable from
those of behavioral-genetic researchers in capital­
ist countries" (p. 462). Snyderman and Rothman
(1986), in a survey ofmeasurement experts, found
that 94 percent of the 661 respondents felt there
was evidence for a "significant heritable compo­
nent to IQ in the American white population" (p,
89). The mean estimate of heritability was 0.60.

The debates about heritability ratios arose
partly because psychologists use different mathe­
matical formulas in computing the ratios. AI­
though we cannot delve into those problems in
this text, we can discuss briefly some pitfalls in in­
terpreting these ratios. First, it must be empha­
sized that these are estimates of the proportion of
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total variance (see Chapter 10) of a trait (e.g., in­
telligence) that is attributable to heredity in a pop­
ulation of people. Such a ratio tells us nothing
about what proportion of a single individual's in­
telligence is due to heredity, nor can that be de­
termined (jensen, 1969a). Since the heritability ra­
tios apply to populations, each applies only to a
particular population at a particular point in time.
As social conditions vary, so should heritability es­
timates. For example, if all U.S. citizens lived in
environments that were equal (not necessarily
identical) with respect to their impact on intellec­
tual development, then none of the variance in the
intellectual differences could be due to environ­
ment; all would be due to genetic differences, and
the heritability ratio would be 1.0. If our environ­
ments are becoming more equal, then the herita­
bility ratio should be getting higher. Some who
wish to emphasize the environmental side have
trouble accepting this mathematical fact. They
would like to have environments (with respect to
impact on intellectual development) become more
equal but hate to think of the proportion of vari­
ability as being increasingly genetic in origin.

Some individuals like to ignore the heritability­
estimates debate entirely. Since both genetics and
environment contribute to our intelligence, and
because they interact in this contribution, these
individuals argue that it is pointless to talk about
which factor contributes most. No one would sug­
gest that the nervous system is immune from ge­
netic influence. Likewise, no reputable writer
would suggest that a person's environment does
not at least partially influence his or her score on
an intelligence test. Such things as severe malnu­
trition or extremely serious and prolonged intel­
lectually deprived home environments, especially
early in life, can inflict severe damage on intellec­
tual growth.

One final point needs to be made. Many people
seem to feel that it is better to accept the environ­
mental side of the debate because it is more opti­
mistic. If a person has a poor environment, we can
change that and thereby increase his intelligence.
If intelligence is genetically based, it is unchange­
able. Neither of the above statements is necessarily
true. Severe environmental deprivation can inflict
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permanent damage (see Ausubel, 1968, p. 246).
And even if the damage is not necessarily perma­
nent, it does not follow that we know enough
about how to manipulate the environment to suc­
ceed in reversing the damage. Likewise, genetic
does not mean unchangeable. A classic example is
the low intelligence resulting from phenylketon­
uria (PKU), a gene-based disease. Special diets low
in the amino acid phenylalanine prevent the ac­
cumulation of toxic metabolic products in the
brain, and intelligence can develop to a fairly nor­
mal level. Remember, high heritability of a trait
should not be automatically equated with a low
level of modifiability. Nevertheless, as Scarr
(1981) pointed out:

The myth of heritability limiting malleability seems
to die hard (p. 53).

Social Class, Race, and Intelligence It has
long been known that relationships exist between
social class and intelligence and race and intelli­
gence. The reasons for these relationships have
been much debated. The linkages conceivably
could be due to genetic factors, environmental fac­
tors, test bias, or any combination of the three.

In 1968, Jensen (1968b) published "Social
Class, Race, and Genetics: Implications for Edu­
cation." In 1969, he published an invited paper on
the same general topic (jensen, 1969a). These pa­
pers caused more public controversy among edu­
cators and psychologists than any other two arti­
cles in recent history. The subsequent issue of the
Harvard Educational Review carried rebuttals by
other psychologists and a rejoinder by Jensen.
The whole series of papers was reprinted in a pa­
perback (Harvard Educational Review, 1969).
Other references on this topic are Jensen (1970b,
1973~ b, 1980, 1985), Eysenck (1971, 1979,
1984), Herrnstein (1971), Gage (1972), Block and
Dworkin (1974a, b), Kamin (1974), and Cronin et
al. (1975). As Loehlin et al. (1975, P: 3) pointed
out, when questions on social class, race, and in­
telligence are examined in a society riddled with
unresolved tensions in these areas, "it is not sur-

prising that the result should be a massive polemic
in which personal conviction and emotional com­
mitment often have been more prominent than ev­
idence or careful reasoning." It is difficult to dis­
cuss the controversy raised by the Jensen papers,
especially in a brief space, without being misun­
derstood-and we certainly do not wish to be mis­
understood on such an important and emotional
issue. Jensen's original papers were scholarly re­
views of the available evidence on causes of intel­
lectual differences. Jensen came to the conclusion
that within the white race, the heritability index
(the proportion of variance on intelligence test
scores due to genetic reasons) is about 0.80. This
heritability index is higher than what most re­
searchers currently believe.

Correlations between socioeconomic status
(SES) and scores on intelligence tests within a race
are typically around 0.3 (see Coleman et al., 1966;
Jensen, 1980). This is not as high as many people
seem to believe. Most psychologists believe that at
least part of this correlation is due to genetics.
That is, groups differing in SES would, on the av­
erage, differ in their genetic endowment of intel­
ligence. For example, in a survey of measurement
experts, 65 percent attribute the SES differences
in intelligence to genes and environment, and only
14 percent think environmental variation is a com­
plete explanation (Synderman & Rothman, 1986).

The major types of evidence supporting the po­
sition that differences in SES are related to genetic
differences in intelligence are, of course, indirect
but include such findings as (1) children who score
lower on intelligence tests than their fathers go
down in social class, whereas those who score
higher go up in social class (Waller, 1971); and (2)
childhood intelligence determines about three
times more of the variance of adult educational
level than the father's educational and occupa­
tionallevels combined (Li, 1975).

Briefly, the rationale for the belief that SES is
related to genetic differences in intelligence is as
follows: If social mobility is in part a function of
individual differences in ability, which in turn are
in part genetically based, then status differences
will tend to be associated with genetic differences.



As Loehlin et al. (1975, p. 167) pointed out, this
is not (contrary to what some people think) an as­
sertion of hereditary castes, as in an aristocracy. It
is quite the opposite, since social mobility is the
key to the genetic sorting-out process in each gen­
eration.

In general, the position on the relationship be­
tween SES and intelligence has not been attacked
by psychologists (Eckland, 1967; Gottesman,
1968; Herrnstein, 1973). However, some social
critics seem to feel that intelligence tests serve the
(perhaps intentional) purpose of preserving social
class privileges (see Bowles & Gintis, 1974). This
criticism, of course, ignores evidence such as that
presented by Waller and Li. Further, it ignores
one of the original purposes of such tests. Origi­
nally, testing was cherished by those who hoped
test use would result in birth, family, wealth, and
connections counting for less and merit counting
for more. Indeed, the evidence shows that is what
has occurred.

The issue of the causes of the relationship be­
tween race and intelligence is much more contro­
versial. Jensen, for example, argued as follows:

There is an increasing realization among students of
the psychology of the disadvantaged that the discrep­
ancies in their average performance cannot be com­
pletely or directly attributed to discrimination or in­
equalities in education. It seems not unreasonable, in
view of the fact that intelligence variation has a large
genetic component, to hypothesize that genetic fac­
tors may playa part in the picture. But such an hy­
pothesis is anathema to many social scientists. The
idea that the lower average intelligence and scholas­
tic performance of Negroes could involve, not only
environmental, but also genetic, factors has indeed
been strongly denounced (e.g., Pettigrew, 1964). But
it has been neither contradicted nor discredited by
evidence.

The fact that a reasonable hypothesis has not been
rigorously proved does not mean that it should be
summarily dismissed ... the preponderance of the
evidence is, in my opinion, less consistent with a
strictly environmental hypothesis than with a genetic
hypothesis, which, of course, doesnot exclude the in­
fluence ofenvironment or its interaction with genetic
factors [italics added] (l969a, p. 82).
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Some people have agreed with Jensen, and
some have attacked his position with vigor. Many
did not see how evidence on heritability could
provide a basis for social or educational policy.
Cronbach stated that Jensen "does not see that, in
writings for educators, it is pointless to stress he­
redity. The educator's job is to work on the en­
vironment; teaching him about heredity can do no
more than warn him not to expect easy victories.
Heritability of individual differences is not his
concern" (1969, p. 197).

Jensen countered this point as follows.

I submit that the research on the inheritance of men­
tal abilities is relevant to understanding educational
problems and formulating educational policies. For
one thing, it means that we take individual differ­
ences more seriously than regarding them as super­
ficial, easily changed manifestations of environmen­
tal differences (1969a, p. 239).

Anastasi (1973), who leans toward the environ­
mental position, agreed with Jensen on the impor­
tance of the topic. "It is only through a clear un­
derstanding of the operations of hereditary and
environmental factors in behavior development
that we can contribute toward effective decisions
for the individual and for society" (p, 9).

Those interested in further exploring opinions
on this topic should refer to Mackenzie (1984)
and Loehlin et al. (1975). Several reviewers have
considered the work of Loehlin and colleagues to
be one of the most comprehensive and balanced
reviews of the race and intelligence issue so far
published. Their "final" conclusions are as fol­
lows:

1. Observed average differences in the scores of
members of different U.S. racial-ethnic groups on
intellectual-ability tests probably reflect in part
inadequacies and biases in the tests themselves, in
part differences in environmental conditions
among the groups, and in part genetic differences
among the groups. It should be emphasized that
these factors are not necessarily independent, and
may interact.

2. A rather wide range of positions concerning the
relative weight to be given these three factors can
reasonably be taken on the basis of current evi-
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dence, and a sensible person's position might well
differ for different abilities, for different groups,
and for different tests.

3. Regardless of the position taken on the relative
importance of these three factors, it seems clear
that the differences among individuals within ra­
cial-ethnic (and socioeconomic) groups greatly
exceed in magnitude the average differences be­
tween such groups (Loehlin et al., 1975, p. 239).

These conclusions are followed by what the au­
thors believed to be several social and public pol­
icy implications. Two of these are as follows:

1. Given the large overlap in ability distributions, it
would be both unjust and incorrect to label indi­
vidual members of one group as inferior to mem­
bers of another.

2. Although measured intelligence is an important
variable, we must always remember that it is very
far from being all-important in determining what
life will be like for most persons in the United
States at the present time. It is easy to make too
much of these differences-whatever their ori­
gin.

In the survey of 661 testing experts mentioned
earlier, "fifty-three percent believe that genes and
environment are both involved in the black-white
difference, compared to only 17 percent who at­
tribute the cause entirely to the environment"
(Snyderman & Rothman, 1986, p. 90). Thirty per­
cent did not feel there was sufficient evidence to
reach any conclusion. (The authors of this text
place themselves in this last category.)

Of course, the majority opinion, even among
experts, is not the criterion for truth. These be­
liefs "represent no more than subjective state­
ments of plausibility" aensen, 1986, p. 314).
Some will probably argue that such beliefs only
prove the prevalence of racism among testing ex­
perts. And that could be true. But we doubt it. As
Synderman and Rothman pointed out, experts are
presumably more influenced by empirical litera­
ture than by more subjective considerations; the
respondents were left-of-center politically, and
demographics such as ethnicity and childhood
family income were poor predictors of expert
opinion.

We will close by stressing strongly that there
is no scientific proofof genetic black-white differ­
ences in intelligence. There is very good evidence
that environment affects intellectual development
and that the environments of blacks and whites
have been unequal. Finally, whatever the basis for
group differences, there is much incontestable ev­
idence that there is a considerable overlap be­
tween groups. Jensen himself argues strongly that'
his paper is concerned only with group differ­
ences. Every psychologist knows that we cannot
draw any definite conclusions about an indivi­
dual's intelligence on the basis of race or socio­
economic class. Unfortunately, some individuals,
including teachers and counselors, do this; but it
is hoped that readers of this book will not be
among those. A wider discussion of how this
problem affects testing and what steps have been
taken to attempt to adjust for cultural differences
is found in a later section ("Culture-Fair Tests of
Intelligence") and in Chapter 22.

Stability of Intelligence

Because intelligence is now generally considered
to be influenced by both heredity and environ­
ment, it logically follows that as a person's envi­
ronment changes, so might his intelligence-or so
at least might his score on an intelligence test,
which is an operational definition of intelligence.

The extent to which intelligence is a stable or
variable construct is very important. If there were
no stability to intelligence test scores, then the test
would be a useless instrument. On the other hand,
if intelligence test scores were completely stable,
then we might adopt fatalistic attitudes concerning
a student's educational prognosis.

Research findings suggest that intelligence test
scores are very unstable during the early years of
a person's life. (See Bloom, 1964, pp. 52-94; and
McCall, Appelbaum, & Hogarty, 1973, for excel­
lent reviews of the longitudinal research.) Bayley
(1949) found no relationship between intelligence
measured at age 1 and age 17. Generally, pre­
school tests administered after the age of 2 have



moderate validity in predicting subsequent intel­
ligence test performance, but infant tests have al­
most none (see, e.g., McCall, Hogarty, & Hurl­
burt, 1972).

Certainly, the tested intelligence ofvery young
children is quite unstable. 1 It is hard to know
whether this instability is primarily caused by im­
precise measuring instruments, trait instability, or
both. With increased age, the stability of intelli­
gence test performance increases rapidly. Bayley
(1949) found a correlation of 0.71 between mental
age at age 4 and at age 17. "This justifies our tak­
ing preschool IQ's seriously" (Cronbach, 1970, p.
231). In general, longitudinal studies have sug­
gested that intelligence is a fairly stable character­
istic after age 5. Bayley (1949) found the correla­
tions between intelligence test scores at ages 11
and 17 to be +.92.

Most of the research on the stability of intelli­
gence has used individual intelligence tests. Lon­
gitudinal research using group verbal and nonver­
bal tests shows that (1) below age 10, stability in
group test scores is less than for individual tests,
(2) verbal group test scores are more stable than
nonverbal scores, and (3) after grade seven there
is hardly any difference between the stability of in­
dividual and group verbal tests (Hopkins &
Bracht, 1975).

In spite of the reasonably high stability coeffi­
cients for groups of children, individuals may
show considerable growth or decline in intelli­
gence test scores. Honzik, Macfarlane, and Allen
(1948) reported that between ages 6 and 18, the
scores of 59 percent of the children changed by
15 or more IQ points. Studies such as this should
impress upon us the fact that, although scores on
intelligence tests are reasonably stable and there­
fore useful as guides in both short- and long-term

1Data such as these have led one colleague to suggest that the
best estimate we can obtain of a young child's intelligence is to
take the average of the parents' intelligence. One would not
have to lean heavily toward the hereditarian position to make
this statement. Familial characteristics may be just as much due
to environment as to heredity.
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decision making, scores can and do fluctuate, and
permanent decisions (or labeling) should not be
made solely on the basis of intelligence test per­
formance.

Several books (see, e.g., Engelmann & Engel­
mann, 1968) and a few research studies (see Pines,
1969) have suggested that through proper inten­
sive early stimulation, one can succeed in raising
the intelligence of children. One study conducted
by Hunt reported that having mothers of disad­
vantaged children watch the administration of in­
telligence tests and afterward coach their children
on the test items resulted in an average gain of 30
IQ points (Pines, 1969). One must be very careful
about drawing any conclusions from such data.
Biehler offered the following analogy to help clar­
ify the point.

Assume ... that a particular child has extremely poor
vision. If you helped this child memorize the mate­
rials used in testing his vision, would you be improv­
ing his sight? With training he could pass the test
with a perfect score, but would he see any better?
What might happen if on the basis of the test the
child was placed in a situation in which he had to
have perfect vision? Would he be able to perform
satisfactorily? Or would it make sense to get an ac­
curateestimate ofhis sight and assist him to make the
most of the actual vision he possessed? (Biehler,
1971, p. 447).

Besides the problem of teaching to the test,
there has been some professional concern about
the adequacy of the research and the inability to
replicate the studies showing that early interven­
tion produces any major changes in intelligence
test scores. Also, there have been reservations ex­
pressed regarding "the ease with which tentative
information may become virtual fact" (Sommer &
Sommer, 1983, p. 983). For example, the Milwau­
kee Project, begun in the late 1960s, reported an
average difference of 24 IQ points between an ex­
perimental group and a matched comparison sam­
ple of children who had not been given an enrich­
ment program. An investigation by Sommer and
Sommer showed that this research was widely dis­
cussed in textbooks, even though the original find­
ings were never subjected to journal review and
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have not been replicated. Moreover, according to
a review by Herrnstein (1982), the "media seem
unwilling to publish anything that might challenge
the certitude with which editors, politicians,
judges, and others insist that we know how to in­
crease measurable intelligence" (p, 71).

Ignoring the research where there is fairly di­
rect teaching for the test, there is some evidence
suggesting that a marked change in environmental
conditions is needed to affect a test score greatly
after the first five formative years. This is one rea­
son why there has been so much emphasis on pro­
grams such as Project Head Start and Electric
Company and why some say such projects should
not cease after grades one or two.

There has also been some controversy con­
cerning the stability of adult intelligence. Wechs­
ler (1955), testing a cross-sectional sample of
adults, found that the verbal aspects of intelligence
increase until age 30 and then begin gradually to
diminish. However, his method of sampling was
somewhat faulty because the educational levels of
the various age groups were not comparable. The
younger groups had a higher educational level than
the older groups, and this could have accounted
for the differences he found. Bayley (1955), using
longitudinal evidence, concluded that there is con­
tinued intellectual growth until 50. More recent
studies (Nesselroade & Von Eye, 1985; Schaie,
1983; Schaie & Hertzog, 1986) suggest that dec­
rements are unlikely until well past 60 but have
been found by age 74 (Anastasi, 1988). A safe con­
clusion would be that general intellectual func­
tioning does not automatically decrease with age.
The environment of the adult may serve to in­
crease or decrease his intellectual performance;
but barring health problems, the 60- or 70-year­
olds may well have as much intellectual ability as
they had at age 25. Of course, we do not mean to
deny the evidence suggesting that if one lives long
enough, decrement in at least some intellectual
characteristics is likely to occur. But decrement is
not a necessary concomitant with aging and is not
caused by aging per se (see Baltes & Schaie, 1976;
Horn & Donaldson, 1976; Schaie & Hertzog,
1986).

Intelligence, Aptitude, Ability, or
Achievement

The terms aptitude, ability, intelligence, and
achievement are used interchangeably by some,
while others suggest that subtle shades of meaning
distinguish them. The first three terms are usually
considered to have the most meaning in common.

The distinction between the terms aptitude and
intelligence is not at all clear, but some distinctions
have been made on two separate bases. One dis­
tinction that has been made is whether the mea­
sure we obtain is considered a general measure. If
so, the test is frequently called an intelligence test.
If the test measures multiple or specific factors, it
is more likely termed an aptitude test. Thus, we
might conceptualize different measures of intelli­
gence (aptitude) as lying on a continuum-with
global measures falling at one end and specific or
multiple measures at the other. At some point
along the continuum, we could arbitrarily change
the label of the construct we are measuring from
intelligence to aptitude. Although this scheme has
been suggested by some, it certainly is not univer­
sally followed. It does present some difficulties be­
cause some tests are considered measures ofa gen­
eral factor, yet report subscores.

Another distinction between the meaning of
the two terms has a historical basis. During the
time intelligence tests were first being developed,
psychologists thought of intelligence as being an
innate characteristic not subject to change. This
assumption is invalid. However, the term intelli­
gence unfortunately still connotes complete innate­
ness to some people. To avoid the implications of
innateness, many test-makers prefer to use the
term aptitude. Because aptitude tests are most use­
ful in predicting future school success, some have
suggested that the phrase scholasticaptitude tests is
the most honest and descriptive. Others prefer to
refer to all such tests as measures of learning abil­
ity.

Test publishers seem to generally agree with
those who prefer to use the terms with a more nar­
row meaning. For example, the Otis-Lennon School
Ability Test was previously referred to as the Otis-



Lennon Mental Ability Test. The Cognitive Abili­
ties Test was previously called an intelligence test,
and the Short Form Test ofAcademic Aptitude was
previously called a mental maturity test (Lennon,
1980) . Yet, as Lennon (1980) pointed out, "There
is a certain equivocation or ambivalence on the
part of their [the tests'] authors as to whether the
tests continue to be intelligence or mental ability
tests, or should be regarded only as measures of
school learning ability" (p. 3).

Whether aptitude and achievement should be
thought of as separate concepts has been the sub­
ject of much debate. Kelley defined the jangle fal­
lacy as "the use of two separate words or expres­
sions covering in fact the same basic situation, but
sounding different, as though they were in truth
different" (1927, p. 64). He believed that intelli­
gence and achievement tests were examples of the
jangle fallacy. Many other psychologists from his
time to the present also believe that the two types
of tests are quite similar. Carroll, however, notes
that we must distinguish between aptitude as a
construct and indicants of aptitude. He stated that

it is difficult to see why there should be any great
difficulty in distinguishing between aptitude and
achievement as concepts . . . if aptitude for a learning
task is measured prior to an individual's engaging in
a task, and if achievement on the task is measured
after a given amount of exposure to the learning task,
the concepts of aptitude and achievement are opera­
tionally distinguishable (Carroll, 1974, P: 287).

Whether or not, or to what extent, the mea-
sures of aptitude and achievement differ is more
debatable. There is certainly no hard-and-fast rule
that allows us to distinguish an achievement test
from an aptitude test by cursory examination of
the test format. Further, both tests do measure be­
havior, and the behavior measured is acquired
rather than innate. However, aptitude and
achievement tests do frequently differ along sev­
eral dimensions.

1. General aptitude tests typically have broader
coverage than achievement tests.

2. Achievement tests are more closely tied to par­
ticular school subjects.
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3. Aptitude test items are more likely to be ones
that are dependent upon maturational level
(such as copying a diamond) than achievement­
test items.

4. Achievement tests typically measure recent
learning, whereas aptitude tests sample learn­
ing from all times in the individual's past.

S. Studies generally show that aptitude tests have
higher heritability indices than achievement
tests.

6. Aptitude test scores are more resistant to
short-term efforts to hasten their growth.

7. The purpose of aptitude tests is to predict fu­
ture performance; the purpose of achievement
tests is to measure the present level of knowl­
edge or skills.

Bond (1989) illustrated some distinctions be­
tween aptitude and achievement tests by referring
to the SAT. For example, the SAT quantitative
section rarely requires mathematical knowledge
that goes beyond one year of algebra and one se­
mester of geometry. What makes it difficult is the
reasoning ability it requires (cognitive psycholo­
gists refer to it as the procedural use ofdeclarative
knowledge). This reasoning ability is difficult to
teach.

With respect to point seven above, it has often
been said that the best way to predict future per­
formance is to examine past performance. If this
is true and if aptitude tests are able to predict fu­
ture scholastic success, how do they differ from
achievement tests? The common distinction that
achievement tests measure what a pupil has
learned (or past learning activities) and that apti­
tude tests measure ability to learn new tasks (or
future performance) breaks down if past learning
is the best predictor of future learning.

Thus, some people suggest that the difference
is not in what the tests do but in the author's pur­

.pose and method of constructing the test. (For ex­
ample, an "aptitude" test designed to predict fu­
ture performance might use an external criterion
in the item analysis of the items in the pilot study
instead of the total test score that is likely to be
used in an achievement test.) A certain achieve-
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ment test may be a better predictor than a partic­
ular aptitude test for some specified purpose. If,
however, the author originally constructed the test
for the purpose of predicting future performance,
then the test is called an aptitude test. If the pur­
pose of the author was to measure recent learning,
then the test is considered an achievement test,
even though it may well be a very successful pre­
dictive instrument.

Aptitude and achievement tests are sometimes
classified according to the degree to which the
tasks within a test are dependent upon formal
school learning. The distinction is a matter of de­
gree. Some aptitude tests are more like achieve­
ment tests than others. As the test tasks become
more and more dependent upon specific educa­
tional instruction, the test becomes more and
more an achievement test. Thus, we have a con­
tinuation of the distinction between the terms
achievement and aptitude on the innate-environ­
mental continuum. Being more dependent upon
specific school instruction, achievement tests are
more environmentally influenced than aptitude
tests.

In Chapter 11 we mentioned that publishers of
some tests provide expectancy scores. These are
derived scores that indicate the expected score on
an achievement test based on a scholastic aptitude
test score. Discrepancy scores are sometimes
computed showing the difference between actual
achievement and expected achievement. This in­
formation may be useful for evaluation purposes.
Publishers providing such scores should be using
aptitude measures that are as independent of spe­
cific instruction as possible. Further, they need to
explain carefully in their manuals the differences
they perceive in the two constructs and the (typi­
cally low) reliability of the discrepancy scores.

In summary, several possible distinctions have
been suggested between aptitude tests and
achievement tests. An author whose purpose is to
develop a predictive instrument will no doubt call
it an aptitude test. If the purpose is to develop an
instrument to measure past performance, it will be
called an achievement test. For the latter goal, the
test items will be based on past school instruction;

for the former goal, that mayor may not be the
case. However, regardless of what an author calls
a test, its uses may vary. Many achievement tests,
like aptitude tests, are used to predict. This is or­
dinarily quite appropriate. However, aptitude tests
are certainly better at predicting general academic
performance, and, because they typically take
much less time to administer, they do it more ef­
ficiently.

Classification of Aptitude Tests

Aptitude tests can be classified in a variety of
ways. For purposes of discussion, aptitude tests
are subdivided into four categories: (I) individ­
ually administered tests that give a general mea­
sure of intelligence' (or aptitude); (2) group-ad­
ministered tests that give a general measure of
aptitude; (3) tests that give measures of multiple
aptitudes; and (4) tests that are measures of some
specific kind of aptitude.

Individuals are often looking for a single mea­
sure of ability that will enable them to make a gen­
eral prediction about future vocational or educa­
tional success. Tests of general intelligence best
suit this purpose. For those wishing to make dif­
ferential predictions, a multiple aptitude test might
be better. If they wish to predict success in a spe­
cific vocation or course, a specific aptitude test
may be most appropriate. The following four sec­
tions are devoted to consideration of the four cat­
egories just mentioned.

INDIVIDUALLY ADMINISTERED
TESTS OF GENERAL INTELLIGENCE
iAPTITUDE) _

For the most part, educational institutions, busi­
ness, and industry make use ofgroup tests of scho-

2The use of the term intelligence in no way implies that the
authors of this book believe that intelligence-test scores are
solely measures of an innate characteristic. We know that is
not true.



lastic aptitude. However, it is occasionally more
appropriate to administer an individual intelli­
gence test. All individual tests are valuable as clin­
ical instruments. An examiner can observe the ex­
aminees' approach to problem solving, their
reaction to stress, and their general test-taking be­
havior patterns, thereby having the opportunity to
gain valuable information. Individual administra­
tion allows the examiner not only to observe more
closely but also to arrange the testing conditions
so that the examinee can perform his or her best.
With individual administration, examiners can
better establish appropriate rapport with the ex­
aminees and instill in them the proper motivation.

The most popular individual intelligence tests
are the Stanford-Binet and the various Wechsler
tests. A fairly new test, the Kaufman-ABC, is
being heavily promoted and shows promise of be­
coming quite popular. These instruments, as well
as examples of some infant and preschool scales
and some performance scales, are discussed in this
section. However, because this book is designed
to serve only as an introduction to standardized
tests, these individual tests are not covered in any
detail. For fuller coverage of individual intelli­
gence tests, see Anastasi (1988). Proper adminis­
tration of individual tests requires a great deal of
training. To be adequately trained, a person needs
a basic knowledge of psychology, in addition to at
least one course in individual testing with much
practice under supervision.

Stanford-Binet

The present Stanford-Binet test is an extensively
revised outgrowth of the original Binet-Simon
Scales. As previously mentioned, Binet was con­
vinced that measures of simple sensory and motor
processes were of little value as measures of intel­
ligence. When Binet was charged with the task of
identifying the mentally deficient children in the
Paris schools, he collaborated with Simon to pub­
lish the 1905 scale, which consisted of 30 tasks of
higher mental processes arranged in order of dif­
ficulty. This scale was revised in 1908, and the
tasks were grouped into age levels. Thus, the
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score of a child could be expressed as a mental age.
The test was again revised in 1911.

Although several American revisions of these
scales were published in the United States, the one
that gained the most popularity was the Stanford
revision, published in 1916 (Terman, 1916). A
second Stanford revision appeared in 1937, and a
third revision in 1960 (Terman & Merrill, 1937,
1960). A new set of norms was published for the
third edition in 1972.

The fourth edition of the Stanford-Binet Intel­
ligence Scale (SB4) was published in 1986 by Riv­
erside Publishing Company. The authors of the
new revision are Robert L. Thorndike, Elizabeth
P. Hagen, and Jerome M. Sattler, all well-known
leaders in the measurement of intelligence. The
fourth edition is built on a model of intelligence
that allows for an analysis of the pattern as well as
the overall level of an individual's cognitive de­
velopment. The theory is similar to both Vernon's
(1961) and Cattell's (1963) theories discussed ear­
lier. The test is based on a three-level hierarchical
model with a general reasoning factor (g), three
broad factors (crystallized abilities, fluid-analytic
abilities, and short-term memory), and three more
specific factors (verbal reasoning, quantitative rea­
soning, and visualization). There are a total of 15
tests for the fourth edition-9 have evolved from
previously used item types, and 6 tests are based
on new item types. Figure 15.1 depicts the theo­
retical model and the 15 different tests. Separate
scores are available for each of the 15 tests plus a
verbal reasoning score, an abstract/visual reason­
ing score, a quantitative reasoning score, a short­
term memory score, and a complete composite
score (not every subtest is available for every age).

Reviews on the SB4 are mixed. The SB4 is
considered difficult to administer. While internal
consistency reliabilities are high-especially for
the composite score-there is insufficient infor­
mation on test-retest reliabilities. Factor analyses
suggest the test is primarily a measure of g, and
factor structures are not constant across ages
(Reynolds, Kamphaus & Rosenthal, 1988). For
thorough reviews, see Anastasi (1989), Cronbach
(1989), Reynolds (1987), and Walker (1987).
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Absurdities Equation Building Matrices
Verbal Relations Paper Folding and Cutting

FIGURE .5.. Cognitive Ability Factors Appraised in the Fourth
Edition of the Stanford-Binet.

Bead Memory
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Memory for Digits
Memory for Objects

Wechsler Scales

The first form of the Wechsler Scales, published
in 1939, was known as the W echsler-Bellevue In­
telligence Scale. This scale was specifically de­
signed as a measure of adult intelligence. The
Wechsler Intelligence Scale for Children (WISe)
was first published in 1949 and was revised
(WISC-R) in 1974. The original WISC was de­
signed for ages 5 through 15; WISC-R spans the
ages 6 to 16. In 1955 the W echsler-Bellevue was
revised and renamed the Wechsler Adult Intelli­
gence Scale (WAIS). It was revised in 1981 and is
currently referred to as the W AIS-R. The
Wechsler Preschool and Primary Scale of Intelli­
gence (WPPSI) was first published in 1967 and
was designed for children of ages 4 to 6K It was
revised in 1989 (WPPSI-R) and now covers ages
3 to 7K

WAIS-R

The WAIS-R (for ages 16 to 74) is composed of
eleven subtests grouped into two scales: Verbal
and Performance. The Verbal scale consists of six
subtests: Information, Digit Span, Vocabulary,
Arithmetic, Comprehension, and Similarities. The
Performance scale subtests are Picture Comple­
tion, Picture Arrangement, Block Design, Object
Assembly, and Digit Symbol.

The WAIS-R is considered to give a very re­
liable measure of adult intelligence. The separate

subtests, being quite short, have lower reliabilities.
Because the intent of Wechsler was to get a total
or global measure of intelligence, he suggested
that a profile interpretation of the scales for nor­
mal subjects would not be meaningful. There is
some debate about the use of the subtest scores as
clinical data. Many studies support the usefulness
of the test in predicting various criteria. Unfor­
tunately, validity data are not included in the man­
ual.

WISC-R

The WISC-R (for ages 6 through 16) follows the
same format as the WAIS-R, giving subtest scores
and verbal, performance, and total IQs. The
WISC-R contains 12 subtests. Two of these
(Mazes and Digit Span) are used only as alternates.
The 10 commonly used subtests are Information,
Similarities, Arithmetic, Vocabulary, Comprehen­
sion (these comprise the verbal scale), Picture
Completion, Picture Arrangement, Block Design,
Object Assembly, and Coding (these make up the
performance scale). Actual administration alter­
nates Verbal and Performance subscales. The
norms sample for the WISC-R was stratified on
age, sex, race, geographic region, and occupation
of head of household. Like the WAIS-R, no valid­
ity data are in the manual. The WISC-R perfor­
mance scale has been standardized for deaf chil­
dren.



WPPSI-R

The WPPSI-R (for ages 3 to 7%) contains 12 sub­
tests, 2 of which are alternates. Nine of these are
downward extensions of WISC subtests. Sen­
tences replace Digit Span in the Verbal section,
and Animal Pegs and Geometric Design replace
Picture Arrangement and Coding in the Perfor­
mance section.

Kaufman ABC (K-ABC)

The Kaufman Assessment Battery for Children
(K-ABC), published by American Guidance Ser­
vice in 1983, is an individually administered test
for children from ages 2% to 12% years. It is some­
what different in scope, format, and process from
the Stanford-Binet and Wechsler Scales. The K­
ABC provides standard scores for four global
areas: sequential processing, simultaneous pro­
cessing, mental processing composite (sum of pre­
vious two), and achievement. The distinction the
authors make between the mental processing and
achievement scales is much like Cattell's (1971)
distinction between fluid and crystallized abilities
(see p. 308).

There are a total of 16 subtests across the var­
ious ages, but a maximum of 13 is administered to
anyone child. The total set of subtests is as fol­
lows:

Sequential Processing Scale
Hand Movements, Number Recall, Word Order

Simultaneous Processing Scale
Magic Window, Face Recognition, Gestalt Clo­
sure, Triangles, Matrix Analogies, Spatial Mem­
ory, Photo Series

Achievement Scale
Expressive Vocabulary, Faces & Places, Arithme­
tic, Riddles, Reading/Decoding, Reading/Under­
standing

The K-ABC provides national percentile ranks
and stanines, subtest age equivalent scores, arith­
metic and reading grade equivalents, and sociocul­
tural percentile ranks.

The K-ABC has met with mixed reviews. Meh­
rens (1984b) felt it was a good test. His review
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noted some particularly noteworthy features in­
cluding (1) the theoretical bases for the test, (2)
the completeness of the manuals, and (3) discus­
sions on the statistical significance and psycholog­
ical significance of difference scores. Some limi­
tations Mehrens listed had to do with (1)
incomplete normative data, (2) the lack of any
long-term stability reliability data, (3) lack of clar­
ity in how to use the sociocultural norms, and (4)
a lack ofdefinition of bias. (The authors imply that
bias is differences in means across ethnic groups.)

Hopkins and Hodge (1984) give the K-ABC a
somewhat more negative review and conclude that
the "K-ABC fails in its attempt to improve on cur­
rent measures, and may not have done as well" (p.
107).

The fall 1984 issue of The Journal ofSpecialEd­
ucation is devoted to a close look at the K-ABC.
This issue, as well as the reviews in the Ninth
Mental Measurement Yearbook, should be con­
sulted by those who have a special interest in this
test.

Individual Performance Scales

An intelligence test is called a performance test if
the tasks require a manipulation of objects, (e.g.,
making geometrical configurations with blocks)
rather than an oral or written response. This type
of test is most helpful in assessing the level of in­
tellectual functioning for people who have lan­
guage or communication difficulties. Those who
speak only a foreign language, who are deaf or il­
literate, or who have any type of speech or reading
disability are unable to perform adequately on the
instruments discussed in the preceding section. In
some instances, then, performance scales must be
used as replacements for other tests. It should be
pointed out, however, that performance scales
were originally conceived as supplements to,
rather than substitutes for, the more verbally
weighted tests.

Some examples of performance scales are the
Pintner-Patterson Scale, the Cornell-Coxe Scale,
the Arthur Point Scale of Performance Tests, the
Cattell Infant Intelligence Scale, the Merrill-
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Palmer Pre-School Performance Tests, and the
Leiter International Performance Scale. Although
a variety of tasks can be, and are, used, some of
the more commonly used subtests require (1) ma­
nipulating small objects to form designs, (2) trac­
ing and copying, (3) solving mazes or puzzles, (4)
following simple directions, and (5) completing
form boards.

Performance scales are most useful with young
children and/or the mentally retarded, because
verbal tests are not very accurate for these groups.
Although scales of this kind can be very helpful in
assessing the level of intellectual functioning, they
are not very predictive of immediate scholastic
success and are, therefore, seldom used in the
schools. J If they are used, they should be given
only by qualified personnel.

Infant and Preschool Mental Tests

As mentioned earlier, the measures of intelligence
prior to age five do not correlate very well with
the measures obtained at a later point in a person's
life. McCall's (1980) summary suggests that
scores from tests given during the first six months
of life essentially are uncorrelated with later
scores. The low correlations are not entirely due
to imprecision of the measuring instruments.
(Split-half and alternate form reliabilities of the
tests used at early ages are reasonably high.) The
low correlations between earlier and later testings
of intelligence are also caused by the instability of
the construct of intelligence from early childhood
to adult and/or the nonidentity of the constructs
being measured.' That is, the change in intelli­
gence test scores may occur because the construct
of intelligence is affected radically by environmen-

'Performance tests measure abilities that are somewhat differ­
ent from those measured by verbal tests such as the Stanford­
Binet. Correlations between verbal and performance tests
range from 0.50 to 0.80.
"Because the constructs measured at two different ages may,
indeed, be different, many people would speak of the low cor­
relation over time as a lack of validity rather than a lack of sta­
bility reliability.

tal conditions; or the change may occur because
the tasks on intelligence tests, being different at
different age levels, actually measure different as­
pects of intelligence; or the changes may occur be­
cause of a combination of these and other factors
that are continually interacting. Is, then, a change
in score due to a qualitative or to a quantitative
change in mental functioning? The question is a
difficult one to answer, and the answer one gives
depends in part upon which theory of the struc­
ture of intellect she accepts (Stott & Ball, 1965).

Doing experimental research and armchair phi­
losophizing on the reasons for the low correla­
tions may be enjoyable and beneficial to the ex­
perimental and theoretical psychologists. Yet
practitioners have a legitimate point if they ques­
tion the value of early testing. Because early intel­
ligence testing does not allow us to do an accurate
job of predicting future development, the use must
be justified on the basis of measuring present de­
velopmental status. That is, these tests are really
similar to achievement tests, and their use must be
justified, if possible, on that basis.

Because the nonspecialist will not be involved
with infant testing, these kinds of tests will not be
reviewed here. However, there are many such
tests. One survey lists 61 tests for infants (Karoff
& Reuter, 1979). The Stanford-Binet, WPPSI-R,
and Kaufman ABC are some of the most popular
tests for children under 6. The McCarthy Scales
of Children's Abilities is appropriate for children
from ages 2~ to 8~ years. The McCarthy Screen­
ing Test, adapted from the McCarthy Scales of
Children's Abilities, is specifically designed to
help schools identify children between 4- and 6~­

years-old who are likely to need special educa­
tional assistance. Other tests used are the Bayley
Scales of Infant Development, the Boehm Test of
Basic Concepts-Preschool Version, the BRIG­
ANCE Preschool Screen, the Cattell Infant Intel­
ligence Scale, the Columbia Mental Maturity
Scale, the Gesell Developmental Schedules, the
Goodenough-Harris Drawing Test, the Kaufman
Infant and Preschool Scale, the Merrill-Palmer
Scales, the Peabody Picture Vocabulary Test, and
the Pictorial Test of Intelligence.

,.



Summary of Individual Tests

The field of individual intelligence testing is dom­
inated by five tests: The Stanford-Binet, the
WAIS-R, the WISC-R, the WPPSI-R, and the K­
ABC. These tests are technically sound and are
useful both as predictors of future academic suc­
cess and as clinical assessment devices. In compar­
ing individual tests with the group tests to be dis­
cussed, we find that the major disadvantages are
that individual tests are expensive to give and re­
quire a highly trained administrator. The major
advantages are: (1) individual tests are generally
more reliable; (2) they are potentially more useful
in clinical settings-a qualified administrator can
learn more about a person from an individual test
than a score indicates; (3) they can be used with
individuals who may be unable for reasons of shy­
ness, reticence, or anxiety to perform validly on a
group test; and (4) although many individual tests
are highly verbal, they do require considerably less
reading ability than most of the group tests to be
discussed in the following section.

GROUP TESTS OF GENERAL
APTITUDE

As mentioned earlier, educational institutions,
businesses, and industry use group aptitude tests
far more extensively than individually adminis­
tered intelligence tests. Although in many schools
the actual tests may be administered by a counselor
or someone else with advanced training and in in­
dustry by an industrial!organizational psycholo­
gist, most group tests are designed so that any
teacher with in-service training should be capable
of the administrative task.

Many group tests designed to give a measure of
general aptitude actually give scores on two sub­
tests. These may be given such titles as verbal and
nonverbal scales or language and performance
scales. In considering the use of subscores, one
must keep in mind the continuum from global to
specific measures mentioned earlier. It is always
hard to know just when to consider a test a mea-
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sure of general aptitude and when to consider it a
measure of multiple aptitudes. The classification is
not solely dependent upon the number of sub­
scores. The author's definition of aptitude or in­
telligence and the method of constructing the test
are primarily what determines the classification.

Most authors of tests that have two subscores,
such as verbal and nonverbal, are really attempting
to measure the same construct (general cognitive
ability or scholastic aptitude) with two separate
procedures rather than attempting to obtain mea­
sures of two separate aptitudes. Tests giving a
whole series of subscores are typically attempting
to measure different aspects of intelligence and are
referred to as multifactor aptitude tests. These are
considered in the following section. In this sec­
tion, we discuss the tests that are group-adminis­
tered and are considered as measures of general
aptitude, even though they may report more than
one score.

Group tests are usually classified according to
grade or age level. Some tests have different levels,
each level being appropriate for certain grades.
For school purposes, there are advantages to using
such tests. The same construct is being measured
at all levels of the tests, and norm groups are cho­
sen to be comparable from one level to another.
This permits comparison of measures obtained
over a period of time.

It is impossible to list all appropriate group
tests for each grade level. Because most group
scholastic aptitude tests measure essentially simi­
lar skills (verbal and nonverbal), we discuss only a
few of the more commonly used tests. Finally, a
short subsection on culture-fair tests is included.

Primary and Elementary Level (Grades
K-8) Group Aptitude (Intelligence)
Tests

Although some individually administered tests at­
tempt to measure the intelligence of very young
children, group tests should ordinarily not be used
for children under age 5 (preschool children). Be­
cause children of this age have difficulty following
the detailed directions necessary for group-testing



324 STANDARDIZED EVALUATION PROCEDURES

procedures, they need individual supervision. For
five- and six-year-olds, group testing is feasible,
but it is necessary to keep the number within a
group as small as possible. It is suggested that no
attempt be made to administer tests at the primary
level to groups of more than 10 to 12 children.

Actually there is some difference of opinion on
whether it is worthwhile to give aptitude tests to
children in the very early grades. If only a few
children are to be tested for specific reasons, in­
dividual intelligence tests are often used. Because
the long-range reliability (stability) of these tests
for young children leaves much to be desired, it is
debatable just how useful the scores can be. Some
persons argue that such measures can be helpful to
the teachers in grouping their students. Others
feel that any group should be very flexible and that
scores on an aptitude test serve only the ill-advised
purpose of making educators' decisions too rigid
at this early school level. Decisions about group­
ing should be flexible. Using test information need
not contradict this principle.

At any rate, several group tests are appropriate
for these early grade levels. These tests require lit­
tle or no reading or writing on the part of the stu­
dent. Responses are marked directly on the test
booklets, because it is difficult for young children
to use separate answer sheets. Most of the items
are of the type that require the student to mark the
correct picture (see Figure 15.2).

Tests at the elementary level (grades 4-8) give
more stable results and are, therefore, more useful
than primary-level group tests. The tasks in these
higher levels are generally more verbal. All tests
mentioned below, except for the Boehm, also con­
tain levels suitable for the high school grades.

We have chosen to review one of the tests
mentioned in this section reasonably thoroughly
to illustrate some of the important aspects to con­
sider in test selection and use. Our choice of the
Cognitive Abilities Test (CAT) is not meant to
imply that we consider it the best test available.
We have tried to point out previously in this book
that a test must be evaluated in accordance with its
intended use. No test is best for all possible uses.
The Cognitive Abilities Test is considered to be

technically well constructed, but so are many oth­
ers. The CAT has been chosen as a representative
example of those well-made tests that cover a wide
age range.

Cognitive Abilities Test, Form 4 (CA1)
These tests are authored by Robert Thorndike
and Elizabeth Hagen and published by the River­
side Publishing Company, 1987.

Grade Level and Content. There are two sepa­
rate batteries: the Primary Battery (K-3) (Levels 1
and 2) and the Multi-Level and Separate Level
Editions (grades 3-12) (Levels A-H). Because the
primary tests consist of pictorial materials and oral
instructions, ability to read is not a prerequisite for
accurate assessment. There are separate scores on
the Primary Battery for each of three cognitive
skill areas-each score is based on two subtests­
as follows: Verbal (vocabulary and verbal classifi­
cation); Quantitative (relational concepts, and
quantitative concepts) Nonverbal (figure classifi­
cations and matrices). The authors have attempted
to include tasks that are based on content that chil­
dren of this age group are likely to have experi­
enced but to use this content in a new way. The
test measures the following eight skills and com­
petencies (Thorndike & Hagen, 1987, pp. 6-7):

1. Ability to comprehend oral English
2. Ability to follow directions
3. Ability to hold material in short-term memory
4. Possession of effective strategies for scanning

pictorial and figural stimuli to obtain either
specific or general information

5. Possession of a store of general information
and verbal concepts

6. Ability to compare stimuli and detect similari­
ties and differences in relative size, position,
quantity, shape, and time

7. Ability to classify, categorize, or order familiar
objects

8. Ability to use quantitative and spatial relation­
ships and concepts

The Multi-Level Edition is bound into a single
booklet and grouped into eight overlapping levels.
The Multi-Level Edition also has three batteries
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Part 1. Picture Classification items assess the ability to determine which picture in a set of five pictures does not belong
with the other four.
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Part 2. Picture Analogy items assess the ability to infer the relationship between two pictures and to select the picture that

is related to the stimulus picture in the same way.
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Part 3. Figural Classification items assess the ability to determine, in a set of five geometric figures, which figure does not
belong with the others.
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Part 4. Figural Analogy items assess the ability to infer the relationship between a pair of geometric shapes and to apply

that relationship in selecting a shape that is related to the stimulus shape in the same way.
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Part 5. Pattern Matrix items assess the ability to supply a missing element in a matrix composed of geometric elements.

E • • •• • •• • ? •o •o •o

o
o

Part 6. Series Completion items assess the ability to supply the next step in a geometric series in which each element
changes according to a given rule.

F

000
FIGURE 15.2 Specimen Items from the Otis-Lennon School Ability
Test. (Copyright © 1988 by Harcourt Brace Jovanovich. Inc. All rights reserved.
Reproduced by permlssion.)
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separately administered, each with three subtests:
the Verbal Battery (Sentence Completion, Verbal
Classification, and Verbal Analogies); the Quan­
titative Battery (Quantitative Relations, Number
Series, and Equation Building); and the Nonverbal
Battery, which is entirely pictorial or diagram­
matic (Figure Analogies, Figure Classification, and
Figure Analysis). For most students, the Nonver­
bal Battery is not quite as good a predictor of
school performance as the other two batteries but
is considered more useful than the Verbal Battery
for students who have difficulty in reading or for
whom English is not the first language (Thorndike
& Hagen, Technical Manual, 1987, P: 11).

Types of Scores. All scores are based on two
basic scales: the Universal Scale Score (USS) and
the Standard Age Scale (SAS). The USS is a con­
tinuous scale across all levels. The SAS is a nor­
malized standard score. In addition, percentile
ranks by age and grade and stanines by age and
grade are available.

Norming. The CAT was normed concurrently
with the Iowa Tests of Basic Skills and the Tests
of Achievement and Proficiency in public, Cath­
olic, and private non-Catholic schools. For the
public schools, the sample was quite large (over
160,000 students): stratified by school size (nine
levels), geographical region (four regions), and so­
cioeconomic status (five categories). The sampling
procedure for this test was meticulously planned
and executed. The norm group should be quite
representative of the nation's schoolchildren.
(Most other major publishers take similar care
with their sampling plans for widely used tests.)

Reliability. Internal consistency reliability esti­
mates computed separately for each skill area per
grade for the Primary Battery are around 0.85 to
0.90. The K-R 20 reliabilities for the Multi-Level
Edition cluster around 0.93 for each battery. Stan­
dard errors range from 2.4 to 3.7 raw-score
points. The standard errors in SAS units range
from 3.6 to 6.2 depending upon age or grade.

Stability reliability estimates over a six-month
interval range from 0.72 to 0.92 for the Verbal
Battery, 0.72 to 0.87 for the Quantitative Battery,
and 0.64 to 0.87 for the Nonverbal Battery. Sta-

bility estimates over two- and four-year periods
were in the high 0.70s to the middle 0.80s.

Reliabilities of the difference scores among the
batteries were not reported in the Technical Man­
ual-which is unfortunate, given the authors'
stance that the separate battery scores provide use­
ful intraindividual information.

Validity. Under content validity, the authors
write that the test can be characterized by the fol­
lowing statements and that these characteristics
describe behavior that it is important to measure
for understanding an individual's educational and
work potential:

1. The tasks deal with abstract and general con­
cepts.

2. In most cases, the tasks require the interpreta­
tion and use of symbols.

3. In large part, it is the relationships among con­
cepts and symbols with which the examinee
must deal.

4. The tasks require the examinee to be flexible
in his or her basis for organizing concepts and
symbols.

5. Experience must be used in new patterns.
6. Power in working with abstract materials is

emphasized, rather than speed (Thorndike &
Hagen, 1987, p. 39).

Criterion-related validity evidence includes
correlations with achievement tests and with
school grades. The CAT Verbal Battery generally
correlates (concurrently) with the various subtests
of the Iowa Tests of Basic Skills (ITBS) in the
high 0.70s and low 0.80s. It correlates with the
ITBS composite score in the high 0.80s. The
Quantitative Battery has slightly lower correla­
tions (except with the math subtest of the ITBS).
The Nonverbal Battery has even lower correla­
tions, with the subtest correlations ranging from
the low 0.40s to the high 0.60s, and the correla­
tions with the composite in the 0.60s. Correla­
tions between the CAT and the Tests of Achieve­
ment and Proficiency range from the high 0.60s to
the low 0.80s. Predictions from grade 5 CAT
scores to grade 9 ITBS scores are 0.82 for CAT
Verbal with ITBS composite, 0.77 for Quantita-



tive with composite, and 0.67 for Nonverbal with
composite.

Concurrent validity correlations between CAT
and grade point average range in the low OAOs to
0.60 across grades 5, 7, and 9. The Quantitative
Battery tended to correlate the highest.

Construct-validity evidence was based on a fac­
tor analysis. All subtests loaded most heavily on a
general factor. The verbal subtests also loaded on
the verbal factor and the nonverbal subtests on the
nonverbal factor. The quantitative subtests had
very low loadings except on the general factor.

Interpretation and Use. The final section of this
chapter, "Using Aptitude Test Results," will deal
with the interpretation and use of all the types of
aptitude tests described in this chapter: general,
multifactor, and specific. In discussing here the
uses of the Cognitive Abilities Test, we will men­
tion only three characteristics and explain their
function, rather than outline all possible uses of
the CAT. We do not mean to suggest that no
other group aptitude tests would have' them.

First, the continuous multilevel approach (with
norms showing the comparability of levels) has
two advantages: (1) it allows one to use tests of
appropriate difficulty, and (2) it allows one to ob­
serve an individual's relative intellectual growth
over time.

Second, the Nonverbal Battery, which uses nei­
ther words nor numbers, allows one to make an
estimate of ability that is unaffected by reading
skill and less susceptible to the influences of for­
mal schooling than are the other two batteries.

Third, because both the Iowa Tests of Basic
Skills and the Tests of Achievement and Profi­
ciency are standardized on the same norm group
as the CAT, a comparison between level of
achievement and aptitude is possible.

This fairly thorough review of the CAT was
presented as an example of what you should look
for in choosing a group general aptitude test. The
CAT compares well with other tests of the same
type. We would classify it as one of the better
measures of its kind.

Finally, some readers may wonder why this test
has been classified as a general aptitude test instead
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of a multifactor aptitude test. After all, it does re­
port three separate scores from three separate bat­
teries. As we mentioned earlier, the classification
of some tests is rather arbitrary. In a sense, this
test is a cross between a general and a multifactor
aptitude test; but the confirmatory factor analysis
strongly suggests the CAT measures a general fac­
tor.

Other Examples of General Aptitude Tests
Boehm Test of Basic Concepts-Revised

(Boehm-R)
Otis-Lennon School Ability Test (OLSAT)
School and College Ability Tests, Series III

(SCAT III)
Test of Cognitive Skills (TCS)

High School, College, and Adult-Level
Group Tests

Many tests (such as most of those reviewed above)
have levels appropriate for students from primary
through grade 12. Some are designed for even
higher levels. When choosing a test for a certain
age level, one should be careful to ensure that the
ceiling on the test is adequate. If, for example, a
test is to be administered to a group of above-av­
erage high school seniors, it would be best to use
a test that is designed for college students as well
as high school seniors so that the test has an ade­
quate ceiling.

Two tests, not mentioned above, that are par­
ticularly useful in predicting college success at the
undergraduate level are the American College
Testing Program (ACT) and the College Entrance
Examination Program (SAT) (they are discussed
further in Chapter 21).

Culture-Fair Tests of Intelligence

Intelligence tests have often been severely criti­
cized for their "cultural biases." This term has
been defined in so many ways, however, one can
never be completely sure what the criticism
means. There are three common interpretations of
cultural bias. To some, a test is considered cultur-
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ally biased if different subgroups obtain different
mean scores on the test. To others, a test is cul­
turally biased if it measures different constructs
(or achievements) for different subcultures. Still
others consider the issue of cultural bias in terms
of differential prediction equations and/or differ­
ent selection ratios or success ratios.

Many measurement experts prefer the third def­
inition, since it focuses on the fair use of tests
rather than on the tests themselves. (See Chapter
22 for more information on the fair use of tests.)
Nonmeasurement specialists who are critics of
testing are more likely to use the first definition
(e.g., tests are unfair to blacks if the mean score
for blacks is lower than the mean score for
whites). Measurement specialists are more likely
to prefer the second definition to the first. A test
is biased if it measures something different in dif­
ferent subcultures. Now, a test biased in the sec­
ond sense will probably (but not necessarily) be
biased in the first sense. The logic is much less
compelling in the opposite direction. To clarify
these points, let us use two examples-one of
physical measurement and one of educational mea­
surement.

If we wish to determine how fast people can
run the 100-yard dash, we may measure this by
timing people on this very task. If blacks obtain a
faster mean time than whites (or vice versa), the
measure is biased under the first definition. How­
ever, if the task is measuring the same thing for
both races, it is not biased in the second sense.

If we wish to determine whether the first-grade
children know the rank order of a set of numerals,
we might ask a question such as "Which of the
following numbers represent the least amount: 13,
17, 19, 21?" Ifa lower percentage of Hispanic stu­
dents answer the question correctly than whites,
the test is biased in the first sense. Is it biased in
the second? It depends. If both the Hispanic and
the white students who miss the question do so
because they do not know the concept of ranking
numerals, the question is not biased in the second
sense. If, however, some of the Hispanic students
and none of the whites miss the question because
they do not know the meaning of the word

"least," the question is biased in the sense that it
is measuring knowledge of vocabulary for (some)
Hispanics and knowledge of the rank order of the
numerals for whites.

Clearly, the second kind of bias is undesirable.
It leads to incorrect and harmful inferences to as­
sume that individual children (or a group of chil­
dren) are inadequate in one area when in fact they
have been measured (unknowingly) on something
else. Test constructors try to avoid building tests
that will have such biases. Research evidence (len­
sen, 1976, 1980; Reynolds, 1980, 1982) tends to
indicate that publishers are generally quite suc­
cessful in minimizing this kind of bias. Sattler
(1982, p. 360) states: "The evidence, gathered
from many studies and with a variety of intelli­
gence tests and ethnic minority groups, points to
one conclusion: Intelligence tests are not culturally
biased. They have the same properties fir ethnic mi­
nority children as they dofir white children" (italics
in original). Nevertheless, many measurement
specialists think there is at least some racial bias in
intelligence tests (Snyderman & Rothman, 1986).

Some writers would not concur with Sattler's
interpretation (see Williams, 1974; Zoref & Wil­
liams, 1980). Publishers cannot build tests that are
fair in the second sense for all possible uses. If an
intelligence test in the English language is given
to a child who speaks only Spanish, surely the test
is measuring something different from intelligence
for that child. We cannot blame publishers for
such a ridiculous misuse or accuse them of build­
ing a culturally biased test.

What about the unfairness of tests in the first
sense-that is, of different means for different
subcultures? We have already alluded to some dif­
ficulties with that definition, but it is nevertheless
frequently used. Indeed, people have attempted to
build tests that are "culturally fair" in that sense
of the phrase. As already discussed, a person's en­
vironment (subculture) can affect his test score.
People of different nations as well as people in dif­
ferent subcultures within the United States place
different values on verbal fluency, speed, and other
characteristics that influence the scores on intel­
ligence tests. Suppose people in one subculture are



less verbal than those in another subculture and
that the test used requires verbal skills. Is the test
fair to those of the first subculture?

In the past, psychologists have attempted to de­
velop tests that are free from cultural influences.
Failing in this-no test can be totally free from
cultural influences-an attempt has recently been
made to develop tests that are equally fair to mem­
bers of all cultures. In the attempt to achieve this
cultural fairness, these tests have included tasks
that involve nonsense material, or tasks that
should be equally familiar or unfamiliar to all cul­
tures. Examples of tests of this type are the Cattell
Culture-Fair Intelligence Test and the Davis-Eells
Test of General Intelligence of Problem-Solving

TEST 1
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Ability. Figure 15.3 presents examples of sample
items taken from Scale 2 of the Cattell Culture­
Fair Intelligence Test. Complete verbal directions
are read to the subjects so that they understand the
task. The items do not appear to be unfair to any
culture. However, the research evidence suggests
that these tests are culturally fair if by this phrase
we mean that groups from one culture score as
well on the tests as groups from another culture.
It is very hard, if not impossible, to devise a test
that will show no difference between such groups.
Contrary to what many critics believed, stress on
verbal skills in our current tests is not the primary
cause of group differences. Flaugher (1970) has
cited a number of studies showing that the greatest
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FIGURE .5.3 Sample Items from Scale 2, Form A, of the Cattell
Culture-Fair Intelligence Test. (Copyright © 1949, 1960. by the Institute for
Personality and Ability Testing. P.O. Box 188. Champaign. Illinois, U.S.A. 61820.
All rights reserved. Reprinted with permission.)
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difference in the performances of blacks and
whites is on nonverbal items.

Even if we could devise a completely culture­
fair test, would it be a worthwhile attainment?
Some argue yes, claiming that such a measure
would be relatively independent of cultural influ­
ences and therefore as nearly correlated to innate
ability as possible. Others argue that to mask ex­
isting group differences by eliminating all items
measuring these differences is to delimit the use­
fulness of the test (Tannenbaum, 1965, pp. 722­
723).

A somewhat different approach to developing a
culturally fair instrument is a technique known as
the System of Multicultural Pluralistic Assessment
(SOMPA) developed by Mercer (1977). While
the approach has much in common with some of
the mathematical approaches to the fair use of
tests, it can be conceptualized as a new measure­
ment technique using a battery of instruments.
SOMPA is used with children 5 to 11 years old
and compares a child's score not only against a na­
tional norm group but also against the scores of
children from a similar social and cultural back­
ground. Information for the assessment is gath­
ered from two sources: a test session with the
child and an interview with the child's principal
caregiver, usually the mother. The test sessions
with the child include administering the WISC-R,
the Physical Dexterity Tasks, and the Bender­
Gestalt test. Information obtained from the
mother includes information on the Sociocultural
Modalities, which purportedly measure the dis­
tance between the culture of the home and the cul­
ture of the school, the Adaptive Behavior Inven­
tory for Children, and a Health History
Inventory. Using multiple regression equations
based on the additional data, the WISC-R is "cor­
rected." Mercer compares this correction to a golf
handicap (Fiske, 1976). She feels that uncorrected
scores should be used to determine immediate ed­
ucational needs, whereas the corrected scores
should be used to determine a child's "latent scho­
lastic potential." Mercer wants to use the corrected
scores to avoid labeling children as retarded and to
use the uncorrected scores to make educational de-

cisions. This mayor may not work. One danger,
of course, is that users will come to regard the
"corrected" scores as reflecting reality in a way
that they clearly do not. Children who have not
learned certain skills or capabilities, for whatever
reason, remain without those skills or capabilities
even after the statistical correction is made. To
treat the children as if they have them or to ignore
their absence on the grounds that "they're no
worse than other children of similar background"
does no service to the children at all.

Another danger is that many states distribute
special education funds on the basis of the number
of children classified as retarded. Whether the
label can be removed without the loss of the ad­
ditional funding available for special educational
needs is as yet undetermined.

The debate as to the usefulness of a culture-fair
test or one mathematically "corrected" to equate
for varying cultural backgrounds depends on how
we wish to use the instrument. Some people wish
to get a measure of innate ability (whatever that
is). Other people, who believe that innate ability
can never be measured with a paper-and-pencil
test, wish to use intelligence tests primarily as pre­
dictive instruments. If the environmental effects
of one's culture are related to the criterion we are
attempting to predict, then to eliminate these cul­
tural differences would reduce substantially the
validity of the test.

Most measurement specialists take the position
that if culture-fair tests could be developed, in
general they would be less useful measures than
the presently existing measures that are influenced
by environmental factors. We further discuss the
testing of minority groups in Chapter 22.

MULTIfACTOR APTITUDE TESTS

As already mentioned, some psychologists con­
tend that intellect is a general characteristic and
that a single score can adequately represent the de­
gree to which a person possesses intelligence.
Others subscribe to a multifactor theory of intel­
ligence but argue that the measurement of these



multifactors adds little, if any, to the predictive va­
lidity of single-factor tests. The advocates of mul­
tifactor testing generally support it on both theo­
retical and practical bases.

Many schools and employment agencies admin­
ister multifactor aptitude tests. What are the rea­
sons for this popularity of multifactor tests? Is the
popularity justified? What are the characteristics
of these tests? What are their advantages and lim­
itations?

The development of factor-analytic techniques
has certainly been the major technical develop­
ment affecting the popularity of the multifactor
theory.' Rather than simply argue whether intel­
ligence is general, multifactor, or composed of
many specific abilities, a factor analysis can be
made on many different kinds of ability tests. If
only one factor is obtained, then we have some
support for the theory of general intelligence. If
many factors are obtained, the multifactor theory
is supported. If we obtain as many factors as kinds
of tests, the specific aptitude theory is supported.

Some of the multifactor tests have not actually
been constructed through a factor-analytic proce­
dure; rather, they have been constructed by choos­
ing items that have high correlations with other
items in the same subtest but low correlations with
the items (and subtest scores) in the other subtests.
This results in a set of subtests that are internally
consistent but that have low intercorrelations with
each other. This should be a major characteristic
of any multifactor test. Of course, the use of test
construction techniques to develop a multifactor
test does not enable us to argue that obtaining a
set of factors proves the actual existence of the
factors within a person.

Another aspect that has led to the increased
popularity of multifactor aptitude tests is the vo­
cational and educational counseling movement.

SFactor analysis is not covered in this book, other than noting
that the correlations between the tests determine the number
of factors. If the tests are all highly correlated with each other,
for example, we have only a single factor. If, at the other ex­
treme, the tests do not correlate at all with each other, then we
have as many factors as tests.
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The discovery ofdifferential abilities within a per­
son should certainly facilitate vocational and edu­
cational counseling. But does it? Some argue that
identification of differential abilities is helpful in
counseling only to the extent that this knowledge
allows us to differentially predict how well an in­
dividual will be able to perform in various educa­
tional curricula or vocational tasks. The degree to
which multifactor tests enable us to differentially
predict is an important aspect in determining their
usefulness.

In general, the data indicate that multifactor ap­
titude tests are not very good for diffirentia! pre­
diction. This is not solely because of test inade­
quacies in subdividing intellect into its component
subparts. The problem is that the criteria (e.g., job
success) are not solely dependent on specific as­
pects of intelligence. Thus, although we may be
able to obtain measures of numerical ability and
verbal ability that are distinct, there simply is not
any criterion that differentially demands one apti­
tude and not the other. Therefore, there is little
evidence of differential predictive validity.
Whether this makes the test no more useful than
the less expensive and less time-consuming test of
general intelligence depends on the degree to
which one believes that a more precise description
is useful in counseling, regardless ofwhether it in­
creases predictability. As with any belief, there are
differences ofopinion on this. It is not a beliefeas­
ily subjected to scientific verification.

Examples of Multifactor Aptitude Tests

In a survey of secondary schools, Engen, Lamb,
and Prediger (1982) reported that 66 percent of
the schools administered the Armed Services Vo­
cational Aptitude Battery (ASVAB), 34 percent
used the Differential Aptitude Tests (DAT), and
24 percent used the General Aptitude Test Bat­
tery (GATB). The first two of these three widely
used multifactor aptitude batteries are discussed
briefly here. The Differential Aptitude Tests, pub­
lished by The Psychological Corporation, is re­
viewed in more detail because of the wealth of ma­
terial available about the test.
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Differential Aptitude Tests (OAT)
Grade Level and Content. The DAT has been de­
signed for use in grades 8-12. The DAT has eight
subsets: Verbal Reasoning (VR), Numerical Abil­
ity (NA), Abstract Reasoning (AR), Clerical Speed
and Accuracy (CSA), Mechanical Reasoning
(MR), Space Relations (SR), Spelling (SP), and
Language Usage (LV). (The last two subtests are
more appropriately considered achievement tests
because they are more closely tied to the curricu­
lum.) The authors of the test also report a ninth
score, VR + NA, which is interpreted as a mea­
sure of general scholastic aptitude. Examples of
some of the practice items are shown in Figure
15.4. Of course, these examples are easier than the
actual items in the subtests, although they are
identical in form.

Types of Scores. Percentile ranks and stanines
can be obtained for the eight subtests and for the
combined raw scores on the Verbal Reasoning and
Numerical Ability tests.

Norming. Separate sex and grade-level (8-12)
norms are provided. The testing of the normative
sample was done in the fall. However, the authors
also provide spring (second-semester) norms for
grades 8-11. These spring norms were obtained
by interpolating between the fall norms of succes­
sive grades. Because the accuracy of these inter­
polated norms is debatable, it is better to admin­
ister the test in the fall and to thus avoid having to
use the spring norms.

Reliability. Split-half reliability coefficients
computed separately for each sex and each grade
are reported for both forms for all subtests except
the Clerical Speed and Accuracy subtest, Because
this subtest is speeded (remember that others are
timed but supposedly unspeeded), an alter­
nate form reliability is reported. The reliability
coefficients for the separate subtests range from
0.87 to 0.97 for boys and from 0.83 to 0.96 for
girls.

Validity. The research on the prediction of
course grades is summarized according to subject
areas. English grades are best predicted by VR +
NA and by the LV and VR scores. Mathematics
grades are best predicted by the VR + NA com-

bination or by NA alone. Science grades can be
best predicted by VR + NA, VR, NA, or LV sub­
tests. Social studies grades can be predicted about
equally well, using VR + NA, VR, NA, or LV
subtests. The four major subject-matter areas can
all be predicted with a fair amount of success.
However, all four major subject-matter areas can
be predicted successfully using the same score:
VR + NA. Thus, the diffirential validity of the
DAT in predicting course grades is not very well
substantiated.

The prediction of achievement-test results fol­
lows essentially the same pattern as the prediction
of course grades. Again, the subscores on the
DAT are fairly good predictors, but they are not
very adequate in differential predictions. The data
showing the relationship between DAT scores
and educational and occupational groups indicate
the same thing.

The concurrent validity studies showing the
correlation between the VR + NA score and tests
of general intelligence reveal consistently high
correlations. Their correlations, ranging mostly in
the 0.70s and 0.80s, are as high as the correlations
between most tests of general intelligence. Thus,
it certainly appears that the VR + NA score
serves the same purpose as general intelligence
test scores, and little would be gained by admin­
istering the DAT and a test of general intelligence
in the same grade.

An interesting (and perhaps surprising to many)
finding is the low correlations between the sub­
scores on the DAT and the Kuder Preference
Record scores. In general, interests and aptitudes
are not highly correlated and, as the DAT Manual
points out, it is risky to base counseling on inter­
est scores without having some information on a
person's aptitude scores.

As mentioned in the introduction to this sec­
tion on multifactor tests, one of the characteristics
such tests should have if they are to be successful
in differential prediction is low intercorrelations
of the subtests, Although the average (across
grades) intercorrelations of the DAT are reason­
ably low, most users would probably wish lower
intercorrelations.
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ABSTRACT REASONING
Each row consists of four figures called Problem Figures and five called Answer Figures. The
four Problem Figures make a series. You are to find out which one of the Answer Figures would
be the next (or the fifth one) in the series of Problem Figures. Here are two examples:
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Exampll'X.

PROBLEM FIGURES ANSWER FIGURES

~
... B _ cor

In Example X, note that the lines in the Problem Figures are falling down. In the first square
the line stands straight up, and as you go from square to square the line falls more and more to
the right. In the fifth square the line would be lying flat, so the correct answer-chosen from
among the Answer Figures-is D. Therefore, the circle for D has been filled in on line X of your
Answer Sheet.

CLERICAL
SPEED AND ACCURACY

This is a test to see how quickly and accurately you can compare letter and number combina­
tions. On the following pages are groups of these combinations; each test item contains five.
These same combinations appear after the number for each test item on the Answer Sheet, but
they are in a different order. You will notice that in each test item one of the five is underlined.
You are to look at the one combination that is underlined, find the same one after that item
number on the Answer Sheet, and fill in the circle under it.

The following examples have been marked correctly on your Answer Sheet. Note that the com­
bination marked on the Answer Sheet must be exactly .the same as the one that is underlined
in the test item.

F.".:Implc..

V. ~ AC AD AE Af

W.IA IB BA S, ~

X. A7 7A B7 l! AB

Y. AI BI ~ BA bB

Z. 3A 3B !! B3 BB

MECHANICAL REASONING
Find the space for Mechanical Reasoning on the Answer Sheet.

This test consists of a number of pictures and -questions about those pictures. Look at the two
examples below, to see just what to do.

Example X.

Which person has the heavier load?
(If equal, mark C.)

SPACE RELATIONS
This test consists of 60 patterns which can be folded into figures. To the right of each pattern
there are four figures. You are to decide which one of these figures can be made from the pattern
shown. The pattern always shows the outside of the figure. Here is an example:

EumpleX.

In ExampleX, which one of the four figures-A, B, C, D-ean be made from the pattern at the
left7 A and B certainly cannot be made; they are not the right shape. C is correct both in shape
and size. You cannot make D from this pattern. Therefore, the circle for C has been filled in on
line X of your Answer Sheet.

FIGURE 15.4 Examples of Practice Items from Some of the Subtests
of the Differential Aptitude Tests, Forms V and W. (Copyright © t 982.
t 972 by The Psychological Corporation. All rights reserved. Reproduced by
permission.)
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Interpretation and Use The administration of
the DAT in grades 8 or 9 can provide information
that is relevant to the decisions a student must
make concerning future educational plans. The
general lack of differential predictive validity does
not mean the test is useless. The subtests do pre­
dict a variety of criteria, and the descriptive value
of the subtest scores is not to be underemphasized.

Many counselors appreciate the fact that stu­
dents who would perform at a low level on a test
of general intelligence may do well on some of the
subtests of the DAT. Thus, the counselor can say
something positive about the student's abilities,
and the student leaves the counseling interview
with a better self-concept than if one could only
interpret the low score on a general intelligence
test. The combined score (VR + NA) serves very
well as a measure of general intelligence.

An optional service of potential value to coun­
selors and students is the DAT/Career Planning
Program. This program consists of a Career Plan­
ning Questionnaire and the DAT Career Planning
Report, in addition to the DAT itself. The ques­
tionnaire collects data on student status, interest,
and goals. A computer compares these data with
the results of the DAT and prints out an interpre­
tive report, which may confirm the appropriate­
ness of the student's occupational choices in terms
of his abilities, interests, and plans, or which may
suggest alternative occupational areas. The pub­
lisher suggests that the report can be used by
counselors in interviews with students and parents
and/or can be given to students for further dis­
cussion and study at home.

OAT Adaptive The DAT Adaptive was pub­
lished in 1986. This is a computer-administered
and scored version of the DAT and, ifone desires,
the Career Planning Questionnaire. A computer
adaptive test is one taken on a computer. It is
adaptive because the questions each individual an­
swers vary depending on the correctness of an­
swers to previous questions. No individual needs
to answer all the questions so there is a savings in
testing time. In addition to saving time, a com-

puter adaptive test can provide immediate re­
sults.

The DAT Adaptive is equated to the DAT and
uses Form VIW norms. At the time of this writ­
ing, no technical manual was available for the
DAT Adaptive. (For a discussion of computer
adaptive tests in general, see Chapter 22.)

Armed Services Vocational Aptitude Battery
(ASVAB) Published by the United States Mili­
tary Enlistment Processing Command (USMEP­
COM) in 1984, this test is designed for use both
in high schools and junior colleges and for select­
ing and classifying all enlistees at the Armed
Forces Examining and Entrance Stations. Form 14
of the test is intended for use in high schools. It
has 234 items in ten subtests: General Science
(GS), Arithmetic Reasoning (AR), Word Knowl­
edge (WK), Paragraph Comprehension (PC), Nu­
merical Operations (NO), Coding Speed (CS),
Auto & Shop Information (AS), Mathematics
Knowledge (MK), Mechanical Comprehension
(MC), and Electronics Information (EI). The total
testing time, including administrative time, is
about 180 minutes.

The ASVAB-14 yields three academic compos­
ite scores and four occupational composite scores.
The academic composites are Academic Ability,
Verbal, and Math and indicate potential for fur­
ther formal education. The Academic Ability com­
posite was derived logically and the other two ac­
ademic composites through factor analyses. The
occupational composites-Mechanical & Crafts,
Business & Clerical, Electronics & Electrical, and
Health, Social, & Technology-indicate levels of
aptitude for career areas. All occupational com­
posites were based on regression analyses of cri­
teria from military training programs on the
ASVAB subtest scores. The composites, however,
are based on weighting the relevant subtests
equally.

The ASVAB norms are based on subsamples of
a 1980 reference population from the Profile of
American Youth study plus a sample of tenth­
graders. There are norms for tenth-graders, elev-



enth-graders, twelfth-graders, two-year college
students, and a random sample of youth between
the ages of 18 and 23. The test is not currently
being recommended for ninth-graders.

The alternate-form reliabilities of the compos­
ite scores are acceptably high. However, it should
be pointed out that there is overlap in the subtests
that constitute the various composites. For exam­
ple, three of the four occupational composites
have the Arithmetic Reasoning subtest as a com­
ponent of the composite, and two of the compos­
ites have Electronics Information as a component
of the composite. Given the overlap, the intercor­
relations between the occupational composites are
quite high, ranging from 0.68 to 0.93 for students
in grades 11 and 12. The reliability of the differ­
ence scores between composites is, therefore, not
necessarily very high.

The validity data for the ASVAB are based pri­
marily on studies done in the military, where the
criteria were performance in training programs
for a variety of military occupations. Some evi­
dence from validity generalization studies suggest
the ASVAB may also be reasonably valid for civil­
ian occupations that are counterparts to those in
the military. Because of the relatively low reliabil­
ity of difference scores and the pervasive problem
of multifaceted criteria mentioned earlier, we
should not expect much differential validity.

The results given to the students present total
youth population percentile scores and grade/sex
percentile scores. The counselors also receive op­
posite-sex and total grade normative information
on the counselor section of the results sheet.
Counselors will need to determine whether this
information should be shared with the students.
Probably at times it should be and at other times
not, depending on the purpose of the counseling
session and the ability of both the counselor and
the student to understand the different norming
groups and the implications of the data.

As mentioned earlier, the ASVAB is used by
about twice as many schools as use the DAT. This
is probably true, in part, because the test is avail­
able at no cost or obligation to the school or to the
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students. The widespread use of the ASVAB by
schools has been somewhat controversial, how­
ever. Many points have been made to support
using the ASVAB: it is free; the test provides some
useful data for vocational counseling; and it is par­
ticularly helpful for those students who are con­
sidering entering the military (the largest single
employer of high school graduates). Of the stu­
dents that take the ASVAB in high school, ap­
proximately 15 percent enter military service. The
results of the ASVAB are used by the military to
assist in recruiting and to stimulate interest in the
services. (This could be seen as either a positive
or a negative aspect, depending upon one's point
of view.)

Probably the weakest aspects of this test are the
relatively sparse amount of validity evidence for
predicting success. in civilian jobs or training pro­
grams and the lack of reliable difference scores on
the composites. (At the time of this writing, the
ASVAB is undergoing extensive revisions, which
should result in an improved test.)

SPECIAL-APTITUDE TESTS

A special aptitude is usually defined as a person's
potential ability (or capacity to acquire profi­
ciency) in a specified type of activity. Special-ap­
titude tests were developed primarily for help in
making vocational and educational selection deci­
sions as well as for counseling. Compared to mul­
tifactor aptitude tests, they are probably more use­
ful in selection (or placement) decisions by an
institution and generally less useful in personal
counseling for individual decision making.

Although many kinds of special-aptitude tests
could be mentioned in this section, we do not dis­
cuss any particular test because readers will not all
be interested in the same areas. There are tests of
Vision and Hearing, Mechanical Aptitude Tests,
Clerical and Stenographic Aptitude Tests, and
Musical and Artistic Aptitude Tests. Those inter­
ested in a more thorough coverage of any test or
area of testing should turn to the sources of infor-
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marion about tests discussed in Chapter 14. We
will now briefly discuss aptitude tests for specific
courses and professions and tests of creativity.

Aptitude Tests for Specific Courses and
Professions

Aptitude tests developed for particular school sub­
jects such as algebra and foreign languages have
been used extensively in the past to help individual
pupils with their curricular choices. In recent
years, however, this popular practice has dimin­
ished. Research has shown that such tests gener­
ally do not significantly increase the predictive va­
lidity over what can be obtained by a general
mental ability test, the relevant subscores on mul­
tifactor aptitude tests, or achievement-test batter­
ies. Because these latter tests are usually given in
the schools, it may well be a waste of time and
money to administer special-aptitude tests.

Many special-aptitude tests, such as the Law
School Admission Test and the Medical College
Admission Test, have also been developed for use
in various graduate and professional schools.
These tests are designed to be of appropriate dif­
ficulty (harder than general aptitude tests for
adults) and (to at least some extent) emphasize the
abilities of importance to the particular profes­
sion. Although these tests are usually slightly bet­
ter predictors than general aptitude tests, their
major advantage lies in their security. Many gen­
eral aptitude tests could be obtained in advance by
an enterprising person wishing to obtain a high
score, thereby gaining admission into a profes­
sional school. The security of the professional test
rules out this sort of enterprise as a factor in ad­
mission decisions.

Tests of Creativity

Some who subscribe to the general theory of in­
telligence suggest that creativity is an aspect of
general intelligence and need not be measured sep­
arately. Others realize that, although tests of gen­
eral ability are best able to predict future school

and job success, it is likely that creativity is a dis­
tinct ability. Research seems to indicate that
whereas a person has to be reasonably intelligent
to be creative, the converse does not hold.

We feel that more research on attempts to mea­
sure creativity and to investigate its correlates is
warranted. There is now available enough evi­
dence to suggest that creativity is something
unique and not necessarily correlated with ability
to perform well in an academic setting. (However,
it is a misconception that creative children do
poorly in schoolwork. Research shows that, as a
group, creative children do quite well in school.)
There are many potential benefits available if the
construct of creativity can be effectively isolated
and measured. Creative people are important for
an advancing society. If creativity can be further
understood, if the identification of creative people
becomes possible, and if creativity can be taught
in the schools, society is sure to benefit.

At the present time, there are few creativity
tests on the market. The tests that do exist should
be considered only as research instruments, and
much more work is needed in the area before we
can feel comfortable using the results for individ­
ual decision making. One of the better known cre­
ativity tests is the Torrance Tests of Creative
Thinking. Reviews of it can be found in the Ninth
Mental Measurements Yearbook. One study shows
that the Torrance Tests are highly sensitive to
changes in instruction. "A very modest induced
attitude shift resulted in a shift of up to approxi­
mately a standard deviation in the creativity
scores" (Lissitz & Willhoft, 1985).

USING APTITUDE TEST RESULTS

Considering all the types of aptitude tests dis­
cussed in this chapter, it can confidently be said
that the average child will be given the opportu­
nity to take (or be subjected to) at least two apti­
tude tests before graduating from high school. A
college-bound student may easily take five or
more. Government agencies, including USES, the
military, and private employers also use aptitude



(cognitive ability) tests. How are these tests being
used? Are they helpful or harmful?

The public has been, and should be, much con­
cerned with the uses and possible misuses of apti­
tude tests. Because tests play an allocative role in
education and employment, testing is an important
policy issue. However, as Snyderman and Roth­
man (1986) have pointed out, in the IQ contro­
versy "the expert voice has been misinterpreted
and misrepresented, and science has been per­
verted for political ends" (p. 81). This final sec­
tion, devoted to the uses of aptitude tests, also
contains warnings against potential misuses.

Table 1-1 lists some various purposes of stan­
dardized tests under four headings: instructional,
guidance, administrative, and research. The use of
aptitude tests under each of these categories is dis­
cussed in more detail here. We will also discuss
the use of such tests in employment.

Instructional Uses

The ability level of students in a particular class
should enable a teacher to evaluate the appropri­
ateness of the class materials. A teacher should not
teach the same kind ofmaterial in the same fashion
to two classes-one in which the students have a
mean scholastic aptitude score of 85 and the other
in which the students have a mean scholastic ap­
titude score of 120. Neither should two students
within the same class who differ widely in ability
have the same assignments. Thus, knowledge of
general aptitude test scores enables a teacher to
make better decisions about the kind of class ma­
terial presented to each student.

If educators gain more knowledge in the area
ofaptitude-treatment interaction (see Cronbach &
Snow, 1969, 1977), scores on aptitude tests may
become even more helpful in designing appropri­
ate instructional strategies. However, it is likely
that if aptitude tests are to be maximally effective
in such a task, they will need to be somewhat dif­
ferent from those currently most popular (Chi,
Glaser & Rees, 1982; Glaser, 1973). We should
remember that current aptitude tests are much
more useful for prognosis than for diagnosis.
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An argument that has occasionally been voiced
against the use of aptitude tests for instructional
purposes is that teachers will use low aptitude
scores as an excuse for not attempting to teach the
students ("The students can't learn anyway" atti­
tude). Unfortunately, it is probably true that some
teachers have this attitude. Aptitude test scores
should be used in helping teachers form realistic
expectations of students; they should not be used
to help teachers develop fatalistic expectations.

However, in agreeing that this potential danger
of testing exists, we do not think it should be
overemphasized. The teachers in inner-city
schools who do not try their hardest because of
preconceived ideas that their students cannot learn
have not obtained their ideas of student deficiency
primarily from aptitude test scores. Such factors as
the parents' educational level, socioeconomic sta­
tus, race, and occupation all contribute to teachers'
opinions concerning a child's aptitude. Goslin
(1967), a noted sociologist, in a comprehensive
survey of teachers' opinions about tests, found
that less than one-fourth of the teachers felt that
abilities measured by intelligence tests are more
important than other qualities for predicting
school success. He also found that teachers tend
to view intelligence-test results as being more in­
fluenced by environmental factors than by innate
capacities. Whether or not this is true, Goslin's
findings suggest that teachers are not likely to be­
come fatalistic about a person's innate ability from
intelligence-test score information.

Knowing that Denny has a low scholastic apti­
tude test score, that his father is an unemployed
alcoholic, and that his mother entertains men to
pay for the groceries, the teacher may conclude
(correctly or incorrectly) that Denny will have
trouble learning in school. If the teacher accepts
these factors in the spirit of a challenge and does
her best-fine. If the teacher adopts a fatalistic at­
titude toward Denny-bad. However, there is no
more compelling reason to blame the test for the
improper attitude of the teacher than to blame her
knowledge of all the other facts.

Let us make this point clear. Aptitude tests can
help teachers develop realistic expectations fir their
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students. While we do not condone-in fact we
condemn-teachers who develop fatalistic atti­
tudes toward the learning abilities of their stu­
dents, we do not think aptitude tests should be
made the scapegoat. We admit this potential mis­
use of tests. There is little evidence, however, to

suggest that teachers' attitudes toward the learning
potential of their students are unduly influenced
by test results (Teachers Opinion Poll, 1974; Air­
asian et al., 1977).

Research shows that a child's classroom behav­
ior counts more than standardized tests in teacher
judgments about students (Kellaghan et al., 1980;
Salmon-Cox, 1981). Moreover, the teachers tend
to raise, but not lower, their ratings of students'
performance as a result of receiving standardized
tests results. It must be remembered, however,
that if we use any kind of data (including aptitude
tests) to label children, we must be sure not to
misuse the labels. Labels must be treated as descrip­
tions rather than as explanations. Too often, a label
is treated as an explanation.

Improvement in aptitude test scores should not
be used as dependent variables in evaluating learn­
ing outcomes or teaching because these scores
should be relatively unaffected by formal school
learning. However, knowing something about the
ability level of the students in a class or a school
can help teachers determine whether the students
are learning as much as is predicted from their
ability level. Although some people object to the
term underachiever (for, really, it is just an over­
prediction), it is nonetheless helpful to know that
a person is not performing as well as could be pre­
dicted on the basis of his ability scores. If a whole
class or school is performing less well (e.g., on a
standardized achievement battery) than would be
predicted from aptitude test scores, then this may
be due to inadequate teaching. (See the section in
Chapter 11 on "Expectancy Scores.")

As a summary of this subsection, we quote
Beck:

We do our teachers and administrators a great dis­
service when we pretend that ... [they] are unable
to make reasoned and reasonable use of such infor-

marion [scores from scholastic aptitude tests]. Every
bit of data we have, from surveys to controlled re­
search, confirms that ... the tests are used, but not
overused; valued but not revered; used to give the
benefit of the doubt when they are discrepant from
other information, interpreted in conjunction with
other information not in isolation; and when expec­
tancy effects exist they exist to the benefit of chil­
dren (1986, p. 16).

Guidance Uses

Aptitude tests can be useful in vocational, educa­
tional, and personal counseling. These test scores
are useful in counseling because the educational
requirements of some vocations require consider­
able general ability. The correlations between
general aptitude scores and success in training
programs tend to run between 0.40 and 0.50 (Ghi­
selli, 1966). These correlations would be even
higher if selections into the training programs
were not based on the aptitude scores (see Chapter
13). McCall (1977) found that aptitude scores ob­
tained on a sample of children between 3 and 18
years old predicted educational and occupational
status when the sample was age 26 or older.

General aptitude tests often provide useful data
for dealing with problem children. An overactive
first-grader, if very bright, may be bored and need
to be challenged more. Or the child may be totally
incapable ofdoing first-grade work and, therefore,
causing trouble because of frustration. If the child
is of average intelligence, perhaps emotional prob­
lems are the reason for the overactiviry. An indi­
vidually administered intelligence test can often
provide the best data available for judging which
of these competing hypotheses is most tenable.

Multifactor aptitude tests are often used in
counseling to give students a better idea of their
differential abilities. As already discussed, the
measurement of these differential abilities does
not necessarily improve differential prediction,
but it does lead to a fuller understanding of one's
self.

For guidance, as for instructional purposes,
there are some possible misuses of aptitude test



scores. The problem of treating test scores as fa­
talistic predictors still exists. Counselors, teach­
ers, and in fact all school personnel should remem­
ber that their job, in part, is to attempt to upset
negative predictions.

A problem related to educators' becoming fa­
talistic is the development of a fatalistic attitude in
children. A popular topic of conversation is the
importance of developing a good self-concept in
the students. There is no doubt that students
should be self-accepting and feel that others ac­
cept them also. If a counselor interprets a low test
score so that the student feels unworthy, that is
indeed unfortunate. One of the advantages of a
multifactor aptitude test is that a student usually
performs at an acceptable level on some of the
subtests, and these scores can and should serve as
morale builders for the student.

As with other possible misuses of test results,
we feel this problem of low aptitude scores re­
sulting in poor self-concepts can be overempha­
sized. Just as test scores are not the major factors
in forming teachers' opinions about the learning
abilities of children, so also low aptitude test
scores are probably much less influential than
other factors in contributing to an undesirable (in­
accurately low) self-concept. In fact, a review of
relevant research by Rosenholtz and Simpson
(1984) shows quite clearly that young children
typically overestimate their own abilities, but their
estimates begin to relate to actual classroom per­
formance by about second grade. This shift to re­
alism may be considered good or bad, depending
on one's views. The shift is certainly not due to
aptitude test results, because aptitude tests are not
routinely given prior to grade 3 or 4. Children of
all grade levels are found to spend considerable
time determining their academic status in compar­
ison with their classmates. Tests often seem to be
blamed for educational problems that were not
caused by the tests to begin with. To be sure, there
is some relationship between what a person thinks
he can achieve and what he will achieve. Never­
theless, it is a generally held position that coun­
selors should help students obtain and accept an
accurate self-concept, not an inaccurately high
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one. Proper interpretation of aptitude tests can be
helpful in this endeavor (Hodgson & Cramer,
1977). We agree totally with Carroll and Horn
(1981), who state that "far from being abused by
overuse, the science of human abilities is under­
exploited in diagnosis, counseling, and evaluation"
(p, 1019).

Administrative Uses

Aptitude tests can be used in many ways by the
administration. Some selection, classification, and
placement decisions, such as who should be ad­
mitted to kindergarten early, who should be
placed in the enriched classes, who should be
placed in the remedial classes, and who should
be admitted to colleges, are decisions that may be
made by counselors or school psychologists who
rightly may not consider themselves as administra­
tors. Nevertheless, these are administrative deci­
sions.

As with almost any use of aptitude tests, there
are accompanying potential misuses. Some per­
sons charge that the major misuse of tests in ad­
ministrative functions is that decisions made on
the basis of test scores are often treated as if they
were permanent, irreversible decisions. If a child
is put into a remedial class in, for example, grade
3, there is too often a tendency on the part of the
administration, having once made a decision, to
forget about it. The child then gets lock-stepped
into a curriculum.

Now, although we do not support administra­
tive inflexibility in the reconsideration of deci­
sions, we should consider whether the use of test
scores is really the causative factor of this inflexi­
bility. We must admit that in some cases it is.
Some people simply place far too much faith in
test scores, and this results in too much faith in the
correctness of decisions-so they are made and
then forgotten. However, not all, or not even
most, inflexibility can be charged to test score
misuse. Many of the decisions made would be in­
correctly treated as permanent, even if there were
no test score data on the students. It is worth not­
ing that if a decision must be made, it should be
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based on as much evidence as possible. Not to use
valid test information in making decisions because
of possible misuse is cowardly, foolish, and even
unprofessional.

There are also some who argue against the use
of aptitude tests for various decisions because they
do not think the decision must, or should, be made
at all. However, if a test is used to help implement
a policy that is considered incorrect by some,
there is no reason to blame the test. For example,
a sizable group of educators is against ability
grouping. If the policy, right or wrong, is to group
on the basis of ability, it is appropriate to use an
aptitude test to help decide who should be placed
in what group. Some have argued that tests are un­
fair to different subgroups, and therefore the test
results should be ignored when doing ability
grouping. However, although we do not advocate
using only test data, Findley (1974) reported that
Kariger has shown that such a process would re­
sult in less separation of upper and lower SES stu­
dents than if other factors in addition to test
scores are used-for example, teacher grades,
study habits, citizenship and industry, and social
and emotional maturity. As Findley explains "ste­
reotypes of upper and lower SES children held by
school personnel result in further separation be­
tween groups than the tests alone would warrant"
(1974, P: 25). We emphasize that this example is
not meant to advocate ability grouping or deci­
sions made only on test data. It does suggest that
blaming tests for what may be considered harmful
social separation is inappropriate. However, with
respect to aptitude testing and grouping, we
should make one important point. Some educa­
tionally deprived children are likely being inap­
propriately labeled as retarded and are, therefore,
placed in special classes. Any time an aptitude test
score is used, the user must keep in mind the en­
vironmental conditions under which the child was
reared. Whether or not special classes are desira­
ble for mentally retarded children, it certainly is
not desirable to misplace a child into such a special
class.

Let us take another example. Some people are
opposed to the use of scholastic aptitude tests in
college selection decisions. It is sometimes unclear

whether what they oppose is the notion of select­
ing college students on the basis of predicted suc­
cess in college or whether they oppose the use of
scholastic aptitude tests. in assisting in that predic­
tion. If the former, that is a philosophical point
and should be argued separately from whether
tests help in predicting success. If the latter, they
should read the research literature. As Samuda
stated, "The evidence about college entrance tests
as predictors is no longer a subject of legitimate
dispute. The studies have been widespread, they
number in the thousands, and the results are con­
sistent. By and large, the higher the test scores, the
more successful the students are in college" (Sa­
muda, 1975, p. viii). In fact, there is also evidence
that academic aptitude at time ofcollege admission
is significantly related to occupational level later in
life (Lewis, 1975).

But don't aptitude tests serve to keep the lower
SES students out of college? Were they not, in
fact, designed to do that? The answer to both
questions is no. With respect to the latter ques­
tion, as Cronbach indicates in an excellent histor­
ical analysis, "Proponents of testing, from
Thomas Jefferson onward, have wanted to open
doors for the talented poor, in a system in which
doors often are opened by parental wealth and sta­
tus" (Cronbach, 1975, p. 1). With respect to the
former, evidence suggests that the testing move­
ment has accelerated the breakdown of classes by
identifying able individuals from the lower strata
who might otherwise have gone unnoticed (Tyler,
1976). It has been estimated that of youths in the
top quarter with respect to scores on intelligence
tests, 33 percent come from the working class, 42
percent come from the lower-middle class, and 25
percent come from the upper and upper-middle
classes combined (see Havighurst & Neugarten,
1975). Thus, lower SES students are not kept out
of college because of their aptitude test scores.
Fricke (1975) demonstrated that if admission to
the freshman class at the University of Michigan
had been determined entirely by academic aptitude
test scores of high school seniors, a majority of
freshmen would have come from lowSES back­
grounds rather than the 10 or 15 percent that is
typically the case. Using only the presumed "bi-



ased" test scores would not decrease but increase
by a factor of four or five the number of low SES
students. Again, we are not advocating the use of
only test scores to make decisions. We are point­
ing out that it is not low test scores that are keep­
ing low SES students (in general) out of college.
At any rate, because of the proven validity of scho­
lastic aptitude tests for predicting college success,
if there is a policy, right or wrong, to limit college
enrollment to those with some minimum level of
scholastic aptitude, it is not incorrect to use apti­
tude test scores to help determine who should be
admitted to college. Far too often, the cry of test
misuse is raised because the lamenter is against the
policy that the correct use of test scores helps im­
plement, rather than because the test is not being
correctly used under the existing policy.

The uses of aptitude test results for public re­
lations and for providing information for outside
agencies do have some very real potential pitfalls.
Occasionally, press releases are made concerning
how schools compare with each other in the av­
erage ability of their students. Although this sort
of public relations may momentarily "feather the
cap" of some school official, the chances that the
public understands the release are dim indeed, and
one is hard put to verbalize any real advantages of
this sort of public release of information.

The issue ofwhether schools should provide an
individual's aptitude test score to outside agencies
is a cloudy one. The question is whether such in­
formation is to be treated as confidential. If so,
then it should not be released without a student's
permission. But does the consent have to be ex­
plicit, or can it be implied? For example, if a stu­
dent applies for a job that requires security clear­
ance, is the application to be interpreted as implied
consent for the release of school records? This
question cannot be discussed in great detail in this
book. The safest procedure (both morally and le­
gally), however, is not to release test information
to any outside agency without the explicit consent
of the student and/or the parents.

Another possible use of aptitude tests is for rel­
evant supplementary information in curriculum
planning and evaluation. An idea of the general
ability level of the school should help educators
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decide, for example, how much relative emphasis
to place on college preparatory curricula.

Research Uses

Aptitude test scores can be used in research in
many, many ways. Ordinarily, the scores are used
as independent variables (variables that influence
the variable being studied) in a research design.
For example, in evaluating instructional proce­
dures, many researchers would wish to use some
aptitude measure as an independent variable. Some
research-such as that investigating the environ­
mental effects on intelligence-treats the scores as
dependent variables (the variables one wishes to
influence). Because this book is not designed for
the researcher, we preclude further discussion of
this topic.

Employment Uses

As we mentioned briefly in Chapter 13, on valid­
ity, there was an earlier belief that aptitude tests
seemed to predict success in some jobs and in
some settings but that the validity coefficients
seemed to be situation-specific. It has also been
suggested by psychologists and educators that
scores on aptitude tests given to children were
predictive of school success but not much else.
Recent research and reviews of the literature have
refuted both of those positions.

With regard to the second point, Willerman
writes as follows: "The results ... clearly confirm
the view that outstanding accomplishments can be
predicted from IQ tests obtained in childhood, ...
if one were looking for a single childhood augury
of outstanding later accomplishment, one could
not do better than to obtain an intelligence test
measure on the subject" (1979, p. 332). We
should not infer from this that we should select
job applicants based on childhood IQ scores.
However, it does support both the stability and
cogency of early aptitude for life success.

The validity of aptitude tests in employment
situations has been studied extensively throughout
the years. Current opinion is that psychologists
made incorrect inferences from the early studies
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Table 15-2 Mean Validities of Various Predictors for Entry-Level )obs*

Mean Number of Number of
Predictor Validity Correlations Subjects

Ability composite
Job tryout
Biographical inventory
Reference check
Academic achievement
Experience
Interview
Training and experience ratings
Education
Interest
Age

•Adapted from Hunter and Hunter (1983).

.53

.44

.37

.26

.21

.18

.14

.13

.10

.10
-.01

425 32,124
20
12 4,429
10 5,389
17 6,014

425 32,124
10 2,694
65

425 32,124
3 1,789

425 32,124

showing positive but not necessarily high or sta­
tistically significant validity coefficients. It is now
generally concluded that most findings of low va­
lidity were due to statistical artifacts such as small
sample size, unreliable criterion data, and restric­
tion of range. Using such techniques as meta-anal­
ysis, we currently can conclude that ability tests
do, quite consistently, predict subsequent job and
job training performance. Schmidt and Hunter,
who have done much of the theoretical and statis­
tical work in this area, flatly state that "profes­
sionally developed cognitive ability tests are valid
predictors of performance on the job and in train­
ing for all jobs in all settings" (I 98 I, p. 1128).
While this strong statement has not been proven
to everyone's satisfaction, Schmidt and Hunter do
back it up with an impressive amount of evidence
(see also Hunter, 1986; Schmidt, 1988).

Not only do aptitude tests predict job perfor­
mance, but they do so better than any other single
predictor. Hunter and Hunter (I 983) summarize a
set of validity studies where all the studies used
supervisor ratings as the criterion. Table 15-2
shows the mean validity coefficients of various
predictors for entry-level jobs where training
would follow hiring; supervisor ratings were the
criterion data. As can be seen, ability is, on the av­
erage, the best predictor. The findings in this table

must be taken quite seriously. They are based on
a large number of correlations. Further, the crite­
rion is one that might reasonably be influenced by
interpersonal skills of the same type that might in­
fluence interview results. In spite of that, the mean
validity for interviews was far down the list.

Whether or not one uses ability tests in em­
ployment decisions can have a tremendous impact
on productivity. Hunter and Schmidt (I982) ap­
plied a utility model to the entire national work­
force and estimated that the gain in productivity
from using cognitive tests, as opposed to selecting
at random, would amount to a minimum of $80
billion per year! They equate this gain as being
roughly equal to total corporate profits, or 20 per­
cent of the total federal budget. While these esti­
mates are based on a few assumptions that are
open to considerable debate, there can be no doubt
but that the use of ability tests can result in more
effective hiring and that effective hiring proce­
dures can have a substantial impact on national
productivity.

• SUMMARY

The major points of this chapter are summarized
in the following statements.



1. The definitions, structure, etiology, and sta­
bility of intelligence are all unsettled issues in
psychology.

2. Current definitions of intelligence stress that
it is a behavioral trait that is, at least in part,
dependent upon past learning.

3. Theories regarding the structure of intelli­
gence have ranged from the idea of a general
factor of intelligence to the conceptualization
of many specific factors. These various theo­
ries have resulted in many different kinds of
tests, classified as tests of general intelligence,
multifactor aptitude tests, and special-apti­
tude tests.

4. Both heredity and environment affect intelli­
gence-test scores.

s. In general, intelligence measures are not very
stable in early childhood, but by the age of
five or so they begin to stabilize.

6. The most popular individual intelligence tests
are the Stanford-Binet and the Wechsler in­
struments. The Kaufman-ABC is a fairly re­
cently published test, which may well become
popular. Specialized training is required
to administer and interpret these tests cor­
rectly.

7. Individual tests can be better used with those
who, for motivational or other reasons, do
not perform accurately on group tests. Fur­
thermore, more clinical information can be
obtained from individual tests.

8. Teachers are generally qualified to administer
group tests of intelligence.

9. Some attempts have been made in the past to
build culture-fair intelligence tests. These re­
sults have largely failed if we define culture
fairness as the equality ofmean scores for var­
ious subcultures. Even if culture-fair tests
could be devised, the usefulness of such mea­
sures is open to question.

10. Multifactor aptitude tests are used by the ma­
jority of school systems. Although designed
to be differentially predictive, they have not
been very successful in that respect. Never­
theless, they have remained a popular tool of
the counselors to assist students in under-
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standing themselves better and as a catalyst
for career exploration.

11. Many kinds of special-aptitude tests exist.
They include mechanical, clerical, musical,
and art aptitude tests; tests for specific
courses and professions; and creativity tests.

12. Aptitude test results can be used by teachers,
counselors, administrators and employers.
They can also be misused. Unfortunately, the
negative attitude the public correctly displays
toward test misuse has been overgeneralized
and extended to the tests themselves. There
can be no doubt but that the wise use of ap­
titude tests benefits society.

• POINTS TO PONDER

1. Which theory of intelligence do you sub­
scribe to? What are the advantages and limi­
tations of accepting this theory?

2. Project Head Start implicitly makes an as­
sumption that environment plays a significant
role in intellectual development. If research
shows that programs like Head Start are inef­
fective, must we conclude the assumption is
incorrect?

3. Can you write an item that you would defend
as being a measure of aptitude and not a mea­
sure of achievement?

4. A married couple wishes to adopt an infant.
They request assurance that the infant pos­
sesses normal intelligence. What should the
social worker tell this couple?

s. List five specific situations where group in­
telligence tests would be more appropriate
than individual intelligence tests. Do the same
for the reverse situation.

6. Assume that two randomly chosen groups
were given the Stanford-Binet at age four.
One group (group A) of students received
nursery school instruction that included tasks
similar to those asked on the Stanford-Binet.
The other group (group B) received no such
instruction. On retesting at age five, group A
performs significantly better. Does this tell us
anything about the stability of intelligence,
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the effects of environment on intelligence, or
the validity of the test?

7. Why do you think there are no multifactor
aptitude tests published for the early elemen­
tary grades?

8. What are the advantages and limitations of
using a multifactor aptitude test rather than a
set of special-aptitude tests covering the same
constructs?

9. What are the instructional advantages (if any)
of being able to correctly identify highly cre­
ative children?

10. Given the question "What can books be used
for?" a student responds, "To build fires." Is
this a creative answer? Support your conten­
tion.



Chapter 16

Standardized
Achievement Tests

• Differences Between Standardized and Teacher-Made
Achievement Tests

• Classification of Standardized Achievement Tests
• Standardized Diagnostic Achievement Tests
• Criterion-Referenced Standardized Achievement Tests
• Standardized Achievement Tests in Specific Subjects
• Standardized Achievement-Test Survey Batteries
• Individually Administered Achievement Tests
• Using Achievement-Test Results
• New Directions in Testing

What is an achievement test? How do standard­
ized achievement tests differ from teacher-made
achievement tests? Are there achievement tests for
all subject matter areas? Will the Stanford
Achievement Test be valid for my purpose? What
preschool tests are available? Are they any good
(valid)? What use can be made ofachievement-test
results? These are some of the questions that the
classroom teacher, counselor, and school admin­
istrator can be expected to ask and should be able
to answer. This chapter presents information that
will assist the test user to answer these and other
questions.

Literally hundreds of standardized tests are
available to the classroom teacher, counselor,

school psychologist, and administrator. In previ­
ous chapters we have considered standardized ap­
titude tests and teacher-made achievement and
performance tests. In Chapter 17, we will con­
sider interest inventories and personality tests. In
this chapter, we will consider standardized
achievement tests that have been specifically de­
signed for use in an educational context.

Some achievement tests are norm-referenced
(NRT), while others are criterion-referenced
(CRT). Some purportedly yield both norm- and
criterion-referenced information. Some measure
only a single subject, whereas others consist of a
battery of tests measuring performance in a variety
of content areas. Some are designed for only the

345
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upper grades; others are made up of an articulated
series ranging from K to 12. Some provide survey­
type information, while others yield diagnostic
data. Most standardized achievement tests are
group-administered, but some, especially those
designed for the handicapped, are individually ad­
ministered.

To try to cover a substantial portion of them
here would be an exercise in futility. We have se­
lected only a few of the more representative ones
so that we might comment on their properties­
properties that every user should examine when
selecting a standardized test. The tests discussed
here are generally of high quality. However, there
are many other standardized achievement tests of
equally high quality, and it should not be assumed
that the tests discussed in this chapter are the best
ones available. In the long run, the best test is the
one that best measures the user's objectives most
validly, reliably, efficiently, and economically.

After studying this chapter, you should be able
to:

1. Understand the similarities and differences be­
tween standardized and teacher-made achieve­
ment tests.

2. Compare the three major types of standardized
achievement tests-diagnostic, survey battery,
and single-subject-matter-in terms of pur­
poses, coverage, and construction.

3. Have a better conception of the newer type of
standardized criterion-referenced tests and
how they can be useful in the "diagnosis" of
student learning problems, as well as helpful in
planning for optimal instruction.

4. Recognize that most standardized achievement
tests are more similar than dissimilar.

5. Critically evaluate a standardized achievement
test.

6. Understand the factors to be considered in se­
lecting a standardized achievement test.

7. Understand and discuss the various instruc­
tional, guidance, and administrative uses of
standardized achievement-test data.

8. Recognize the supplemental value of standard-

ized achievement-test data to assist teachers in
their decision making.

DIFFERENCES BETWEEN
STANDARDIZED AND TEACHER­
MADE ACHIEVEMENT TESTS

Teacher-made and commercially published stan­
dardized achievement tests are more alike than dif­
ferent. Where there are differences, they are more
a matter of degree than intent, since the purpose
of each is to measure pupil knowledge, skills, and
ability.

Any test that has a representative sampling of
the relevant content (i.e., possesses content valid­
ity) and that is designed to measure the extent of
present knowledge and skills (from recall of fac­
tual material to the higher mental processes) is an
achievement test, regardless of whether this test
was constructed by the classroom teacher or by
professional test-makers. The major (but not the
only) distinction between the standardized
achievement test and the teacher-made test is that
in a standardized achievement test the systematic
sampling of performance (i.e, the pupil's score)
has been obtained under prescribed directions of
administration. They also differ markedly in terms
of their sampling of content, construction, norms,
and purpose. The differences between teacher­
made and standardized achievement tests are sum­
marized in Table 16-1.

Sampling of Content

Standardized achievement tests normally cover
much more material (although they need not have
more items) than teacher-made tests because they
are traditionally designed to assess more than one
year's learning. Teacher-made achievement tests
usually cover a single unit of work or that of a
term. Standardized tests, in contrast to teacher­
made tests, may not so readily reflect curricular
changes, although test publishers attempt to "keep
up with the times." This is less of a problem with
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TABLE 16-1 Comparisons Between Standardized and Teacher-Made Achievement Tests

Teacher-Made Achievement
Characteristic Tests Standardized Achievement Tests

Directions for administration
and scoring

Sampling of content

Construction

Reliability

Interpretive aids

Norms

Purposes and use

Usually no uniform directions
specified

Both content and sampling are
determined by classroom
teacher

May be hurried and haphazard;
often no test blueprints,
item tryouts, item analysis,
or revision; quality of test
may be quite poor

Generally not known; can be
high if test carefully made

None

Only local classroom norms
are available

Best suited for measuring
particular objectives set by
teacher and for intra class
comparisons

Specific instructions standardize
administration and scoring procedures

Content determined by curriculum and
subject-matter experts; involves
extensive investigations of existing
syllabi, textbooks, and programs (i.e.,
contains material covered in many, if
not most, classrooms); sampling of
content done systematically

Items written or at least edited by
specialists. Developers use meticulous
construction procedures that include
constructing objectives and test
blueprints, employing item tryouts,
item analysis, and item revisions; only
best items used

Generally high, with reliability often over
.90; small standard errors of
measurement

Can be quite elaborate, ranging from a
few suggestions to detailed remedial
strategies

Typically make available national and
local school district and building norms

Best suited for measuring broader
curriculum objectives and for
interclass, school, and national
comparisons

single-subject-matter tests than with survey bat­
teries. It is easier (and often less expensive) to re­
vise and renorm a single test than a survey battery.

Whether a person should use a commercially
published standardized test or a teacher-made test
depends to a large degree on the particular objec­
tives to be measured. Norm-referenced standard­
ized tests are constructed to measure generally ac­
cepted goals or objectives rather than unique or

particular classroom objectives. Teacher-made
tests usually measure more adequately the degree
to which the objectives of a particular course for
a particular teacher have been met. For example,
let us assume that a teacher of eleventh-grade his­
tory feels that her pupils should have an awareness
of social conditions before the French Revolution.
If this area is atypical of the conventional course
curriculum, it should be readily evident that the
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teacher-made test would be more valid than the
best standardized test that did not concern itself
with this objective. In other words, test users must
ask themselves, "How valid is this test for my ob­
jectives?" Generally, the teacher-made achieve­
ment test more closely follows a changing curric­
ulum, as in the sciences.

Construction

Standardized achievement tests and teacher-made
achievement tests differ in the relative amount of
time, money, effort, and resources that are avail­
able to the commercial test constructors. It is es­
timated that it costs from $50,000 to $100,000 for
commercial test development (APA Monitor,
1984). The following example of how a standard­
ized achievement test is constructed by test pub­
lishers may indicate why the teacher-made test is
seldom as well prepared as the standardized test.

First, the test publisher arranges a meeting of
curriculum and subject matter specialists. After a
thorough study and analysis of syllabi, textbooks,
and programs throughout the country, a list of ob­
jectives is prepared-what information students
should have, what principles they should under­
stand, and what skills they should possess. The
objectives to be sampled by the test are then re­
duced to a test outline or table of specifications
(based on the judgments of the various experts in­
volved in the test planning) that guides the test­
maker in constructing the test. Then, with the as­
sistance of classroom teachers and subject matter
experts, a team of professional test writers pre­
pares the items according to the specifications out­
lined in the grid. (Inclusion of such a grid in the
publisher's test manual would be very valuable to
the user in ascertaining whether the test has con­
tent validity for her. Unfortunately, few publish­
ers include the grid.)

After careful review and editing, the tryout or
experimental items are arranged in a test booklet.
Then the instructions to both administrators and
pupils are written, and the tryout tests are given
to a sample of pupils for whom the test is de-

signed. After the answer sheets have been scored,
an item analysis is made to identify the poor items.
In addition, comments from test administrators
pertaining to timing and clarity of instructions for
both administrator and pupils are noted. Further
editing is then done on the basis of the item anal­
ysis (or more items are written if needed and the
content validity is rechecked). The test is then
ready to be standardized. After a representative
sample of pupils has been selected, the refined test
is administered and scored. Reliability and validity
evidence is obtained, and norms are prepared for
the standardization sample. Throughout the item­
writing stage, and definitely at the item analysis
stage, attention is given to preventing racial, eth­
nic, and gender bias. (See Diamond & Elmore,
1986, for a report of their survey on bias in stan­
dardized achievement tests.)

This brief description should demonstrate how
much time, effort, and expense go into the prepa­
ration of a standardized achievement test. With­
out minimizing the enthusiasm, interest, and ded­
ication of classroom teachers in constructing their
own tests, teacher-made tests seldom compare in
technical aspects with commercially made stan­
dardized tests. The teacher alone constructs a test;
the standardized test is constructed by test spe­
cialists in cooperation with subject matter experts,
curriculum specialists, and measurement experts.
The teacher has a limited amount of time to de­
vote to test construction; standardized test-makers
can spend as much as two or three years on the
preparation of their tests. Teachers often do not
examine their items in terms of difficulty and dis­
crimination; commercial test publishers use statis­
tical tools in order to eliminate or to suggest ways
to rewrite the poor items. Teachers, because they
often are unable to try out their test beforehand,
do not have the opportunity (1) to clarify ambig­
uous directions or (2) to alter the speededness of
the test by either increasing or decreasing the
number of items. The commercial test publisher
tries out the items in experimental or preliminary
editions and is able to ascertain how well the test
and the items function. On the whole, then, it



should be readily evident that commercial stan­
dardized achievement tests are superior in terms
of technical features to teacher-made achievement
tests. This does not imply that teacher-made
achievement tests cannot be technically as sound
as commercial tests. They can be, but because of
the time, money, effort, and technical skill in­
volved in preparing a good test, they normally are
not.

Classroom teachers should not develop an in­
feriority complex because of the preceding re­
marks. They should recognize that they have been
trained to be teachers and not test-makers.

Interpretive Aids

Another distinguishing feature between the tradi­
tional teacher-made and standardized test con­
cerns the ancillary material accompanying the test
to assist the classroom teacher in undertaking re­
mediation of material that has not been learned by
the pupils. Some standardized single-subject-mat­
ter tests have little, if any, material to aid the
teacher in interpreting the pupil's performance
and then undertaking corrective action. However,
some standardized survey achievement batteries,
such as the Metropolitan, Stanford, and Iowa Test
of Basic Skills, have separate manuals devoted
solely to providing suggestions to the classroom
teacher for teaching/reteaching the concepus) the
pupils do not understand. Teacher-made tests
have no such provision, of course.

Norms

Another feature distinguishing most standardized
tests from teacher-made achievement tests is that,
generally, standardized tests provide norms of one
type or another: for example, sex, rural-urban, and
grade. With national norms, one can make nu­
merous comparisons of the performance of indi­
vidual pupils, classes, grades, schools, and school
districts with the academic progress of pupils
throughout the country. Naturally, the kinds of
comparisons that can be made depend on the types
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ofnorms furnished by the test publisher. Although
teacher-made tests may have norms, they are, at
best, only locally based.

Purposes and Use

Standardized achievement tests, especially survey
batteries, have a broad sampling of content, and
may be too general in scope to meet the specific
educational objectives of a particular school or
teacher. Teacher-made achievement tests, on the
other hand, will usually have narrow content sam­
pling (although what is sampled may be covered
thoroughly). This does not imply that the stan­
dardized achievement test is superior to the
teacher-made achievement test. Because of the
emphasis placed upon the various course objec­
tives, the standardized achievement test may be
superior to the teacher-made test in one instance
and not in another. Both standardized and teacher­
made achievement tests serve a common function:
the assessment of the pupil's knowledge and skills
at a particular time. It is usually agreed that the
teacher-made achievement tests will assess spe­
cific classroom objectives more satisfactorily than
standardized achievement tests. It should be noted,
however, that all educational decisions should be
based on as much empirical data as possible. Be­
cause the standardized and teacher-made achieve­
ment tests serve different purposes, school per­
sonnel should consider the-supplemental value of
standardized achievement-test scores to teacher­
made test scores and teacher observations and
judgments, rather than argue that one measure­
ment device is better than the other.

To compare the pupils in one school with those
in another school, a standardized achievement test
would be appropriate. To determine whether
Betty has learned her addition skills in Mr. Jones'
third grade may be better accomplished by using a
teacher-made test. To measure pupils' general
basic skills, a standardized achievement test is the
better choice. To measure pupils' knowledge in
some content areas such as science, geography,
and civics, a teacher-made test may be more ap-
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propriate, since the content in these areas may be­
come outdated quickly and the locally constructed
test can keep up with the times more easily. Thus,
the functions or uses of the two kinds of achieve­
ment tests vary.

In addition, standardized achievement tests
often have equivalent forms that allow one to mea­
sure growth without administering the same items
to the examinees or to obtain a "score" on one
form if an error was made on another form. Many
of the newer standardized survey batteries have an
articulated series of levels so that one can obtain
comparable measures from K through 12. Finally,
more and more survey batteries are standardized
concurrently with an aptitude measure, thereby
permitting one to interpret an examinee's achieve­
ment in relation to his or her ability. We consider
the uses of standardized achievement tests further
in the concluding section of this chapter.

CLASSIFICATION Of STANDARDIZED
ACHIEVEMENT TESTS

One method of classifying tests is based on the ex­
tent of language involved-perfirmance (which
was discussed in Chapter 9), verbal, nonverbal, and
nonlanguage.

As mentioned previously, performance tests
generally involve the manipulation of objects with
little, if any, use of a pencil-and-paper format.

Verbal tests require that examinees be able to
comprehend written materials.

Nonverbal tests, often referred to as nonreading
tests, are used for illiterates and nonreaders (re­
gardless of age), and infant and preschool children.
While no writing or reacting is required on the
part of the examinees, they must comprehend lan­
guage since the instructions are verbal. These tests
are not suited to testing deaf or foreign language
speakers.

Nonlanguage tests such as the familiar Army
Beta do not require examinees to use either writ­
ten or spoken language. Instructions are generally
given in pantomime.

Other classification schemes are diagnostic tests,
which are designed to isolate a pupil's specific
strengths and weaknesses in some particular field
of knowledge; single-subject-matter achievement
tests, which are concerned with measuring the
pupil's educational accomplishments in a single
content area; and survey batteries, which consist of
a group of tests in different content areas stan­
dardized on the same population so that the results
of the various components may be meaningfully
compared. (Some measurement texts include prog­
nostic tests as a subset of achievement tests, but we
prefer to discuss them under aptitude tests.)

These three types (diagnostic, single-subject­
matter, and survey battery) of standardized
achievement tests differ in their purposes, cover­
age, and construction. They differ primarily be­
cause they are designed to measure different as­
pects or segments of the pupil's knowledge.

Since we also discuss criterion-referenced tests
(CRTs), it might be construed that there are four
types of standardized achievement tests. We have
purposely avoided this classification scheme, since
any of the three types could be norm-referenced,
criterion-referenced, or both.

Purposes and Use

Throughout this text, we have taken pain to alert
test users that no single test should be used as the
sole criterion in decision making but must be con­
sidered in concert with a variety of other infor­
mation (Airasian, 1979b; Hall et aI., 1985; Hall et
al., 1988; Stiggins & Bridgeford, 1985; Salmon­
Cox, 1981). If anything, insofar as decision mak­
ing is concerned, teacher-made achievement tests
are weighted more heavily than standardized tests,
more so at the elementary level.

All standardized tests are designed to assess pu­
pils' knowledge and skills at a particular point in
time so that inferences about this knowledge can
be made to a fairly broad, general domain. If we
are interested in learning whether Alan has the
prerequisite entry skills that will enable him to
profit maximally from reading instruction, we will
give him a reading readiness test. If we are inter-



ested in learning what Mary's specific strengths or
weaknesses are in reading or spelling, we will use
a diagnostic test. If we are interested in making a
somewhat thorough evaluation of Mary's achieve­
ment in spelling, we should use a standardized
spelling test rather than the spelling subtest of a
survey battery, because the survey battery subtest
will ordinarily be shorter, thereby limiting its cov­
erage. If we are interested in learning whether
Mary is a better speller than she is a reader, we
should use a standardized survey battery where the
total test has been standardized on the same sam­
ple. If different subject matter tests have norms
based on different samples, direct comparisons
cannot be made because the samples might not be
equivalent.

For guidance purposes, it may be advisable to
use the results of both a survey battery (which will
indicate the relative strengths and weaknesses in
many different subject matter fields) and a single­
subject-matter test that gives more thorough in­
formation in a particular area. For example, pupils
can initially be given a survey battery as a prelim­
inary screening device. Then, certain pupils can
be identified for more thorough investigation and
be given a single-subject-matter and/or diagnostic
test in the area of suspected weaknesses. The use
of such a sequential testing (i.e., using the survey
battery for an initial screening and a single survey
test and/or a diagnostic test for only a few indi­
viduals) saves considerable testing.

Coverage and Construction

Standardized achievement-test batteries attempt to
measure pupils' knowledge in many diverse areas;
single-subject-matter tests are restricted to only a
single area of knowledge such as grade 11 physics,
grade 4 spelling, or grade 6 language arts. Nor­
mally, single-subject-matter tests are a little more
thorough in their coverage. For example, if a
spelling test requires one hour and the spelling
subtests of a battery require 40 minutes, there is
more opportunity for the single test to have more
items and thereby to increase the content sam­
pling.
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Although the survey battery is more convenient
to administer than an equal number of single tests,
and although, for the most part, the survey battery
is fairly valid for the average classroom teacher,
some of the subtests may lack the degree of valid­
ity desired because of their more limited sampling
of tasks. The general consensus, however, is that
despite the more limited sampling of tasks, survey
batteries are preferred over a combination ofmany
single-subject-matter tests. This is so because the
survey battery (l) gives a fairly reliable index of a
pupil's relative strengths and weaknesses since it
has been standardized on the same population,
whereas this is seldom the case for single-subject­
matter tests; (2) is more efficient timewise; (3) is
usually more economical; and (4) young children
generally find it easier to take the tests in a battery
rather than as separate single-subject-matter tests
because of the common format in the battery.

Diagnostic tests may differ markedly from the
survey battery or single-subject-matter test, de­
pending-upon their use. Since diagnostic tests are
designed primarily to assist the teacher in locating
or attempting to isolate the genesis of some defi­
ciency, we would expect the diagnostic test to
have a thorough coverage ofa limited area. For ex­
ample, both a standardized achievement test of
arithmetic skills and/or the arithmetic subtest of a
survey battery are concerned with measuring gen­
eral goals and objectives of the arithmetic curric­
ulum. Hence, both types of arithmetic tests con­
tain a variety of items on many different arithmetic
topics. A diagnostic test, however, may be restric­
tive in the sense that it is concerned only with one
or two aspects of arithmetic, such as addition and
subtraction. Moreover, the diagnostic test is more
concerned with measuring the components that
are important in developing knowledge in a com­
plex skill.

There is no appreciable difference among the
various types of achievement tests in the technical
and mechanical factors involved in their prepara­
tion. In many instances, it is not possible to iden­
tify the type of test solely on the basis of the item
format. That is, a test item such as "9 is what per­
cent of 36?" could conceivably be found in a sur-
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vey, a single-subject-matter, or a diagnostic test.
About the only way in which the various types of
achievement tests may be distinguished is to make
a study of the breadth or intensity of their cover­
age and their provisions for interpretation.

STANDARDIZED DIAGNOSTIC
ACHIEVEMENT TESTS

In this and the next several sections, we present
some examples of diagnostic tests, criterion-refer­
enced achievement tests, single-subject-matter
achievement tests, and standardized achievement­
test survey batteries that are commonly used in the
public schools. We also consider some of the fac­
tors that are relevant in determining the choice of
one achievement test or battery over another.

In contrast to survey batteries (discussed in a
later section), which consist of a group of subtests
in different content areas standardized on the same
population, there is another group of narrowly fo­
cused tests-diagnostic. Although some of the
newer survey achievement tests-for example, the
Metropolitan Achievement Tests have some di­
agnostic features such as the instructional level
scores in reading and mathematics, and the Cali­
fornia Achievement Tests provide error analyses
and other diagnostic features-provide limited di­
agnostic information, they have not been specifi­
cally designed as diagnostic tests.

We must, at the outset, differentiate between
medical and educational diagnosis lest misunder­
standing occur. Educational diagnosis generally
refers to the identification of a student's weakness
or learning difficulty-for instance, Garrett is un­
able to do long division when regrouping is re­
quired. This differs markedly from medical diag­
nosis, which is concerned with the identification
of the underlying cause(s) of a problem or weak­
ness-for example, why does Garrett have a pain
in his chest? Some probable causes are a heart at­
tack, muscle contraction, or gallbladder attack.
These hypotheses are further examined, in an ef­
fort to identify the probable cause(s) of the prob­
lem.

Diagnostic achievement tests are primarily
concerned with measuring the skills or abilities
(e.g., reading, arithmetic) that the subject-matter
experts believe are essential in learning a particu­
lar subject and hence are important for diagnosis
or remediation. For example, an arithmetic diag­
nostic test will be concerned with factors that ex­
perts in teaching arithmetic believe enter into the
arithmetic process. Moreover, the items in diag­
nostic tests are often graded in difficulty.

Diagnostic tests have much in common with
criterion-referenced tests, because (1) both at­
tempt to obtain information about a person's per­
formance in highly specific skills and relate this
information to instructional prescriptions and (2)
both have to be sharply focused. In fact, some di­
agnostic tests are essentially mastery tests, that is,
perfect or near-perfect performance is expected
by average children. For example, by the end of
the first grade the average pupil is expected to
demonstrate a left-right orientation in decoding,
and failure to do so indicates a deficiency in that
skill.

The development of a valid diagnostic test (see
Webb et al., 1987) is predicated on satisfying two
major assumptions: (1) the ability to analyze skills
or knowledge into component subskills and (2)
the ability to develop test items that will validly
measure these subskills. Bejar (1984) conceptual­
izes the development of diagnostic tests as being
either (1) an example of deficit measurement­
that is, diagnosis is seen as the measurement of
discrepancies from some "expected" value-or
(2) an example oferror analysis-that is, diagnosis
involves more than collecting symptoms; examin­
ees are categorized on the basis of the types of er­
rors and attempts to ascribe causal relations so that
appropriate remediation can be undertaken. As of
now, the major work in developing standardized
diagnostic tests exemplifies the error analysis
approach and/or the cognitive psychology ap­
proach.

The purpose of diagnosis, and hence of a di­
agnostic test, is to help in selecting proper treat­
ment. Saying that Allan, a fifth-grader, has a grade
equivalent of 4.8 on the Metropolitan Mathemat-



ics Test tells us very little about Allan's strengths
and weaknesses. We do know, however, that he
is performing slightly below grade level in math­
ematics. But Allan's classroom teacher needs to
know more. What kind of items did Allan fail or
pass? Is there any pattern? Does Allan consistently
demonstrate errors in addition or subtraction?
With carrying? With multidigit items?

A good diagnostic test not only will inform the
teacher that a pupil is weak or deficient in reading
or arithmetic, it will also point out what areas are
weak, such as word comprehension or addition
with regrouping. However, it will not establish
causal relationships. The teacher might learn what
the difficulty is but not why the problem is there.
For example, let us say that Salvador is weak in
algebra. However, even the best arithmetic diag­
nostic test will not indicate whether this weakness
may be due to his intellectual ability, poor reading
skills, poor vision, psychomotor difficulties, poor
study skills, emotional problems, inability to deal
with polynomials, and other factors. The teacher
must consider many factors to arrive at a reason­
able solution to the problem. If not, the immediate
problem may be remedied, but the etiological fac­
tors (having not been considered) may manifest
themselves in other learning situations.

We would be remiss if we did not caution pro­
spective users of diagnostic tests (regardless of
how well they have been constructed) to be some­
what pessimistic about the value of the test's re­
sults. Diagnostic tests may point out a student's
strengths and weaknesses in, say, reading or arith­
metic. They may indicate, for example, that Lois
has difficulty adding with regrouping but has mas­
tered converting decimals to percentages or that
Chuck is weak in reading comprehension but per­
forms above average in his rate of reading. This
does not mean that remedial work for Lois in ad­
dition with regrouping or special attention to
Chuck will result in an improvement in their re­
spective arithmetic and reading test scores. In fact,
research has demonstrated that we do not know
what constitutes effective diagnosis and remedia­
tion (Gill et al., 1979). Of what value then are di­
agnostic tests? We believe that they serve as hy-
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pothesis generators in that they suggest possible
courses of action to the teacher.

The manuals of some achievement-test batter­
ies suggest that some of their subtests may be used
for diagnostic purposes. We caution the user not
to consider these subtests as diagnostic. Before a
diagnostic test can be considered valid, (l) the
component skills subtests should emphasize only a
single type of error (such as word reversal in a
reading diagnostic test) and (2) the subtest differ­
ence scores should be reliable.

A major weakness of diagnostic reading tests is
the low reliabilities and high intercorrelations
among the separate subtests. The low reliability is
particularly significant in some of the shorter di­
agnostic tests, since this deficiency reduces the
test's diagnostic value. The high intercorrelations
suggest that the subtests are measuring similar
skills.

Finally, before accepting a test as being diag­
nostic even though it may be labeled as such or
claimed to be such by the publisher, ask yourself
whether the subtests identify skill deficiencies that
are amenable to remediation. For example, if a
child does poorly on Quantitative Language (a
subtest of the Metropolitan Readiness Tests),
what guidance, if any, is given the teacher for re­
medial action? Should the pupil do more work
with numbers? Should the pupil read more sen­
tences dealing with quantitative concepts? Unless
such answers are forthcoming, the test should not
be considered as being diagnostic.

This does not mean that standardized achieve­
ment-test batteries cannot be used to diagnose
group or class weaknesses. On the contrary. Cur­
riculum evaluation would benefit greatly if
achievement-test batteries were used for this pur­
pose.

A more recent development is the inclusion of
group-administered diagnostic batteries as sepa­
rate components of survey-achievement test bat­
teries. For example, the Stanford has the Stanford
Diagnostic Reading and the Stanford Diagnostic
Mathematics Tests. The Metropolitan has three
separate diagnostic tests-in Reading, Mathemat­
ics, and Language.
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The diagnostic batteries meet the same rigid
quality standards as do the survey batteries. An es­
pecially noteworthy feature ofeach diagnostic bat­
tery was the care exercised in the delineation of
current instructional objectives. Each has excel­
lent diagnostic information provided so that opti­
mal individualized instruction can be undertaken.

We should caution the reader regarding the use
of group-administered diagnostic tests, however.
Although these tests serve as excellent screening
devices to identify pupils needing further atten­
tion, we concur with Anastasi (1988, p. 436) that
"the diagnosis of learning disabilities and the sub­
sequent program of remedial teaching are the
proper functions of a trained specialist." The di­
agnosis and treatment of a severe reading (or
mathematics) disability requires a team approach
consisting of a clinician, pediatrician, social
worker, reading specialist, and special education
teacher.

It is not possible to consider in very much de­
tail here the variety of diagnostic tests available to
the classroom teacher. We have described some of
the different methods used to construct diagnostic
tests; we have attempted to caution users to be
wary in their interpretation of diagnostic test re­
sults (because they are not elegant psychometric
instruments with high validity and complete nor­
mative data); and we have taken the view that the
teachers must be certain every avenue has been ex­
plored in their attempt to remedy an evident de­
feet.' We now present a very brief description of
two of the more popular diagnostic tests available
in the elementary grades. Possibly because of the
technical difficulties involved, there is a paucity of
valid diagnostic tests.

Reading Diagnostic Tests

According to Salvia and Ysseldyke, " ... difficulty
in reading is the most [italics added] frequently

'Salvia and Ysseldyke (1988) mention three major problems of
reading and mathematics diagnostic tests: (I) curriculum
match, (2) few technically adequate tests, and (3) generaliza­
tion.

stated reason why students are referred for psy­
choeducational evaluation" (1988, p. 353).

Because reading is an integral component of the
learning process and because reading skills have
been identified, the majority of diagnostic tests are
for reading. Diagnostic reading tests range from
the conventional paper-and-pencil test, where the
student reads a sentence and records the error in
the sentence, to the oral procedure, where the ex­
aminer carefully notes, for example, mispronun­
ciations, omissions, repetitions, substitutions, and
reversals of letters. In the oral, or "thinking
aloud," approach, the examiner is in a better po­
sition to observe and record errors as they occur
and thus to see whether there is any pattern to the
errors. Not only understanding the kinds of errors
made but also obtaining some insight into how the
pupil responds and reacts can prove invaluable for
future remedial work. For example, in the oral ap­
proach, the examiner may note that the pupil is
nervous, wary, concerned, and so forth. Diagnos­
tic tests range from those that have just two or
three subtests and function more like a survey bat­
tery to those that have many subtests that provide
for detailed clinical analysis. Some are completely
verbal; others employ equipment such as a tachis­
toscope for controlling the rate of exposure of
printed matter; others employ elaborate photo­
graphic apparatus to record eye movements while
the subject is reading.

Reading is a complex behavior consisting of
many skills. Accordingly, reading diagnostic tests
generally measure such factors as reading rate,
comprehension (literal, inferential, listening), vo­
cabulary, visual and auditory discrimination,
word-attack skills, and motor skills. As will be ev­
ident when reading readiness tests are discussed,
the skills measured by reading, reading readiness,
and reading diagnostic tests are very similar, as
one would expect. The major difference among
them is in the range of material covered, the in­
tensity of coverage, and the method of administra­
tion.

There appears to be some disagreement among
reading experts and psychometricians regarding
the value of reading diagnostic tests. Some main­
tain that diagnostic tests are valid and aid the class-



room teacher immeasurably in screening out pu­
pils who are in need of remediation. Others, like
Spache (1976), are very critical of many reading
diagnostic tests, claiming that, in large part, they
fail to demonstrate validity. We feel that some of
the newer reading diagnostic tests are beginning
to overcome this deficit.

Q. Do all reading diagnostic tests measure the
same thing?

A. No! Although there are more similarities than
differences among most standardized reading diag­
nostic tests, there are nevertheless some basic differ­
ences. For example, the Durrell Analysis of Reading
Difficulty and the Gates-McKillop-Horowitz Read­
ing Diagnostic Tests are both individually adminis­
tered, permitting detailed observation of the many
aspects of reading, such as the visual and auditory
discrimination of sounds, or listening comprehen­
sion. Both measure various factors involved in the
reading process but do so in markedly different ways.
In the Gates-McKillop, the subtests are analogous to
power tests in that the exercises vary in their degree
of difficulty. In the Durrell, this is not so. On the
other hand, the Gates-McKillop-Horowitz includes
tests of the child's word-attack skills, but the Durrell
does not. The Durrell has eight separate subtests, the
Gates-McKillup-Horowitz has fourteen tests/sub­
tests. Although the complete Durrell is administered
to the examinee, for the Gates, no set battery is ad­
ministered. Rather, the examiner selects those sub­
tests she believes necessary.

Q. How valid are the interpretations that can be
made with a reading diagnostic test?

A. This depends on the test-how the items were
selected (or prepared), the test's psychometric qual­
ities, and the adequacy of the norming group. For
some tests such as the Gates-McKillop-Horowitz,
the training and experience of the examiner plays a
vital role. The older Gates Reading Diagnostic Tests
can be interpreted easily by classroom teachers. The
types of interpretations that can be made are gov­
erned to a large extent by the range of material the
test covers. The practical clinical value of the inter­
pretation depends to a large extent on the check list
of errors (and their validity) the publisher provides.

We must warn the user of tests in general, and
definitely diagnostic prescriptive tests in particu-
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lar, to be on guard and to exercise extreme caution
in interpreting the test results. Implementing
sometimes radical prescriptive measures (remedial
instruction, placement in special classes) on the
basis of limited data is precarious.

Stanford Diagnostic Reading Test (SDRT)
Published by Harcourt Brace Jovanovich, Inc.
(1984) in two forms (G and H), the test's four
overlapping levels span grades 1.6-1 3. It is group­
administered, with six, seven, or eight scores de­
pending on the level. Working time varies accord­
ing to level, but approximately two hours are re­
quired for each level. Both timed and untimed
tests are contained in each level, the number of
strictly timed tests increasing as one moves from
the lower to higher levels. Students can respond
either on machine-scorable answer sheets or di­
rectly in the test booklet. Each of the subtest and
total scores can be expressed and interpreted in
terms of both a within-grade criterion- (content-)
referenced mode (raw scores and Progress Indi­
cators) or norm-referenced mode (percentile
ranks, stanines, grade equivalents, and scaled
scores). Accordingly, the SORT is both norm-re­
ferenced and criterion-referenced.

Factors measured in all four batteries are pho­
netic analysis and reading comprehension, al­
though different techniques are used to measure
these factors depending upon the grade level. Fac­
tors measured in three levels are Auditory Vocab­
ulary (grades 1, 6-8), and Structural Analysis
(grades 3-13). As might be expected, at only the
upper grade levels are reading rate, scanning and
skimming, and reading vocabulary measured.
Some examples of the types of items used in the
SORT are presented in Figure 16.1.

Criterion-related validity was studied by cor­
relating performance on the SORT subtests with
performance on their counterparts on the Stanford
Achievement Test. With the exception of the
Blue level (9-13) where r's range from 0.64 to
0.74, the correlations are quite respectable, rang­
ing from 0.67 to 0.88.

Content and criterion-related (concurrent) va­
lidity were emphasized in the test's construction.
The authors caution users to interpret the test's



SAMPLES

Pausefor replies.Then say:

Yes, it Is the first picture, the picture of the girl with the
fishing pole. You should have filled In the answer space
under the first picture. Are there any questions about
what you are to do?

Pause. Encouragereplies. Then say:

Yes, It is the second picture, the picture of the horse,
because a horse Is an animal. The answer space under
the picture of the horse has been filled In to show that
it Is the right answer. (Pause.) Now look at box B. (De­
monstrate.) Look at the pictures In the box. (Pause.) I will
read the question to you: "Which girl Is fishing?" Fill in
the space under the picture of the girl who Is fishing.
(Pause.) Which picture shows a girl fishing?

Look at the pictures in the box. The pictures are of a
log, a horse, and an umbrella. (Pause.) Now I'm going
to read a question to you about these pictures. Find the
picture that answers the question. Ready? Here is the
question: "Which one is an animal?" Which picture
shows an animal?

o

o

o

•

o

o

A

TEST 1: Auditory Vocabulary

TEST 2: Auditory Discrimination

SAMPLES

A B

•
M

o
E

o

Look at row A in the shaded box marked "Samples."
You see three answer spaces: one labeled "B," one
labeled "M," and one labeled "E." The "B" stands for
beginning, the "M" stands for middle, and the "E" stands
for end.

Now Iistan to these two words: "sad" ... "sign." Where
do these two words sound the same? Do they sound
the semeat the beginning, In the middle, or at the end?

Pause for replies.Then say:

Yes, "sad" and "sign" sound the same at the beginning.
They both begin with the sound lsi. That Is why the
space under "B" for "beginning" has been filled In in
your booklet.

TEST 3: Phonetic Analysis (Part A)

SAMPLE

0 r

• f

0 P

0 h

Look at the shaded box at the top of the page, where
you see a picture of a feather. Think of the beginning
sound of the word ''feather'' ... ·'feather." What is the
first sound In "feather"?

Pause for replies.Then say:

Yes, it Is IfI ("fuh"). "Feather" begins with the IfI sound.
Which letter In the shaded box stands for the Ifl sound?

Pausefor replies. Then say:

Yes,It is "f" ("eft"); that Is why the space next to the "f"
has been filled In in your booklet. You will do the same
with the other questions on this page.

FIGURE 16.1 Sample Items from the Stanford Diagnostic Reading
Test, Third Edition. (Copyright © t 984 by Harcourt Brace Jovanovich. Inc.
Rpnroduced bv oermlsslon. All rlghts reserved.)



TEST 3: Phonetic Analysis (Part B)

SAMPLE

0 p

!JT2%- 0 d

0 h~ ,;p~ -::::::::--

• t

Look at the shaded box at the top of the page, where
you see a picture of a boat. Think of the ending sound
of the word "boat" ... "boat." What Is the last sound In
"boat"?

Pausefor replies.Then say:

Yes,lt Is /t/ ("tuh"). "80at" ends with the Itl sound. Which
letter In the shaded box stands for the /t/ sound?

Pausefor replies.Then say:

Yes, it is "t" ("tee"); that Is why the space next to the
"t" has been filled in In your booklet.

TEST 4: Word Reading

SAMPLES

Emf~DD~

A wish house does

0 • 0

8 held with door

0 0 0

c window hop want

• 0 0

Weare going to look at some pictures and then find the
words that tell about each picture. Look at the shaded
box at the top of the page. (Demonstrate.) You see a
picture of part of a house. (Pause.) Now look at the three
lines of words below the picture. In each line, there Is
one word that goes with the picture. Youare to pick out
the word In each line that goes with the picture. Look
at the first line, line A. Read the words to yourself as I
readthem aloud: "wish ... house ... does:' Which word
goes with the picture?

A The window is broken.

TEST 5: Reading Comprehension (Part A)

SAMPLES
Look at the first shaded box at the top of the page.
(Demonstrate.) Inside box A you see asentence and three
pictures. Read the sentence to yourself while I read It
aloud: "The window Is broken:' Oneof the pictures goes
with the sentence. Which picture Is it?

r===
III III
III I:
" ,

o•o

On this page, there are some stories for you to read.
Look at the story In the shaded box. Read the first sen·
tence of the story to yourself as I read It aloud. "Fish
live In the ground ... sky ... water:' Which word best
completes the sentence?

o ground

o sky

• water

A Fish live in the

TEST 5: Reading Comprehension (Part B)

SAMPLES

FIGURE 16.1 (conduded)
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content validity in relation to the users' instruc­
tional objectives. K-R 20 reliability is reported
using raw scores, and standard errors of measure­
ment are reported for both raw and scaled scores.
Alternate-form reliability was computed for the
speeded subtests, All but two of the K-R 20's are
above 0.80.

A variety of reports are available and, with the
test manual, provide helpful information to aid in
the interpretation of the pupils' or classes' perfor­
mance. The authors provide a variety of instruc­
tional strategies that they feel will help ameliorate
the pupils' deficiencies. Evidence as to the efficacy
of these instructional strategies is missing. The
manual is concisely written and is teacher-ori­
ented, although attention is also paid to how the
test scores can be used for making administrative
decisions.

Users of the publisher's scoring service are
given an Instructional Placement Report (IPR)
that reports level-based rather than grade-based
stanines. This type of reporting provides a profile
analysis in terms of the pupils' basic instructional
needs regardless of their grade placement. In ad­
dition, pupils are identified either as being in need
of specific remedial instruction or as progressing
satisfactorily. On each computer-generated IPR,
brief instructional strategies are given. One can
obtain an Individual Diagnostic Report (this con­
tains a detailed analysis of a single pupil's per­
formance), a Class Summary Report, a Master List
Report (a listing of scores for all students in the
class), a Parent Report, and a Pupil Item Analysis.

The 1984 SDRT at each level reports or clas­
sifies the test items by objective and item cluster,
provides the difficulty level of each item, and des­
ignates a Progress Indicator (PI) Cut-Off Score.
Progress Indicators, although not test scores per
se, are cutoff scores that have been established for
each SDRT Skill Domain and Item cluster to
identify those pupils who have mastered or have
not mastered minimum competencies in those
areas deemed to be vital in the reading process de­
velopment sequence. We caution users not to con­
sider the PI as an absolute standard but to interpret
the score in terms of their instructional objectives.

Raw scores for each subtest can be converted
to norm-referenced scores-percentile ranks,
scaled scores, stanines, and grade equivalents-or
criterion-referenced scores-progress indicators.
There are both fall and spring norms.

In summary, the 1984 SDRT is a well-con­
structed standardized test. It is attractively pack­
aged, has clear directions, provides a rationale un­
derlying each of the subtests, and has an excellent
manual to help the teacher. The type and variety
of instructional strategies provided do indeed
make this a diagnostic-prescriptive test. As men­
tioned earlier, however, the value of the instruc­
tional strategies has not been demonstrated. Al­
though the classroom teacher can administer,
score, and interpret the test, we strongly recom­
mend that, where feasible, an experienced reading
specialist do the actual interpretation and, in con­
junction with the classroom teacher, develop the
appropriate corrective action.

Some Other Examples Some other examples
of diagnostic reading tests are the Woodcock
Reading Mastery Tests, Durrell Analysis of Read­
ing Difficulty, the Durrell Listening-Reading Se­
ries, the Diagnostic Reading Scales, the Gates­
McKillop Reading Diagnostic Tests, the Gilmore
Oral Reading Test, the Reading Recognition and
Reading Comprehension subtests of the Peabody
Individual Achievement Test, the Slingerland
Test of Specific Language Disability, and the
Word Recognition subtest of the Wide Range
Achievement Test. These are all popular tests, and
more information can be obtained about them and
other tests by consulting the Mental Measure­
ments Yearbooks, Test Critiques, and the publishers'
catalogs.

Diagnostic Arithmetic Tests

With the exception of the teaching of reading,
probably no subject has been more intensively
studied than the teaching of arithmetic. Yet very
few new arithmetic tests have been published and
even fewer new diagnostic arithmetic tests.



Key Math Diagnostic Arithmetic Test
(KMDAT) Published by the American Guidance
Service (1976), the test covers preschool to grade
6. It has one form. Developed originally for test­
ing educable mentally retarded children, this in­
dividually administered test can be given, scored,
and interpreted by classroom teachers who have
studied the manual.

The test is divided into three major areas (con­
tent, operations, and applications) and 15 subtests,
each having from 7 to 31 items. The subtests (with
the number of items shown in parentheses) are as
follows:

A. Content
1. Numeration (24)
2. Fractions (11)
3. Geometry & Symbols (20)

B. Operations
1. Addition (15)
2. Subtraction (15)
3. Multiplication (11)
4. Division (10)
5. Mental Computation (10), which also in­

volves memory for digits
6. Numerical Reasoning (12)

C. Applications
1. Word Problems (14)
2. Missing Elements (7)
3. Money (15)
4. Measurement (27)
5. Time (19)
6. Metric Supplement (31)

The items require almost no writing or reading
ability.

With the exception of the Metric Supplement
subtest, raw scores are converted to grade equiv­
alents. These GEs can then be compared with the
total score and strengths and weaknesses plotted.
We caution the reader here because a change in
only one or two answers can have a significant ef­
fect on the derived score and subsequent interpre­
tation.

The validity and reliability data presented are
acceptable.
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The test is accompanied by an excellent man­
ual, which provides clear directions for adminis­
tration and scoring as well as behavioral objectives
for each item. The test format is good, and the il­
lustrations are exceptional in their use ofcolor and
attractiveness. A major criticism is the limited
number of items in each of the subtests, This ef­
fect is the more serious since a diagnostic test
should have extensive sampling of the instruc­
tional objectives.

Some other examples of arithmetic diagnostic
tests are the Diagnostic Tests and Self-Helps in
Arithmetic; Buswell-John Diagnostic Test for
Fundamental Processes in Arithmetic; the Individ­
ual Pupil Monitoring System: Mathematics; the
Individualized Mathematics Program; the Metro­
politan Diagnostic Mathematics Test; the Diag­
nostic Mathematics Inventory: Mathematics Sys­
tem (DMIIMS); Diagnosis: An Instructional Aid;
the Stanford Diagnostic Arithmetic Test; and the
California Diagnostic Reading and Mathematics
Tests.

Diagnostic Testing by Computer

Within the past few years, an active interest has
been evident with respect to diagnostic testing by
computer. The College Board and Educational
Testing Service have developed a computerized
diagnostic testing program for placing students in
instructional groups. Although designed primarily
for use in college and community college, the
model should be adaptable to other grades (see
Ward et al., 1986; Forehand, 1986, 1987).

CRITERION-REFERENCED
STANDARDIZED ACHIEVEMENT
TESTS

In recent years, accountability, performance con­
tracting, formative evaluation, computer-assisted
instruction, individually prescribed instruction,
mastery learning, and the like have spawned an in­
terest in and need for new kinds of tests-crite-
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rion-referenced tests (CRTs), or, as some prefer
to say, content-domain or objectives-based tests?2
Test publishers are now paying more attention to
the development of CRTs, since many educators
believe that norm-referenced tests (because they
are concerned with making interindividual com­
parisons) are inadequate for individualized in­
struction decision-making purposes because they
do not give specific descriptions of pupil perfor­
mance.

Because instructional objectives in the basic
skills of reading and arithmetic at the elementary
level are more amenable to fine subdivisions, and
because at this level the instructional objectives
are of a hierarchial nature (i.e., the acquisition of
elementary skills are a necessary prerequisite for
learning the higher-order skills), CRTs are more
common in the lower grades.

Today, commercially prepared standardized
criterion-referenced achievement tests are gener­
ally in reading and arithmetic, although agencies
are available that will produce tailor-made crite­
rion-referenced achievement tests in a variety of
subject matter fields at different grade levels
(Westinghouse Learning Corporation, Instruc­
tional Objectives Exchange, CTB/McGraw-Hill,
and Riverside Press).

Criterion-referenced tests vary from the sin­
gle-subject-matter test to a battery of "minitests"
that are designed to measure the pupils' knowl­
edge of the various instructional objectives in de­
tail. Moreover, test and textbook publishers are
beginning to prepare complete instructional sys­
tems using a survey test, a diagnostic testfs), and a
set of prescriptions (suggested instructional activ­
ities). One of the most comprehensive instruc­
tional systems has been developed by Science Re­
search Associates in Reading and Mathematics.

2As mentioned in Chapter 2, it should not be inferred that
norm-referenced achievement tests (NRTs) are not based on
objectives. In order for an achievement test to be valid, be it a
CRT or an NRT, there must be objectives on which the test
items are based.

The SRA package or "lab" in reading' consists
of 34 Probes or criterion-referenced diagnostic
tests measuring instructional objectives normally
covered in grades 1-4; six cassettes that make for
self-administration of the Probes; a Survey Test
that indicates the students' strengths and weak­
nesses and indicates what Probes, if any, should be
taken; a Prescription Guide that keys the in­
structional objectives measured by a particular
Probe (such as, letter recognition, consonant
blends, homographs) to major reading tests or
supplementary activities; and a Class Progress
Chart.

Prescriptive Reading Inventory (PRI) and Di­
agnostic Mathematics Inventory (DMI)
Published by CTB/McGraw-Hill, the PRI and
OMI exemplify a new approach in building crite­
rion-referenced diagnostic tests. Both tests are de­
signed to identify pupils with difficulties in read­
ing and/or mathematics. Then, after appropriate
remedial instruction has been given, the OMlor
PRI is followed up with a criterion-referenced
mastery test (Interim Evaluation Test) to ascertain
the degree to which the pupil has mastered the
minimal instructional objectives.' Although un­
timed, each test takes about 2~ hours working
time. In both the OMI and PRI, each test item is
referenced to commonly used textbooks. In this
way, the teacher is assisted in developing appro­
priate remedial instruction.

'SRA also has a program (which differs from its "lab") called
"Mastery: Custom Program," where users can select reading
and mathematics objectives from a list ofover 1,000 items. Cri­
terion-referenced tests are then built, with three items/instruc­
tional objective.
'The PMI and OMI are part of an instructional management
system and are sometimes referred to as PMIIMS and OMII
MS. Also included in the system are the Writing Proficiency
Program (WPP) and the Writing Proficiency Program/Inter­
mediate System (WPP/IS). We realize that the OMI and PRI,
because they are diagnostic tests, could have been discussed
earlier. However, because they are objectives-based in devel­
opment and because of their relationship to the Interim Tests,
we decided to cover the series together.



A rather novel feature of the DMI is the man­
ner in which pupils record their answers: pupils
do their work in the test booklet and write their
answer in "unique, item-specific" machine-scora­
ble answer grids.

Content validity was stressed in the construc­
tion of the DMI, PRI, and the respective Interim
Evaluation Tests.

Both the DMI and PRI have a variety of reports
available to pupils and teachers. The PRI has an
Individual Diagnostic Map, a Class Diagnostic
Map, an Individual Study Guide, a Program Ref­
erence Guide, a Class Grouping Report, and an
Interpretive Handbook.

The Individual Diagnostic Map displays the
student's score on each objective in the form of a
"diagnostic map." The + indicates mastery of a
particular instructional objective, the - indicates
nonmastery, the R indicates that a review is war­
ranted. A blank indicates that the student omitted
the items related to that objective.

The Class Diagnostic Map can be used for class
or group instruction. It reports average class
scores on each objective.

The Individual Study Guide uses the informa­
tion from the Diagnostic Map to furnish individ­
ual prescriptions for the student. For those in­
structional objectives not mastered, pages in the
text to be studied are noted.

The Program Reference Guides direct the
teacher to appropriate resource and reference ma­
terials. Guides are available for each of the reading
programs keyed to the PRI.

For levels A through D, there is a Class Group­
ing Report that identifies (and groups) students
who fail to show mastery of 60 percent of the ob­
jectives in a particular category. The teacher can
then provide appropriate remediation for various
groupings of student deficiencies.

The DMI has an Objective Mastery Report, a
Pre-Mastery Analysis, an Individual Diagnostic
Report, a Group Diagnostic Report, a Mastery
Reference Guide, a Guide to Ancillary Materials,
and a Learning Activities Guide. The PRI's Inter­
pretive Handbook and the DMI's Guides contain
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useful suggested activities and instructional strat­
egies that teachers can use. All test questions are
keyed to the appropriate objective being mea­
sured, and most of the printouts reference the ob­
jective to a particular textbook page.

The Interim Evaluations Tests' (lET) objec­
tives (and hence items) are organized as in the
DMI or PRI with the exception that there is no
lET for DMI Level C (grades 7-8). Each objec­
tive, whether in reading or in mathematics, is mea­
sured with four to six items. Guidelines for deter­
mining whether the student has mastered the
objective being tested or needs to review an ob­
jective are presented in the Examiner's Manual.
The test authors recommend that the lET be ad­
ministered within one to seven days after appro­
priate remedial instruction has been given. This
manual also suggests appropriate instructional ac­
tivities that might be used to build mastery of the
objective. A variety of output data is finished.

Use of the DMI or PRI and their respective In­
terim Tests permits a teacher to ascertain which
students are in need of further instruction on a
particular objective(s) and then to see whether,
after remedial instruction, the student has mas­
tered the objective(s). In a way, these tests can be
considered part of an individualized instructional
program. The rationale underlying their develop­
ment is that sound and extensive work was done
to identify objectives and select items. The vari­
ous reports issued to the teacher and the numerous
suggested instructional aids offered are excellent.

Other Tests

Other standardized CRTs are the Individual Pupil
Monitoring System-Mathematics and Reading
(IPMS) and Customized Objective Monitoring
Service-Reading and Mathematics (COMS), and
School-Curriculum Objective-Referenced Evalu­
ation (SCORE) published by Riverside Press, the
Performance Assessment in Reading (PAIR), the
Assessment of Skills in Computation (ASC), the
Test of Performance in Computational Skills
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(TOPICS), the Writing Skills Test, the Objec­
tives-Referenced Bank of Items and Tests
(ORBIT), and the Everyday Skills Test, published
by CTB/McGraw-Hill; the Basic Skills Assess­
ment Program (BSA),published by Addison-W es­
ley; and the tests accompanying the Harper &
Row Reading Series. The IPMS, like the SRA and
CTB/McGraw-Hill tests discussed earlier, key
their instructional objectives to commonly used
textbooks. The COMS, like ORBIT and SCORE,
tailors a test to the teachers' specifications using
validated test items.

A Word of Caution About CRTs

Although we are favorably disposed to the use of
criterion-referenced testing, especially in forma­
tive evaluation and in computer-assisted or indi­
vidually prescribed instruction where instruction
is closely integrated with testing, we must admit
that we have some reservations about many CRTs,
especially their reliability and validity. How valid
and reliable is a test that contains one to four items
per objective? What can a teacher conclude if
Peter gets the right (or wrong) answer to "2 +
2"? Does this mean that Peter would answer items
of this type correctly (or incorrectly)? How far
can we generalize? Has the total domain of this
objective been delineated? Has there been sam­
pling from this domain? What technical data per­
taining to validity and reliability evidence are pre­
sented in the manual? (Hambleton & Eignor,
1978, were somewhat perturbed about the paucity
of such information in the test manuals they sur­
veyed.) How was the "passing score" obtained?
These are just some of the questions that have
been raised about criterion-referenced tests.
Those interested in greater coverage of the short­
comings of CRTs should consult Hambleton and
Eignor (1978) and Berk (1980).

We caution test users to be very wary in ac­
cepting a test publisher's claim of providing cri­
terion- or domain-referenced information. Relat­
ing individual test items to specific instructional
objectives is not sufficient for establishing validity.

Until the publisher can furnish evidence regarding
the generalizability of the student's performance
in the skill or knowledge domains being tested, we
must interpret the scores cautiously.

Summary

Criterion-referenced standardized achievement
tests are primarily in reading and mathematics for
the elementary grades and are designed to provide
diagnostic-prescriptive information.

As discussed earlier, those responsible for con­
structing criterion-referenced tests still have to
overcome many technical difficulties (although
some success has been achieved) related to the va­
lidity and reliability of such tests-for example,
having enough items to measure an objective re­
liably and still keep the test length manageable. In
criterion-referenced tests we are faced with the
problem of defining an acceptable level of perfor­
mance as a criterion or standard of mastery.
Doubtless a concerted effort will be made to rem­
edy these difficulties, because the increased
concern for mastery learning, basic minimal
competencies, and accountability will witness
a larger number of standardized, commercially
published criterion-referenced achievement
tests.

As we survey today's commercially prepared
standardized criterion-referenced tests, we see
many areas of disagreement, some sources of con­
fusion, and very little reason for undue optimism.
Research has indicated that commercially pub­
lished CRTs are (1) objectives-referenced rather
than domain-referenced, which means that the
performance (score) on anyone objective cannot
be generalized to all the other items in that do­
main; (2) lacking in content validity because con­
ventional item statistics are used to select test
items, which invariably results in the very easy and
very hard items being eliminated; (3) lacking with
respect to acceptable reliability; in many instances,
the standard error of measurement is not reported;
and (4) of such poor psychometric quality that
care should be taken in their use and interpreta-



tion (Hambleton & Eignor, 1978; CSE Test Eval­
uation Project, 1979).

STANDARDIZED ACHIEVEMENT
TESTS IN SPECIFIC SUBJ~EC....T__S _

Standardized achievement tests are available for
nearly every subject (agriculture to zoology) and
for every grade level (kindergarten to professional
and graduate school). There are, for example,
reading readiness tests; reading tests; arithmetic,
spelling, and science tests; product scales; and vo­
cational achievement tests. For the most part,
reading and arithmetic tests (as well as readiness
tests in these respective subjects) are restricted to
the primary grades because (1) these skills are pri­
marily developed there and the major emphasis in
the first few years of formal schooling is on read­
ing and arithmetic and (2) the relatively uniform
curriculum of the elementary school makes it pos­
sible for the survey battery to cover adequately the
measurement of the important objectives of in­
struction. In the secondary grades, because of the
nonuniform nature of the curriculum, specialized
tests covering a particular course such as Latin,
Spanish, or psychology are the predominant type.

As noticed earlier, the major advantages of a
single-subject matter test such as algebra or sci­
ence over the subtests in arithmetic or science in
a survey battery are that the single-subject-matter
tests may provide a more valid measure of a stu­
dent's achievement in a specific content area be­
cause they (1) are usually longer and thus permit
more adequate content sampling; (2) are generally
more reliable; (3) may better fit the classroom
teacher's instructional objectives; and (4) gener­
ally are more up-to-date vis-a-vis the changing
curriculum. The major limitation of the single­
subject-matter test is that since different standard­
ization samples are used, scores on different tests
are not comparable. For example, unless the norms
groups are comparable, we cannot say that Ilene
does better in English than she does in social stud­
res,
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In the next section, we will focus on reading
readiness tests. Although a variety of tests have
been developed to assess the child's readiness for
learning-for example, the Cooperative Pre­
school Inventory, the Boehm Test of Basic Ex­
periences-reading readiness tests are probably
the most familiar and most frequently used in the
primary grades.

Readiness Tests

The impetus to study "school readiness" evident
in the 1970s and 1980s was the result of research
in early cognitive development, and the fear that
children growing up in impoverished educational
and cultural environments would suffer when they
entered school. School readiness involves what
Hunt and Kirk (1974) call "entry skills," which
can be assessed with readiness tests.

Readiness tests can be administered as early as
infancy. The majority, however, are generally ad­
ministered upon school entrance. Although some
attention is paid to general information and quan­
titative skills, major emphasis is on the abilities
found to be important in learning to read.

Readiness tests differ little' from conventional
aptitude and achievement measures. In fact, they
resemble aptitude as well as diagnostic tests. A dis­
tinctive feature of a readiness test is that it is used
to predict who is, or who is not, ready for instruc­
tion (an aptitude test) so that those students who
do poorly might be given appropriate remedial and
compensatory educational experiences or even de­
layed in their entry to school.

Readiness tests, to the consternation of some,
are being used by many school districts as part of
a mandated testing program of readiness testing
before entry into kindergarten or first grade.
Fromberg (1989) advanced "a new set of the
'three Rs'-readiness testing, 'red-shirting' (de­
layed entry) and retention." Some critics are op­
posed to readiness testing because they are often
used as the sole criterion to determine kindergar­
ten entry. We also decry this practice. The fact
that a disproportionate number ofchildren labeled
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as "unready" come from low-income and cultur­
ally varied groups exacerbates our concerns.

Because readiness tests are used almost exclu­
sively by some teachers and administrators to
make individual placement decisions-that is, to
predict a pupil's success or failure in a particular
instructional program-it is essential that readi­
ness tests be of the highest technical quality with
respect to validity, reliability, and norms. Regret­
fully, such instruments are extremely rare. We
should not allow the fact that because a test is pub­
lished and very popular, it is immune to careful
scrutiny. We agree with Salvia and Ysseldyke
(1988) that we shouldn't be fooled by "cash valid­
ity."

Readiness data must be longitudinal with re­
spect to validity. In other words, readiness tests
must have predictive validity. If they are unable to
predict who is/is not ready for, say, reading in­
struction or entry into grade 1, they don't serve
their purpose.

There are different kinds of readiness. A child,
in order to learn, has to be ready in personal-social
development and in language, motor, and intellec­
tual development. For example, the Denver De­
velopment Screening Test is an individually
administered test designed for the early identifi­
cation of children with developmental and behav­
ior problems in four areas: personal-social, lan­
guage, gross motor, and fine motor. Although the
psychometric quality is only fair, it is adequate if
used only for screening purposes. Another test that
should only be used for screening is the group-ad­
ministered Boehm Test of Basic Concepts-Re­
vised. In the main, these tests, like the Test of
Basic Experiences 2 and the Preschool Inventory­
Revised, are, at best, to be used for screening only.
Some of the better readiness tests are the Metro­
politan Readiness Tests and CIRCUS. Again, we
refer readers to the Mental Measurements Year­
books, publishers' catalogues, and Test Critiques for
more information on these tests. Those interested
in an evaluation of early childhood screening and
readiness instruments published since 1980 should
consult Langhorst (1989).

One of the most important areas of readiness is

in reading, and it is to this area that we will pay
particular attention in the next section.

Reading Readiness Tests

Usually the first type of standardized achievement
test that a pupil receives is a reading readiness test.
This test is administered either at or near the end
of the kindergarten year or very early in the first
grade. It is often considered one of the most im­
portant achievement tests that the child takes dur­
ing his school years. Since efficient and adequate
reading skills playa vital role in subsequent learn­
ing, anything that can be done (sectioning, place­
ment, and remedial instruction) to provide optimal
reading instruction should reap benefits insofar as
future learning is concerned.

The major purposes of a reading readiness test
are (1) to identify the children who are not yet
ready to begin reading and (2) to identify, for
grouping purposes, the children who are at essen­
tially the same level of readiness. This grouping
hopefully will assist the teacher in providing ap­
propriate reading or prereading instruction. Read­
ing readiness tests are not designed to predict
reading achievement in, say, the sixth or seventh
grade. They do provide valuable information in­
sofar as predicting reading ability in the first and
second grades. Reading readiness tests should not
be confused with reading diagnostic tests. Al­
though they may indicate weaknesses in certain
general broad areas, such as word recognition or
vocabulary, they are not designed to isolate spe­
cific reading defects. However, reading readiness
and diagnostic tests contain many item types that
are similar-visual discrimination, vocabulary,
motor coordination, and the like.

There is a consensus among reading specialists
that a child's readiness to participate in reading
and the extent to which he will learn how to read
depend upon a variety of factors: (1) intellectual
ability, (2) eye-hand coordination, (3) motivation
to learn how to read, (4) perceptual and visual
skills, and (5) knowledge of colors, names of com­
mon things, and concepts of time and space. Al-



though there are variations among the many read­
ing readiness tests commercially published, all
have several of the following types of items:

1. Motor skills. The child is required to draw
lines, complete a circle, underline words, go
through a finger maze.

2. Auditory discrimination. The child is asked ei­
ther to pronounce words after they have been
read to him or to select which of several simi­
lar-sounding words identify a picture.

3. Visual discrimination. The child is required to
choose similarities or differences in words, let­
ters, numbers, or pictures.

4. Vocabulary. The child's knowledge of the
meaning of the words is assessed by asking him
either to define a word, name various objects
of the same or different class, or to select the
correct word to describe a picture.

S. Memory. The child may be asked to reproduce
a geometrical figure to which he has been ex­
posed for a certain length of time, he may be
asked to repeat a story that has been read to
him, or he may be required to carry out in se­
quence a series of instructions that have been
presented to him.

6. Drawing/copying. The child demonstrates his
skill in copying or drawing a letter, a number,
or a form.

7. Recognition ofnumbers, words, and letters. The
child is required to identify numbers, words, or
alphabet letters.

Although test validity and reliability are a sine
qua non for any standardized test, the types of va­
lidity evidence vary depending upon the type of
test being considered. Since readiness tests in gen­
eral and reading readiness tests in particular are in­
tended to be used for short-term predictive pur­
poses, it is essential that they possess (and the test
manual report evidence of) predictive validity.

Although reading readiness tests vary in the
type and degree of coverage of these skills, all are
designed to assess whether the child is ready to
learn to read. It should be noted at the outset that
a child requires more than those skills measured by
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even the most valid reading readiness test before
we can say with any degree of confidence that the
youngster is ready for reading instruction. Factors
such as the child's interest, motivation, general ap­
titude, and the like must also be considered. Some
questions that may be raised regarding reading
readiness tests are as follows:

Q. If there is a high correlation between reading
test scores and intelligence test scores, why admin­
ister a reading readiness test?

A. Because intelligence tests do not survey all the
skills and traits the child must have in order to learn
to read. Intelligence tests, by their very nature, are
not specifically designed to provide information on
the child's ability to handle words, whether or not
the child can use and manipulate words, whether or
not the child has adequate muscular coordination,
and so on; skills deemed important in the reading
process. Reading readiness tests are specifically de­
signed to assess those skills. For this reason, it is rec­
ommended that a reading readiness test be adminis­
tered to kindergarten children, and the intelligence
test be postponed to the first or second grade. (Re­
search has shown that reading readiness tests given
in kindergarten predict reading achievement in grade
1 better than aptitude tests, but that aptitude tests
given in kindergarten predict reading achievement in
grades 4 and 5 better than do reading readiness tests.)

Q. Do all reading readiness tests measure the same
thing?

A. No! Although many of them look as if they are
doing so because they contain vocabulary items, or
paragraph reading, or reproduction of objects, there
is usually something unique or different about each
of the reading readiness tests available. For example,
the Harrison-Stroud Reading Readiness Profiles has
a test of auditory discrimination, but the American
School Reading Readiness Test does not. The Har­
rison-Stroud and Gates-MacGinitie have a test on
word recognition; the Lee-Clark, Metropolitan, and
Murphy-Durrell do not.

Q. How are items selected for reading readiness
tests?

A. Once again, there are differences among the
various tests. Harrison and Stroud attempted to make
a task analysis, that is, they specified the skills they
believed were important in the reading process and
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then prepared a test on the basis of this analysis. A
somewhat different procedure was employed by the
constructors of the Gates and American School tests.
On the basis of previously used items and those sug­
gested by experts in the field, they assembled a pre­
liminary pool of items, administered the items, and
then selected the items that were statistically sound.
Both methods are valid, and no one can say that one
is better than the other.

Q. How do I know if the test is valid for my pur­
pose?

A. You don't until you study it carefully. You must
study the test manual thoroughly and determine
whether the test's objectives are in agreement with
your goals. Test-makers can only indicate what they
think is important. It is up to the users to judge not
only whether they agree with the test's purposes but
also whether the manner in which the test was con­
structed was valid. For example, the authors of the
American School Reading Readiness Test felt that
auditory discrimination was not important. The
Metropolitan Readiness Tests require the pupil to
draw a man. The Harrison-Stroud and American
School tests do not contain such an item. If the user
believes that auditory discrimination is essential, she
should consider a test other than the American. Sim­
ilarly, if the user feels that the ability to draw a man
is vital to the reading process, she is advised to con­
sider a test other than the Harrison-Stroud or the
American. The user must also make a thorough anal­
ysis of the test items and the test manual. The pur­
pose of a test cannot be judged by only looking at the
items. Do not judge a test by the names of the sub­
tests. As mentioned earlier, both the Harrison­
Stroud and the American School tests include items
designed to measure the child's ability to follow di­
rections. In the former, this type of item is found as
a peripheral task, whereas in the latter there is a spe­
cific subtest designed to measure this skill.

Q. When should a reading readiness test be admin­
istered?

A. Research shows a readiness test can be admin­
istered before a child enters kindergarten and still
have predictive validity. Rubin (1974) administered
the Metropolitan Readiness Tests (MRT) to a group
of pupils prior to kindergarten entrance and again
prior to entering grade I and reported a one-year
test-retest reliability of 0.65. Her results strongly
suggest that the MRT can be validly used in the first

few months prior to kindergarten entrance to predict
first-grade achievement in reading, spelling, and
arithmetic (although not as well as for the latter two)
instead of waiting to administer them at the end of
kindergarten or early in the first grade as normally is
the case. The implications of these findings, if they
are substantiated by further research, are that (l) pu­
pils with school readiness deficiencies can be iden­
tified early, and consequently appropriate remedial
instruction can be initiated before grade 1, and (2)
pupils who are not ready to enter grade 1 can be
identified.

Reading readiness tests employ a variety of
procedures. Generally, all are given orally, but on
one section of the Harrison-Stroud, the pupils
work independently. Numerous examples or prac­
tice exercises are provided so that the children
will understand what they are to do and how they
are to do it. All work is done in the test booklet.
The examiner should constantly check the pupils
to be sure that they understand the directions.
This should not be difficult, because most of the
tests are untimed and should under normal cir­
cumstances be administered in small groups or in­
dividually. Some illustrative examples of reading
readiness test items are shown in Figure 16.2.

Some other examples of standardized reading
readiness tests are the Analysis ofReadiness Skills:
Reading; the Initial Survey Tests; the Macmillan
Reading Readiness Tests; the PMA Readiness
Level; and the School Readiness Survey.

Uses of Reading Readiness Tests The pri­
mary use of a reading readiness test is to provide
the teacher with basic information about the
child's prereading skills so that optimal learning
conditions can be provided. On the basis ofa read­
ing readiness test, classroom teachers can tailor
their teachingprogram to best fit the needs ofeach
pupil. For example, Paul may be deficient in his
ability to recognize similarities and differences,
whereas Ilene may have trouble reading numbers.
After ascertaining that the deficiencies are not due
to any physical factors, the teacher can institute
remedial action where needed. In this illustration
the test is used both as a prognostic device and as



a criterion on which the learning materials are or­
ganized and presented by the classroom teacher.

The results of reading readiness tests may also
be used by school personnel for grouping when
there are two or three first-grade classes, so that
the pupils who are at about the same level can be
grouped together for-instructional purposes. Nat­
urally, for homogeneous grouping, the teacher
should also consider other factors. But in the first
grade, reading readiness may well be the most im­
portant.

We would be remiss if we did not caution the
prospective user of readiness test results to be
very wary of their potential misuse. The empirical
evidence regarding the predictive validity of read­
iness test scores is very weak (Henderson & Long,
1970), and one should not use such tests for any
long-range decision.

Because readiness test score results appear to
play such an important role in determining teacher
expectations, it is vital that all test users be thor­
oughly educated on the limitations of tests they
are using or planning to use. They are not a mea­
sure of a child's overall cognitive functioning;
they should not be used to label a child; they are
influenced by the child's culture and hence must
be interpreted cautiously for bilingual children;
and because young children grow very quickly,
readiness test results must be thought of as fairly
unstable. And, as Long and Henderson (I974, P:
145) state, "If teachers are overly [italics added] in­
fluenced by relatively invalid tests [sic] scores, it
might be better if children entering school were
not tested at all."

Reading Tests

The ability to communicate by means of language
is a fundamental necessity in today's society.
Reading is one form of communication that must
be developed in our pupils. The development of
communicative skills-reading, writing, and
speaking-makes up a major portion of the cur­
riculum in the primary grades. Any survey battery
will have at least one or more subtests for the as­
sessment of a person's reading skills. The subtests
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may be classified in a variety of ways-reading
comprehension, language arts, language skills­
but regardless of the rubric used, they are essen­
tially tests of the pupil's ability to read.

All reading tests use essentially similar proce­
dures for measuring the pupils' reading ability.
Pupils are typically required to read a series of
paragraphs and answer questions about them to
see whether they are facile with words and sen­
tences. Some tests may employ prose selections
only; others may use both prose and poetry to
measure comprehension. Some focus on compre­
hension; others stress interpretation. Some of the
tests are oral; others are of the silent-reading type
and can be administered in a group setting. Once
again, regardless of the manner of assessment,
reading tests all serve a common purpose-to see
how well the individual can read. As we men­
tioned earlier, the reading process is an extremely
complex task and involves a variety of factors,
some ofwhich are continually interacting and can­
not be isolated as distinct entities. No single test
attempts to measure all these factors. Some of the
factors, such as attitudes involved in reading or
adult reading habits, are unlikely to be assessed by
any test. Because opinions differ about the skills
deemed important in the reading process, we see
different kinds of reading tests. This is not to say
that one standardized reading test is more valid
than another. The evaluation of any standardized
reading (actually, any achievement) test depends
on the similarity of the user's and test construc­
tor's objectives. In selecting a test, users alone
must decide whether the objectives they deem im­
portant are measured by the test and how well
their objectives are measured.

Recognizing that reading tests differ in the
skills they measure as well as in the emphasis they
place on each of the skills in the reading process,
we will now look at the Gates-MacGinitie-one
of the more popular reading tests in greater detail.

Gates-MacGlnitle Reading Tests, Second
Edition Published by Riverside Press in 1978, it
replaces the familiar Gates Reading Tests. Seven
separate tests for grades 1-12. Basic R (grade 1.0-



SAY

A. Put your finger on the little black MOON, and keep it there while I tell you what to do. Look at the BIRD with the
circle under it. Look at how the circle has been filled in. Do you see it? (Point to the box with the shaded circle under
it.) Now take your pencil and fill in the circle under the other BIRD in the same way.Be sure to fill in the whole circle
like this.

A

• o

B. Put your finger on the little black STAR. Look at the BALL with the circle under it. Fill in the circle under the other
BALL just like the first one. Remember to fill in the whole circle.

SAY • o

1. Put your finger on the little black LEAF. Look at the pictures of a HEART and a DOG in the ROW.When pictures
go across the page like this, we say they are in a ROW.

SAY The HEART and DOG are in a ROW. Fill in the circle under the DOG ... under the DOG.

o o

SAY From now on, you must be sure to fill in only one circle in each row. If you fill in the wrong circle, erase it completely
and then fill in the right one.

2. Put your finger on the little black SPOON. The pictures in this row are TREE, HOUSE, THREAD. Mark the circle
under the TREE ... under the TREE.

/

000
FIGURE 16.2 Types of Items Used on Reading Readiness Tests.
Sample Items Reproduced from the Metropolitan Readiness Tests: Fifth Edition.
(Copyright © 1982 by Harcourt Brace Jovanovich, Inc. Reproduced by
permission. All rights reserved.)



SAY

3. Put your finger on the little black CAT. The pictures in the row are SCISSORS, CHAIR, HAND, FLOWER. Mark the
circle under the picture of the SCISSORS ... the circle under the SCISSORS. Remember to fill in the whole circle.

o o o o

8. Put your finger on the HAND. The pictures are SHOE, TABLE, KEY,HORSE. Mark under the picture of something
that people can wear on their feet ... the picture of something that people can wear on their feet.

f ~ lf1fTI ~~
8

o o o o

9. Put your finger on the HAT. Look at the picture in the blue box. Now look at the other pictures in the row. The other
pictures are SUN, RABBIT, AIRPLANE, and BIKE. Mark under the picture that looks just like the one in the blue
box ... the picture that looks just like the one in the blue box.

9

o o o

10. Put your finger on the HEART. Listen very carefully. Look at what is in the blue box at the beginning of the row. Now
look at the other pictures in the row and mark under the one that is just like something in the blue box at the
beginning of the row ... mark under the picture that is just like something in the blue box at the beginning of the row.

10
'--

FIGURE 16.2 (concluded)
o o

Q
o o
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1.9), Level A (grade 1.5-1.9), Level B (grade 2),
Level C (grade 3), Level D (grades 4-6), Level E
(grades 7-9), and Level F (grades 10-12). Levels
D and E have three forms each; all other levels
have two forms each. With the exception of the
Basic R level (designed to measure both general
reading achievement and particular reading skills
needed to read well), which yields subscores in
letter-sound, vocabulary, letter recognition, and
comprehension as well as a total raw score, all
other levels provide scores in vocabulary and com­
prehension as well as a total score. The testing
time for the vocabulary and comprehension sub­
tests is 20 and 35 minutes, respectively, for Levels
A-F. The Basic R test is untimed, although it is
suggested that it requires about 65 minutes' testing
time and that it be administered in two sittings.

The Vocabulary Test at all levels measures the
child's ability to recognize or analyze isolated
words. The vocabulary tests in Basic R and Levels
A and B are primarily tests of decoding skills. In
Basic R and Levels A and B, vocabulary is mea­
sured with pictures and words-each question
consists of a picture followed by four words. The
examinee has to select the word that corresponds
to the picture by "sounding out" each word. Since
most of the questions require that the examinee
know the sound that corresponds to a specific let­
ter or letter sequence in order to select the correct
word, this can be of invaluable assistance to the
teacher in helping identify specific decoding skills
that the child has not yet mastered. Level C uses
the same format as those of Levels A and B. How­
ever, at Level C, we have a test of the child's read­
ing vocabulary and word knowledge rather than
decoding skills. Whereas Level C asks the exam­
inee to select the one of four words or phrases that
comes closest in meaning to the "test" word, Lev­
els D, E, and F use five words or phrases. The ex­
ercises are graduated in difficulty.

Comprehension at all levels measures the
child's ability to read whole sentences and para­
graphs with understanding. This is done by means
of a series of reading passages that vary in length
and complexity. For Basic R and Levels A and B,
each passage is accompanied by four pictures from

which the examinee selects the one that explains
the passage or answers questions about the pas­
sage. For Levels C to F, the Comprehension Test
measures the child's ability to read complete prose
passages (varying in number, length, and diffi­
culty) with understanding. The examinee is asked
from two to five questions on each passage. There
are both literal and inferential questions, the per­
centage of the latter increasing from 10 percent in
Level A to 45 percent in Levels D, E, and F.

The Vocabulary and Comprehension tests at all
levels except Basic R (where the easy and difficult
items are interspersed throughout the test) are
power tests in the sense that the tasks become in­
creasingly difficult. On the surface, it would ap­
pear that at the higher grade levels, the Compre­
hension Test may also be speeded.

As is true in any test that attempts to span two
or three grades, it is extremely difficult to control
the difficulty of the items so that they are not too
easy for the upper-level students or too difficult
for the lower-level students. The Gates-Mac­
Ginitie tests are no exception, but they do show
marked improvement over the older Gates Read­
ing Tests.

Validity evidence as such is not presented. We
concur with the authors that users evaluate the test
in relation to their instructional objectives and
curriculum, that is, content validity. Although the
authors describe in a very general fashion the ra­
tionale for the tests and the manner in which the
tests were constructed (e.g., they indicate what
texts were surveyed to select vocabulary words),
no test blueprint is provided to enable the user to

judge the test's content validity. The authors state
there was an initial tryout of the items, that mi­
nority group consultants were used, and that many
more items were written than used. However, nei­
ther descriptive data concerning the tryout sample
nor information concerning the item analyses per­
formed is reported.

Most of the reliability coefficients are in the
0.90s. Norms were developed on a stratified ran­
dom sample of about 65,000 pupils for each of the
two standardization programs-beginning and
end of the school year. The first and second edi-



tions of the tests were equated so that scores on
alternate forms and adjacent levels could be mean­
ingfully compared. With the exception ofBasic R,
where raw scores are expressed as high, average,
or low (because the subtests are very short), raw
scores are expressed as percentile ranks, stanines,
grade equivalents, extended scale scores, and nor­
mal curve equivalents. A variety of output data is
available. The tests are accompanied by a Tech­
nical Manual and a Teacher's Manual. The latter
contains brief, succinct descriptions of the mean­
ings of the various derived scores, as well as an
extremely brief section on the use of the test
scores. The Teacher's Manual is easy to follow.

The Gates-MacGinitie pays attention to test­
ing in the first grade, which is as it should be, since
this level is so important in the child's reading de­
velopment. Another feature is a series of levels
that provides for continuous measurement of
reading achievement with a group of articulated
tests from grades 1 to 12. The tests are attractively
printed, use color appropriately, are printed in
machine-scorable and hand-scorable versions, and
are easy for teachers to administer and score. Un­
fortunately, the norms tables, the description of
validity, and the standardization sample are inad­
equate. The Teacher's Manual is easy to follow.

Uses of Reading Tests Reading tests, like
other standardized achievement tests, are designed
to measure an examinee's level of achievement.
Specifically, however, reading test results can be
used to help explain the reasons behind a pupil's
underachievement in, say, science or mathematics.
For example, Mary may be doing poorly in school
not because she does not have an aptitude for
learning, but because she is a poor reader. The re­
sults of reading tests can and should be used as
partial evidence to evaluate the effectiveness of
reading instruction. (Note: We did not say that
they should be used to evaluate the teacher. In a
later section we shall elaborate on the use (and
misuse) of test scores for teacher evaluation.) And
if Mr. Jones sees that his pupils are not doing well
on his own or some standardized reading test, he
can at least begin to advance some hypothesis(es)

STANDARDIZED ACHIEVEMENT TESTS 371

to explain why this is so. Finally, the results of a
reading test can be used to identify, albeit tenta­
tively, those students who are having difficulty and
should be given a reading diagnostic test.

Summary

The decision whether to use a single-subject-mat­
ter test, such as reading or mathematics or science,
rather than the subtest of a survey battery depends
upon the ultimate use of the test results. A survey
test for a single-subject-matter area does not differ
in principle from a battery subtest covering the
same subject. Both are concerned with assessing
the individual's present state of knowledge and
contain much the same material. They do differ,
however, in their degree or intensity of coverage.
For example, an achievement test for arithmetic
would contain more items and cover more aspects
of arithmetic than would be possible in the bat­
tery's arithmetic subtests. Another advantage of a
single-subject-matter test is that a particular
school's objectives might be more in harmony
with the objectives of a specific content test than
with the subtest of a battery. There are other rea­
sons for using single-subject-matter tests. One is
to obtain more information about a pupil who has
done poorly on the subtest of a battery. Another
is to guide and counsel. Finally, because high
schools have less of a uniform curriculum than do
elementary schools, conventional test batteries
will not have subtests for unique subjects such as
Latin, Spanish, or psychology. Also, single-sub­
ject-matter tests normally reflect curricular
changes sooner than batteries do.

STANDARDIZED ACHIEVEMENT-TEST
SURVEY BATTERIES

Survey batteries are the most comprehensive way
to measure educational achievement. Their major
purpose is to determine examinees' normative per­
formance (some of the newer batteries also are
concerned with criterion-referenced perfor­
mance) rather than to isolate specific strengths and
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TABLE 16-2 Representative Achievement Batteries

Grade Levels Covered
Survey Achievement
Batteries K 2 3 4 5 6 7 8 9 to 11 12 13

California Achievement Tests X X X X X X X X X X X X X
Comprehensive Tests of Basic X X X X X X X X X X X X X

Skills
Iowa Test of Basic Skills' X X X X X X X X X X
Metropolitan Achievement X X X X X X X X X X X X X

Tests
Sequential Tests of X X X X X X X X X X X X X

Educational Progress
(STEP + CIRCUS)

SRA Achievement Series X X X X X X X X X X X X X
SRA Survey of Basic Skills X X X X X X X X X X X X X
Stanford Achievement Test X X X X X X X X X X X X X X

Series"
Iowa Tests of Educational X X X X

Development (ITED)
Tests of Achievement and X X X X

Proficiency (TAP)

'Coordinated with ITED and TAP to provide for assessment in grades K-12.
bThe Stanford Early School Achievement Test (SESAT) is used in grades K-I; the Stanford Test of Academic Skills (TASK) is
for grades 8-13.

weaknesses, despite the fact that some survey bat­
tery authors claim their tests can be used for di­
agnostic purposes and purport to give prescriptive
information.

Survey batteries lend themselves best to a level
where there is a common core of subjects and ob­
jectives. At one time, we found the largest number
at the elementary levels. But today, many com­
mercial test publishers may have one battery for
the elementary level and another for the high
school level, and they have coordinated the vari­
ous levels to provide an articulated set of tests
spanning grades K to 13. Table 16-2 shows the
range of general achievement batteries.

When we examine the numerous survey batter­
ies that have been published for the primary and
elementary grades, we find more similarities than
differences among them-no doubt because the
curriculum at the primary and elementary levels
tends to be similar regardless of the state, region,

or city in which schools are located. These survey
batteries typically contain subtests in spelling, lan­
guage, reading knowledge, vocabulary, arithmetic
reasoning, arithmetic fundamentals, science, and
social studies. Because of the greater flexibility
high school pupils have in selecting their courses,
because of the diversity of courses offered, and be­
cause of differences in the content of courses that
have the same name, test publishers find it ex­
tremely difficult to develop a common core survey
achievement-test battery for general high school
use. Accordingly, various approaches have been
used to try and develop a common core. One ap­
proach has been to build tests like the Stanford
Achievement Test that measure the basic skills of
reading, language, and mathematics. Another ap­
proach is to build tests like the Tests of Achieve­
ment and Proficiency (designed for grades 9-12
only) that emphasize the content stressed in high
schools-mathematics, science, English, and so-



cial studies. Still another approach is to build tests
such as the Sequential Tests of Educational Prog­
ress (STEP III) that are designed to measure skills
and abilities that are not dependent on a particular
curriculum or course of study. All these ap­
proaches have their advantages as well as limita­
tions. For example, tests like the TAP are valid
only for inferences regarding competence in a tra­
ditional curriculum. Achievement batteries like
the STEP III, designed to measure general edu­
cational development and stressing critical think­
ing and interpretation, are more valid for infer­
ences regarding those skills.

Survey batteries, regardless of their classifica­
tion, often provide a total score as well as sub­
scores. They often contain two or more parallel
(equivalent) forms, take from two to three hours
to administer (although some of the high school
batteries take about five hours), and, for the
younger pupils, have practice tests. Most of the
batteries provide for both in-level and out-of-level
testing (in out-of-level testing, a pupil in, say, the
fifth grade may be given the test booklet that cor­
responds to, or includes, the fourth grade).

Although nearly all the survey batteries have in­
terpretive information in either the General Man­
ual or a Teacher's Manual, some of the batteries
such as the California Achievement Tests and the
Stanford Achievement Test have detailed proce­
dures for the teacher to follow when interpreting
a pupil's score and undertaking remediation. Bat­
teries designed for the primary grades have the pu­
pils respond directly in the test booklet; those for
the upper elementary and above have answer
sheets that are either hand- or machine-scorable.
Standardized achievement test survey batteries
often provide separate norms (sex, grade, age) to
enable the user to make various comparisons.
They provide for the conversion of raw scores to
standard scores to assist in test interpretation.

The latest editions of the major survey batteries
provide both objective-referenced and norm-re­
ferenced data. An example of a printout of an ob­
jective-referenced report from a norm-referenced
test is given in Figure 16.3. From such a printout
one obtains both norm-referenced information in
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the form of the various derived scores and the
pupil's performance on each of the objectives
measured by the test. The latter is expressed in
terms of the level of mastery (a "+" indicates
mastery, a "-" nonmastery, and a "P" partial
mastery).

As mentioned earlier, because of the large num­
ber of subtests in survey batteries, the content
sampling is limited. As might be expected, not all
the subtests are of equal reliability, and some of
the subtests may not be valid for Miss Smith's in­
ferences while others are. The major advantage of
the battery is that since all the subtests have been
normed on the same sample, a pupil's performance
on different subtests can be compared directly.
Also, many of the survey batteries are now being
normed concurrently with an aptitude test,
thereby enabling the user to compare pupils'
achievement with their ability.

A major trend in survey achievement test bat­
teries over the past decade has been their emphasis
on the application and interpretation of knowledge
rather than on simple recall of facts.

We will now consider one of the survey bat­
teries most frequently used in the elementary and
secondary grades. Although standardized achieve­
ment survey batteries are available for college,
graduate, and professional school, these will not
be considered here.

Metropolitan Achievement Tests (MAT 6),
1984 Edition Published by The Psychological
Corporation for grades K-12.9, these tests consist
of two forms for all levels except the Primer,
where there is only one form. The MAT 6 at­
tempts to provide both diagnostic-prescriptive in­
formation for the instructional use of tests and
general survey information in the major skill and
content areas of the school curriculum. Actually
then, the Metropolitan is both a norm-referenced
and criterion-referenced battery with eight over­
lapping batteries spanning the Preprimer Grade
(K.0-K.9) to Advanced 2 (grade 10.0-12.9). Di­
agnostic tests in reading, mathematics, and lan­
guage that are statistically linked to the survey bat­
tery tests are available. At all levels, the MAT 6/
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Survey Battery measures reading, mathematics,
and language and provides a total score in each of
these areas as well as a total basic battery score.
From Primary 1 through Advanced 2, tests and
scores are available in social science and science.
From Elementary through Advanced 2, a research
skills score (this is not a test, per se, but is a score
derived from items already embedded in other
tests) is available. Research Skills at the Elemen­
tary Level-alphabetizing, reference, and dictio­
nary skills-are in the Language test; graphs and
statistics are in the Problem-Solving Test; and

critical analysis and inquiry skills are in both the
Science and Social Studies tests.

Figure 16.4 illustrates some of the types of
items used in the Intermediate Level battery. Al­
though the subtests at the other levels have not
been illustrated, the reader should now have a gen­
eral knowledge of the types of items used. Again,
we reiterate that only after examining and taking
the test, and only after a careful reading of the var­
ious manuals accompanying the test, will the user
be able to determine how well adapted the test will
be to his or her purposes.



VOCABULARY

What To Do
Read the sentence. Pick the word that best completes the sen­
tence. Mark the letter for that word.

He wanted a for his birthday.

® red © wagon

® pretty @ again

MATHEMATICS: CONCEPTS

What To Do
Read each sentence. Pick the right answer. Mark the letter for
your answer.

How many inches are there in one foot?

® 3 © 12

® 10 @ 36

2 Look at the number word in the box. Which numeral is a name for
this number?WORD RECOGNITION SKILLS

What To Do
Read the KEY WORD. Then read the four words next to it. One
of the words has the same sound as the underlined part of the
KEY WORD. Mark the letter for that word.

® 63

® 36

THIRTY-SIX I
@ 306

® 633

g~

® belt

® belong

© bend

@ center

2

st~

® bet

® feat

@ brief

® herb

MATHEMATICS: COMPUTATION

What To Do
Work each problem. Pick the right answer. Mark the letter for
your answer. Mark NG if a right answer is NOT GIVEN.

© birds

@ candy

©3
@9

@2+5=D

®2+D=5

What To Do
Read the sentence. Pick the word that best completes the sen­
tence. Mark the letter for that word.

3 Every of the puzzle must be found.

® parted © parts

® part @ parting

READING COMPREHENSION

What To Do
Look at the story. In a box at the top of the story there is a pur­
pose question. Read the purpose. It will help you when reading
the story. Next, read the story. Then answer each question that
follows. Mark the letter for each answer.

How did Bill fool Betty
and her pet bird?

Betty has a pet bird called Tom. Tom likes cake. Her friend Bill put
a peanut in Tom's cage. When Betty saw the peanut she laughed.
She did not think Tom would eat the peanut.

The next day the peanut was gone. She thought she had been
wrong. But Bill told her he had taken the peanut out of the cage.

1 Tom likes to eat-

® peanuts

® cake

2 In this story, the word saw means-

® a cutting tool @ an old saying

® lost ® noticed

® 16

12 ® 15

U © 45

@ NG

2 ®3

1 ®5
X4 @6

® NG

MATHEMATICS: PROBLEM SOLVING

What To Do
Work each problem. Find the right answer or choose the number
sentence that you would use to solve the problem. Mark the let­
ter for your answer.

Teacher dictates: Alex had a box of 24 cookies. He gave 3 of
them to his friend, Willie. How many cookies did he have left?

® 24 - 3 = 0 © 24 + 3 = 0
®24x3=D @24-;-3=D

2 Maria has 2 green pencils and 5 red pencilS. How many pencilS is
that in all?

®5-2=D

®5-D=2

3 There were 12 birds in the tree. Then 9 flew away. How many
birds were left?

® 21

®4

FIGURE 16.4 Sample Items Reproduced from the Intermediate II
Battery of the Metropolitan Achievement Tests (MAT 6). (Copyright ©
1985 by Harcourt Brace Jovanovich, Inc. Reproduced by permission of the publisher.)
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Content cluster scores for each test domain and
the components making up the domain (e.g., read­
ing comprehension consists of literal, inferential,
and critical reading scores) are available. An op­
tional writing test is also available. Eight scores
are provided-one in each content area, a research
skills score, a total basic battery score, and a total
survey battery score. Testing time varies from 98
to 190 minutes and from 190 to 254 minutes for
the total basic and total survey battery, respec­
tively. At the Elementary Level, for example, from
8 to 10 sittings of from 35 to 50 minutes are
needed for test administration. Responses for the
Prep rimer, Primer, and Primary 1 levels are
marked directly in the test booklet; for the other
levels, a separate answer sheet is used.

Content validity was stressed in the test's de­
velopment. In fact, one could say the procedures
used to establish content validity should be used as
an exemplar of thoroughness. Specific instruc­
tional objectives were derived from extensive
analyses of textbook series, state guidelines, and
school system syllabi. Test blueprints were devel­
oped to guide the item writers. The blueprints
contained detailed instructional objectives within
each level and subject. Items were written by cur­
riculum and measurement specialists and were ed­
ited by persons with classroom experience. Items
were reviewed by educators, including a panel of
minority educators. Both language and illustrations
were screened and edited to remove potential eth­
nic, cultural, regional, and class bias. In addition,
normal statistical procedures were used to "flag"
biased items. Extensive preliminary testing and
item analyses were undertaken to select the "best"
items. The authors say that criterion-related and
construct validity will also be studied.

Users of the MAT 6 must decide on the cur­
ricular validity by comparing the test's instruc­
tional objectives with those of the local school or
school district. The MAT 6 provides a detailed
listing of all the instructional objectives for each
test in its Compendium ofInstructional Objectives.
With this Compendium, users can ascertain the
content validity of the tests for their own pur­
poses.

The standardization program for MAT 6 in-

volved over 250,000 students who also took the
Otis-Lennon School Ability Test. The standard­
ization sample was carefully chosen so as to rep­
resent the national school population in terms of
geographical region, socioeconomic status (SES),
ethnic background, size of school, and public ver­
sus nonpublic schools. Test reliabilities are con­
sistent with those of other high-quality survey
achievement-test batteries. For example, for the
Elementary Level, the internal consistency reli­
abilities range from 0.90 to 0.96 for the five con­
tent areas and 0.98 for total scores on the com­
plete battery. Although these reliabilities are for a
single grade, they are typical rather than atypical
for the other grades and other levels. The alter­
nate-form reliabilities are in the 0.80s. Standard
errors of measurement in terms of raw and scaled
scores are provided for the two reliability esti­
mates for both the fall and spring standardization.

A good feature of the MAT 6 is the provision
of an Instructional Reading Level (IRL) and In­
structional Mathematics Level (IML). The au­
thors state that the IRL is "the best indicator of
the specific skills that a student needs to be
taught" (Prescott et al., 1986, p. 30). The IRL and
IML scores are criterion-referenced and are used
to select appropriate reading instructional and
mathematics instructional materials, respectively,
for the student. The authors are careful to point
out that the IML is another way (norm- and ob­
jectives-referenced scores are also available) of in­
terpreting a student's performance in mathemat­
ics. The IML, like the IRL, is useful in that it
helps the teacher select the most appropriate level
and learning materials. The students' performance
in reading and mathematics is "matched" to
graded basal readers and mathematics textbooks,
respectively. The MAT 6 was normed concur­
rently with an aptitude test (the OLSAT). This
permits one to predict the Metro scores based on
the aptitude test scores (see Chapter 11).

Other commendable features of the 1984
Metro include (1) the cautions given and discus­
sion of the fallibility of grade equivalents, (2) an
attractive format with two-color printing and at­
tention to such details as spacing, type size, type­
face, and so on, to make the test more natural, (3)



practice tests for all levels, (4) a variety of output
data using the publisher's scoring service, (5) at­
tention to minority concerns and sex bias, (6)
school-based achievement "expectancy" based on
SES and OLSAT data, (7) language tests at all lev­
els from grades K-12, (8) the dictation of tests
(excluding tests measuring reading) before Ele­
mentary to reduce the effects of reading ability, (9)
emphasizing the instructional value of test results,
(10) numerous cautions about interpreting test
scores, (11) provision of a Reading Frustration
and Independent Reading Level Score in addition
to the IRL, (12) ease of administration, (I 3) em­
phasis on the "process" rather than factual recall
in the science and social studies tests, (14) provi­
sion of a Research Skills score and a Higher Order
Thinking Skills score, (15) the availability of an
optional writing test where the student prepares
an answer to a given prompt, (16) the involvement
of parents in the testing/learning process, (I7)
more than one test per domain-for example, at
the lower levels, MAT 6 has three reading, three
mathematics, two language, one science, and one
social studies testts), (18) overlapping grades in
the standardization program, (19) a "Purpose
Question" preceding each reading passage to try
to motivate the students, (20) diagnostic informa­
tion from the spelling, mathematics, and problem­
solving tests, (21) no transformational grammar,
and (22) ample and clearly written interpretive
materials.

As might be expected, the MAT 6 is not with­
out some shortcomings. Most notable are (I) too
much is expected of the teacher in reference to the
interpretation of the IML and IRL, (2) the pro­
cedure used to identify those students whose pre­
dicted achievement range (PAR) suggests special
attention by the teacher or counselor is question­
able, and (3) more predictive validity evidence is
needed to support the claims for recommended
uses of the test, namely, prescriptive information.
Although the content validity is well-established,
it does not suffice for the prescriptive uses of the
instructional tests.

In summary, the MAT 6 reflects the core cur­
riculum. As with its predecessors, MAT 6 was
carefully constructed, validated, and standardized.
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Careful attention was paid to selecting items that
were as free from bias as possible. Many of the
criticisms of the previous editions appear to have
been rectified (see Mehrens & Lehmann, 1969;
Buros, 1965).

Some Other Survey Batteries

In addition to the tests presented in Table 16.2
(see page 372), some other examples of standard­
ized survey achievement-test batteries are the Co­
operative Primary Tests and the Tests of Basic
Experiences 2 (TOBE 2). The College Board's
Assessment and Placement Services Program is a
survey battery containing subtests in reading,
writing, mathematics, and an essay portion. This
program is specifically designed to serve the com­
munity college population. The program also con­
tains a Student Placement Inventory and can be
used by the counselor to assist in recommending
appropriate course selection and placement to the
student.

Up to this point we have focused primarily on
those achievement tests used in elementary and
secondary schools. However, a significant portion
of the adult population is illiterate or disadvan­
taged in such a way that conventional achievement
tests are not valid for them. Tests are available to
measure the basic skills of adults with inadequate
educational backgrounds. One of these is the
United States Employment Service's Basic Occu­
pational Literacy Test (BOLT), which assesses a
person's vocabulary, reading comprehension,
arithmetic computation, and arithmetic reasoning
skills. Other tests available for testing adults with
poor educational backgrounds are SRA's Reading­
Arithmetic Index and the Psychological Corpora­
tion's Adult Basic Learning Examination (ABLE).

INDIVIDUALLY ADMINISTERED
ACHIEVEMENT TESTS

Although group-administered survey achievement
tests and test batteries are the most frequently
used, recent federal legislation on the mainstream­
ing of handicapped children into the regular class-
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room (the assessment of the exceptional child will
be covered in detail in Chapter 18) has spawned
an interest in and need for the assessment of the
handicapped/exceptional child's academic perfor­
mance. Generally, the pupils respond by pointing
or by answering orally, although, depending on
the child's condition, some writing may be re­
quired. The various individually administered sur­
vey achievement batteries provide norm-refer­
enced, criterion-referenced, or both types of
scores (interpretation). Some of the more popular
individually administered survey achievement-test
batteries are (1) the Peabody Individual Achieve­
ment Test (PlAT), which is designed for grade K
to adult, (2) the Basic Achievement Skills Individ­
ual Screener (BASIS),which is designed for use in
grades 1-12 and for post-high school adults, (3)
the Wide Range Achievement Test (WRAT),
which is designed for grade 5 to adult, (4) the
Kaufman Test of Educational Achievement, which
is designed for grades 1-12, and (5) the Wood­
cock-Johnson Psycho-Educational Battery, used
for persons 3 to 80 years of age. The PlAT and
WRAT are generally used only for those persons
who cannot take a group test-for instance, hand­
icapped children, very nervous children. Users of
any individually administered achievement test
must be very careful when interpreting the pupils'
score. Since these tests tend to cover a wide age
range with a limited number of items, the depth of
coverage is minimal, even less so than with a
group-administered survey battery. We will now
consider the BASIS in more detail.

Basic Achievement Skills Individual
Screener (BASIS)

Published by The Psychological Corporation
(1982), BASIS is an individually administered
achievement test designed for use with pupils in
grades 1-12 and for post-high school adults. It is
particularly useful with young children, nervous
examinees, and special populations where individ­
ual educational plans (IEPs) are to be formulated
and then evaluated.

BASIS provides both criterion-referenced and

norm-referenced information. There are three re­
quired tests-reading, mathematics, and spell­
ing-and an optional writing exercise. (The writ­
ing exercise is used in grades 3-8; the required
tests in grades 1-12.) All the items for the reading,
mathematics, and spelling tests are grouped in
grade-referenced clusters; each cluster is designed
to reflect the curriculum at a particular grade level.
The test, although untimed, takes about one hour
to administer (this includes the writing exercise,
which takes 10 minutes).

Beginning-of-grade and interpolated end-of­
grade norms are provided for grades 1-8; begin­
ning-of-grade norms are provided for grades 9­
12. Age and adult norms are also furnished. The
norming sample appears to be representative of
the school population enrolled in mainstreamed
classes. The publishers made certain that disabled
students were included in the norming sample,
and they are to be commended for reporting both
the incidence and the types of disabilities the stu­
dents had.

K-R 20 and test-retest reliability estimates are
reported, the former for each grade and age level
found in the standardization sample, the latter for
samples of second-, fifth-, and eighth-grade stu­
dents. The K-R 20s are quite high and the manual
cautions the user regarding the spuriousness of the
correlations. (It is a result of the type of scoring
used. BASIS scoring is similar to the basal and
ceiling age approach of the Stanford-Binet, where
the examinee is given credit for passing all the
items below and failing all the items above a par­
ticular point.) We wonder why the publisher re­
ported this reliability, inasmuch as most users will
tend to ignore the caveat or not understand its sig­
nificance.

"Logical" validity was substantiated for each of
the three skills tests. Of the three tests, the math­
ematics test appears to be more valid than either
the reading or the spelling tests, especially in
terms of predicting grade-placement accurately.
Very little empirical validity data, however, are re­
ported. Although reference is made to the manner
in which the validity of the writing exercise was
established, too many questions remain unan-



swered (the number of papers rated, the number
and characteristics of the raters, the number of
times each paper was rated, and so forth) to permit
us to comment on the findings reported.

Raw scores for each of the three skills tests
(these scores are indicators of text and grade
placement) can be converted to within-grade-level
percentile ranks and stanines for grades 1-12 and
post-high school; for ages 6-18 and post-high
school, grade and age equivalents are provided.
Standard scores, NCEs, and Rasch scores are also
available.

BASIS has many good things going for it. A
comprehensive manual contains a thorough dis­
cussion of establishing and maintaining rapport;
the test booklet is reusable; the information de­
scribing the development of the test and the items
is complete; and the skills tests have adequate va­
lidity to be used as part of a student's assessment
and for decisions relating to the student's IEP.

Tests of Minimal Competency

Nearly every state in the nation has mandated the
testing of pupils in the basic skills of reading,
writing, language, and arithmetic. Many states
have developed their own tests, but one commer­
cial publisher at least-California Test Bureau/
McGraw-Hill-has developed a series of tests
that can be used to certify high school students as
eligible for graduation. There also are some tests
designed for the junior high grades to ascertain
whether the pupils are making satisfactory prog­
ress in their basic and life skills. Some CTB tests
are as follows:

For use in the junior high school grades:
Assessment Skills in Computation
Performance Assessment in Reading

For use in the high school:
Senior High Assessment of Reading Perfor­

mance
Test of Performance in Computational Skills
Test of Everyday Writing Skill

While the majority of the minimal competency
tests are designed for an in-school population,
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some, like ETS's Basic Skills Assessment (BSA),
Psychological Corporation's Adult Basic Learning
Exam (ABLE), and USES's Basic Occupational Lit­
eracy Test (BOLT), are appropriate for adults who
have a poor educational background. Whereas the
former is designed for junior high school students,
the latter two are appropriate for adults with poor
educational backgrounds. Research has indicated
that these three programs meet high-quality psy­
chometric standards. (See reviews by Plake and
Ravitch in the Ninth Mental Measurements Year­
book.)

As is true for any of the areas/tests discussed in
this text, the reader is encouraged to consult the
test catalogs of the various test publishers (listed
in the Appendix) because some areas are so rapidly
changing that a test reviewed or mentioned may
be revised by the time you read about it.

Summary of Standardized Achievement
Tests

Achievement tests run the gamut from readiness
and diagnostic tests to survey tests, from norm­
referenced to criterion-referenced, and from pre­
school to graduate and professional school. All are
designed to give an index of what the student
knows at a particular point in time.

Readiness tests are normally restricted to read­
ing. Diagnostic tests are confined primarily to
reading and arithmetic. These tests are used most
frequently in the primary grades. Readiness and
diagnostic tests differ from the conventional stan­
dardized achievement (subject-matter content)
tests in that they are confined to very limited
areas.

There are some differences, however, in stan­
dardized reading readiness tests-the differences
reflecting the importance attributed to those facets
deemed by the test authors to be important in be­
ginning to learn to read.

Diagnostic tests seem to be more similar than
readiness tests. Their major purpose is to help the
teacher recognize the pupils' difficulties; there­
fore, diagnostic tests are constructed so that they
permit pupils to maximize the number of errors
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they can make. There may be a difference of opin­
ion whether a pupil is ready to learn to read, but
there is very little disagreement as to whether he
or she exhibits tendencies to reversals or
omissions when reading. It is also important to re­
member that no single readiness or diagnostic test
can assess all the skills and knowledge needed by
the pupil to learn effectively.

Teachers desiring a thorough picture of the
pupil's knowledge in a specific content area should
select a standardized achievement test in that par­
ticular subject. Single or specific achievement tests
are also valuable to the counselor.

Some survey batteries, such as the Stanford and
California Achievement Tests, provide for contin­
uous measurement from kindergarten through
high school-and even of adults. Others, such as
CIRCUS and the Cooperative Preschool Inven­
tory, span the preschool/nursery to primary
grades. Still others, such as the STEP III, are in­
tended for grades 3-12. The ITBS and others
span grades K-9. And still others, such as the TAP
and ITED, are for only high school students. Sur­
vey batteries attempt to provide measures of
achievement in the core subjects by containing
tests of vocabulary, arithmetic, spelling, reading,
and language. The various batteries provide sepa­
rate subtest scores as well as a total score. The raw
scores are transformed to some form of standard
score to permit meaningful comparisons among
the various subtests,

There are other differences among the various
survey batteries. At the primary level (grades 1-3)
the content is similar, although the format may dif­
fer from one battery to another. After the fourth
or fifth grade, the contents of the various batteries
differ. Some batteries measure work study skills;
others do not. Some batteries may devote 15 per­
cent of the test to measuring reading comprehen­
sion; others will devote about 30 percent. Only
the Stanford has a separate test of listening com­
prehension. The various batteries also differ in the
number of subtests. For example, at the elemen­
tary level, the Stanford yields 6 to 11 scores,
whereas the ITBS gives 15 separate scores. The

ITBS and Stanford both measure the funda­
mental skills of reading, mathematics, and lan­
guage.

The types of scores, reports, and manuals pro­
vided by the various survey batteries illustrate
another point of difference. The ITBS presents
percentiles, stanines, grade equivalents, age
equivalents, standard scores, and normal curve
equivalents. The Stanford provides only grade
equivalents, percentiles, scaled scores, and stan­
meso

Because of the nature of their construction,
survey batteries should not be used to obtain a
thorough estimate of a pupil's knowledge or skills
in a specific area. Although a science or language
arts subscore can be obtained, this score will nor­
mally be influenced by the sample of tasks mea­
sured by that particular subtest.

Although the various batteries may differ
slightly with respect to the fundamental educa­
tional goals emphasized, they all share a common
purpose to help the student and teacher recognize
strengths and weaknesses.

In conclusion, there are strengths and weak­
nesses in all standardized achievement tests. Ac­
cordingly, their limitations must be carefully con­
sidered and weighed against their virtues in test
selection. In the final analysis, the good is taken
with the bad, but we want to choose a test with
minimum limitations and maximum advantages.
We concur with Katz (1961), who states that
achievement tests or test batteries that are univer­
sally recognized as "good" are not equally "good"
for different school settings, situations, or circum­
stances.

USING ACHIEVEMENT-TEST RESULTS

The authors of many of the better standardized
achievement tests and batteries suggest specific
uses, and supplement their tests with valuable in­
terpretive examples. At the same time, the inge­
nious classroom teacher may discover a use that is
applicable only in her classroom. The remarks that



follow should be thought of as only some suggested
uses of standardized achievement tests.

The purpose of any standardized achievement
test is to provide the user with information con­
cerning an individual's knowledge or skills so that
the user can make decisions-of selection and
classification, for academic and vocational coun­
seling, about the relative effectiveness of two or
more methods of instruction-that are more valid
than they would be if such data had not been em­
ployed to make the decision. Achievement-test re­
sults can be used to measure the outcomes of
learning; to identify those pupils who are in need
of remedial instruction; to identify those pupils
who may lack certain fundamental skills needed
before they can begin reading; to aid in the assign­
ment of course grades; to facilitate learning by the
pupils; to provide an external criterion in the eval­
uation of sponsored-research programs that re­
quire evidence of or information about academic
performance; to provide a basis for certification
and promotion decisions; and to provide a crite­
rion in research designed to evaluate various in­
structional strategies. As Airasian and Madaus
(198 3) and Haertel and Calfee (1983) point out,
achievement tests in general, but standardized
tests in particular, lately have assumed greater im­
portance in policy and curriculum decisions that
have an impact on students, teachers, and other
educators.

Achievement tests-be they teacher-made or
standardized-are not designed to measure, even
remotely, the affective components of our educa­
tional enterprise. They do not tell us anything
about whether Allan or Ilene is interested in
school, enjoys reading, or can interact effectively
with peers. What achievement tests do, how­
ever-measuring the cognitive aims of instruction
in an objective manner-is to accomplish more
validly and reliably than is possible with teachers'
subjective judgments (Levine, 1976).

Although we consider the use of standardized
achievement tests under such headings as instruc­
tional uses, guidance uses, administrative uses, and
research uses, the reader should be aware that this
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classification imposes rigidity in treatment and
may result in the fallacious assumption that there
is little, if any, overlap. Seldom is there a situation
in which standardized achievement-test results
serve only a single purpose.

Instructional Uses5

LeMahieu (1984) in describing the "Monitoring
Achievement in Pittsburgh" project reported that
the program had a profound effect on the students'
achievement. Whether or not it was the monitor­
ing aspect of the program, per se, that was the sig­
nificant factor is not the issue. Rather, it was
something associated with the program-the tests
themselves, the instruction, the frequency of test­
ing-that was important.

Achievement-test results can be invaluable to
the classroom teacher. For example, reading read­
iness test scores can assist the teacher in learning
which of her pupils possess the skills and knowl­
edge needed to begin the reading program. These
test scores help the teacher group the pupils (ten­
tatively, at least) for maximum instructional ben­
efits. Students, who on the basis of other evidence
demonstrate that they should be successful. in
reading or arithmetic but who are experiencing dif­
ficulty or score poorly on a subject-matter test,
may benefit from a diagnostic test. The diagnostic
test can aid the teacher in locating the nature of
the difficulty. Diagnostic tests may also be used to
identify those students who might benefit from
additional remedial work. Diagnostic and readi­
ness tests may be used as an initial screening de­
vice to be followed by a more thorough investi­
gation if needed.

SLeMahieu and Wallace (1986) present a cogent discussion re­
garding the distinction between tests used for diagnosis and
those used for evaluation. We agree with them that "tests can
be particularly well-suited to serve one or the other function,
but rarely, if ever, are they appropriate for both. . .. [D]iag­
nostic devices do not [italics added] make for good evaluative
tests."
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Standardized diagnostic tests not only provide
a more systematic approach than that of the infor­
mal method used by the classroom teacher (al­
though we strongly favor gathering such informal
data), but some of the newer diagnostic tests offer
suggestions to the teacher for remediation.

Single-subject-matter tests and survey batteries
help the teacher ascertain the strengths and weak­
nesses of her class and thereby suggest modifica­
tion of her instructional method or the reteaching
of certain materials. Or, the teacher can reevaluate
her goals if the data suggest this. She can evaluate
the effectiveness of a specific teaching method by
using achievement-test results.

Standardized achievement-test results, in com­
bination with data gathered from aptitude tests,
may aid in identifying the under- and overachiev­
ing students. Be careful, though! The discrepancy
between the students' performance on the differ­
ent tests must be large, and these data should only
be part of the information used in making a deci­
SIOn.

As will be discussed more fully in Chapter 18,
Public Law 94-142, which deals with the equality
of education for exceptional children, mandates
that the academic progress of these children be
monitored regularly. Standardized tests provide
for such a systematic monitoring. In addition, ex­
ceptional children-the gifted, the mentally re­
tarded, the physically handicapped, and the like­
have unique needs and problems. Standardized
achievement and aptitude tests can assist in the
identification of these needs and problems.

Standardized achievement tests (excluding
readiness and diagnostic tests) can also play an im­
portant role with respect to standardizing grading.
Quite frequently we hear that Ms. Smith is an
"easy grader" and that Ms. Jones is a "hard
grader." Although standardized achievement tests
should not be used to assign course grades, they
can be used by teachers to evaluate their grading
practices. For example, when Ms. Smith, the easy
grader, compares the achievement of her pupils on
standardized tests to that of other teachers' pupils
and learns that her class achieves less well, she can
see that the high grades she assigned may be mis-

leading. This does not imply, however, that stan­
dardized achievement-test results should be used
as the only reference point in assigning course
grades. They should be used to give the individual
teacher some perspective. Many other factors
must be considered before Ms. Smith concludes
that she is too easy in her grading. The standard­
ized achievement test should be used as supple­
mentary data on which to build a valid estimate of
the pupil's achievement and hence his final grade.

Achievement-test results can be used to help
the teacher provide optimal learning conditions
for every pupil. In order to do this, the teacher
should know as much as possible about every stu­
dent. Standardized achievement tests will provide
some of this needed information. Test results will
assist in the grouping of pupils for instructional
purposes. They will also be extremely valuable in
assisting the teacher to fit the curriculum to each
child in a class. Some children should get enrich­
ing experiences; others may require remedial
work.

Cox and Sterrett (1970) present a simple model
of how standardized achievement-test results can
be scored so that the classroom teacher may make
both criterion- and norm-referenced interpreta­
tions of the test scores. For example, Ms. Peda­
gogy may classify the test items in a particular
standardized achievement test according to her in­
structional objectives. She could end up with three
groups of items: one consisting of items that her
pupils have studied and are expected to know; one
of items that have not been studied, but which the
pupils will be expected to know at a later time; and
one of items that are not relevant. The test can
then be administered and scored to yield three
scores: Jack correctly answered 90 percent of the
items he was expected to know, 45 percent of
those not yet studied, and 5 percent of the remain­
ing items. With this information for each pupil,
Ms. Pedagogy can plan her instruction accord­
ingly. (Note: If tests are to be used for grouping
purposes, and if only one testing period is avail­
able, we recommend that there be an early testing
so that the results will be most beneficial to both
pupils and teachers.)



As mentioned earlier, commercial test publish­
ers now provide reporting services (for a slight
additional fee) that group pupils of similar abilities
and offer the classroom teacher suggestions on the
instructional strategy to be used with these
groups, furnish item-analysis data, report the
number of items answered correctly by each pupil,
and the like. (See Figures 16.5 and 16.6.) These
reports are generally designed to report an indi­
vidual's performance, but some standardized
achievement tests produce a "class" report. Al­
though narrative reports may lack the precision of
test norms, they do afford an excellent medium for
reporting test results to unsophisticated audiences.

With education moving more and more toward
individualized instruction and with the gearing of
standardized achievement tests to textbooks, the
results of achievement tests can aid appreciably in
fitting the curriculum to the child rather than the
child to the curriculum. Criterion-referenced (or
scored) standardized tests, if successfully devel­
oped, should permit the teacher to prescribe in­
dividual learning experiences appropriately.
These tests provide the teacher with valuable sup­
plementary information that may be difficult or
impossible to obtain with norm-referenced
achievement tests, which are usually given only at
the end of the year.

Conventional standardized achievement-test
results should not be used for individual diagnosis,
but they can (and should) be used effectively as a
springboard for the teacher to explore areas of pu­
pils' strengths and/or weaknesses. Once students
needing remediation have been identified, their
progress can be monitored using bothstandardized
and teacher-made tests.

Teachers will occasionally use the results of a
standardized achievement test as the major crite­
rion in determining the status of their pupils and
will then plan their instructional program accord­
ingly. They should never do this! Other factors
need to be strongly considered. For example, how
well do the test objectives meet those of the par­
ticular teacher? How reliable is a part score in a
battery or, for that matter, how reliable are, say,
the four or five items used to test the pupil's
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knowledge of simultaneous equations or atomic
structure? Is the course structure centered on
skills, on content, or on both? Because of these
and other considerations, standardized achieve­
ment tests should not (1) be a major criterion in
course planning or (2) be the focus of the course
content to be taught by the teacher.

In closing, we would like to draw the users' at­
tention to two important points: (I) unless there
is a good "match" between the teachers' and tests'
instructional objectives, the test results will be of
questionable value for evaluating instructional ef­
fectiveness, and (2) the diagnostic value to be de­
rived from the scores of group-administered di­
agnostic tests in general and survey battery tests in
particular is highly suspect. Quite often what is
more important than the score(s), per se, is how the
pupil attempted to answer the test items.

Guidance and Counseling Uses

Achievement-test results, in combination with
other data, can be important in vocational and ed­
ucational guidance. Achievement-test results can
be used to help the student plan his future educa­
tional or vocational program. It should be remem­
bered that achievement-test data by themselves
have limited meaning. They need to be augmented
by other information-data about interests, apti­
tudes, and attitudes-to arrive at the best decision
possible. An illustration may help clarify the situ­
ation.

Girder, a senior in high school, is interested in
studying engineering. The school counselor has a
variety of information about Girder. From both
survey batteries and single-subject-matter tests
given Girder at the elementary, middle, and high
school levels, a pattern is readily evident that Gir­
der's strengths are in verbal skills and that he is
deficient in science and mathematics. His interest
test scores suggest that he possesses interests
shared by journalists. His scholastic aptitude score
indicates that he is of average ability. The coun­
selor should use all these data in helping Girder
arrive at a decision concerning the appropriate­
ness of an engineering major in college. The
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TABLE 16-3 Hypothetical Grade Score Equivalents on the Stanford
Achievement Test, Primary 3 Battery

Transfer
Student's
Grade Score

Subtest Equivalent

Reading comprehension 3.2
Paragraph meaning 3.4
Vocabulary 3.4
Spelling 4.8
Word-study skills 3.6
Arithmetic 2.5

"Norms in both schools based on fall testing.

Mean Grade Score
Equivalent for
Buffalo Third­
Graders

3.5
3.4
3.7
3.8
3.6
3.5

Mean Grade Score'
Equivalent for
Buffalo Fourth­
Graders

4.2
4.4
4.8
4.6
4.9
4.4

aware that he may be out of place physiologically
and psychologically. If the pupil is placed in the
fourth grade, his teacher needs to understand that
he may have difficulty at first, that remedial teach­
ing will be in order, and that additional work will
be needed before the pupil will absorb the material
as readily as the average fourth-grader. Regardless
of the decision made, it should be obvious that the
principal must consult with the student's parents,
since there may be problems associated with either
decision.

In this example, two kinds of decisions must be
made: (1) where to place the pupil and (2) how
best to assist the pupil after the decision has been
made.

Another example of how standardized achieve­
ment tests can aid the user is in the classification
or placement of students in special courses or pro­
grams. The kind of classification possible will de­
pend on the type of test used and the physical fa­
cilities available in the school. For example, if a
survey battery is used, much information is pro­
vided. The results may suggest that a student take
algebra in an average class, English in a superior
class, and social studies in a remedial class.

Comparing Test Scores Although a variety of
administrative decisions concerning selection,
classification, and placement can be made on the

basis of standardized achievement-test results, the
examples discussed above pertain to the use of the
same test. What kinds of decisions, if any, can be
made with different survey battery or single-sub­
ject-matter test results? Can comparisons be made
for a pupil's scores obtained on the same subtest
(content area) of different tests?

Comparing Scores on Similarly Named Sub­
tests of Different Achievement Batteries
Although it might be assumed that the Mathemat­
ics Computation subtest in the Stanford measures
the same knowledge and skills as the Mathematics
Computation test in the Metropolitan (especially
since they were developed and published by the
same publisher), such an assumption may be
wholly unwarranted. On the surface, it might ap­
pear that the same instructional objectives (knowl­
edge and skills) are being measured. But only a
careful examination of the test manual and test
blueprint will provide the information necessary
to judge the comparability of the two subtests. But
even this is not sufficient to judge the similarity of
the Mathematics Computation subtests from the
two survey batteries. The test items might differ
in difficulty and discrimination power. The norm­
ing population may be (and often is) different. The
validity and reliability of the subtests may be dis­
similar. Even though it has been shown that there
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is a high correlation between the total scores ob­
tained on the Stanford and the Metropolitan, it has
also been shown that there is a low correlation be­
tween similarly named subtests in these two bat­
teries (Goolsby, 1971). Only by carefully studying
the subtests themselves as well as the respective
test manuals can the user ascertain whether the
subtests are similar.

Evaluation of Instruction and Teachers

One of the misuses of standard achievement tests
is in making educational decisions solely on the
basis of standardized achievement-test results. We
are especially concerned about this inappropriate
test use because the recent flurry offederal reports
and commissions on the state of American educa­
tion has resulted in some drastic measures being
taken to evaluate the educational enterprise-one
such drastic response being the use of standard­
ized achievement-test results for the evaluation of
teachers and instruction (Berk, 1988; Rothman,
1987).

Teacher effectiveness should not be determined
solely on the basis of test results and definitely not
on the results of one test. The instructional objec­
tives stressed by Mr. Jackson may be only mini­
mally reflected in the test, but those emphasized by
Miss Garcia may be highlighted in the test. Re­
member that even in the most valid test we only
have a sampling of a teacher's instructional objec­
tives.

Not only can a multitude of factors affect learn­
ing and hence the evaluation of instruction and
teachers, but we also have statistical problems in
interpreting "gain scores" since the reliability of
the "gain score" is often substantially lower than
the reliability of either the pre- or posttest scores.

It would be extremely difficult to compare Ms.
Smith and Ms. Jones, both third-grade teachers in
the same school, when we know that one class­
room contains an overabundance of bright pupils
and the other contains many slower pupils. Even
assuming that the average ability of the two classes
is comparable, how can we rate the teachers when
Ms. Smith, for example, feels certain skills are
more easily learned at the end of the term, whereas

Ms. Jones prefers to teach these skills at the be­
ginning of the term, but we administer our tests in
the middle of the term?

Achievement-test results, regardless of their
nature, are measures that depend upon past learn­
ing. In other words, if Ms. Smith's sixth-graders
are weak in certain arithmetic skills, the weakness
may be due to the fact that the essential compo­
nents of this skill were not developed in an earlier
grade. Hence, blaming Ms. Smith because her pu­
pils score below national norms would be utterly
ridiculous. There is no doubt that teachers are in­
strumental in determining how well their pupils
score on achievement tests. However, this is not
analogous to the claim that only achievement-test
results be used to rate teachers.

When achievement-test results are used to rate
teachers, they frequently instill fear in the teach­
ers. This fear conceivably may result in a reduc­
tion of teacher effectiveness and in a tendency to­
ward "test teaching." Teaching for a test may
encourage undue emphasis on a limited part of
cognitive development, the end result being ne­
glect of other areas of cognitive development and
for the social, affective, psychomotor, and emo­
tional development of pupils.

We believe that standardized achievement-test
results can and should (where deemed appropri­
ate) be used to improve the instructional program.
Further, we feel that test results should be used to
help the teacher rather than to evaluate her. Such
self-help can be of marked benefit to teachers.
They can see the strengths and weaknesses of
their class (either as a whole or for the individual
pupils) if they use a survey battery. They can, by
means of an item analysis, see what skills or facts
have and have not been learned. They can, using
national norms, make comparisons between their
students and students in the same grade nationally.
They can, with local norms, compare the status of
their students with other students in the same
school or in the same school system. They can
compare the content of their course with the con­
tent deemed appropriate by experts.

In summary, the results from standardized
achievement tests should not be used as the sole
criterion to evaluate teachers, since too many fac-



tors other than teaching competency can, and do,
influence the test score a pupil receives. But we do
recommend that if the tests are secure, standard­
ized achievement-test scores be used judiciously as
one of many variables in teacher evaluation.

Curriculum Evaluation

Achievement-test results may also be used as one
of the criteria on which to evaluate the curricu­
lum. For example, 25 years ago it was common
practice to delay the teaching ofa foreign language
until the student reached the seventh or eighth
grade. However, it has been found that elementary
school children are able to master a foreign lan­
guage. Findings such as these suggest that our cur­
riculum must be flexible. Frequently, achieve­
ment-test results provide the evidence needed to
instigate curriculum revision.

The preceding example of the use of achieve­
ment-test results for studying the efficacy of intro­
ducing a foreign language in the primary grades is
a somewhat simple one. In some instances, how­
ever, the data on which to base curriculum revi­
sion are not so clear-cut.

The profile depicted in Figure 16.7 is for the
performance of sixth-graders in a particular
school, in contrast to the performance of sixth­
graders in other schools in the same city. The
score scale is essentially a grade equivalent with
the decimals omitted (e.g., a GE of 6.3 is repre­
sented as 63). The profile is based on data col­
lected on the Iowa Test of Basic Skills, which was
administered during the first week of class. The
following conclusions appear to be warranted.

1. Students in the sixth grade in the Walnut
Street school have an average scaled-score per­
formance of about 35, in contrast with a mean
scaled-score performance of all other sixth­
graders of about 60. Also, the Walnut Street
pupils appear to be more proficient in arith­
metic skills than they are in either language or
work study skills.

2. The Walnut Street pupils received the highest
and lowest scores on the arithmetic concepts
and reading graphs and tables subtests, respec-
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tively, This does not mean, however, that they
are necessarily better in one than in the other.
Much depends upon the variability of the pu­
pils and the subtest intercorrelations,

3. Whether the principal should change the in­
structional program at the Walnut Street
school is unclear. If the Walnut Street pupils
come mainly from an impoverished environ­
ment, the decision made could be markedly dif­
ferent from that made if these pupils came
from an average or above-average socioeco­
nomic area. In the former, we would have an
instance of a poor environment that may not
permit pupils to experience a sufficient number
of verbal and language-type activities, at least
the kind that are measured by this or any other
standardized achievement test. If the pupils
were above average in intelligence, the princi­
pal would have to consider the adequacy of the
teachers, the motivation of the pupils, the va­
lidity of the test, and other factors before mak­
ing a decision.

Some modification of the curriculum might be
in order for the Walnut Street school. The kind
of modification (namely, having more free read­
ing, introducing pupils to the public library, or
motivating the pupils to achieve at their maxi­
mum), however, would depend upon the many
factors that influence learning. It is conceivable
that the curriculum may not have to be modified.
Rather, the manner in which the curriculum is in­
troduced may have to be altered. For example, if
the test results at the end of the sixth grade
showed that this discrepancy no longer exists, this
would suggest that (1) the preparation of the Wal­
nut Street pupils in the fifth grade was markedly
different from that of the other sixth-graders
when they were in the fifth grade or (2) the Wal­
nut Street sixth-grade teachers either taught for
the test or were able to make up any deficiencies
that existed.

An interesting feature of this hypothetical pro­
file is the strange isomorphism between the Wal­
nut Street school sixth-graders and all sixth-grad­
ers in the city. The peaks and valleys are nearly
identical. Might this indicate something about the
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curriculum in all the schools? In other words, is it
reasonable to expect that more attention might
have to be paid to certain work study skills? Not
necessarily. From the profile, one is unable to de­
termine the significance of the differences.

In conclusion, we must reemphasize that
achievement-test scores, whether they be from
standardized or teacher-made tests, must be inter­
preted cautiously. Test scores can and do serve as
a valuable supplementary criterion on which to

make more valid educational decisions. But these
scores are supplementary and not absolute, and
they are influenced by many factors.

Grading

In general, standardized achievement-test results
should not be used to assign course grades. They
may be used to assist the teacher in assigning the
final course grade, provided the test reflects local



objectives. As pointed out earlier, some standard­
ized achievement tests are constructed so that they
measure broadrather than specific outcomes of in­
struction. Also, the objectives of instruction may
vary, not only from school to school but also from
teacher to teacher. For these and other reasons,
grades should typically be assigned on the basis of
teacher-made tests. These tests, properly con­
structed, reflect the goals of the individual teacher
to a much greater extent than do even the best
standardized achievement tests.

Satisfying Federal Regulations

Although not directly related to the use of
achievement-test results for instructional, guid­
ance, or administrative purposes, as previously
discussed, there is an area-that of securing fund­
ing from either local, state, or federal agencies­
in which achievement-test results need to be ob­
tained in order to evaluate particular programs.
One such program is the Education Consolidation
and Improvement Act of 1981 (it replaced the fa­
miliar "Titles" of the Elementary and Secondary
Education Act), which requires the assessment and
evaluation of compensatory education programs in
order to receive funding. Further, this assessment
and evaluation is to be realized through compre­
hensive testing programs in elementary and sec­
ondary schools. The administration of examina­
tions to students and such evaluations shall include
objective measurements of educational achieve­
ment. It is true that these evaluations and assess­
ments need not be addressed solely by means of
standardized achievement tests, nor should they
be.

Research Uses

Standardized achievement-test results provide
valuable information for researchers. For example,
suppose that the Yucca Valley fifth-grade teachers
want to know whether providing fifth-graders
with calculators will result in their achieving
higher arithmetic computation scores. At the be­
ginning of the year, two groups of fifth-grade stu-
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dents could be tested with the Arithmetic Com­
putation subtesr of the Stanford Achievement
Test. One group would then be taught with the
use of the calculators; the other group would be
taught without calculators. At the end of the term,
a parallel form of the Stanford would be given to
both groups. The pre- and posttest scores would
be compared, and, if the calculator group did the
same as or better than the noncalculator group, we
could say that further study is warranted. On the
other hand, if the noncalculator group performed
better than the calculator group, we would have
some reservations about suggesting the purchase
of calculators. This is just one example of how
standardized test results can be used for educa­
tional decision making.

Conclusion

In the preceding pages we have attempted to dis­
cuss some of the more common uses of standard­
ized achievement-test results. We have not treated
all the possible uses. We have neglected to con­
sider using standardized achievement test results
for such purposes as (1) motivating pupils and (2)
demonstrating to students what is expected of
them. We have tried to emphasize that test results
provide only a limited amount of information.
Good teachers derive much valuable information
about pupils in their daily contact with and obser­
vation of them. We hope it is evident that the use
of standardized achievement tests is limited only
by the resourcefulness and ingenuity of the class­
room teacher and that achievement-test results
should be used as a supplement to other evidence
to make sound educational decisions.

NEW DIRECTIONS IN TESTING

Anrig (1986, p. v) believes that the new generation
of tests will "(1) serve individuals more than
institutions, (2) aim primarily at helping indi-
viduals learn and succeed rather than simply yield­
ing scores for institutional decision making, (3)
. . . guide instruction and self-development on a
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To the parents of Bobby Blair

o Your child recently took the Elementary level of the Metropolitan
Achievement Tests, which are described on the back of this page. This
report tells how your child did on the tests, compared to students in the
same grade across the country.

o In reading, the Word Recognition Skills Test score was in the middle range
and considerably higher than the Reading Comprehension Test score.
Experience with a wide variety of reading materials may be helpful in
improving the student's understanding of what is read.

e The level of school materials from which the student can learn without
E'xperiencing too much difficulty is called the Instructional Reading Levet
(tRL). (See the back of this report for more detaiL) In addition to the score
discussed in the previous paragraph, the Reading Comprehension Test is
a series of graded reading passages specifically designed to determine
the student's IRL. Your child's tnstructional Reading Level is Grade 2.

o The total score in mathematics was in the middle range for the grade. The
score on the Computation Test was in the high range and considerably
higher than the Concepts and Problem Solving Test scores. The student's
achievement should continue as more advanced topics are studied.

e The Spelling Test score was in the middle range and considerably better
than the Language Test score. Achievement on the Language Test may
have been affected by the student's low reading level, even though the
vocabulary used is below the grade levet of the test Additional work on the
skills needed for good writing may be helptuL

The Science Test score was in the middle range for the grade. However, the
Social Studies Test score wasbelow the middle range. Additional
experience observing and discussing events and gathering information
may be needed.

G Achievement test scores are only one piece of information about how well a
student is doing in school. It is also important to consider your child's work
in class, on home assignments, and on other tests. The school has this
information as well as more detailed reoorts on these test scores.
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FIGURE 16.8 Metropolitan Achievement Tests Narrative Report.
(Copyright © 1985 by Harcourt Brace Jovanovich. Inc. Reproduced by
permission. All rights reserved.)



continuing basis rather than compare performance
among test takers." Although Anrig writes with
reference to standardized tests, his words are rel­
evant to classroom achievement tests. Some of
these sentiments are also shared by Glaser (1986).

What with technological advances, more and
more schools are administering tests by computer.
This therefore raises a serious question of
whether or not there are differences in perfor­
mance between the pencil-and-paper and com­
puter administration of the same test. If so, what
about the effect on the norms and the test's reli­
ability? Although the evidence is sparse, guidelines
have been issued to help users assess the compar­
ability of scores obtained under the two types of
administration (Guidelines, 1986; Hofer & Green,
1985).

We also feel that there will be more computer­
generated report forms as depicted in Figure 16.8.

We also envision greater attention being paid
to assessment techniques that are guided by "cur­
riculum-based measurement" (see Deno & Fuchs,
1987), greater reliance on performance measures
(see Stiggins, 1988), and less emphasis on multi­
ple-choice item formats. The movement toward
greater use of open-ended and free-response item
formats will come about because some educators
believe that traditional objective-type item formats
may not be best for measuring higher-order think­
ing skills (jones, 1988; see also Alexander &
James, 1987, who contend that completion-type
and essay items will enable one to make inferences
about the thought processes used to arrive at an
answer, which is not now accomplished with ob­
jective-type tests).

We would be remiss, however, if we did not
say that some of the changes envisioned will come
about slowly (see Embretson, 1986). We agree
with Linn (1986) who said that the reason multi­
ple-choice items are so often the basis ofstandard­
ized tests despite the many critics of this format is
twofold: (1) the economic viability of existing
standardized tests and (2) the relatively high pre­
dictive validity. Another reason we believe the
changes will be slow in coming about is that most'

STANDARDIZED ACHIEVEMENT TESTS 393

of our mathematical models for analyzing test re­
sults assume that the tasks or items are unidimen­
sional, while in reality, our educational objectives
and hence our test items should be multidimen­
sional.

We believe more research will be directed to
developing free-response techniques, for example,
microcomputer simulation of scientific phenom­
ena, testing hypotheses, and problem-solving tasks
that measure skills not measured by multiple­
choice tests.

• SUMMARY

The principal ideas, suggestions, and recommen­
dations made in this chapter are summarized in the
following statements:

1. Standardized and teacher-made achievement
tests differ markedly in terms of their pur­
pose, method of construction, sampling of
content, and availability of norms (although
both have the goal of appraisal of present
knowledge).

2. The trend today in standardized achievement
tests is away from measuring factual knowl­
edge and toward emphasizing application and
interpretation.

3. Teacher-made and standardized achievement
tests complement each other. It is futile to
argue that one is more useful than the other.

4. Standardized achievement tests may be clas­
sified as diagnostic, single-subject-matter, and
survey batteries and as criterion- or norm-re­
ferenced. Single-subject-matter tests may be
further subdivided into readiness and prog­
nostic tests.

S. Standardized achievement tests differ little in
terms of their construction and technical fea­
tures. They do differ markedly in their pur­
pose. To determine whether a kindergarten
child is ready for the first grade, a reading
readiness test should be used. To obtain an
indication of a pupil's strengths and weak­
nesses, a diagnostic test is recommended. To
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learn whether a pupil is proficient in a sub­
ject-matter area such as history or physics, a
single-subject-matter test should be used. To
ascertain the strengths and weaknesses (actu­
ally plot a profile) of pupils in the various core
subjects, a survey battery should be used.

6. Within the past few years, commercial test
publishers and other firms have begun to pay
more attention to producing criterion-refer­
enced standardized achievement tests, very
specific, prescriptive diagnostic tests, mastery
tests, and "tailor-made" tests.

7. Standardized test publishers are paying more
attention to providing teachers with prescrip­
tive suggestions on the basis of their pupils'
achievement-test performance.

8. Standardized test publishers are providing a
variety of output data (for a slight additional
fee) to users. Various item analyses, grouping
students of similar abilities with suggestions
of instructional strategies to be used with
these groups, and keying items to objectives
and commonly used textbooks are some of
the reporting services available.

9. Various examples were given to suggest the
different uses of standardized achievement­
test results for instructional, guidance, admin­
istrative, and research users.

10. Many changes are on the horizon for making
education more relevant to students. Accord­
ingly, how we assess student learning must
also change.

• POINTS TO PONDER

I. Compare and contrast standardized and
teacher-made achievement tests. List three
specific situations where each would be pref­
erable.

2. Of what value would it be to know the inter­
correlations of the subtests in an achievement
battery?

3. Which type of validity evidence is most im­
portant in an achievement test? Why?

4. You are an elementary school guidance coun-

selor. Your principal assigns you the task of
choosing an achievement battery. How do
you proceed in your task?

s. First-grade pupils are frequently grouped for
instructional purposes on the basis of reading
readiness tests. This grouping is not always
effective. Does this suggest the elimination of
reading readiness tests? Support your answer.

6. There seems to be general consensus, but not
universal agreement, on the elementary cur­
riculum. What role should standardized
achievement tests play in reducing or increas­
ing the diversity of this curriculum?

7. Mary Poppins scored at the 89th percentile
(national norms) on the language subtest of
the Stanford Achievement Test. However,
she received only a grade of C in language
arts. How can this be accounted for?

8. Discuss this statement: The California
Achievement Tests subscores can be used for
diagnostic purposes.

9. What problems are associated with using
standardized achievement-test results to eval­
uate teacher effectiveness?

10. Given both aptitude and achievement-test re­
sults for a sixth-grade class, how would you
select individuals for an enriched program?
What other information would be desirable?
What potential dangers exist in using test re­
sults for this selection procedure?

II. In what situations would you be more likely
to use a criterion-referenced standardized
achievement test over a norm-referenced
test? Support your answer.

12. A survey battery manual states that the test
can be used for diagnostic purposes. What
kinds of evidence should you look for to as­
certain whether it is a valid diagnostic test?

13. Your school board has jumped on the minimal
competency bandwagon. What advantages
and disadvantages are there in using (a) a test
constructed by the school's research bureau,
(b) a test constructed by the teaching staff,
and (c) a commercially published standardized
achievement test to determine competency?



14. In Roy Wilkin's Middle School, eighth-grad­
ers are randomly assigned to algebra sections.
The superintendent of schools, studying the
grade distributions, notices that there is a
marked discrepancy in grades given by the dif­
ferent teachers. Would you use the results of
a standardized algebra test to study this prob­
lem? Defend your answer.
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15. Do you concur with the argument advanced
by some critics of standardized achievement
tests that "their continued use will result in a
national or uniform curriculum"? Why do
you feel this way?



Chapter 17

Interest, Personality,
and Attitude
Inventories

• Introduction
• Measuring Noncognitive Characteristics: Some Challenges

• Measuring Interests
• Using Interest-Inventory Results
• Career Awareness and Development
• Personality Assessment
• Attitude and Value Assessment

Should Girder be encouraged to study engineering
in college? What are Allan's interests? How can
we explain why Beth, who scored at the 95th per­
centile on the WISe, scored only at the 45th per­
centile on the Stanford Achievement Test? Is
Ilene really an aggressive and hostile child? Is
Pearl unstrung? Are Ruth's concerns about peer
acceptance atypical for an average 13-year-old?
More generally, what are problem checklists?
What are some of the problems when measuring
affective traits? Should teachers interpret noncog­
nitive inventories? Are there some noncognitive
inventories that should be barred from the class­
room? Does the information derived from inter­
est, personality, and attitude inventories help ed-
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ucators make more valid decisions than could be
made if such data were not used? These are some
of the questions that are discussed in this chapter.

Basically, there are two ways in which we
gather data about a person's characteristics: (1) by
looking, that is, by the observational method (rat­
ing scales, anecdotal records, other observational
techniques), and (2) by listening or asking, that is,
by self-reports (standardized pencil-and-paper in­
ventories).

In this chapter we concern ourselves only with
standardized noncognitive inventories, recogniz­
ing that there are many locally constructed affec­
tive tests and inventories. Observational tech­
niques such as rating scales and anecdotal records
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are useful methods, especially for adults. Although
they provide much valuable data, they may not
provide data as valid as those obtained from stan­
dardized inventories. Standardized noncognitive
inventories are uniformly administered and, in
general, objectively scored. Many of them also
have valuable normative data that permit valid
comparisons between a pupil in one community
and pupils throughout the country. With stan­
dardized noncognitive inventories, it may be as­
certained whether Ilene is abnormally aggressive
or whether Ruth's concerns about peer acceptance
are natural.

At this point, it may be argued that these ques­
tions could be answered by natural observation
that would have an additional feature over a test­
ing situation: People are more likely to display
their true behavior in natural settings that are in­
formal, unstructured, and nonthreatening. Teach­
ers are able to observe their students in real life
situations. But, are their observations valid? Are
teachers objective? Do they know what behavior
is significant and what can be overlooked? Can
teachers draw correct inferences from observed
behavior? As imprecise as noncognitive invento­
ries may appear to be, they do provide valuable in­
formation about the pupil, information that the
teacher cannot acquire through observation but
that may be necessary to understand the pupil's be­
havior. Some educators argue that test scores
should be used only to supplement teacher's ob­
servations. Others argue the converse. The im­
portant thing to remember is that both teachers'
observations and test data provide information
about the pupils' behavior, and both should be
used.

After studying this chapter, you should be able
to:

1. Recognize the value to teachers of informa­
tion about pupil interests, attitudes, and per­
sonality.

2. Understand that noncognitive measures are
not so psychometrically elegant as cognitive
measures.

3. Recognize the problems involved in measur-

ing noncognitive characteristics-problems
of definition, response set, faking, validity,
reliability, and interpretation.

4. Recognize the three most commonly used
procedures for constructing and keying non­
cognitive inventories-empirical, homoge­
neous, and logical.

S. Differentiate between attitudes and interests.
6. Discuss the major approaches used to mea­

sure interests.
7. Evaluate the more popular interest invento­

ries in terms of their construction, grade
level, content, administration, scoring, valid­
ity, reliability, and interpretability.

8. Recognize how interest-inventory results can
be used for instructional and guidance pur­
poses.

9. Appreciate the use of career awareness inven­
tories.

10. Understand the various ways in which per­
sonality can be assessed.

11. Recognize the limitations of personality in­
ventories.

12. Evaluate attitude scales.
13. Appreciate the value of study habits invento­

nes,

INTRODUCTION

It is generally agreed that everyone concerned
with the education of children must understand
them in their totality in order that optimal learning
conditions may be provided. This totality goes be­
yond academic skills and knowledge. The devel­
opment of a healthy personality is essential to suc­
cess in school. A student's mental health has direct
relevance to his ability to learn, his interest in
learning, and his attitudes toward the value of an
education. Quite frequently, learning difficulties
are related to a student's personality (Rutkowski
& Domino, 1975; Calsyn & Kenny, 1977; Ed­
wards, 1977), and any attempt to correct the dif­
ficulty is doomed to failure if the student's total
strengths and weaknesses are not considered in
both the cognitive and the noncognitive areas.
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Whether teachers realize it or not, they are in­
fluenced by their students' attitudes, values, inter­
ests, and general makeup. If a teacher knows that
her students dislike history, she could (and it is
hoped, would) employ a variety of techniques­
films, playacting, and humorous skits-to try to
instill a positive attitude toward the value of study­
ing history. If she knows that some students who
are poor readers are interested in mechanics, she
might use stories with a mechanical flavor in the
reading program. Teachers can and do capitalize
on the interests and attitudes of their pupils. How­
ever, before teachers can use data about their pu­
pils' interests, attitudes, values, and general per­
sonality makeup, they must obtain these data.

The classroom teacher and counselor should at
least be able to administer problem checklists, in­
terest inventories, and general personality tests
with minimal training. The counselor should be
able to interpret the results of interest inventories
without too much difficulty. No one, however, un­
less she has had considerable training and experi­
ence, should attempt to interpret measures de­
signed to depict abnormality or maladjustment.

Classroom teachers, as members of a profes­
sional team vitally concerned with both cognitive
and noncognitive behavior, must, in order to be
effective team members, speak the language. Oth­
erwise, they will not be able to communicate ef­
fectively with other team members-school psy­
chologist, clinician, and counselor. In order to do
so, they must know something about noncognitive
inventories-what they are, what they can and
cannot do, the different kinds of noncognitive in­
ventories, and so forth-and about the behaviors
they measure.

By helping establish optimal positive test-tak­
ing attitudes, teachers, through their knowledge of
noncognitive assessment, can indirectly help the
counselor to work with the students. Rapport is
essential in any testing situation. But it may be
more vital in noncognitive assessment, especially
when the test is seen by the testee as threatening.
Also, in noncognitive tests the pupil can fake ei­
ther good or bad responses, and the teacher can aid
greatly in diminishing faking by establishing rap-

port. The pupil may be more likely to trust his
teacher, with whom he is in daily contact, than he
is to trust the counselor or clinician, whom he sees
infrequently. The classroom teacher, especially
the one who is trusted and accepted by her pupils,
can aid the clinician by breaking the ice and help­
ing the child accept the clinician as someone who
is trying to help him.

In summary, knowledge about pupils' interests,
personalities, and attitudes is important to educa­
tors to help them understand pupils better and to
help them communicate effectively with other
professionals. Knowledge about noncognitive as­
sessments (especially interest inventories) is im­
portant, because they are (1) being used in our
schools, especially in the secondary grades, (2)
valid in providing some information about a pu­
pil's vocational or avocational interests, (3) more
objective than the informal observational ap­
proach, and (4) frequently used in research on
learning. We must reiterate that, despite their lim­
itations, standardized noncognitive measures can
play an important role in education (see Cronbach
& Snow, 1977; Bloom, 1978; Messick, 1979).

MEASURING NONCOGNITIVE
CHARACTERISTICS: SOME
CHALLENGES·

There are many unresolved problems in the as­
sessment of noncognitive traits: problems of defi­
nition, response set, faking, low validity and reli­
ability, interpretation, and sex bias. To observe
that the measurement of affect poses methodolog­
ical problems not encountered in cognitive assess­
ment is deceptively simple. Because noncognitive

IFor a thorough and thought-provoking discussion of the prin­
ciples to be considered in the development and use of interest
inventories (many of the principles, however, are pertinent to
any noncognitive inventory), see Kuder (1970). Fiske (1963),
Holtzman (1964), and Anastasi (1981) discuss the measurement
problems involved in assessing noncognitive characteristics.
Anderson (1981) has written an excellent book on assessing af­
fective characteristics.
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assessment (or for that matter any assessment) in­
volves the differences among individuals as well as
changes in behavior over time, validity and reli­
ability are ofvital importance. It should be evident
that until these problems are resolved, noncogni­
tive assessment will be subject to much suspicion
and criticism.

Problems of Definition

Noncognitive tests, even more than aptitude or
achievement tests, present the problem of defini­
tion. Allport (1963) considered at least 50 defini­
tions of personality before he advanced his own.
If 100 psychologists were asked to define person­
ality, they might give 100 different definitions.
This fact contributes to the inconclusive and often
contradictory findings in noncognitive research.
Frequently, different researchers arrived at differ­
ent conclusions because they were studying differ­
ent variables, even though the variables studied
were all labeled the same-for example, honesty or
aestheticism. To some, the terms attitudes, beliefs,
values, and interests are used synonymously. To
others, there are definite demarcations among the
terms. To still others, attitudes and values are con­
sidered one category, beliefs and opinions an­
other, and interests still another. The concept of
personality has multiple and complex meanings,
the various definitions are at best crude, and the
techniques for evaluation are sometimes lacking in
scientific rigor. Yet we cannot give up our com­
mitment to research or interest in the area of af­
fective development. Grandiose and ethereal con­
structs such as honesty, beauty, truth, and virtue
can be translated into behavioral terms. Once this
is done, an attempt can be made to measure these
behavioral traits.

Just as we must talk about a specific kind of va­
lidity (such as content or predictive) or reliability
(stability or equivalence), so, when we discuss a
personality trait such as authoritarianism, we must
be specific and refer to it as, for example, the "F
Scale's authoritarianism" or "Rokeach's authori­
tarianism." Until we are able to develop defini­
tions for noncognitive constructs, we will be

looking for a needle in a haystack without know­
ing what a needle looks like.

Problems of Response Set

Although response set may be present in cognitive
measures, noncognitive inventories are particu­
larly susceptible to response set, that is, the ten­
dency of an individual to reply in a particular di­
rection, almost independent of content. An
individual exhibiting response set will answer
questions identical in content (but presented in dif­
ferent formats) differently. For example, he may
be predisposed to select the neutral category if a
disagree-agree continuum is used, or the "true"
choice in true-false items; or he may guess on all
items that he is unsure of. There are many types
of response sets: acquiescence, social desirability,
guessing, and sacrificing accuracy for speed (or
vice versa).

The response set that has been of most concern
in noncognitive measurement is social desirability
(Edwards, 1957). This is the tendency for an in­
dividual to respond favorably to the items that he
feels are socially accepted, such as, "Catastrophic
health insurance for the elderly should be enacted
by Congress." Here, the subject may answer not
on the basis of how he truly feels but on the basis
of what he thinks is a socially acceptable or desir­
able answer.

Certain steps can be taken to try to control for
response set. Cronbach (1950) found that re­
sponse set is particularly prevalent on tests that (1)
contain ambiguous items, (2) require the individ­
ual to respond on a disagree-agree continuum, and
(3) lend themselves to responses in either a favor­
able or an unfavorable direction. Various tech­
niques (such as the forced-choice format, ran­
domly ordering the items, keeping the instrument
relatively short, ensuring anonymity of the re­
spondents, having an equal number of positively
and negatively worded statements, or having more
negative than positive statements) have been used
in an attempt to control response set. These tech­
niques have not eliminated the problem com­
pletely.
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Those using personality, attitude, value, and in­
terest inventories must pay particular attention to
the presence of response set and must govern their
conclusions and recommendations accordingly.
More research is needed on response set: What
kinds of people are susceptible? What kinds of
items lend themselves to this? Why are some tests
affected and others not? Can (or should) their in­
fluence be neutralized?

Faking

Faking can and does occur on cognitive as well as
noncognitive tests, but it is more common on the
latter. Although a person can fake either good or
bad responses on a noncognitive inventory, he can
fake only bad responses (one can fake ignorance,
not knowledge) on a cognitive test. The tendency
to fake is a characteristic inherent in the individual
rather than a test artifact.

Although examiners expect their subjects to
give valid information, they do not always receive
it. Subjects come to the test and will either be
truthful or lie depending upon the purpose of the
test and their perception of how the test results
will be used. Often, responses may be rationaliza­
tions or unconscious modifications rather than de­
liberate lies. A candidate for college admission
might try to fake a good response if he believes
the test results might affect his chances for admis­
sion. Quite frequently, a person is motivated to lie
when he knows that his selection or consideration
for a particular job depends upon the types of an­
swers he gives on an interest or personality inven­
tory. Hence, in his attempt to obtain the position,
the subject will do everything possible to create
the desired impression (Green, 1951). A high
school senior, because of his stereotypic impres­
sion of a surgeon's life (glamor and prestige), may
try to convince his guidance counselor that he
likes medicine or may fake some interest inven­
tories to indicate that he has a liking for medicine.

Although the subject will most often try to

present himself in a favorable light, there are in­
stances when subjects fake their scores so that
they will appear maladjusted or abnormal. A mur-

derer may go out of his way to exhibit tendencies
of maladjustment 'so that he will be judged insane
and unfit to stand trial.

Various procedures have been studied and are
used to combat faking. One such procedure (per­
haps the best) is to establish rapport with the sub­
ject and to convince him that in the long run he
will be better off if he gives truthful responses.
Another method is to attempt to disguise the pur­
pose of the test. This does not always work, es­
pecially with intelligent subjects who may see
through the disguise because of the nature of the
test items. However, in some instances it is pos­
sible to disguise the purpose of the test. Disguis­
ing the purpose of a test, though, can result in
some ethical and practical problems, can affect the
image of psychologists and counselors, and can
destroy future attempts at establishing rapport.

Another approach to combat faking is to use the
forced-choice technique. Here, two or more
equally desirable or undesirable statements are
presented together, such as

A. I like to read good novels.
B. I like to watch good movies.

The subject is required to choose one answer from
the set. One of the answers, however, is a better
indicator of the criterion being studied than is the
other(s). The forced-choice method, unfortu­
nately, also has its defects. It requires more time
to obtain an equal number of responses; it is some­
times resisted by examinees (and may result in
negative attitudes toward future testing and/or the
counseling interview); and it may lower the reli­
ability because the choice is more difficult to
make.

Still another approach is the construction of
scales to detect rather than prevent faking. Tests
such as the Minnesota Multiphasic Personality In­
ventory (MMPI), the Edwards Personal Prefer­
ence Schedule (EPPS), and the Kuder Occupa­
tional Interest Surveys contain special subtests to

detect the faker. Of the three, only the verification
score of the MMPI is used to adjust the obtained
score; the others use the "faking scale" to "flag"
the inventory for more careful scrutiny.
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In conclusion, whatever elaborate procedures
are employed by the test-maker to minimize dis­
tortion-whether it be by response set or fak­
ing-we must realize that the subject will provide
only the information he is able and willing to re­
port. People interpreting both cognitive and affec­
tive tests (more so the latter) must consider this.

Reliability and Validity

The reliability of noncognitive tests tends to be
much lower than that of cognitive tests of the
same length. For example, in studying stability re­
liability, how a person behaves-that is, how he
responds to an affective-type item-is governed,
in part at least, by the momentary situation. For
example, a person with liberal attitudes toward
minorities, if interviewed a few hours after being
attacked by a minority person, might respond in a
bigoted fashion. Moreover, some of the more
common procedures for studying reliability may
be somewhat inappropriate when it comes to non­
cognitive tests because random, temporal fluctua­
tions may be confused with behavioral change. Be­
cause human behavior is vacillating rather than
constant, reliability coefficients derived from test­
retest methods (coefficient of stability) tend to be
spuriously low and misleading in judging the test's
precision. Inconsistency in test responses may be
either an important aspect of an individual's per­
sonality or a test artifact. The split-half, coeffi­
cient alpha, and Kuder-Richardson methods (mea­
sures of internal consistency) are most frequently
used to study the reliability of noncognitive tests.
When low reliabilities are found, careful attention
must be paid to the interpretation of difference
scores in a test profile, because only marked dif­
ferences may suggest true intraindividual differ­
ences.

For noncognitive measures, we are more con­
cerned with construct validity than with predictive
validity. Although we are interested in predictive
validity, it is difficult to obtain high predictive va­
lidity of a noncognitive measure because we infer
the existence of a behavioral trait on the basis of
overt test responses. In other words, we assume

that an individual who says on an attitude test that
he is prejudiced toward blacks will exhibit this be­
havior in a real situation. In some instances, mak­
ing inferences of overt behavior from personality
questionnaires is valid, but because of faking and
response set, sometimes it is not. Also, it is diffi­
cult to ascertain the predictive validity of noncog­
nitive measures because adequate external crite­
rion data are often lacking.

The research conducted with noncognitive in­
ventories has led to many attempts to improve
their validity. Some of the approaches applied are
(1) using correction scores rather than discarding
inventories that appear to be suspect; (2) disguis­
ing the purpose of the test; (3) randomly assigning
items throughout the test rather than presenting
them in blocks, so that the traits being measured
do not appear obvious to the examinee; (4) using
verification scores to reveal test-taking attitudes;
and (5) selecting test items on the basis of empir­
ical rather than a priori grounds. Although these
and other approaches are used to improve the va­
lidity of personality tests, the evidence today
indicates that noncognitive tests still do not
approach the criterion-related validity of intel­
lecrual measures, mainly, perhaps, because of the
problem of obtaining valid external criterion
data.

In conclusion, rather than conclude that non­
cognitive inventories do not have the desired de­
gree of validity and reliability needed for making
valid educational decisions, we should ask how
much information we can get from the inventory
and how it will help us. Another way to look at it
is in terms of a cost analysis. In the long run, does
the use of noncognitive inventories reduce the in­
cidence of costly error?

Problems of Interpretation

Noncognitive inventories are really not tests in
the sense that aptitude and achievement tests are,
because there are not necessarily any right an­
swers. Noncognitive inventories are generally in­
terpreted in relation to the traits held by "normal"
("average") people. Hence, a Canadian exhibit-
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begins with a large number of items. Then,
through a technique called factor analysis, clusters
are identified, and the items are organized to fit the
identified clusters. A psychometric characteristic
of a homogeneous-keyed test is that the items of
anyone scale have high intracorrelations, that is, a
common factor runs throughout that scale; the
scale intercorrelations are relatively low (or they
should be ifmore than one trait or cluster has been
identified).

Logical Construction In the logical method
the items are selected and keyed on a logical or
rational basis rather than on empirical grounds.
The test constructor specifies the traits or skills or
knowledge needed for the task and then prepares
appropriate items. She then scores the items in ac­
cordance with her perception of the underlying
psychological theory. For example, let us assume
that a tester prepares an interest scale and includes
the following question, "I like to read blueprints."
Logically, it would be expected that engineers like
to read blueprints, and if logical keying was used,
a +1 would be given on the engineering scale to
those who responded affirmatively.

It is conceivable, however, that engineers do
not like to read blueprints. If empirical keying had
been used to key the test and if it was found that
engineers do not like this activity, then a +1
would not be assigned on the engineering scale to
those who responded affirmatively to this item.

MEASURING INTERESTS

As was previously mentioned, teachers must be
concerned not only with what students learn but
also with how and why they learn. People have a
tendency to excel in or at least to devote more ef­
fort and energy to the activities they like. In order
for the classroom teacher to best capitalize on the
likes and dislikes of her students, it is necessary
that she know something of their interests. Inter­
est inventories assist her in gaining this knowl­
edge. So that the counselor may aid the student in
arriving at a decision in regard to his vocational

and educational plans, she also must be cognizant
of interest measurement.

Teachers should certainly strive to make their
objectives (whether they be cognitive skills, fac­
tual knowledge, or wholesome attitudes and val­
ues) palatable and interesting to their students.
The teacher of ninth-grade social studies might
explore students' interests (or at least have the stu­
dents think about their interests) as they are re­
lated to various occupations when discussing the
world of work. The high school teacher who
knows that Bill is a poor reader may attempt to
provide meaningful learning experiences by capi­
talizing on Bill's interests and may assign books
that are related to Bill's interests. The fifth-grade
teacher working on addition or subtraction skills
may exploit students' interests insofar as the types
ofstory problems used. The important thing to re­
member is that because the interests of students
can influence how well they learn, teachers must
be concerned with interest measurement.

Knowledge of an individual's interests provides
a sound basis for educational and vocational guid­
ance. Interest-inventory results may help the
classroom teacher understand why a bright pupil
is performing poorly academically. These results
can be of assistance to the students ifonly to make
them think more about their future.

The study of interests has received its greatest
impetus from educational and vocational counsel­
ing. School and industrial psychologists share the
common concern that the application of test re­
sults may permit better decisions to be made (1)
by the individual selecting an occupation and (2)
by the firm selecting job applicants.

Interest inventories have progressed a great
deal from the initial attempts ofG. Stanley Hall in
1907 to develop a questionnaire to measure chil­
dren's recreational interests. In the 1920s, 1930s,
and 1940s, the emphasis of researchers such as
Strong and Kuder were on developing interest in­
ventories that measured only vocational interests.
But now, we have inventories that measure both
vocational and avocational interests; we have in­
ventories that measure the interests of students
who are not college-bound; and we have invento-
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ries that conceptualize interests and vocational
choice as an expression of an individual's person­
ality.

We still need better theoretical foundations re­
garding the development of interests, more
knowledge about the relationship of interests to

other aspects of human behavior, such as ability,
intelligence, and personality/ and more evidence
regarding the construct of interests.

Attitudes Versus Interests

Attitudes and interests are both concerned with
likes and dislikes. Both can be related to prefer­
ences for activities, social institutions, or groups.
Both involve personal feelings about something. It
is this "something" that distinguishes attitudes
from interests. An attitude is typically conceptu­
alized as being a feeling toward an object, a social
institution, or a group. An interest, on the other
hand, is conceptualized as being a feeling toward
an activity.

Attitude and interest inventories share many
things in common. They are both highly suscep­
tible to faking, require frank responses from the
subject, and are therefore able to assess only the
characteristics that the individual is able to, or
wishes to, reveal.

Types of Standardized Interest
Inventories

An individual's interests (likes and dislikes, pref­
erences and aversions) can be ascertained in a va­
riety of ways. Super and Crites (1962, pp. 377­
379) suggest four approaches that can be used to
ascertain an individual's interests: (1) direct ques­
tioning, (2) direct observation, (3) tested interests,
and (4) interest inventories. (Becker, 1977, dis­
cusses how expressed and inventoried interests
may be discrepant because of the person's person­
aliry.) Measuring a person's interests by means of

JBruch and Skovholt (I 985) found Holland's congruence prin­
ciple was a highly reliable predictor of marital success.

interest inventories has proven to be the most
fruitful, encouraging, and valid approach and is
the only approach discussed here. Although re­
search has shown that asking people about their
vocational aspirations is as predictive as interest
inventories, their joint use leads to more valid pre­
dictions (Bartling, 1979; Gottfredson, 1979). The
interest inventory contains statements about vari­
ous occupations and activities. These statements
may be presented singly, in pairs, or in triads. The
subject responds to each statement in terms of his
preference for, or aversion to, the activity or oc­
cupation.

At least two dozen standardized interest inven­
tories are commercially published, some of which
are designed for vocational guidance only, others
for educational guidance only, and others for both
educational and vocational guidance. Some are de­
signed for use with high school seniors, college
students, and adults; others with junior high
school children. Some are applicable only to stu­
dents who intend to go to college; others are de­
signed for adolescents not bound for college.
Some are verbal; others, pictorial. Although re­
search has shown the validity of biographical
scales and keys for predicting vocational prefer­
ences, psychologists have shown very little inter­
est in incorporating them in their interest inven­
tories.

Some authors, such as Strong (1966), devel­
oped interest inventories on the assumption that
interests are not a unitary trait but a complex in­
teraction of many traits. Other authors, such as
Kuder (1969), conceptualized interests as an as­
sortment of unitary traits, and this is reflected in
the homogeneity of each of Kuder's interest
scales. Still other authors constructed their inter­
est inventories on the basis of logical validity. In
spite of the different construction approaches (cri­
terion keying, homogeneous keying, and logical
keying), all interest inventories share the common
purpose of assessing an individual's preferences
for various activities. Most interest inventories are
based on some common assumptions regarding in­
terests: (1) interests, rather than being innate, are
learned as a result of the individual's being en-
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gaged in an activity; (2) interests tend to be rela­
tively unstable for young children, but after about
age 20 they tend to become stabilized, with little
change occurring after age 25; (3) people in the
same occupations share similar likes and dislikes
regarding activities; (4) interests vary in intensity
from one person to another; and (5) interests mo­
tivate the individual to action.

Because of space limitations we must restrict
our discussion of interest inventories to those
most frequently used in our schools. The exam­
ples of interest inventories discussed illustrate the
different methods of construction and keying (that
is, the different constructs of interests).

Empirically Keyed Interest Inventories
Strong Vocational Interest Blank (SVIB). The 1985
revision of the Strong is published by Stanford
University Press. Intended for 14-year-olds and
older, it has 6 General Occupational Themes
(GOT), 23 Basic Interest Scales (BIS), and 207
Occupational Scales (OS), ofwhich 99 are entirely
new. In addition, it provides three types of Ad­
ministrative Indexes and two Special Scales. It is
untimed but takes from 20 to 60 minutes to com­
plete. There is one form (Spanish and French edi­
tions are available). The Strong is suitable for
older adolescents and adults considering higher­
level professional or skilled occupations. The
Strong contains 325 items (the best items from the
original SVIB male and female forms), which are
grouped into the following sections:

1. Occupations. Subjects respond in one of three
ways-Like (L), Indifferent (I), or Dislike
(D)-to each of 131 occupational titles.

2. School Subjects. Test-takers indicate their L/
liD to each of 36 school subjects.

3. Activities. Subjects indicate their LlI/D to
each of 51 general occupational activities.

4. Amusements. Subjects indicate their L/IID to
each of 39 hobbies or amusements.

5. Types of People. To each of 24 kinds of peo­
ple, subjects indicate their LlIID.

6. Preference Between Activities. For each of 30
pairs of activities, subjects indicate their pref-

erence between the activity on the (R)ight,
(L)eft, or (?) No Preference.

7. Your Characteristics-a quasi-personality in­
ventory. Subjects respond Yes, No, or ? to each
of 14 characteristics/traits as being self-de­
scriptive.

The items are both vocational and avocational,
the subject responding to most of the items (281)
by means of a three-element key: like, dislike, or
indifferent. Care was taken to select items that (1)
were free from sex stereotypes (e.g., stewardess);
(2) were balanced in terms of favoring one sex
over the other (actually, there are a few more
items favoring females); (3) were culture-free; (4)
were neither highly popular nor unpopular; (5)
were not influenced or dependent upon previous
work experience but on activities that the average
adolescent could be expected to know about or at
least imagine; (6) covered a wide range of occu­
pational content; (7) were easy to read and com­
prehend (the Strong has a reading level of about
grade 7); and (8) were interesting.

Strong conceived an interest inventory as a
group of items that discriminate people in specific
occupations from a general group of similar-age
subjects (but not in that occupation). To be in­
cluded in Strong's criterion group (as a member of
a specific occupation), the individual had to be be­
tween the ages of 25 and 55, employed in that oc­
cupation for at least three years, and have indi­
cated a liking for his or her work. For each of the
items, the percentage of men (or women) re­
sponding "like, dislike, indifferent" was compared
with the percentage of "men (or women) in gen­
eral" responding in a similar manner. (The new
"in-general" sample, now called the General Ref­
erence Sample, or GRS, was not selected in as me­
ticulous a fashion as the former reference groups.)
The responses were then assigned weights rang­
ing from +1 to - 1. A person who receives a high
score on the engineer scale, say, displays interests
similar to engineers in the norming sample. This
is not analogous to saying that the individual
would like to be an engineer, or would be suc­
cessful as a professional engineer, or should study
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engineering in college. Rather, the test score in­
dicates only the similarity of interests shared by
the subject and the engineers selected in the norm­
ing sample.

The General Occupational Themes (GOT) is
based on Holland's typology and provides an or­
ganizing structure that aids the counselor in inter­
preting the Basic Interest Scales and Occupational
Scales (see Figures 17.1 and 17.2). Holland (1973)
has developed an occupational-classification sys­
tem that postulates that people can be categorized
in terms of six types-realistic, investigative, ar­
tistic, social, enterprising, or conventional -such
that each person is characterized by one, or some
combination, of these types (In Holland's model,
people are not rigidly classified under the six
GOTs). Now, instead of talking to counselees in
terms of over 100 different occupations and/or
clusters, the counselor can provide the counselees
with a global picture of their occupational orien­
tation. High scores on the GOT scales suggest the
general kind of activities the counselees will
enjoy, the type of occupational environment
where they will be most comfortable, the kinds of
activities they will be most willing to deal with,
and the kinds of persons who will be found most
appealing as co-workers. Research indicates that
the themes possess adequate validity and short­
term (30-day) stability.

The Basic Interest Scales (BIS), like the GOTs,
aid the user in obtaining a better understanding of
the Occupational Scales. Because of the hetero­
geneity of the occupational scales, the authors col­
lected items into somewhat homogeneous subsets
and refer to these subsets as BIS. There are 23 of
them grouped under Holland's six themes, with
one to five items in each theme (see Figure 17.1).
Some of the BIS categories are Public Speaking,
Office Practices, and Religious Activities. It was
felt that the BIS would be more easily understood
than the occupational scales (because one inter­
prets a homogeneous set of items) and would re­
duce the need for endless revisions of the existing
occupational scales. Since the BIS constitutes a
major focus in interpreting the Strong, it is essen­
tial that more empirical evidence be presented to

demonstrate the relationship between the BIS and
the earlier SVIB occupational scales, as well as be­
tween the BIS and the GOT. Despite their brev­
ity, BIS are highly reliable over short time periods.

The Occupational Scales (there are 207) are the
most valid and reliable scales and have been the
bulwark of the Strong since it was first published
in 1927. They are now grouped under the appro­
priate Basic Interest Scales (see Figure 17.1). Be­
cause of societal changes, many modifications have
been made. For example, 12 new occupations (24
scales) were added to the profile. Of the new
scales, 17 are female scales developed to match ex­
isting male scales (e.g., chiropractor, forester), and
11 new male scales have been developed to match
existing female scales (e.g., flight attendant, phys­
ical education teacher). Other changes made are as
follows: The profile scores are organized into
Holland's system, new In-General samples have
been drawn, criteria for selecting and weighting
the items for a specific occupation have been mod­
ified from the earlier rules, and new norms have
been prepared. Although the ultimate goal is to
have male and female samples for each criterion
group, this still has not been achieved (there are
still four scales normed only for males; and one
only for females) because it is difficult to obtain a
sufficiently large number of women in some oc­
cupations (e.g., pilot) or of men in others (e.g.,
secretary). Nevertheless, there are 101 matched­
pair scales (based on both male- and female­
normed groups), nearly 50 percent more than in
the 1974 SCII.

Of the 325 items in the 1985 Strong, none are
new. In the 1981 edition, only 2 were completely
new; 180 items are common to both of the earlier
booklets; 74 appeared only on the men's form; and
69 appeared only on the women's form. In the ear­
lier editions, each sex had its own booklet and
scoring keys. In the Strong, the counselor has the
option of scoring the inventory on either the male
scales, the female scales, or both and interpreting
the scores accordingly. Campbell and Hansen
(1981) contend that separately normed scales
should be used if one wishes to maximize validity.
The profile is organized so that scores on both
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same-sex and opposite-sex scales can be repre­
sented. In this way, all scores are available, but at
the same time normative information appropriate
for each sex is presented.

In addition to the GOT, BIS, and OS previ­
ously discussed, there are two empirically derived
Special (nonoccupational) scales to detect re­
sponse-set problems, careless test taking, and
scoring errors. These are Academic Comfort
(AC) and Introversion-Extroversion (IE). Further,
there are three types of Administrative Indexes
(AI): Total Responses (TR), Infrequent Re­
sponses (IR), and Like Percentage, Dislike Per­
centage, and Indifferent Percentage (LP, DP, and
IP).

The AC is a "measure of probable persistence
in an academic setting" rather than a predictor of
grades. The IE scale provides useful clinical in­
formation and has been shown to discriminate
successfully between people-oriented and non­
people-oriented occupations. The TR index indi­
cates the total number of responses marked and
suggests action only if it is less than 310. The IR
index is based on responses infrequently selected
by the GRS. The purpose of the IR index is to
identify responses that may be incorrectly marked.
Although a high score suggests that a problem ex­
ists, it does not indicate why. The LP, DP, and IP
indices are used to detect errors that might be the
result of incorrect scoring, a mismarked answer
sheet, or misunderstood directions. On the other
hand, they might indicate the subject's response
style. In any event, the three AIs should be
checked before attempting to interpret an examin­
ee's scores on any of the other scales, since the AIs
provide a preliminary check on the validity of the
responses.

Reference is made in the manual to the validity
and reliability of the various scales of the Strong.
Since the bulk of the data are based on the SVIB,
they are found in the Handbook (Campbell, 1971),
which contains a wealth of information that
should be required reading for every Strong user.
Additional technical information is found in the
SVIB/SCII manual (Campbell & Hansen, 1981;

Hansen & Campbell, 1985). On inspection, the
items appear to have good face validity, and the
reliability and criterion-related evidences pre­
sented are acceptable. The BIS have lower con­
current and predictive validity than the Occupa­
tional Scales, which have higher internal
consistency but slightly lower consistency over
time. The predictive validity of the Strong (which
can be inferred from research with the SVIB) is
equally good for very able black and white stu­
dents. The SVIB did not demonstrate any racial
bias (Borgen, 1972; Borgen & Harper, 1973).

Both the manual (Hansen & Campbell, 1985)
and the user's guide (Hansen, 1984) contain a cor­
nucopia of information to assist the counselor in
interpreting the results and discussing alternatives
with the testee,

The Strong can be scored only by computer
agencies licensed by the publisher. To assist the
teacher, counselor, or student in interpreting the
test scores, raw scores on the BIS and OS are con­
verted to T scores. A computer-generated, printed
interpretive profile is also provided. In addition,
the Strong profile has, for the BIS, bars printed to
present the middle half or the GRS distribution;
for each occupation, there is a shaded area to rep­
resent the Men-in-General sample; the open bars
represent the W omen-in-General sample (see
Figure 17. I). These "bands" should assist in mak­
ing decisions about the significance of an interest
score.

Two perplexing questions are (I) Where is the
evidence to support the claim made in an academic
environment? (2) Where is the validity evidence
for the IE scale? Despite the weaknesses noted,
we believe the Strong to be the best vocational in­
terest inventory available for those seeking mana­
gerial and professional occupations. Readers inter­
ested in a thorough critique of the Strong and its
revisions should see Borgen and Bernard (1982)
and Anastasi (1988).

Kuder Occupational Interest Survey (KOIS),
Form DD 1985 Revision. Published by Science Re­
search Associates, it is intended for high school
students and adults. There is one form. It is un-
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timed, but takes about 30 minutes to complete.
The vocabulary level is at about the sixth grade.
There are 30 core scales, 119 occupational
scores-for example, bookkeeper, chemist,
farmer-79 with male norms only, 40 with female
norms only. Twenty occupations and 12 college
majors have both male and female norm groups
and are called twin scales. It covers 48 college ma­
jors-for example, nursing, architecture-divided
into 29 male and 19 female groups.

In each of 100 triads of activities, the examinee
selects the one most liked and least liked. The
KOIS has a verification key that can assist the
counselor in ascertaining how honest and careful
the examinee was in responding to the inventory.
Although Kuder contends that the KOIS scores are
related to vocational maturity, no evidence is pre­
sented to support this (Stahmann & Matheson,
1973). The reliability is satisfactory.

It should be noted that the KOIS differs from
the Strong in that it does not have a general ref­
erence group, as was done in all the Strong inven­
tories. Rather, in the KOIS, responses were cor­
related with membership in occupational groups.

The KOIS has been carefully constructed and
includes some features not found in other tests. It
contains a well-written interpretive leaflet for the
examinee. The 1979 manual, which was well writ­
ten and contained some useful suggestions for the
counselor, has been replaced by a report form and
explanatory material about the KOIS and four dif­
ferent types of scales-Dependability, which re­
places the (V)erification scale of earlier editions;
the Vocational Interest Estimates, which provide
the testee with his relative rank of preferences for
10 different kinds of activities; and Occupations
and College Majors scales, which are essentially
unchanged from the 1979 revision. The improved
Survey Report Form is supplied as a counselor or
testee form (the latter does not report certain
technical material useful to the counselor in mak­
ing interpretations).

New in the 1985 revision is an audio tape to

explain the interpretation of the inventory. Re­
gretfully, the booklet and worksheet entitled "Ex-

plaining Your Future" to help subjects explore ad­
ditional occupations from their high-ranking
KOIS scales has not been revised to reflect
changes in the 1985 version.

There is no general manual for the 1985 revi­
sion. The 1985 manual supplement provides the
user with a way of converting KOIS scale scores
into Holland codes. There are separate norms for
men and women. The discussion on the develop­
ment of the test arid the description of the crite­
rion groups are clear and should be valuable to the
counselor considering the use of the KOIS. A
major advantage of the KOIS is that new scales are
being added continuously and the manual is peri­
odically revised. A major disadvantage of the test
is that it can be scored only by the publisher.

In comparison to the Strong, the KOIS has the
following advantages: (1) scoring of college-major
interests, (2) a broader range ofoccupations (more
technical and trade level), and (3) scores for fe­
males on selected men's occupational and college­
major scales. The major advantages of the Strong
are that it shows more evidence of predictive va­
lidity, has more reliability data, and is easier to in­
terpret.

Homogeneous Keyed Inventories Kuder Gen­
eral Interest Survey (KGIS), Form E. Published by
Science Research Associates, it was revised in
1976. It covers grades 6 through 12. There is one
form. Although untimed, it takes about one hour
to administer. It provides 11 scores, one of which
is a verification score.

The KGIS is suitable for students in grades 6­
12, and research is underway to ascertain its valid­
ity for adults. It is intended to stimulate career ex­
ploration and suggest career possibilities. The
KGIS compares the examinees' interests in activ­
ities in 10 broad occupational/vocational areas
with the interests of a national sample of persons
in grades 6-12. Its reading level is sufficiently low
to permit its use with high school students who
have a limited vocabulary. The KGIS consists of
552 statements grouped into 184 triads. The sub­
ject selects the statement or activity liked "most"
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and the one liked "least" in each of the triads.
Kuder (I966) contends that the scoring is such
that the KGIS is not a purely ipsative scale, even
though it is of a forced-choice format. He offers
some rational arguments concerning the nonipsa­
rive nature of the KGIS, but we feel he has
stretched the point in his argument. The KGIS has
been constructed with younger people in mind:
(I) It has a vocabulary that is at the sixth-grade
level; (2) it attempts to avoid using occupational
titles (the meanings associated with them are rel­
atively unstable, especially for younger people).
The KGIS differs from the Kuder Occupational
Interest Survey and the Strong in that it expresses
vocational choices, and this makes it better suited
for younger people who either have limited ex­
periential background or are not yet ready to focus
on specific occupational exploration. There are 10
occupational scales: outdoor, mechanical, compu­
tational, scientific, persuasive, artistic, literary,
musical, social service, and clerical. There is also
a verification scale. The number of items assigned
to a particular scale varies from 16 in the musical
scale to 70 in the persuasive scale. Because the
scales do not contain an equal number ofitems, the
raw scores not only can vary from individual to
individual but also do vary from one scale to an­
other. Although this may not confuse the trained
counselor, it will probably confuse the student be­
cause the KGIS can supposedly be self-adminis­
tered, self-scored, and self-interpreted.

The activities referred to in the inventory are
biased in favor of middle-class American values.
Only a few items relate to activities that the un­
derprivileged could be expected to experience.
This strongly suggests that the KGIS not be used
in poverty areas or in schools in which a major
proportion of pupils come from a non-middle­
class background.

The validity data for the KGIS is woefully in­
adequate with respect to specific occupational cri­
terion data.

The reliability estimates provided are test-re­
test stability and Kuder-Richardson measures of
internal consistency. The average test-retest (six­
week-interval) correlations are low. This there-

fore severely limits the use of the KGIS for mak­
ing individual predictions. It would be of value to
have data demonstrating whether over a longer pe­
riod of time the highest scores tend to remain high
and the lowest scores tend to remain low. Such
data are especially significant in vocational and ed­
ucational counseling.

There are separate sex norms (and profile
sheets) for grades 6-8 and 9-12. This makes it
possible for members of each sex to compare their
interests with others who have similar sex-role ex­
periences. The normative data are adequately pre­
sented in the manual. The descriptions of the sam­
pling procedures used and the nature of the
standardization sample are clear. The publishers
exercised care in attempting to obtain a fairly rep­
resentative sample, although some of the geo­
graphical regions are slightly under- or overrep­
resented.

Percentile scores can be plotted on both the
male and female profile forms. This procedure
does not eliminate the possibility that the reported
score may be an inaccurate representation of the
subject's interest. For example, an individual can
obtain a high percentile score and still have little
interest in the area, and vice versa, because of the
ipsative nature of the scales.

A somewhat disturbing feature of the profile
leaflet is the description of the various interest
areas. Specific references are made to occupations
or vocations, and these occupations are then
grouped within a larger interest cluster. For ex­
ample, in defining a persuasive interest, the pub­
lishers say that most salespeople, personnel man­
agers, and buyers have high persuasive interest.
Yet no empirical evidence is presented in the man­
ual to support such a claim. For this reason we feel
that the user should exercise extreme caution in
interpreting the test profile. We further suggest
that because of possible misinterpretation of the
profile leaflet (especially by younger pupils), the
counselor or teacher does the actual interpreta­
tion.

In conclusion, we are pleased that an attempt
has been made to measure the interests of younger
people in the Kuder General Interest Survey. Our
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knowledge of the development and stability of in­
terests is not complete, but this should not dis­
suade us from trying to measure them. Our inter­
est, however, in the development of such an
inventory should not cause us to sacrifice quality.
For the early high school years, the KGIS may be
appropriate, but for older high school students
who aspire to college, the new Strong appears to
be superior.

Vocational Preference Inventory (VPI) 1985 Re­
vision. Published by Consulting Psychologists
Press, the inventory is in its eighth revision.
There is one form. (There are three research
forms.) The VPI can be used for persons 14 years
of age and older. It is self-administering and un­
timed, but takes from 15 to 30 minutes to com­
plete. The 1985 edition contains four new or re­
vised occupational scales to reduce the emphasis
on male occupations. The inventory yields 11
scores-6 of which (Realistic, Investigative, So­
cial, Conventional, Enterprising, and Artistic)
measure specific interests and relate them to learn­
ing environments, and 5 of which (Self-Control,
Masculinity, Status, Infrequency, and Acquies­
cence) yield information about the subject's per­
sonality. Holland states that "its most desirable
use" is as a "brief screening inventory" for high
school and college students and for employed
adults.

The rationale underlying Holland's VPI is that
our environment can be classified into six types of
combinations and that humans can also be classi­
fied into one or a combination of these six types.
Holland claims that people of a particular type
seek out a compatible environment of that same
type, thereby giving us a person-environment
match. The validity of the match between the per­
son and his environment depends upon a variety
of factors.

The subject responds to each of the 160 occu­
pational titles presented in terms of a "Yes" (in­
terest in that occupation) or "No" (lack of interest
in that occupation) format. The highest score rep­
resents a dominant personality type; the four high­
est scores yield a personality interest pattern.

Although the test-retest reliabilities are mod-

erate to high (0.62 to 0.98), they have only been
computed on very small samples. Internal consis­
tency coefficients for eight of the scales range
from 0.64 to 0.89, suggesting that their content is
relatively homogeneous. The other three scales­
Masculinity, Status, and Infrequency-have low
internal consistency estimates, which Holland
claims is to be expected.

Most of the validity studies are of the con­
struct, concurrent, and predictive type and indi­
cate that (1) the VPI scales measure essentially
similar constructs to some of those assessed by the
California Psychological Inventory, the MMPI,
and the Strong; (2) the VPI scores differentiate be­
tween men and women, persons in different oc­
cupations, and normal and abnormal people; (3)
students' self-descriptions are consistent with
their scale scores; and (4) VPI scores are corre­
lated with such things as supervisor's ratings,
choice of vocation, choice of major field, and psy­
chiatric versus nonpsychiatric patients.

Generally, the numerous validity studies lend
support to Holland's hypothesis of the relation­
ship between occupational preferences and per­
sonality, as well as to the meaning of the scales
(Cole & Hanson, 1971; Folsom, 1973). Two
major limitations of the VPI are that (1) the VPI,
unlike the Strong or KOIS, does not give subjects
information on how their likes or dislikes com­
pare with those of people in other occupations,
and (2) some of the younger students might not be
familiar with occupational titles such as Speculator
or Financial Analyst. A former concern that there
appears to be a sex bias, with many of the occu­
pational titles not being appropriate for women,
appears to have been ameliorated.

The manual is very good and outlines a clinical
interpretation for each scale, presents a conceptual
definition for each variable, and discusses some ac­
tual case studies. However, it does not contain up­
to-date information on the VPI's psychometric
properties-validity and reliability-and norma­
tive studies.

The VPI is quick, nonthreatening, and some­
what enjoyable to take. It is based on the hypoth­
esis that individuals' choice of an occupation is an
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expression of their personality (i.e., the subjects
"project" themselves into an occupational title,
thereby making the VPI a structured personality
inventory as well as an occupational-interest in­
ventory); that personal stability, career satisfac­
tion, or stable career pattern depends greatly on
the "goodness of fit" between individuals' person­
alities and the environment in which they work;
that each occupation has an environment charac­
teristic of the people in it; and that people in a par­
ticular vocation have similar personalities. These
assumptions have been tested, and the data gen­
erally support Holland's thesis.

Holland's theory (and hence the VPI) differs
markedly from the conception of interests held by
others such as Strong and Kuder. And, as Camp­
bell (1974) states, "Holland's ideas have already
had a substantial impact on research in the areas of
vocational counseling, the measurement of inter­
ests, and occupational topology." It is our belief,
however, that Holland's Self-Directed Search and
VIESA (Vocational, Interest, Experience, and
Skill Assessment) are much better than the Strong
and the KaIS for vocational planning with
younger people. (VIESA is discussed in a later
section.)

Logically Keyed Interest Inventories Ohio
Vocational Interest Survey, Second Edition (OVIS

.II). Published by The Psychological Corporation,
it was revised in 1981. It covers grades 7-12, col­
lege, and adult. There is one form and one level.
Untimed, it usually takes about 35 to 60 minutes
to administer. It has 23 scales. It is published as
hand-scored, machine-scored, and microcomputer
versions.

The aVIS II is a popular, well-constructed,
and well-standardized vocational interest inven­
tory for use with high school and college students,
and adults. The rationale underlying the develop­
ment of the aVIS was based on the Dictionary of
Occupational Titles' (DOT! cubistic model of in­
volvement of data, people, and things. The aVIS

'Published by the United States Employment Service (USES);
contains descriptions of virtually all occupations.

II consists of three parts: (I) a student information
questionnaire of six items-one requiring the stu­
dent to indicate first and second choices from 23
job descriptions, one asking for first and second
choices of school subjects liked, one on the type
of high school program enrolled in (or contem­
plated), two questions on future plans, and one
item of the student's first and second choices of
32 high school business and vocational programs;
(2) a local survey information section, in which
the user is given an opportunity to ask I to 18
questions of local concern or interest; and (3) an
interest inventory. The interest inventory consists
of 253 items (based on the fourth edition of the
DOn, which are grouped into clusters of five or
six items. All items are scored jointly for males
and females. The 253 items used were based on
refinement of the 114 homogeneous areas of the
DOT, into 23 broad-interest categories (scales),
with each scale being represented by II homoge­
neous items.' Of the 23 scales, 18 are common to
both men and women, and 5 contain items differ­
entiated by sex. To each item, the subject re­
sponds by means of a five-element key: would like
the activity very much, would like, neutral, would
dislike, and would dislike very much. The re­
sponses are weighted +5 to + I, respectively.
Hence, a subject's score on anyone scale may vary
from II to 55.

Although the DOT model has three levels for
each of data, people, and things for a total of 27
cells, the aVIS II has only 23 scales. The missing
4 scales have been purposefully omitted, since the
aVIS scales are based only on the real world of
work, and in the realworld some jobs would never
exist in a practical sense, although they could be
portrayed theoretically.

Five of the cells are represented by two or
more scales, because it was found that to describe
accurately the job groups represented-a combi­
nation of data-people-things-one would have to
use two (or more) scales rather than one.

Extensive and detailed planning went into the

SThe elaborate procedure used to select items and to develop
the scales is thoroughly described in the manual.
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development and standardization of the original
and revised OVIS. The authors are to be com­
mended for their painstaking efforts in developing
and standardizing the OVIS and OVIS II.

Although predictive and concurrent validity are
of value in interest inventories, no such data are
presented. Construct validity is illustrated, and a
mimeographed supplement from the publisher de­
scribes the scales in detail. However, if, as the
manual states, validity is to be assessed by deter­
mining the extent to which realistic plans for the
student's future are developed, then evidence must
be presented to demonstrate this.

Reliability was ascertained by means ofstability
and internal consistency estimates. The former
range from 0.76 to 0.85; the latter are 0.83 and
higher.

Normative data-including means, standard
deviations, and scores at five different percentile
points-are reported for each scale by sex, grade,
and geographical region. Each student's raw
scores, percentiles, stanines, and clarity indices (a
clarity index on a given scale indicates the degree
of consistency in responses to the 11 job activities
on that scale) are available to the student in a per­
sonalized report folder. We question the advis­
ability of such an approach, especially for interest
inventories.

The manual and handbook are extremely well
written and should prove useful to both students
and school counselors. The fact that school sys­
tems can enter up to 18 custom-made local items
is desirable for using these data for curriculum
planning.

All in all, the OVIS II may well be one of the
best interest inventories of the future, inasmuch as
so much attention is placed on entering occupa­
tions as depicted by the DOT. The major question
to which the test authors must address themselves
surrounds the rationale and implementation of the
data-people-things model of interests.

Comparisons Among Selected Interest
Inventories

There is very little difference, if any, among the
various interest inventories with respect to their

general purpose. All are concerned with an assess­
ment of one's likes and dislikes for various occu­
pations so that the examinee, with the help of a
trained counselor, can make more valid decisions
regarding future educational or vocational plans
than if interest inventory data were not available.
There are, however, some marked differences be­
tween the various standardized interest invento­
ries with respect to their method of construction,
scoring, ease of administration, and ease of inter­
pretation. Also, they differ in the grade level at
which they can be used. We will now compare
briefly the inventories previously discussed.

Method of Construction The Strong and
Kuder Occupational Interest Survey (KOIS) em­
ployed criterion keying (contrasted groups). The
Strong used as its criterion groups men-and­
women-in-general, whereas the KOIS compared
men in one occupation with those in many other
occupations. The Ohio Vocational Interest Sur­
vey (OVIS) employed logical keying. The Kuder
General Interest Survey (KGIS) and the Voca­
tional Preference Inventory (VPI) used homoge­
neous keying.

Grade Level and Content The Strong should
not be used below junior high school. The KOIS
should not be used for students who are not at
least juniors in high school. The VPI can be used
for pupils in the ninth grade (about 15 or 16 years
old). The OVIS can be used with eighth-graders.
The Kuder GIS can be used for bright sixth-grad­
ers.

With respect to content, there is very little dif­
ference, if any, between the Kuder OIS, and
Strong inventories. They stress activities and in­
terests related to professional occupations and vo­
cations. These inventories, however, differ from
the OVIS lI,which is concerned more with non­
professional occupations. Because the OVIS is
based on the Dictionary of Occupational Titles
(DOT), it may sample many activities with which
the student has little knowledge or experience.
The Kuder scales are the only ones that contain a
verification key per se, although the Strong has six
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administrative indices scores to detect examinee
errors in responding.

Least Data Most Data
FIGURE 17.2 Empirical Evidence for
Validity and Reliability.

Interpretation One may think that the less
complex an inventory the easier is its interpreta­
tion. This does not hold true, at least for interest
inventories. All interest inventories are difficult to
interpret properly. If they are to be used for more
than exploratory purposes, they should be inter-

Validity and Reliability The degree of confi­
dence that the user can place in his interpretation
is directly related to both validity and stability of
the instrumenns) used. The amount of evidence
supporting claims for validity and reliability dif­
fers among the interest inventories. If one were to
conceptualize a continuum running from most to
least empirical evidence in support of reliability
and validity data, the results would be as depicted
in Figure 17.2. Although the Kuder GIS does not
have much data to lend support to its predictive
validity, it does have a little more than the VPI or
OVIS.

preted only by a trained counselor or psychologist.
Of the inventories discussed earlier, the KGIS
conveys more general (rather than specific) infor­
mation and hence may be frustrating to some stu­
dents. It is one thing to tell a student that he ex­
hibits the interests shared by chemists or lawyers,
but it is something else when you tell him that he
has scientific interests. What are scientific inter­
ests? In using the Strong or the KOIS, the coun­
selor can be both specific (using the separate oc­
cupational scores) and general (using the cluster or
area interest scores), but with the KGIS, the coun­
selor can be only general in her evaluation of the
examinee's interests. The VPI, although it gives
an indication of the individual's likes and dislikes
for various occupations, may be conceived as
being rooted in personality theory to explain one's
vocational preferences.

The Strong and KOIS are better for job orien­
tation because the scores tell one what people in a
specific vocation or profession (as well as people
in broad areas such as scientific, mechanical, and
business) like and dislike. Unlike the KGIS, we do
not have to infer an individual's interests from a
general scale such as personal-social or computa­
tional. The OVIS, because it was constructed ac­
cording to the DOT, is more applicable to specific
occupations than is the KGIS.

With regard to interpretation, one must keep
in mind that the Kuder tests, because they are
forced-choice inventories, are ipsative rather than
normative scales. This means that the choice of
one response automatically results in the rejection
of the other(s). In other words, an ipsative scale
results in a high score in one scale to be accom­
panied by a low score in another scale.

The VPI may be more susceptible than the
other scales to responses being made in terms of
stereotypes that the examinee holds rather than in
terms of interests per se. The OVIS is not so ap­
plicable to higher-level professional occupations
as is either the KOIS or the Strong.

Although similar labels, such as scientific, may
be attached to scales in the various interest inven­
tories, the counselor must be cautious in inferring
that scales having the same designation are mea-

KOIS
I

KGIS
I

Administration and Scoring All interest in­
ventories are untimed, but they take about 10 to
90 minutes to administer. None requires any for­
mal training for either administration or scoring.
All are group-administered. Interest inventories
are, in a sense, self-administering.

The five inventories discussed here differ
markedly in their ease of scoring. The KGIS is
relatively easy to score and can be either hand- or
machine-scored. The Strong, OVIS II, and the
KOIS are complex to score and can be scored only
by the publisher. The VPI is between the two ex­
tremes.



INTEREST, PERSONALITY, AND ATTITUDE INVENTORIES 417

suring exactly the same trait or characteristic. Just
as one should not judge a book by its cover, the
counselor should not interpret a scale by its name.
The counselor must be thoroughly familiar with
the test, the operational definitions of the terms
used to describe the scale, and the theoretical ori­
entation of the test constructor. All these cautions
reinforce our position that, for other than explor­
atory information, the user be trained in terms of
both formal course work and practical experience.

The KOIS and Strong are relatively unsatisfac­
tory for people entering occupations that are
below the professional-managerial level, even
though there are many scales that are occupational
in nature. Of the two tests, the KOIS is more suit­
able for persons contemplating lower-level occu­
pations.

Other Interest Inventories

Some other interest inventories are the Interest
Determination Exploration and Assessment Sys­
tem (IDEAS), the World of Work Inventory
(WWI), and the Career Assessment Inventory
(CAl). All are designed for use with younger pu­
pils, and all are designed to assist students in ex­
ploring their vocational interests. They yield 14 to
60 scores. Of the three, the CAl is suited for stu­
dents seeking careers that do not require a college
degree (such as electronics technician, dental tech­
nician). Another example of an interest inventory
that is a combination self-assessment/interest in­
ventory is the Harrington-O'Shea Career Deci­
sion- Making System.

Two additional interest inventories are the
Jackson Vocational Interest Survey OVIS) and the
California Occupational Preference System
(COPS). The JVIS resembles the Strong in that
they both use empirical and homogeneous keying/
construction approaches. However, the JVIS dif­
fers markedly from the Strong in that it (1) uses
construct-validity approaches in its development,
(2) utilizes broadrather than narrow interest areas,
(3) reflects a theory-based approach to test con­
struction, and (4) employs sophisticated statistical
analysis procedures. The COPS is designed to as-

sist persons (ranging from middle school students
to adults) in career decision making. The COPS
Professional Interest Inventory is specifically
designed for adult and college populations,
the COPS II and COPS-R for those with a
fourth-grade and a sixth-grade reading level, re­
spectively.

Although not considered here in any great de­
tail, there are interest inventories for the excep­
tional child, such as the AAMD-Becker Reading­
Free Vocational Interest Inventory for the educa­
ble mentally retarded, the Vocational Information
and Evaluation Work Samples (VIEWS) for the
severely mentally retarded, inventories such as the
Wide-Range Interest Opinion Test for those per­
sons who do not read English fluently, and the
Jewish Employment Vocational Service Work
Sample System OEVS) for physically and mentally
handicapped populations. The psychometric
properties of these special inventories do not ap­
proach those of other interest inventories. They
do show some promise, however, and although
they should be interpreted with extreme caution,
they fill a void in a vital area of assessment. Those
wishing thorough but succinct reviews of these
and other inventories for special populations
should consult Kapes and Mastie (1988).

In addition to these interest inventories, there
are some children's interest scales such as the Ca­
reer Awareness Inventory and the Interest Inven­
tory for Elementary Grades. There are also a lim­
ited number of interest inventories such as the
Geist Picture Inventory for use with the culturally
and educationally disadvantaged.

Significant Trends

Some significant events have already occurred, and
some are looming on the horizon. Insofar as what
has already occurred we have the melding of the
theories of Kuder and Strong so that more and
more interest inventories are providing scores on
both homogeneous broad interest scales and spe­
cific occupational scales. Also, Holland's hexago­
nal model is appearing more often in new and re­
vised interest inventories.
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Also more linkages are being established be­
tween interest inventories and other data sources,
for example, the SDS and Strong with large data­
bases from the Dictionary of Occupational Titles
(Harrington & O'Shea, 1984). '

Holland (1986) raises another issue-interven­
tion techniques-that goes beyond testing with in­
terest inventories-what effect does the inventory
(or for that matter any test) have on the testee?

Interest inventories over the years have, in a
sense, expanded their horizons by considering
more occupational levels. Initially, the emphasis
was on professional careers with a few occupa­
tions requiring only a high school education. But
in the new Strong, the revised Kuder Scales, the
Career Directions Inventory, and the Career As­
sessment Inventory, there is greater concentration
on skilled trades, vocational/technical occupa­
tions, semiprofessional occupations, and technical
workers.

We project that within the next decade com­
puter adaptive testing will be the rule rather than
the exception insofar as the administration, scor­
ing, and interpretation of interest inventories and
psychological tests is concerned (see Brzezinski &
Hiscox, 1984; Butcher, 1987; Baker, 1989). There
are also some concerns and misgivings voiced
(Sampson, 1983; Hofer & Green, 1985; Matar­
azzo, 1986). Today, we have computer revisions
of the SDS, the Harrington-O'Shea Career Deci­
sion- Making System, and the Strong to name a
few. We prognosticate that there will be more
incorporation of interest inventories in career
planning and exploration programs and in our apti­
tude tests. (Presently, interest data are included
in the Career Planning Questionnaire of the
DAT.)

Summary of Types of Interest
Inventories

In summary, there are both similarities and differ­
ences among the various interest inventories. Al­
though Kuder and Strong originally approached
the measurement of interests differently, their in-

ventories are now very similar -Strong adopting
the interest clusters advocated by Kuder, and
Kuder adopting the specific interest areas used by
Strong. There is little difference, if any, among the
various interest inventories with respect to their
general purpose. All are concerned with an assess­
ment of a person's likes and dislikes for various
occupations so that examinees, with the help of a
trained counselor, can make more valid decisions
regarding their future educational and vocational
plans than if interest-inventory data were not
available. There are, however, some marked dif­
ferences between the various standardized interest
inventories with respect to their method of con­
struction, scoring, ease of administration, and ease
of interpretation. They differ in the types of re­
ports produced and the ancillary materials accom­
panying them. They differ in grade level at which
they can be used. And they differ in the validity,
especially predictive validity, and the data used to

support their claim to validity.

USING· INTEREST-INVENTORY
RESULTS

As might be expected, the greatest utility of inter­
est-inventory results is for occupational, educa­
tional, and personal guidance and counseling.
Used appropriately, the scores of these measures
may help an individual crystallize his interests by
encouraging him to think about his future plans or
may clarify some misconceptions that he has about
future occupational or vocational goals. It should
be stressed here that it is not the scores per se that
help achieve this self-discovery. It is the profes­
sional interpretation made of the scores. Those
who interpret interest-inventory scores must be
thoroughly trained and familiar with interest in­
ventories: their uses and misuses, their fallibility,
and their general value in helping make sound ed­
ucational and vocational decisions.

Before considering the various instructional
and guidance uses of interest-inventory results by
educators, we feel that it is appropriate to sum-
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marize what research has shown regarding the na­
ture of interests and interest inventories.

1. Interests tend to become progressively more
stable with age (particularly after adolescence),
but they are never permanently fixed. Although
a broad area of interest, such as medicine, may
not change, there can be a shift in a person's
interests regarding general practice versus spe­
cialization or regarding different specialties.
Using interest-inventory results to counsel stu­
dents who are not yet high school juniors into
making specific vocational decisions is to be
discouraged, because interests are changeable
at this age. This does not mean that interest­
inventory results for adolescents are not reli­
able. On the contrary. Although the interests of
adults tend to be more stable than those of ad­
olescents, the test-retest correlations for ado­
lescents are substantial (Kleinberg, 1976; Dol­
liver & Will, 1977). Interest-inventory scores
can and should be used in discussions about
various occupations and professions. Only the
Strong has demonstrated empirically that its
results are quite reliable (in terms of long-term
stability) for individuals around age 25.

2. Interest inventories are susceptible to response
set and faking; some more so than others. The
user should therefore interpret the results of
interest inventories accordingly.

3. Interest-inventory scores can be affected by the
ambiguity of the questions asked. For example,
two people may respond to the item "Like to
play bridge" in the same way but for different
reasons. One person may answer "Like" be­
cause it affords him an opportunity to meet
people and establish future contacts, even
though he may dislike bridge. Another person
might answer "Like" for different reasons. He
may like bridge because of the challenge it of­
fers; yet this person might not like people and
may avoid them whenever possible. Responses
to interest-inventory items are relative rather
than absolute indicators of likes and dislikes.

4. Interest inventories are verbal. The examinee

must be able to comprehend what is being
asked of him. Although the reading levels of
the interest inventories vary, nearly all assume
that the examinee can read at least at the sixth­
grade level. This therefore precludes the use of
such inventories as the Strong, KOIS, and
KGIS for illiterates and students who have a
reading deficiency.

5. There is disagreement among interest-inven­
tory authors with respect to the kinds of items
that are most valid. Kuder (1970) says that "ac­
tivities" are more valid; Holland (1973) con­
tends that "occupational titles" are more valid.
Since interest-inventory authors agree that vo­
cational interests in occupations are sex-related
(Holland, 1973; Campbell, 1974), and since we
seem to be so concerned with sex stereotyping
and bias, the kinds of items used can be signif­
icant.

6. Interest inventories are not very satisfactory in
predicting job success, academic success, job
satisfaction, or personality adjustment. No in­
terest test on the market will permit one to say
that Maxwell should become a doctor, lawyer,
or carpenter. No interest inventory will indi­
cate whether or not Maxwell will be happy or
successful in vocations or occupations in
which he has obtained high scores. This does
not mean that interest inventories have no pre­
dictive validity. They do, but they are not so
valid as cognitive measures. There is a mod­
erate relationship between interest-inventory
scores and academic success (correlations nor­
mally are about 0.39). And there is a slight re­
lationship between interest scores and such
things as job success and personality. This,
however, should not necessarily be interpreted
as evidence of a relationship that is of practical
significance, nor should it be construed as a
cause-and-effect relationship. In predicting job
satisfaction, it should be remembered that
many factors must be considered, of which in­
terests are but one factor. The relationship be­
tween interest scores and job success is vague,
partly because of the problem of obtaining a
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valid measure of job success. Interest-inven­
tory scores may be related to various measures
of job and/or academic success and satisfac­
tion. However, the nature of the relationship is
such that interest scores alone should never be
used to predict future success or satisfaction. It
is because the untrained user may make exag­
gerated statements about the probability or de­
gree of success (or satisfaction) in a profession
or vocation that we find interest inventories
being criticized.

7. Some empirically constructed interest inven­
tories may be more susceptible to sex bias than
those constructed by the homogeneous method
(johansson & Harmon, 1972; Cole, 1973).

8. We must be very cautious in making interpre­
tations of interest-inventory results. Research
has shown that markedly different interpreta­
tions are possible depending upon the type of
score used. When raw scores are used, highly
divergent career suggestions are given men and
women. But when same-sex standard scores
are used, the career suggestions given men and
women are very similar.

9. Don't confuse interest scores with ability mea­
sures. Max may want to be a surgeon like his
father but may not have those abilities needed
to pursue this career.

Properly used, interest-inventory results can
provide valuable information for the teacher and
the counselor so that they will better understand
the pupils' cognitive and noncognitive behavior.

Guidance Purposes

After cognitive measures, interest-inventory re­
sults play the most important role in occupational
and educational counseling. Interest-inventory re­
sults are beneficial to both the counselor and the
counselee. The counselor can use the results as an
introduction to the interview. The interest inven­
tory may be used as a gambit in situations where
it is difficult to establish rapport. The counselor
can use the results to help open the way to discus­
sion of other problems such as academic difficulty,

personal-social relationships, and the like. The
counselee, on the other hand, has an opportunity
to view himself as he described himself. He can
look at his present plans and with the assistance of
the counselor see whether his aspirations are re­
alistic and confirm his feelings, and then do some
"reality testing." The counselee can use the test
results as leads for further consideration. The
counselee and the counselor can both use the in­
ventory results to see whether the expressed in­
terests are related or unrelated (whether they all
fit into a pattern such as humanitarian or technical,
or whether they are distinct), whether the pro­
gram that the counselee is intending to follow is
compatible with his profile of interests and abili­
ties, and whether his vocational or avocational
goal will be realized by the program he is now fol­
lowing.

Interest-inventory results can also be valuable
in working with students who have unrealistic ac­
ademicexpectations. For example, Gregory, a pre­
med student who is receiving grades of C and D
in his science courses and who has a MCAT
(Medical College Aptitude Test) score at the 10th
percentile and still aspires to be admitted to a pres­
tigious medical school, may be very unrealistic.
Gregory may be in pre-med for a variety of rea­
sons: (1) his parents, who are both physicians and
who come from a family of physicians, want their
only child to follow in their footsteps; (2) Gregory
has an unrealistic picture of the glamor of a doc­
tor's life; or (3) a combination of these and other
factors. Interest-inventory results (the Strong, for
instance, has a scale that reflects how compatible
and comfortable one would be in various work
settings) can help students like Gregory if only to
make them think more realistically about their fu­
ture (see Althen & Stott, 1983).

Interest-inventory results, if used cautiously,
can help an individual find himself in terms of the
activities he feels are important and interesting.
Interest-inventory results should not be used for
classroom selection purposes (though they may be
useful for classification). They should not be used
to tell Fred that he should enter the field of engi­
neering. They should not be used as the major cri-



INTEREST, PERSONALITY, AND ATTITUDE INVENTORIES 421

terion in occupational and educational counseling.
High scores on an interest inventory are not an­
alogous to saying that the individual has either the
aptitude or the potential for success in a particular
vocation. The test scores provide only a relative
index of the individual's likes and dislikes, and for
some inventories it is possible to compare the stu­
dent's interests with those of individuals who are
successful in a vocation or profession. In actual
practice, interest-inventory results should be used
only for their valuable ancillary information.
Other factors such as ability, aptitude, motivation,
and the like must be considered. The total profile
rather than just part of it must be considered so
that as complete a picture as possible of the indi­
vidual's interests can be obtained. Finally, we
should not argue whether expressed vocational in­
terests are more valid than inventoried interests.
Rather, we should consider both when counseling
students.

Instructional Purposes

Although interest-inventory results can be used
for grouping students, they normally are not used
for this purpose. In a somewhat indirect fashion,
interest-inventory results can be used by the class­
room teacher to provide optimal learning condi­
tions. Take, for example, the junior high school
student who is a poor reader. Recognizing the lim­
itations of interest-inventory scores for junior
high school students, the teacher who knows that
Billy likes mechanics may attempt to motivate him
to read more by suggesting books, magazines, or
articles with a mechanical content. Hence, al­
though the test score is not used as an instructional
device per se, it is used to provide a learning ex­
perience that may be quite beneficial insofar as
Billy's reading is concerned.

Interest inventories can be used as a learning
device. For example, in the unit on "Work" in so­
cial studies, the teacher may have the students take
an interest inventory. She can use this technique
to get the students to think somewhat systemati­
cally about the relationships between personal in­
terests and occupational choice. Any interest in-

ventory used in a group fashion should be used for
discussion purposes only. Hopefully, divergent
thinking rather than convergent thinking will
ensue.

CAREER AWARENESS AND
DEVELOPMENT

A person requires more than merely an interest in,
and possibly an aptitude or ability for, a particular
vocation in order to be counseled for that voca­
tion. Career planning is the most sought-after ser­
vice by college students (Carney et al., 1979) and
is given high priority by high school students
(Prediger & Sawyer, 1986). There was a void be­
tween 1958 and 1968 in the development and pub­
lication of standardized instruments to measure
the various aspects of career development. Since
1968, however, at least six major career-planning
programs have been initiated; numerous articles
have been written; and at least eleven career-de­
velopment/vocational maturity standardized tests
have been published or revised-Readiness for Vo­
cational Planning Test; Cognitive Maturity Test;
Assessment of Career Development; Career Devel­
opment Inventory; SelfDirected Search; Planning
Career Goals; Vocational Interest, Experience and
Skills Assessment; Programs for Assessing Youth
Employment Skills; Career Assessment Inventory:
Enhanced Edition; Career Directions Inventory;
and Career Maturity Inventory (see Super &
Crites, 1962; Super et al., 1972; Westbrook &
Parry-Hill, 1973; Westbrook, 1976a, b; Peters &
Hansen, 1977).

Although all these instruments are designed to
measure those factors deemed important for ca­
reer development, it is not surprising to find that
they differ markedly in terms of the constructs
measured. An analysis by Westbrook (1974)
showed that the inventories differed (widely at
times) in their coverage (1) of cognitive, affective,
and psychomotor behaviors and (2) of specific be­
haviors within a given component. These findings
are different from, say, an analysis of reading read­
iness tests, no doubt because our state of knowl-
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edge of the reading process is at a more advanced
level than that for career development or voca­
tional maturity. (Crites, 1974, discusses the meth­
odological issues and problems in measuring ca­
reer maturity.) Research has also been initiated to
study the effects of computer assistance and group
counseling as aids to career maturity. Any conclu­
sions, however, still await more definitive testing.

Career-Planning Programs

Assessment batteries and programs have been de­
veloped to aid both the student and the counselor
in vocational and educational planning." This is es­
pecially significant since it has been shown that a
person's vocational aspirations can be manipulated
by the kind and amount of information given
(Haase et al., 1978; Mallet et al., 1978). Three
such programs are the Career Planning Program
(CPP), sponsored by the American College Test­
ing Program; the Career Development Program
(CDP), conducted by Science Research Associ­
ates; and the Career Skills Assessment Program
(CSAP), conducted by the College Board. There
are many similarities among the three programs,
the most striking one being that they are more
than aptitude and achievement tests. They con­
sider, in addition, such factors as interests, aspi­
rations, career-related experiences, and work
preferences. All three programs provide useful in­
formation for the student who knows his future
plans, as well as for the student who is undecided.
The CPP also sends information to the institu­
tion(s) selected by the student. We will now con­
sider one of these three programs briefly. Those
interested in a more comprehensive treatment of
career education and development programs
should see Krumboltz and Hamel (I982).

Career Planning Program (CPP) Published by
the American College Testing Program (I 98 3),

"Although more popular with personnel researchers, Childs
and Klimoski (1986) found a biographical data inventory to be
a valid predictor of career success.

the CPP is really two programs in one: an assess­
ment component (grades 8-1 1) and a career-guid­
ance component (CPP Level I for grades 8-10;
CPP Level 2 for grade l L-adult)." Both levels of
the CPP are comprehensive packages of aptitude
and interest inventories as well as career-related
experiences in one articulated program and de­
signed to facilitate self- and career exploration, in­
cluding the exploration of self in relation to ca­
reer. Besides the Vocational Interest Profile, Form
A, which reports the subject's interest in six areas,
and six ability scales, there is a Student Informa­
tion Report (self-report measures of a variety of
things such as job values, occupational prefer­
ences, certainty of occupational preferences,
working-condition preferences, educational plans,
and self-rated abilities). A Building and System
Summary Report is also available. It provides
counselors with a "comprehensive overview of
students' abilities, interests, career-related expe­
riences, and congruence of student traits." Test­
retest and internal consistency reliability estimates
are reported, and they appear to be respectable.
Construct and criterion-related validity were
studied and reported. The format is good. The di­
rections for both administrators and student are
very clear.

In 1983, a personal computer-generated report
was introduced. The report not only contains the
results of the ability measures but provides the
counselor and counselee with a narrative report, a
synthesis of the assessment results, and suggested
resource materials, to name a few interpretive aids
provided.

The CPP has an excellent Handbook, which
discusses in clear fashion the development and use
of the program, contains an annotated bibliogra­
phy of career-guidance materials, and contains a
complete lesson plan outline for a nine-unit Mini
Course in Career Planning. The Handbook also
contains a variety of norms tables.

7Although our discussion centers primarily on the CPP, the
material is also relevant, with minor modifications, to the CPP
Level 2.
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The Student Report is well written and should
be understood by nearly all students. It gives the
student step-by-step suggestions on how to inter­
pret the information and how to go about explor­
ing suggested career options.

An adjunct of the CPP is the Assessment of Ca­
reer Development for grades 8-12. On the basis
of students' responses to 42 critical questions (the
user can add up to 19 locally developed questions),
a school can evaluate its career-development pro­
gram and modify it, if necessary, to meet students'
needs.

In summary, the CPP is a well-designed instru­
ment/program that provides measures of peoples'
interests, abilities, and career-related experiences
all normed on the same group. The test's technical
qualities are acceptable, although we regret that
the publisher did not provide empirical data to
permit evaluation of the guidance component of
the program. It serves both the student and the
school: The former receives information that
should be of assistance in career exploration and
educational planning; the latter receives informa­
tion on its student body that may be ofvalue in the
development or modification (as well as evalua­
tion) of its career-guidance program. (For a re­
view of the CPP, see Mehrens, 1982.)

Other Programs

In addition to the three programs mentioned ear­
lier, there have also been published what might be
referred to as a total career-planning program or
system. Although not standardized tests, per se,
career-exploration and career-development pro­
grams (and hence materials) often incorporate an
interest inventory and one or more cognitive mea­
sures (such as an aptitude and/or achievement test)
into a package or module that can be used effec­
tively in a unit or course on career exploration.
These prepackaged units vary from programs that
use no test materials, such as SRA's Introducing
Career Concepts, to those that use a combination of
workbooks, filmstrips, and standardized interest
inventories, as exemplified in CTB/McGraw­
Hill's Careers in Focus. Although the majority of

career-exploration/development programs are de­
signed for upper middle school and high school
students, a few are intended for use in the elemen­
tary grades. On this latter point, we have some
reservations. Weare not against the use of mate­
rials or discussions about careers or employment
opportunities and the like in the elementary and
junior high school. In fact, we strongly endorse
the inclusion of such materials as early as possible
in the child's schooling. If anything, we regret that
many of our syllabi and curricula, even at the high
school level, pay only lip service to career-devel­
opment/exploration courses. We firmly believe,
however, that any career-planning program used
in the elementary grades that contains an interest
inventory should be interpreted with extreme cau­
tion because of the instability of interests at that
age.

One approach is Houghton Mifflin's Voca­
tional, Interest, Experience, and Skill Assessment
(VIESA) program, which was published in 1977.
VIESA is designed for students in grades 8-12. It
is untimed, but takes about 45 minutes. There is
one form. The battery consists of a standardized
interest inventory with sex-balanced scales, a stan­
dardized experience inventory that assesses expe­
riences related to interests, and a structured guide
for student self-appraisal of career-related skills.
Students can make interpretations related to 6 job
clusters, 25 job families, and 650 occupations.
Scores are represented in a graphical Job Clusters
on a W orld-of-Work Map. Students are given
suggestions of what occupations to explore, as
well as references to consult. VIESA is compatible
with the Career Planning Program described ear­
lier.

More detailed information on these and other
instruments and programs we have discussed can
be found in the Mental Measurement Yearbooks
and the various publishers' catalogs.

PERSONALITY ASSESSMENT

Personality characteristics are or should be ofcon­
cern to classroom teachers. It is generally agreed
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that education must be concerned with attitudes,
values, and interests to the same degree as it is
concerned with the development of cognitive
skills and knowledge. What value will accrue to
society from individuals who can solve a quadratic
equation or are able to detect the components of
LSD, but who are hostile or aggressive? Education
should be concerned with developing a well­
rounded individual.

We will consider only the self-report invento­
ries in this chapter. While other techniques pro­
vide valuable information, they are typically lo­
cally constructed and have been covered in
Chapter 9.

Structured Self-Report Inventories

Structured self-report inventories are the most
common type of personality inventories used in
schools (and industry) today. They are a basic tool
in the diagnosis of "illness," whether it be physi­
calor mental. Just as the physician will ask what
hurts you and where and when the pain started,
the psychiatrist and clinician will ask you whether
you have nightmares, a tendency to daydream, or
similar questions. Over the years, the answers to
these kinds of questions have been found to be
more indicative of maladjustment than those to
other questions that could be asked. When such
questions are selected and put together in a list to
be checked off by the examinee, it is a test or an
inventory. Self-report inventories can be classified
into either problem checklists or general adjust­
ment inventories. They can also be classified in
terms of their method of construction: criterion
groups, factor analysis, or logical approach. All,
however, are structured.

There are somewhat definite criteria that can
be used to evaluate a standardized test-be it ap­
titude, achievement, or affective. However, there
are fewer guidelines available for judging the va­
lidity of self-report data. Laing (1988) posits the
following four principles: (1) the respondent must
clearly understand what is being asked, (2) the re­
spondent must be able to furnish the information,
(3) the respondent must be willing to provide the

information, and (4) the examiner must be able to
interpret the information correctly.

Problem Checklists Problem checklists are
the most applicable personality measure in our
public schools because of their limited demand on
formal training and experience for the examiner.
Classroom teachers can administer and score a
problem checklist. Interpretation, on the other
hand, demands training, sophistication, and expe­
rience. It is one thing to administer a checklist and
still another to interpret it.

Problem checklists can be used by classroom
teachers to confirm some of their subjective im­
pressions that were obtained by observation.
Problem checklists can be used by the teacher (or
counselor) to obtain a better understanding of
their pupils-their problems, their behavior.
Problem checklists, especially when administered
to the whole class, will make pupils less self-con­
scious and willing to reveal their problems. This
is especially true if the teacher discusses the gen­
eral findings. At no time should individual re­
sponses or pupils be identified and discussed.
With discussion centering on general findings, the
pupil is able to see that he is not atypical, that
other pupils are also bothered or concerned about
a variety of things. Problem checklists also serve
as excellent screening devices for the counselor.
On the basis of their results and an interview, the
counselor may suggest more thorough treatment if
needed.

It should be remembered that problem check­
lists are just that-they do not make any claims to
measuring personality traits. In fact, problem
checklist authors caution users to avoid adopting
this view. In problem checklists, the individual
checks only the statements that are applicable to
him (and that he wishes to check) and that he is
aware of. The greatest value of problem checklists
is as communication vehicles between the pupil
and the counselor. The test results can help save
the counselor much valuable time by indicating
what the problem seems to be and can help estab­
lish rapport between the pupil and the counselor.

Problem checklists are composed of items,
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which based on a review of the literature and sur­
veys tend to be representative of problems that
people face in different areas, such as family, peer
relationships, finances, study skills, health, and re­
lations with adults. Even so, they differ slightly in
their format. In some, the pupil checks only the
statements that he perceives as problems. In oth­
ers, the pupil indicates the degree of severity:
minor, moderate, severe. In still others, the pupil
writes a statement about his problems. The re­
sponses to problem checklists should not be con­
sidered as a test or subtest score. The teacher and
the counselor should use the responses as a guide
for further exploration. If used in this way, prob­
lem checklists are quite helpful.

Problem checklists are primarily used to iden­
tify individuals who are concerned with social and
personal relationships and may be in need of coun­
seling or other therapy. They can also be used to
help identify group problems and form a basis for
group guidance.

Another type of structured self-report inven­
tory is the adjustment inventory. This type is con­
cerned primarily with the identification of neurot­
icism and pathological deviation.

General Adjustment Inventories

It is not our intent to delve too deeply into the
measurement of personality by means of general
adjustment inventories. However, we do feel that
educators should have at least a rudimentary
knowledge of the different types, as well as some
awareness of their strengths and weaknesses.
Moreover, as we mentioned earlier, teachers and
counselors must realize that they are still able to
obtain more reliable and valid information about
the noncognitive characteristics of their pupils
with tests than they can by other means.

General adjustment inventories are of value be­
cause they (1) help establish rapport between
counselor and counselee by having some basis on
which to begin an interview, (2) permit the ex­
aminee to express problems that are of relevance
(or those which he thinks are of relevance or im­
portance) to him, and (3) provide the counselor or

clinician with more information about the individ­
ual so that she may have a global picture of the
individual. Some examples of general adjustment
inventories are The Adjustment Inventory, Min­
nesota Multiphasic Personality Inventory, Califor­
nia Psychological Inventory, Tburstone Tempera­
mental Schedule, and The Personality Inventory.
Detailed information about the inventories can be
found in Anastasi (1988) and the Mental Measure­
ments Yearbooks.

Unstructured Inventories

Structured self-report inventories are not the only
manner in which an individual's behavior can be
measured. Another standardized approach to the
assessment of personality is the one frequently
used by the clinician: the unstructured or projec­
tive test. Whereas self-report structured invento­
ries require the subject to describe himself, pro­
jective tests require the individual to interpret
objects other than himself. These objects may be
pictures, incomplete sentences, drawings, and the
like. The difference between structured and un­
structured stimuli depends on the degree of agree­
ment regarding the stimuli. If there is consensus
regarding what the stimuli represents, it is consid­
ered structured. If there is lack of agreement be­
cause of the ambiguity of the stimulus, it would be
termed unstructured. The unstructured task per­
mits the individual to project his feelings, which
reflect his needs, motives, and concerns.

Anastasi (1968) classified projective techniques
into five types: associative techniques (Rorschach
Ink Blot Test), construction procedures (The­
matic Apperception Test), completion tasks (Rot­
ter Incomplete Sentence Test), ordering devices
(Szondi Test), and expressive methods (Machover
Draw-A-Person Test). In the latter, both product
and processes are evaluated.

Projective tests may also be differentiated from
self-report inventories in many other ways: (1)
Projective tests (because they are innocuous) are
more resistant to faking and the influence of re­
sponse set than are self-report inventories. Even
though a maladjusted person may attempt to fake
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his responses, it is quite conceivable that his faked
responses will indicate that he is maladjusted. (2)
Projective tests are interesting and novel and
hence can easily be used with young children or
with persons who are afraid of a formal pencil­
and-paper test. (3) Projective tests can be either
verbalor nonverbal, but self-report inventories are
verbal and hence are not applicable to illiterates
and very young children. (4) Self-report invento­
ries, at least most of them, can be objectively
scored, but projective tests are very susceptible to
the subjective feelings of the scorer, even when
certain guidelines are used in the scoring. (5) Pro­
jective tests are usually based on or reflect psycho­
analytic theory such as that of lung or Freud. (6)
Projective tests (as do some nonprojective meth­
ods) normally utilize a global approach in the as­
sessment of personality and often go beyond per­
sonality syndromes per se and concern themselves
with creativity and critical thinking ability.

Projective tests and self-report inventories
share many things in common: (1) they have rela­
tively low validity and reliability; (2) they provide
some of the information needed to obtain a better
understanding of the individual; (3) scoring sys­
tems vary from elaborate multifactor systems with
profiles to nonquantifiable interpretive informa­
tion; (4) most have inadequate norms; and (5) they
can be administered either individually or in
groups. Both structured and unstructured person­
ality tests should be interpreted only by qualified
persons. Because the administration, scoring, and
interpretation of projective tests are complex and
because of the formal training and experience
needed to work with them, we will dispense with
their further evaluation.

Computer-Administered Personality
Tests

The past few years has seen a proliferation of new
computer-based forms of traditional pencil-and­
paper psychological tests and other assessment
tools. The question plaguing many is whether
these formats are equivalent (Hofer & Green,
1985). Most of the research to date (Roid & Gor-

such, 1984; Lukin et aI., 1985; Reardon & Loug­
head, 1988) has shown that the two forms of ad­
ministration are equivalent. In addition, students
seem to prefer the computer version.

Summary of Personality Inventories

In summary, personality inventories (adjustment
inventories) are not for general use in our schools
and should not be part of the test battery that is
normally and routinely administered in school
testing programs. Even the best of them must be
used with caution and only by persons trained and
experienced in the use of these technic. .es, With
the exception of the problem checklists, we may
go so far as to say that personality assessment
should be withheld from the classroom teacher.
This does not imply, however, that personality as­
sessment should be barred from the public school.
In order to gather empirical data (data that have
been lacking for personality tests in general and
projective techniques in particular), it is necessary
to administer such tests to pupils. The test results,
however, should be used primarily for counseling
and research rather than for making instructional
decisions. Until personality tests achieve the stat­
ure of our cognitive measures and of some of the
interest scales, they should be handled with great
caution.

ATTITUDE AND VALUE ASSESSMENT

Attitudes are learned. Because they are learned,
they can be changed if deemed necessary. How­
ever, before people can alter, modify, or reinforce
something, they must know the status of that
"something." In fact, as early in the school year as
possible, teachers should try to identify students
who have positive and negative attitudes and im­
plement appropriate strategies so as to accentuate
the positive and eliminate the negative. Despite
the methodological problems associated with atti­
tude measurement, teachers should know some­
thing about attitudes and how they can be mea­
sured. The remainder of this chapter considers (I)



INTEREST, PERSONALITY, AND ATTITUDE INVENTORIES 427

the general characteristics of attitudes, (2) the
evaluation of attitude scales, and (3) the assess­
ment of pupil study habits inventories.

General Characteristics of Attitudes

Relevant to, and to be considered in, attitude mea­
surement are certain traits or characteristics.
These are listed below:

I. Attitudes are predispositions to respond
overtly to social objects.

2. A variety of definitions have been posited for
attitudes, but all share a common theme that
attitudes guide and direct an individual's be­
havior. For this reason, it is imperative for
teachers to know something about attitudes,
how they are formed, how they are changed,
and how they relate to the teaching-learning
process.

3. Attitudes, per se, are not directly observable
but are inferred from a person's overt behav­
ior, both verbal and nonverbal. You cannot
see prejudice but you can observe the behav­
ior of one who is prejudiced. Thus, on the
basis of observations of someone's consistent
behavior pattern to a stimulus, we would con­
clude that the individual displays this or that
attitude (Shaw, 1973). It should be noted that
these observations can be either unstruc­
tured-the teacher makes no particular effort
to observe some behavioral trait, but when
the teacher does see it, the situation, event,
and behavior are noted-or structured-the
teacher is interested in learning, for example,
what Mary's attitude is toward reading. The
teacher then purposely contrives a situation
(places some books on a table, maneuvers
Mary in front of the table) and observes/re­
cords Mary's behavior. Still another approach
is to measure a person's attitude(s) by means
of an attitude scale.

4. Attitude scales can be constructed in a variety
of ways, the most common ones being the
Thurstone, Likert, Guttman, and Semantic
Differential methods.

S. Attitude scales are highly susceptible to fak­
ing, and therefore any interpretation of this
type of self-report behavior should be made
accordingly.

6. Attitude scales, like any affective instrument,
are beset with a multitude of methodological
problems that make their interpretation du­
bious.

7. Attitudes are evaluative and can be repre­
sented on some continuum of "favorable­
ness."

8. Attitudes vary in intensity (strength of feel­
ing) and direction. Two persons may have the
same attitude toward abortion, but they may
differ in how strongly they feel about the
issue. Or they may be at completely opposite
ends of the "favorableness" continuum but
with the some degree of intensity. (For ex­
ample, on the abortion issue, Allan may
strongly agree and Ilene may strongly dis­
agree. Both Allan and Ilene feel strongly
about their position, but they are diametri­
cally opposed.)

9. Attitudes vary in affective saliency-that is,
some attitudes (such as toward abortion) are
accompanied by or connected with a person's
emotions.

10. Attitudes represent varying degrees ofembed­
dedness or interrelatedness to other attitudes.
As would be expected, attitudes related to
similar objects, such as integration and equal­
ity of education, are more likely to be inter­
connected than attitudes toward dissimilar
objects, such as capital punishment and wom­
en's liberation.

II. Attitudes are relatively stable,especially in
adults. This does not mean that they cannot
be changed or modified. Rather, it is more dif­
ficult to change the attitudes of an adult than
of an adolescent or young child. The fact that
attitudes are relatively stable supports the be­
lief of many social psychologists that attitude
scales can provide reliable measures, although
possibly less so than for tests of cognitive
skills or knowledge.

12. Despite the variety of problems associated
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with affective measurement, despite the fact
that the validity and reliability of attitude
scales are lower than for cognitive measures,
and despite the reluctance ofmany teachers to
pay appropriate attention to affective instruc­
tional/learning objectives, attitude scales can
often be used effectively by the classroom
teacher to obtain a better understanding of
pupils. The results obtained from attitude
scales can be useful in educational planning
and evaluation. Acquisition of desirable atti­
tudes is one of the major goals in our schools.
Without knowledge of the prevailing atti­
tudes of the pupil, class, or school, it would
be difficult to plan accordingly.

Evaluation of Attitude Scales

The usefulness of any test or scale depends on its
reliability, validity, norms, and ease of administra­
tion, scoring, and interpretation. We now briefly
summarize how these factors relate to attitude
scales.

Reliability. Attitude scales, by and large, have
reliabilities around 0.75. This is much less than
those obtained for cognitive measures, and hence
the results obtained from attitude scales should be
used primarily for group guidance and discussion.

Validity. In general, attitude measures have less
validity data available than do other noncognitive
measures. This is partly because of the problems
inherent in measuring attitudes and partly because
many of the measures were constructed primarily
for research purposes.

The correlations obtained between the scale
scores and observed behavior are typically low.
Nevertheless, knowledge of the disparities be­
tween expressed attitudes and actual behavior is
useful in understanding and working with the in­
dividual.

Norms. In the majority of instances, no norms
accompany standardized attitude scales. The user
must be careful in the interpretation of the test
scores. Naturally, local norms can be prepared.
Even ifappropriate sampling techniques have been
employed to select the standardization sample and

even if the normative data are adequate, the fact
that conditions affecting attitudes are so variable
suggests that very recent norms be used. American
attitudes toward Japan were markedly different on
December 6 and December 8, 1941.

Administration, scoring, and interpretation. In
contrast to the projective tests considered in the
previous section, attitude scales are easy to admin­
ister and score. They require no formal training
and can be handled easily by the classroom
teacher. The interpretation of attitude-test scores,
on the other hand, is an entirely different matter.
Because of psychometric problems, the user
should be cautious in her interpretations.

Assessment of Pupil Study Habits and
Attitudes Toward School

As has been mentioned at various points in this
text, the matter of how well a student does on an
aptitude or achievement test depends upon factors
other than basic ability or intelligence. Some of
the factors that must be considered in assessing or
appraising an individual's academic performance
are (1) mental maturity, (2) motivation, (3) study
habits, (4) study skills, and (5) attitudes toward the
value of an education, teachers, school, and
courses. The brightest student (speaking in terms
of scholastic aptitude) may be performing at a
somewhat mediocre level. He may be getting Cs
and Ds, whereas we would predict from a valid
measure of his scholastic aptitude that he should
be receiving As and Bs. On the other hand, the
intellectually poorer student might be getting Bs,
although we would predict that he would obtain
Cs. Why the discrepancy between predicted
achievement and realized achievement? No doubt,
how the pupil studies and his attitudes toward ed­
ucation playa significant role in an explanation of
such discrepancies.

We now briefly consider one standardized
study habits and skills inventory.

Survey of Study Habits and Attitudes (SSHA)
Published by The Psychological Corporation,
1965, the survey has two forms: H (for grades 7-
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12) and C (for college students and high school
seniors). It is untimed, but the majority ofstudents
complete the SSHA within 20 to 35 minutes.
There are seven scores possible (based on four
basic scales): Delay Avoidance (DA), Work Meth­
ods (WM), Study Habits (SH = DA + WM),
Teacher Approval (TA), Educational Acceptance
(EA), Study Attitudes (SA = T A + EA), and
Study Orientation (SO = SH + SA or the total
of the four basic scales).

The SSHA was designed (1) to identify the dif­
ferences in study habits and attitudes between stu­
dents who do well in their academic work and
those who do poorly, (2) to assist students who
might benefit from improved study habits (this im­
provement may result from counseling and/or in­
struction on how to study), and (3) to predict ac­
ademic success for high school and college
students. The authors recommend using it for
screening, diagnosis, research and as a teaching
aid.

The SSHA consists of 100 items such as the
following, which attempt to assess the "motiva­
tion for study and attitudes toward academic
work" syndromes rather than merely the mechan­
ics of study.

Daydreaming distracts my attention from my lessons
while I am studying (DA).

My teachers criticize my written work for being
poorly planned or hurriedly written (WM).

I feel that I would study harder if I were given more
freedom to choose subjects that I like (EA).8

The authors' intent to go beyond measuring me­
chanics of study is perhaps the most differentiat­
ing factor of the SSHA from other study-habit in­
ventories. Subjects respond to each item by means
of a five-element key ranging from Rarely (0-15
percent of the time) to Almost Always (86-100
percent of the time). In an attempt to control for

"Reproduced by permission. Copyright © 1953, 1965, The
Psychological Corporation, New York, NY. All rights re­
served.

response set, the "acceptable" (keyed) responses
are randomly distributed at both ends of the con­
tinuum. The extreme positions are weighted twice
that of the near-extreme positions. That is, if a
negative item is keyed Rarely, it is given a weight
of 2; a Sometimes response is given a weight of 1.

Both logical and empirical validity were
stressed in the test's development. Items were
chosen on the basis of interviews with students,
and each item was empirically validated (correla­
tions of the SSHA with grades, teachers' ratings,
and aptitude scores) as to its applicability to the
problem. For Form H (grades 7-12), student ad­
vice was obtained so that the language would be
clear and meaningful to junior and senior high
school students. The validity data presented in the
test manual show that the SSHA is independent of
scholastic achievement and that there is an in­
crease in the predictive efficiency of grades when
the SSHA is used in combination with aptitude
test scores. Internal consistency (0.87-0.89) and
test-retest (0.83-0.88) reliability estimates are re­
ported for Form C. Test-retest reliabilities for
Form H vary from 0.93 to 0.95. It is unfortunate
that these data are based on only Texas students,
especially because the correlation data reported
for Form C show differences between college stu­
dents in Texas and those in other parts of the
country. Percentile norms are reported separately
for each of the seven scores. For Form H, norms
are provided for grades 7-9 combined and grades
10-12 combined. The Form H norming sample
appears to be heavily weighted in favor ofstudents
from Texas and the southwestern region of the
country.

To aid in test interpretation, the percentile
scores can be plotted on the diagnostic profile
sheet (on the reverse side of the answer sheet).
The pupil's scores can then be compared with the
performance of the norm group and his strengths
and weaknesses identified. A separate counseling
key is provided. This key enables the teacher or
counselor to identify critical responses-the items
that differentiate between high and low scholastic
achievers. Still, the test authors recommend that
the counselor and student make a detail item-by-
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item analysis of the responses. It would have been
desirable if the test authors had presented more
descriptive information on the development of
this key.

In summary, the SSHA was well conceived. It
is easy for the pupil to understand and complete
the inventory. It is easy to administer and score. It
stresses the motivational and attitudinal aspects of
study more than any other study habits inventory.

Some other study habit and attitude toward
school inventories are the Quality of School Life
Scale, the Study Skills Test of the McGraw-Hill
Basic Skills System, and some of the subtests of
survey achievement batteries.

In conclusion, study habit inventories have a
place in the classroom and can be administered,
scored, and interpreted by the classroom teacher.
Although the majority of them stress the process
of locating information, the Survey of Study Hab­
its and Attitudes stresses attitudes and motiva­
tional aspects. Study habit inventories, as with all
self-report techniques, are dependent on the re­
spondent's honesty-they are only surveys ofself­
report. The essential question, "Do the results of
a study habit inventory in combination with pre­
vious GPA yield a higher cross-validated multiple
R than do only previous GPA?" remains unan­
swered for most study habit inventories.

• SUMMARY

The principal ideas, suggestions, and recommen­
dations of this chapter are summarized in the fol­
lowing statements:

1. Classroom teachers need to know about their
pupils' attitudes, values, interests, and person­
ality. This not only will give them a better un­
derstanding of the pupils' behavior (both cog­
nitive and noncognitive) but will also permit
them to communicate with other profession­
als, such as the school diagnostician, psychol­
ogist, psychometrist, and psychiatrist.

2. With no formal training, the classroom
teacher should be able to administer problem
checklists, rating scales, observational sched-

ules, and interest inventories. The classroom
teacher can also interpret rating scales. Inter­
est inventories, problem checklists, and per­
sonality tests should be interpreted to stu­
dents only by specially trained personnel.

3. The major problems involved in measuring
noncognitive characteristics are problems of
(a) definition, (b) response set, (c) faking, (d)
validity and reliability, and (e) interpretation.

4. Noncognitive assessment devices are not so
psychometrically elegant as cognitive tests.
Despite the limitation of noncognitive tools,
they do provide useful information that can­
not often be obtained by other means.

5. Three commonly used procedures for keying
and constructing noncognitive inventories
are empirical, homogeneous, and logical.

6. Attitudes and interests are both concerned
with likes and dislikes. Whereas attitudes
have groups and social situations as their ref­
erent objects, interests are related to activi­
ties.

7. Interest inventories were originally con­
cerned with a person's vocation and were de­
signed primarily for college-bound high
school youth. Today's inventories measure
avocational interests, can be used with junior
high school students, and are not just
"geared" to college-bound students.

8. Earlier interest inventories have focused on
the subject's likes and dislikes. Today more
attention is being paid to other traits-moti­
vation and personality-as they relate to in­
terests.

9. Although interest inventories differ in their
content, their predictive validity, reliability,
ease of scoring, and interpretation, they all
share a common purpose of helping the user
make better vocational and educational deci­
sions. Despite the many similarities among
interest inventories, there are nevertheless
marked differences among them. The user
must study the inventories carefully before
adopting one.

10. Interests become more stable with age, but
they are never permanently fixed. Thus, in-
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terest-inventory results obtained in junior
high school or for elementary school children
should be interpreted with extreme caution.

11. Interest inventories are not designed to pre­
dict job success, academic success, job satis­
faction, or personality adjustment. They are
designed as a guide to the teacher or coun­
selor in helping students make vocational and
educational decisions based on the similarity
of their interests with persons successful in a
particular vocation or avocation.

12. Interest-inventory results can be helpful to
the classroom teacher in terms of helping her
develop teaching strategies that will be more
relevant to her pupils' interests.

13. Much interest has been demonstrated in the
study of career development and vocational
maturity. Since 1968 at least six standardized
tests related to these areas have been pub­
lished and three large-scale career-develop­
ment programs initiated. Some of the tests are
concerned with the subject's value orienta­
tion, some with personality, and some with
motivation.

14. Personality inventories can be classified as ei­
ther structured or unstructured, as well as in
terms of their method of construction.

15. Problem checklists are essentially structured
self-report inventories that provide the user
with information the subject feels is of con­
cern or a cause of worry. Problem checklists
have no right or wrong answers and are not
intended to measure personality per se.

16. Personality inventories can assist in identify­
ing those persons who are in need of assis­
tance and may help in ascertaining where or
what their problems are. Despite their short­
comings, if used judiciously and if proper
rapport is established and maintained, these
inventories do permit the user to obtain a
more complete understanding of the subject.
They also provide the subject an opportunity
to express and discuss his feelings.

17. Computer versions of traditional pencil-and­
paper personality tests yield equivalent infor­
mation and are preferred by students.

18. Attitude scales are much less reliable and valid
than are cognitive measures. They usually do
not have norms. Although they can be admin­
istered by the classroom teacher, their inter­
pretation may be complex. Like many other
affective measures, they provide the user with
a better understanding of the individual, pro­
vided the subject has been truthful. Tests of
study habits and attitudes were briefly dis­
cussed.

• POINTS TO PONDER

1. Approximately 50 percent of the variance in
grades among individuals can be accounted
for by aptitude and achievement tests. Using
noncognitive tests in addition does not in­
crease this percentage very much. How do
you account for this?

2. Write definitions for the following terms:
truthfulness, aggressiveness, rigidity, assis­
tance, and deference. Compare your defini­
tions with those of your classmates. Do your
definitions differ? If so, does this mean you
would interpret personality inventories mea­
suring these traits differently?

3. Should response set be controlled in person­
ality inventories? (You may wish to do a thor­
ough review of the literature before discuss­
ing the question.)

4. How would you employ empirical keying for
the Strong Vocational Interest Blank so that
it might be used to differentiate the interests
of "good credit risks" from those of "poor
credit risks"?

5. What would be the problems in developing a
predictive interest inventory for fifth-grad­
ers?

6. Consider the following interest inventories:
Strong, Kuder OIS, Kuder GIS, and Career
Assessment Inventory. Which one(s) would
you recommend for each of the following
uses? Give reasons for your choices.
a. An inventory is needed for an eleventh­

grade course exploring careers and occu­
pational choices.
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b. An inventory is required for use with
eighth-grade students who desire careers
that do not require a college degree.

c. An inventory to be used in a technical-vo­
cational high school where none of the
students go on to college.

d. An inventory that considers occupational
choices as broad rather than specific areas.

7. Interest and general adjustment inventories
have been found lacking in personnel selec­
tion uses. Why do you feel that they are of
little value for this purpose?

8. If interests of adolescents are not too stable,
can you in any way justify the use of interest
inventories in junior or senior high school?
Please explain.

9. The Kuder Scales are said to be ipsative.
What significance does this have regarding
their validity?

10. Is there a place for projective tests in (a) ele­
mentary school, (b) junior high school, and
(c) senior high school? Defend your answer.

11. Rank the following types of standardized
tests in terms of the necessity for frequent re­
vision: achievement, aptitude, attitude, inter­
est, problem checklists, projective, and self­
adjustment inventories. Give reasons for your
ranking.

12. What instructional use would you make of
the results of a problem checklist?

13. As a new counselor, you find that your pred­
ecessor had been routinely administering a
self-adjustment inventory as part of the
school testing program. You are called to a
school board meeting to explain the various
tests used. Would you defend the use of the
self-adjustment inventory? Why?

14. Recognizing the limitations of noncognitive
instruments, what arguments can you present
to support their use in the public schools?

15. Develop a 20-item scale to measure teachers'
attitudes toward culturally deprived children.
What type of reliability estimate should you
gather? How would you validate such a scale?
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Frank, a fifth-grader, has a WISC-R IQ of 140 but
has a percentile rank of 7 on the Gates-Mac­
Ginitie Reading Test. Frank has had reading prob­
lems since he began school. He is also overly ag­
gressive, constantly getting into arguments (and
sometimes fisticuffs) both on and off the play­
ground, is surly, not interested in language arts
and reading but very interested in science and
mathematics. Is Frank learning-disabled (LD)?
The discrepancy between his IQ and reading test
scores is so marked and so unusual that one must

I Exceptionality is used in an all-inclusive sense. Although
major emphasis is placed on ways to deal with children having
deficiencies of one kind or another, we are aware that the
gifted and talented also have special needs. Hence, the latter
will also be considered in this chapter.

consider the possibility that Frank is LD. But how
does one validly determine whether Frank is LD?
Although the authors cannot provide any cook­
book diagnostic recipes, one suggestion they can
make is that a variety of information must be gath­
ered in order to obtain a comprehensive picture of
Frank. Some of this information will be culled
from IQ tests, some from adaptive behavior inven­
tories, some from achievement tests, some from
checklists, rating scales, and other observational
tools, and so forth. And depending on the condi­
tion studied, perceptual and motor skills tests may
also be used. Then, and only then, should the
teacher hypothesize possible causal relations and
take appropriate action.

A legitimate question that you might have
raised two decades ago is "I'm not a special-edu­
cation teacher, so why do I have to know anything

433
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about tests in this area?" Such a question would
not be asked today, because federal and state leg­
islation has mandated that special-education stu­
dents, where possible, be taught in the least re­
strictive environment, which is often the regular
classroom (i.e., these students are mainstreamed).
Even way back in the 1977-1978 school year,
about 67 percent of handicapped children and
about 37 percent of the mentally retarded received
their primary educational services in regular class­
rooms. As we will see in later sections, early initial
identification and assessment of exceptional chil­
dren is often done by regular classroom teachers.
Therefore, it is imperative that they be knowl­
edgeable about and actively involved in educating
and testing handicapped children. The preceding
discussion should not be interpreted as implying
that only classroom teachers need be cognizant of
special-education students and issues. The coun­
selor, school psychologist, and other educators
also playa vital role, as will be seen later.

The purpose of this chapter is twofold: (l) to
acquaint you with some of the legislation (Public
Law 94-142 in particular) dealing with the assess­
ment and education of handicapped children and
(2) to introduce you to some of the standardized
assessment tools that are used in the screening and
diagnosis of exceptional children.

Although you need not become a legal scholar
in order to understand federal regulations like PL
94-142 concerning the education of exceptional
(e.g., handicapped) children, you should have min­
imal acquaintance with such legislation. Nor is it
the intent of this chapter to make you a skilled cli­
nician who is qualified to interpret some of the
tests used. Rather, you should know something
about the more commonly used tests so that you
will be able to communicate effectively with other
professionals and be able to use the test results to
guide you in the development, delivery, and eval­
uation of an individual educational plan (IEP),
which is mandated in PL 94-142.

Only within the last few decades has there been
a concerted effort made to accommodate in our
schools children who are handicapped because of
physical, mental, or emotional deficiencies. In
fact, until the early part of the twentieth century,

handicapped children were either hidden at home
or were institutionalized. In any event, they were
relegated to isolation, especially insofar as their
educational needs were concerned.

Of the nearly nine million handicapped chil­
dren in the United States today, less than one-half
are receiving adequate educational services. This
is indeed to be regretted in a country that has al­
ways prided itself on its educational system. For­
tunately, however, with special programs and
training given special-education teachers in
teacher training institutions today, and because of
legislation specifically aimed at improving the lot
of the handicapped, the education received by
these children is improving. However, in order
for our special education programs to be effective,
it is vital that the ordinary classroom teacher be
trained to recognize and then work with handi­
capped children.

In this chapter, we are going to go beyond test­
ing and will be concerned with assessment. Test­
ing and assessment are not synonymous. Testing,
as we have been using the term, mayor may not
be part of a larger process called assessment. As­
sessment is always an evaluative, interpretive ap­
praisal of an individual's performance. Assess­
ment, at least in the educational arena, is a
multifaceted process that considers a variety of
factors, such as current life circumstances and de­
velopmental history, when interpreting an indivi­
dual's performance or behavior. Assessment con­
siders the past as well as the present, utilizes
systematic and nonsystematic observations, quali­
tative and quantitative data, and judgments.

After studying this chapter, you should be able
to:

1. Recall the provisions of Public Law 94-142.
2. Understand the various categories of special

education, as well as the various classifications
within each category.

3. Discuss the various tests, scales, inventories,
and other assessment tools used for special-ed­
ucation purposes.

4. Know what the ordinary classroom teacher
should know about measurement of excep­
tional children in order to be able to deal effec-



tively with mainstreaming or at least be able to
communicate with other professionals.

INTRODUCTION

It is assumed that you have had, or will have, a
basic course in educational psychology. Accord­
ingly, we have minimized our focus on the etiol­
ogy of and classification of the various handicaps.
Also, we are not concerned with the educational!
instructional strategies that can be used with ex­
ceptional children (there are a variety of excellent
texts dealing with this). What we are concerned
with in this chapter is the screening/diagnosis and
subsequent assessment of exceptional children.

Writers in the learning problems area generally
agree that there are three assessment levels: (l) the
screening or survey level, in which group tests play
a significant role; (2) the intermediate level, where
diagnostic tests focus on a specific skill or ability;
and (3) the casestudy method, in which a detailed
workup of the child is made. Some of the tests that
are appropriate for the screening and intermediate
levels have been considered in previous chapters
and will be referred to here. Others will be dis­
cussed in more detail in the following sections.

Since the major national effort in dealing with
the handicapped is an outgrowth of our concern
with the equality ofeducation for the handicapped
and the resultant legislation and litigation, we will
spend a few minutes discussing these areas.

EQUALITY OF EDUCATION AND THE
HANDICAPPED

A movement toward equality of education for the
handicapped came about through a series of land­
mark legal decisions that affirmed that all handi­
capped children, even the most severely debili­
tated, have the right to (1) an appropriate
education, (2) due process oflaw, (3) nondiscrim­
inatory testing and evaluation procedures, (4) a
free public education, and (5) placement in the
least restrictive environment. For the purpose of
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our discussion here, we are mainly concerned
with the issue of nondiscriminatory testing and
evaluation procedures, since that impinges on the
role of the teacher, regardless of whether she is a
regular or special-education teacher. Weare also
concerned in this chapter with placement insofar
as it relates to using assessment results in making
valid placement decisions. The other three issues,
although of importance, are more relevant to the
school administrator than to the classroom
teacher.

Nondiscriminatory Testing and
Evaluation

As previously discussed, standardized tests in gen­
eral, and scholastic aptitude tests in particular,
have been severely criticized and litigation has
taken place in relation to the testing, identifica­
tion, and placement of mentally retarded students.
Two landmark California decisions were Diana v.
State Board ofEducation (Civil Action No. C-70
37 R.F.P.N.D. Cal., Jan. 7, 1970, and June 18,
1973) and the oft-quoted Larry P. v. Riles (Civil
Action No. 6-71-2270 343 F. Supp, 1036, N.D.
Cal., 1972). The former case resulted in an agree­
ment being readied whereby children were hence­
forth to be tested in their native language, and in­
terpreters were to be used if bilingual examiners
were not available. Also, California was directed
to develop a standardized test that was valid for
minority, nonwhite students. Finally, Chinese and
Mexican-American children presently in classes
for the educable mentally retarded were to be re­
tested and reevaluated. In the Larry P. case, the
judge ruled that traditional IQ tests discriminated
against black students in diagnosing their mental
handicaps. The judge further ruled that the San
Francisco School District was not permitted to
place black children in classes for the mentally re­
tarded solely on the basis of IQ tests, if such place­
ment resulted in a racial imbalance in these classes.
A case similar to that of Larry P. was the one in
Chicago (PASE v. Hannon, 1980) in which Judge
Grady contradicted the decision made in the Larry
P. case (see Chapter 22 for a fuller discussion of
these cases).
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Although the consequences of these legal deci­
sions are not clear-cut, it would appear that, in
California at least, factors other than a scholastic
aptitude score have to be used for placing a stu­
dent in a class for the mentally retarded or in some
other special education program. In addition, in­
dividually administered intelligence tests have to
be used; if the tests are verbal, they must be in the
examinee's native language; any assessment has to
include estimates of the child's adaptive behavior;
the examiner has to be fluent in the examinee's na­
tive language; the tests used must be free from any
racial or cultural bias; and no test that has some
manipulative tasks can be used when testing the
physically handicapped. The first two cases pre­
viously cited no doubt played a large part in the
enactment of Public Law 94-142, with the atten­
dant regulations that were printed in the Federal
Register of August 23, 1977. (See Lidz, 1981, for
a discussion of the educational implications of PL
94-142. For a full discussion of court rulings re­
lated to whether testing discriminates against mi­
norities and the handicapped, see Bersoff, 1984.)

Public Law 94- 142

Perhaps the most sweeping legislation since the
Elementary and Secondary Education Act is Pub­
lic Law 94-142, which became law in 1975. This
law, also referred to as the Education for All Chil­
dren Act, and the concept of mainstreaming has
drawn all teachers-not only the special-educa­
tion teachers-into the arena of evaluating and
providing for the handicapped. Ordinary class­
room teachers must now be, or quickly become,
cognizant of and familiar with the various tech­
niques available to identify the handicapped, the
procedures available to monitor the progress of
the handicapped, and the services available to help
meet their educational needs.

The major provisions of PL 94-142 are as fol­
lows:

1. All handicapped children between the ages of
3 and 21 are entitled to free public education.

2. The early identification and intervention of

handicapped children between the ages of 3
and 5 is encouraged by providing financial in­
centive grants to those that provide such chil­
dren with special education.

3. A contract is drawn up so that an individually
prescribed educational program is developed
by a school official, the child's teacher and par­
ents, and where possible, the child. This con­
tract must identify the child's strengths and
weaknesses, short- and long-term goals, and
the services that will be used to reach those
goals. Also, the contract is to indicate the
amount of time the child is to spend in the reg­
ular classroom and the manner in which the
child's progress is to be assessed and moni­
tored.

4. All tests, scales, inventories, and assessment
tools used to diagnose, classify, and place hand­
icapped children must be free from racial and
cultural bias. All testing is to be done in the
child's native tongue.

S. Handicapped and nonhandicapped children
will be taught together as long as possible. This
is referred to as "mainstreaming." Handi­
capped children will be placed in special classes
only when the type or severity of the handicap
is such as to preclude them from obtaining
maximally effective instruction in the regular
classroom.

6. All handicapped children must be identified
through preliminary screening instruments.

7. Each child is to be reevaluated regularly in the
program.

8. The diagnostic assessment is to be done by a
team composed of school psychologists, re­
source specialists, administrators, and teach­
ers-with parent participation-utilizing a va­
riety of techniques.

In order to comply with these mandates,
achievement and aptitude tests must be adminis­
tered to exceptional children. Most of the conven­
tional, group-administered (and, sometimes, indi­
vidually administered) aptitude and achievement
tests previously discussed are invalid when dealing
with many types of exceptional children. For ex-



ample, can a blind child deal with the performance
subtests of the WISC-R? Can a deaf child be
given the verbal portion of the WISC-R or the
Stanford-Binet? Would a child who is orthopedi­
cally handicapped be able to write his or her an­
swers to any of our pencil-and-paper tests? The
answer to these and similar questions is in the neg­
ative. Accordingly, special tests, or modifications
of existing tests, must be used to assess the cog­
nitive skills and abilities of many exceptional chil­
dren. In the next sections, we will review some of
the tests used to assess exceptional children.

PL 94- t 42 and the Regular Classroom
Teacher Where do regular classroom teachers
fit into the implementation of PL 94-142? What
do they have to know about testing? According to
the law, the regular classroom teacher has respon­
sibilities in the following areas:

1. Identification. Is Gregory a slow learner, or is
he learning-disabled? This differentiation is
vital, since PL 94-142 covers the latter (and
provides commensurate financial support for
education) but not the former. In order to
make this distinction, both aptitude and
achievement data are needed.

2. Individual Assessment. The regular classroom
teacher has the responsibility of gathering data
about the child's competencies. This assess­
ment will normally consider the mental, phys­
ical, language, psychomotor, adaptive, and so­
ciological functioning of the child. Some of
these data are obtained from informal class­
room assessments, while other information is
obtained from standardized tests. But which
standardized tests? Should one use data ob­
tained from a group or an individual test?
Why? Which testts) is (are) valid? We will an­
swer these questions in later sections.

3. DevelopingandImplementing an Individual Ed­
ucational Plan. The data gathered above deter­
mine, in large part, the child's educational ob­
jectives and the instructional strategies to be
used. Generally, assessment of the degree of

ASSESSING EXCEPTIONALITY 437

accomplishment of these goals is made with in­
formal, teacher-made tests.

In any of the activities noted above, standard­
ized tests often playa significant role, especially in
the identification, diagnosis, and learning assess­
ment of exceptional children. Because regular
classroom teachers play such an important role
today in the education of the exceptional child,
they must be cognizant of the measurement tools
available and possess the measurement skills
needed.

Before discussing the types of special education
and some of the methods by which special educa­
tion students can be diagnosed, we should spend a
few minutes considering some of the problems in­
volved when assessing children with special needs.

ASSESSING THE EXCEPTIONAL
CHILD

Although there are problems inherent in the as­
sessment of ordinary or "normal" children, there
are even more problems when dealing with the ex­
ceptional child.' Fuchs et al. (1987) studied 27
norm-referenced aptitude and achievement tests
and found that many of them failed to provide ev­
idence regarding the validity of the test for hand­
icapped students (see also Pechman, 1985; Sexton
et al., 1988; Sexton, 1983.) First, most of the stan­
dardized aptitude and achievement tests have been
normed using normal children, that is, the norms
have been developed on the basis of performance
of children who are not, for example, hyperactive,
emotionally disturbed, gifted, or hard-of-hearing
(Bennet, 1983; Sherman & Robinson, 1982).
What is more disconcerting is the fact that there
are few instances where test publishers have cau­
tioned users regarding the validity of any interpre­
tations, even though Standard 14.2 of the Stan-

2For a refreshing and unique way of looking at exceptional
children from birth through old age, see Cleland and Swartz
(1982).
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dards (1985) suggests this be done. Hence, the
norms of standardized tests when used with spe­
cial-education students might not be appropriate
and could raise unrealistic expectations. Second,
observation is one of the most important tools that
can be used to diagnose children with special
needs. However, as pointed out in Chapter 9, the
observational approach under ordinary circum­
stances (but possibly more so when used with spe­
cial-education students) is fraught with many
problems, particularly that of bias. Third, children
with learning difficulties or behavior problems, es­
pecially the latter, may vary greatly in their behav­
ior. Johnny may be hyperactive today and tomor­
row but next week may be normal. Or Mary may
be grossly uncoordinated on the playground today
but behave differently tomorrow when a new
game is played. Finally, remember that when deal­
ing with the exceptional child, you are dealing
with the extremes, be it of learning ability, per­
sonality, behavior, or physical coordination. This
often results in measurement that is not as reliable
as would be obtained if one were dealing with the
average child. In dealing with the exceptional
child, particularly with the learning disabled
where we invariably have many scores, we must
be cognizant of the unreliability of difference
scores.

Another problem associated with the testing of
the handicapped is the question of whether mod­
ifying the directions or the stimuli-such as using
large type or Braille for the visually handicapped;
oral procedures for the blind; nonverbal directions
and tests for the deaf-affects the test's validity
and causes differential item functioning between,
for example, blind students taking a Braille edition
and nonblind taking a regular edition (Bennett et
al., 1989).

As of now, little empirical evidence is available
to answer this question with any degree of cer­
tainty. The 1985 Standards fir Educational and
Psychological Testing, addressing the problems as­
sociated with using modified standardized tests for
the handicapped, carefully points out that test pub­
lishers have a responsibility for issuing appropri­
ate caveats in their manuals vis-a-vis test interpre­
tation; that they should explain what modifications

have been made and how they might affect the
test's validity when used with a handicapped pop­
ulation; that the modified test's validity and reli­
ability are to be reported; and that special norms
be available when interhandicapper comparisons
are to be made. (See Laing & Farmer, 1984, for a
discussion of the modifications made by the ACT
Program for testing the handicapped.) We are
gratified that. some test publishers are addressing
the problem of validating their tests for the hand­
icapped (Bennett & Ragosta, 1985).

Despite the fact that many test publishers are
negligent in their failure to issue appropriate cau­
tions, they are only partly at fault. As we have re­
iterated throughout, final responsibility rests with
the user. As Standard 6.3 states, "When a test is
to be used for a purpose for which it has not been
previously validated, or for which there is no sup­
ported claim for validity, the user is responsible fir
providing evidence of validity" (italics added)
(AERA, APA, NCME, 1985, p. 42). Finally, the
examiner effect, which may be operative when
dealing with normal as well as handicapped per­
sons, appears to be exacerbated when testing the
handicapped. Fuchs et al. (1983, 1984, 1985a,
1985b, 1986) reported that for nonhandicapped
students, there was no difference in their perfor­
mance when tested with a familiar or unfamiliar
examiner, but for speech and language-handi­
capped children, their performance was signifi­
cantly higher when they knew the examiner.
These researchers found a significant task com­
plexity by response mode (gestural vs. verbal) in­
teraction, suggesting that those tests requiring
verbal responses may spuriously underestimate
examinees' abilities, especially those of handi­
capped children. We should be aware of this,
since many of our screening, diagnostic, and IQ
tests, even for exceptional children, employ a ver­
bal response mode.

There is also some concern regarding the per­
formance of handicapped (especially the visually
impaired) students on tests normed with non­
handicapped students. Bennett and Ragosta's
(1985) review of studies dealing with the perfor­
mance of handicapped students on undergraduate
admissions tests indicated that in general, students



with visual and physical disabilities perform about
equally with nonhandicapped students, but those
with learning disabilities and hearing impairment
score much lower. Regarding test validity, studies
show little difference between nonhandicapped
and handicapped students (Braun et al., 1986;
Rock et al., 1985). Bennett et aI.'s (1989) study
showed that although there was very little differ­
ential performance on the SAT when item clusters
were studied, there were some notable differences
when the item level was considered, the most se­
rious affecting visually impaired students taking
the Braille edition. Somewhat related is the prob­
lem centering on the content validity of achieve­
ment tests designed for the normal population.
How valid are these tests for handicapped chil­
dren? If, say, a child is dyslexic, should we use a
standardized reading test? If we are teaching read­
ing to dyslexic children by some means other than
the phonetic method, is it not somewhat ludicrous
to measure the child's development in phonics for
a child who will never use sounds in order to learn
to read?

Strain, Sainto, and Mahan (1984) report re­
search that suggests that current standardized tests
(for reasons such as those mentioned above) may
have limited value in assessing the ability and
achievement of seriously handicapped persons. In
fact, Gerber and Semmel (1984) contend that
teachers' observations may yield more valid data
than do our standardized tests. Does this mean that
the seriously handicapped are untestable or that
the situation is hopeless? Definitely not! It does
suggest, however, that we will have to use differ­
ent approaches.'

Ysseldyke and Thurlow (1984) contrast the
norm-referenced approach (which relies almost
exclusively on standardized assessment tools) and
the continuous-monitoring approach (which relies

l Although we firmly believe that the classroom teacher, by vir­
tue of daily contacts with students, is in the best position to
make a preliminary screening and identification of the excep­
tional child, we agree with the courts that teacher observation,
per se, is insufficient to identify learning-disabled children and
should be supplemented with standardized test data (Frederick,
1977).
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heavily on more subjective data gathered from ob­
servations and parental input) for making deci­
sions about the mildly handicapped and propose a
modified norm-referenced approach that com­
bines the two methods for making diagnoses and
referral decisions.

Thus it is obvious that there are inherent prob­
lems in the assessment of exceptional children and
adults. This, however, should not dissuade us in
our attempts to study such individuals. Rather, it
should spur professional test-makers to improve
existing instrumentation and should force psy­
chologists and educators to temper their conclu­
sions based on test results.

Many research studies dealing with the assess­
ment of exceptional children involve computing a
correlation coefficient. Be careful! Correlation
does not imply causation. Just because we know
that children with learning disabilities often suffer
from poor motor coordination, this does not mean
that a pupil's dyslexia is caused by his poor motor
coordination.

TYPES OF SPECIAL EDUCATION

There are different categories of students needing
special education-such as the physically and vi­
sually handicapped, the speech impaired, the men­
tally retarded, the hard of hearing, the deaf, the
gifted, the learning disabled, the emotionally dis­
turbed, and any others needing special attention
and assistance-which reflect different social,
emotional, physical, and mental conditions among
children. For that reason, we cannot refer to spe­
cial-education students in an all-inclusive sense.
Rather, we must carefully specify the type of spe­
cial-education student with whom we are dealing.

In a few instances, the initial diagnosis and re­
ferral is made by a specialist rather than by the
regular classroom teacher." But in many, if not
most, instances, the initial diagnosis and referral is

4A complete educational assessment program for the handi­
capped requires a team effort of classroom teacher, diagnosti­
cian, school psychologist, and medical personnel.
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made by an observant teacher who notices that a
pupil is not behaving normally. For example,
Mary's eyes are always tearing, or Peter frequently
cocks his head to the left, or Allan always appears
to be tired. The tests used to diagnose children in
need of special assistance can range from the
highly sophisticated CAT scanner to the simple
and familiar Snellen Eye Chart. Regardless of who
makes the initial referral or diagnosis, the ordinary
classroom teacher becomes an integral part of the
treatment since she is responsible for the special­
education student. The concept of "mainstream­
ing," which according to PL 94-142 requires that
all handicapped and nonhandicapped children be
educated together, places an added incentive for
the regular classroom teacher to be aware of the
different methods, tests, and instruments for as­
sessing the special-education student.

The categories of special education to be con­
sidered in this chapter are as follows: Mentally Re­
tarded, Emotionally Disturbed, Sensory Handi­
capped (visual, hearing, speech), Physically
Handicapped, Learning Disabled, and Gifted. It
should be noted that although we are discussing
the various types of special-education students
separately, it should not be implied that they are
mutually exclusive. In fact, in many instances
there is an interrelationship between one or more
of the handicaps. For example, a mentally retarded
child may also be emotionally disturbed.

Mentally Retarded

Four categories of mental retardation are com­
monly used: slow learners, educable mentally re­
tarded, trainable mentally retarded, and severely
mentally retarded. Pupils in the first three catego­
ries may be placed in special-education classes (but
with present-day emphasis on mainstreaming,
more and more of them are placed in regular class­
rooms), while the severely mentally retarded (IQ
levels below 25) are generally institutionalized
early in life and require constant attention.

It has been charged by critics that people have
been classified as mentally retarded solely on the
basis of an IQ score. In fact, it has been asserted

that up until the 1970s, a standardized individual
IQ test such as the Stanford-Binet or the Wechs­
ler scales was the sine qua non for determining
mental retardation. We deplore such action!
Today, there is less rigid reliance on an IQ score
than in the past and greater consideration to adap­
tive behavior, social and developmental history,
and contemporary functioning in a variety of set­
tings. This is evident from the latest American As­
sociation of Mental Deficiency (AAMD) defini­
tion that "mental retardation refers to significantly
subaverage intellectual functioning existing con­
currently with deficits in adaptive behavior and
manifested during the developmental period"
(Grossman, 1983, p. 11). The IQ score ranges
used for the classifications are somewhat arbitrary
and may vary from one school system to another.
Some of the more commonly used individual in­
telligence tests for diagnosis and classification are
the Wechsler Intelligence Test fir Children-Re­
vised, the Bayley Scales ofInfant Development, and
the McCarthy Scales ofChildren'sAbilities. In some
instances, an initial diagnosis is made by screening
pupils with a group intelligence test such as the
Otis-Lennon or Differential Aptitudes Test. (See
various Mental Measurements Yearbooks for a dis­
cussion of these and other tests described in this
chapter.)

Generally speaking, the slow learner and edu­
cable mentally retarded are not diagnosed before
the child enters school. At that time, parents and
teachers may begin noticing symptoms that will be
confirmed by the child's performance on regular
school tests and often by the child's behavior. In
contrast, the trainable mentally retarded and defi­
nitely the severely mentally retarded are generally
identified early in life. For example, hydrocephal­
ics can be identified at birth and occasionally in
the fetal stage. Children who are slow walkers or
slow talkers, or generally late in their physical and
mental development, can be readily identified be­
fore they enter school. Hence, the identification is
made early in the child's life while at home or at
birth or sometimes even before birth, with the
final diagnosis being made by a specialist such as a
neurologist or psychologist.
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Communication

A total Adaptive Behavior Composite score is
the combination of the four domains. A Maladap­
tive Behavior domain is included in both the Sur­
vey and Expanded Forms and consists of items
that represent undesirable behavior.

The Survey Form is a semistructured interview
of a parent or caregiver and must be administered

years, 11 months. Responses are obtained by in­
terviewing either the child's parent, primary
guardian, or teacher about the child's usual abili­
ties. In fact, one can collect data from each of
these sources and interpret the child's behavior
from each perspective.

The VABS is especially designed for the men­
tally retarded but can be used with other handi­
capped and nonhandicapped persons.

Adaptive behavior is assessed in the following
four domains and subdomains:

Assessment programs for the mentally retarded
generally include (1) a measure of adaptive behav­
ior in daily living situations such as the AAMD
Adaptive Behavior Scale, the Adaptive Behavior In­
ventory for Children, Watson's Behavior Modifica­
tion Technology, the Vineland Adaptive Behavior
Scales (formerly the Social Maturity Scale), and
Balthazar's Scale of Adaptive Behavior; (2) some
measure ofmotor development, such as the Bruin­
inks-Oseretsky Test of Motor Proficiency; and (3)
some pluralistic assessment measure, such as Sys­
tem of Multicultural Pluralistic Assessment
(SOMPA) (see p. 330), which includes the WISC­
R (or WPPSI-R for younger children), in addition
to standardized measures of the examinee's social
competence in his or her environment and the ex­
aminee's physical condition (neurological and
physiological); and (4) some developmental mea­
sure such as the Bayley Scales or the Gesell Devel­
opmental Schedule. (See Sexton et al., 1988, for a
discussion of a promising instrument-the Batelle
Developmental Inventory.)

Of the more than 100 adaptive behavior scales,
three of the more commonly used are the Vineland
Adaptive Behavior Scale (VABS), the Adaptive Be­
havior Inventory for Children (ABIC), and the
American Association for Mental Deficiency Adap­
tive Behavior Scale (AAMD/ABS). We will now
discuss the three in greater detail, paying particu­
lar attention to the Vineland.

Vineland Adaptive Behavior Scale (VABS)
Published by the American Guidance Service
(1984), VABS is not only a revision but a total re­
development of the perennial Vineland Social Ma­
turity Scale. It has three forms. The Survey Form
(297 items), which is most similar to the original
Vineland Scale, and the Expanded Form (577
items, of which 297 are from the Survey) are de­
signed to assess the adaptive behavior (defined by
the authors as "the performance of the daily activ­
ities required for personal and social sufficiency")
of persons from birth to 18 years, 11 months of
age. The Classroom Form (244 items, some of
which are found in the other forms) is for those
students who range in age from 3 years to 12

Daily Living
Skills

Socialization

Motor Skills

Receptive (what child

~
understands)

Expressive (what child
says)

Written (what child
reads and writes)

Personal (personal

~
hygiene, eating habits)

Domestic (household
tasks performed)

Community (how child
uses money,
telephone, time)

Interpersonal Relations
/ (interaction with

L others)
~ Play and Leisure Time

Coping Skills
(sensitivity)

Gross (use of arms

L and legs for
movement)

Fine (use of hands and
fingers for
manipulation)
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by a trained interviewer. Whereas the Survey
Form gives a general assessment of adaptive be­
havior, the Expanded Form provides for a more
comprehensive assessment.

The Classroom Edition is independently com­
pleted by teachers and contains items related to
basic academic functioning. However, interpreta­
tion should be done only by trained clinicians.

The Technical and Interpretive Manuals give
good directions for administering, scoring, and in­
terpreting the results and contain informative
technical data. In addition, the manual and pro­
gram planning report provide valuable suggestions
for prescriptive educational treatment or habilita­
tive programs.

The VABS was standardized on stratified, rep­
resentative, national samples using 1980 census
data. Supplementary norms developed with resi­
dential and nonresidential samples of emotionally
disturbed, mentally retarded, visually impaired,
emotionally disturbed, hearing-impaired, and
hearing-handicapped children are available for the
Survey and Expanded Forms. For each of the four
major domain scores and total composite score,
standard scores, national percentile ranks, stan­
ines, and age equivalents are available, as is an
adaptive level (high-, adequate-, or low-perfor­
mance categorization). For the subdomains, adap­
tive levels and age equivalents are provided. A va­
riety of other norms are provided in the
Interpretive Manual.

Internal consistency, test-retest, and inter­
rater reliability estimates for the Survey Form are
quite respectable, ranging from the 0.70s to the
0.90s. Regretfully, they aren't as good for the Ex­
panded Form and Classroom Edition. Validity
studies are also reported.

Reports to parents are available for each form.
They explain the child's derived scores in relation
to his or her strengths and weaknesses. Space is
also available for parental recommendations.

Six commendable features of the VABS are (1)
an audiocassette that presents sample interviews;
(2) substantial overlap between the standardization
samples of the Survey and Expanded versions and
the Classroom Edition, which allows for direct

comparisons of scores; (3) substantial overlap be­
tween the standardization samples of the VABS
and K-ABC; (4) a computer software program
(ASSIST) that permits rapid score conversion and
profiling as well as effective record keeping; (5) a
Maladaptive Scale; and (6) the use of noninstitu­
tionalized as well as institutionalized subjects for
the standardization.

Adaptive Behavior Inventory for Children
(ABIC) Published by The Psychological Cor­
poration (1978), there is one form and 242 items.
It is intended for ages 5 to 11. The ABIC is one
of the three assessments models of SOMPA (see
p. 330). Six areas of adaptive behavior are mea­
sured: Family, Peers, Community, School,
Earner/Consumer, and Self-Maintenance. That is,
the ABIC measures role behavior in the home,
neighborhood, and community. Some of the items
are as follows:

How does the child get along with the children in
the neighborhood?

Does the child use a can or bottle opener?

The examiner interviews the principal guardian of
the child (generally the mother). All respondents
are asked the first 35 items.

The 207 items in Part II are grouped by age,
and only those items appropriate for the child are
asked. A 5-point scale is used. Provision is made
for indicating inability to answer because of lack
of knowledge. Raw and scaled scores are obtained
for each of the six area scores, as is a total score.

Because the ABIC was standardized on a ran­
dom sample of California children, the norms are
of questionable worth, vis-a-vis generalizability to
the nation's children. Split-half reliabilities for the
scaled scores were computed for each age level
and for each of three ethnic groups and are satis­
factory.

Validity, according to Mercer (1979, p. 109), is
"judged by its ability to reflect accurately the ex­
tent to which the child is meeting the expectations
of the members of the social systems covered in
the scales...." Unfortunately, the examiner may



find it difficult if not impossible to ascertain the
community's expectations and therefore will be
unable to ascertain validly whether the child has
adapted effectively. In studying validity, various
correlations were computed between the ABlC
and various aptitude, achievement, and sociocul­
tural scales. It is hoped that more empirical valid­
ity data will be forthcoming.

Adaptive Behavior Scale (ABS) The program
is published by the American Association for
Mental Deficiency (revised 1974). Although de­
signed primarily for the mentally retarded, it can
be used effectively with emotionally maladjusted
and handicapped persons. There is one form, ap­
plicable from ages 3 to 69 years. It takes from 15
to 30 minutes to administer. Two types of com­
petencies are assessed: affective and behavioral.
Like the Vineland, the information needed is
based on the observation of the examinee's every­
day behavior and can be completed by anyone who
has close contact with and knowledge about the
examinee.

The ABS has 110 items grouped into two parts.
Part I (66 items) is a developmental scale covering
10 behavioral domains concerning basic survival
skills and habits deemed important to the mainte­
nance of personal independence. For example, In­
dependent Functioning is further categorized into
eating, toilet use, care of clothing, and the like.
Provision is made in scoring of questions dealing
with activities the examinee has not had an oppor­
tunity to experience (e.g., eating in a restaurant).
Part II (44 items) covers 14 behavior domains that
focus primarily on maladaptive behavior related to
personality and behavioral disorders, such as hy­
peractivity and withdrawal. In each of the 14 do­
mains, a 1 is assigned to those behaviors (e.g., bites
others) that occur occasionally, a 2 if occurrence
is frequent.

The fact that the test was standardized on an
institutionally based mentally retarded population
limits the generalizability of the normative data
and raises other psychometric questions. The
manual does not provide any reliability data other
than inter-rater reliabilities, which range from
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0.71 to 0.98 for Part I and from 0.37 to 0.77 for
Part II. Evidence suggests that most of the do­
mains do not overlap. A paucity of data are fur­
nished to demonstrate the scale's validity.

Clear administration and scoring instructions
are given in the manual. In addition, the scale's au­
thors caution the user in interpreting the scores.
According to the authors, it is of paramount im­
portance to interpret an examinee's scores relative
to his or her ability to function in the environ­
ment.

The Public School Version (grades 2-6) is
identical to the 1974 ABS except for the 15 items
deleted to conform to public school settings. The
only other marked departure from the ABS is that
the rater uses a different scoring system.

Whereas Salvia and Ysseldyke (1978) are not
too positive in their evaluation of either the ABS
or the Public School Version, Speat (1980) is not
overly critical, contending that the ABS provides
valid estimates of group membership.

Other examples of adaptive behavior scales are
Watson's Behavior Modification Technology, Baltha­
zar's Scale ofAdaptive Behavior, the TMR Social
Competency Tests, and the Cain-Levine Social Com­
petency Scales. The latter two are especially de­
signed to assess the social competency of trainable
mentally retarded persons.

Problems In Assessing Adaptive Behavior
It would appear that regardless of the scale used to
measure adaptive behavior, there are two inherent
problems: (1) the traditional adaptive behavior
scales lean heavily on information gathered from
"third parties," and this information may be either
incorrect, biased, or both and (2) because many re­
tarded persons have difficulty in communication,
securing valid measures and information from
them is very difficult, sometimes even impossible
especially when other special conditions are found
with the retardation.

Assessing the learning potential of the mentally
retarded has been a challenging endeavor. For a
variety of reasons, the contemporary scholastic
aptitude measures are being replaced by dynamic
assessment tools that are concerned with the mea-
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surement of learning and cognitive processes (see
Feuerstein et aI., 1979; Anastasi, 1988; and
Switzky, 1981).

In summary, we can say that presently there are
no standardized and well-normed tests of adaptive
behavior covering infancy through adulthood. Un­
fortunately, many of the seales have been normed
on an institutionalized and/or retarded population.
It should be noted that there is no single, all-inclu­
sive adaptive behavior scale that covers all areas of
behavior-social, motor, and the like. Accord­
ingly, users wishing to assess adaptive behavior
must select the most valid scale. Care must also be
exercised in ascertaining the relevancy of the stan­
dardization sample for a particular examinee. For
example, one shouldn't use the ABS for noninsti­
tutional examinees. Nor should the ABS even be
considered if the examinee is not emotionally mal­
adjusted or developmentally disabled.

Emotionally Disturbed

Another handicapped group worthy of special at­
tention and consideration are those children who
are classified as emotionally disturbed. There is dis­
agreement as to both the definition of and the
causes of emotional disturbance. Most children
exhibit symptoms of emotional disturbance some­
time in their lives. Have we all not fantasized or
hit our head on the wall at one time? No doubt we
have. But should children who on occasion exhibit
such behavior be classified as emotionally dis­
turbed? We believe not. We do believe, however,
that it is necessary for the ordinary classroom
teacher to be observant of what might be termed
abnormal behavior. We do believe that teachers
should be cognizant of the various stages of de­
velopment and recognize that fighting, arguing,
withdrawing, and bullying are not necessarily ab­
normal. We believe that only when such behaviors
are the general pattern rather than the exception
to the rule should we become concerned. In other
words, the teacher's judgment is very important in
the identification stage.

There are no special tests, inventories, or scales
that classroom teachers can use to help in their

identification of emotionally disturbed children.
All we are able to say is that teachers must be ob­
servant and then, if they have any suspicions,
should call in professionals.

Sensory Handicapped

Classified as sensory handicappedare children with
vision, hearing, and speech defects.

One of the first things a teacher should do ifshe
suspects that a pupil is experiencing either social
or academic difficulty is to check the child's visual
and hearing acuity. A child who has difficulty see­
ing or hearing or both will undoubtedly have dif­
ficulty in learning. If the student cannot see the
board, he will not be able to read what is written
on, it and may answer a question written on the
board incorrectly because he misread the question,
not necessarily because he did not know the cor­
rect answer. And if there are many instances
where the student gives an incorrect answer be­
cause of a hearing or sight problem, the student
may be labeled as stupid or a smart aleck.

Visually Handicapped There are two catego­
ries of visually handicapped-partially sighted and
blind-depending on the degree of vision ex­
pressed in terms of how well the person is able to
read letters from 20 feet that a normal person can
read from 20 feet. For example, a person with 20/
40 vision is able to read letters at 20 feet that a
normal person is able to read at 40 feet. A very
simple screening test is the familiar Snellen Wall
Chart.

There are three ways in which vision may be
limited: (1) color vision problems, (2) field of vi­
sion (tunnel vision) limitations, and (3) visual acu­
ity weakness. Although there are a variety of tests
and instruments available for diagnostic screening
for visual problems-such as the Snellen Wall
Chart, the Massachusetts Vision Test, the Fitneus
Vision Tester, the Duorine Pseudo-Isochromatic
Plates, and the Isbabara ColorBlind Test-the ob­
servant teacher once again is the initial screener.
Children complaining of frequent dizzy spells,
with red or watery eyes, sloppy unaligned written



work, tilted heads or squinting when reading, and
letter reversals in reading may be suffering from
vision problems.' An alert teacher generally is able
to see the problem(s) and request additional test­
ing by a specialist.

It should be evident that performance tests and
tests that require extensive reading, such as para­
graph comprehension, are not appropriate for as­
sessing the aptitude or achievement level of blind
examinees (although the material could be read to
the examinees, they would need a phenomenal
memory, especially for multiple-choice items).
The most suitable procedures for testing the blind
are oral examinations, although adaptations of ex­
isting tests can be used (the Binet and Wechsler
have Braille editions; the SAT, the SCAT, and
portions of the GRE have large-type editions). An
aptitude test specifically designed for the blind is
the Blind Learning Aptitude Test (BLAT). The
BLAT, a tactile test, uses a bas-relief format and
is designed for children between 6 and 12 years of
age. Two scores are obtained: a learning-aptitude
test age and a learning-aptitude test quotient.
BLAT was standardized on blind children in res­
idential and day schools. The internal consistency
and test-retest reliability reported compares fa­
vorably with other special population tests. Re­
grettably, the validity data are woefully inade­
quate.

Another type of visual impairment deals with
visual perception, such as eye-hand coordination,
visual attention to detail, and discrimination of
shapes and colors. The WISC-R in its picture
completion, block design, coding, and object-as­
sembly subtests and the Illinois Test ofPerceptual
Abilities' visual memory, visual association, visual
reception, and visual closure subtests measure cer­
tain facets of visual perception. However, there
are two commercially published tests that were
specifically developed to assess visual-perceptual
skills-the Bender-Visual Motor Gestalt Test and

5See Helping the Partially Sighted Child in the Classroom (Pub­
lication T-300, National Society for the Prevention of Blind­
ness, New York, 1965) for a list of ten behavioral signs that
may be indicative of a visual problem.
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the Frostig Developmental Test of Visual Percep­
tion. Although Bender and Frostig approached
their tasks from different theoretical orientations,
both were concerned with measuring skills
deemed to be important in reading so that reme­
diation of the defects would result in improved
reading ability. Regretfully, the empirical evi­
dence shows very little improvement in reading
skill as a result of remediation in the weakness(es)
shown by the tests.

Some other visual-perception tests are the Pri­
mary Visual Motor test, the Revised Visual Reten­
tion Test, and the Illinois Test of Psycbolinguistic
Abilities.

Hearing Handicapped There are two catego­
ries of hearing handicapped children-hard of
hearing and deaf (children with a hearing loss so
severe that language development does not occur
during the prelingual period). There are some
who advocate classifying deafness into two cate­
gories, depending upon when the hearing loss oc­
curred. Furthermore, degree deafness is depen­
dent upon frequency and intensity of sound.

Because many learning problems have as their
genesis some form of auditory weakness, the early
detection of hearing problems is imperative so that
appropriate remediation can be initiated. Just
think for a moment of what transpires in the class­
room. Ms. Krone asks a question, and Charles is
expected to answer the question. But regardless of
how bright Charles might be, he may either not
answer the question or may answer it incorrectly
because he did not hear the question. Consider
Mary, who appears to be very aloof, is not ac­
cepted by her peers, is a loner, and eventually be­
comes a behavior problem. It is quite conceivable
that Mary's behavior is not the result of some per­
sonality quirk but rather the manifestation of a
hearing problem. Similarly, children experiencing
difficulty with speech, language, and reading and
those often performing below their academic po­
tential may well be suffering from some form of
hearing problem.

Although the teacher who suspects that a child
has a hearing problem might use some of the sub-
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tests of the WISC-R or the Illinois Test ofPsycho­
linguistic Abilities, she would better use the Gold­
man-Fristoe-Woodcock Auditory Test Battery or the
Wepman Auditory Discrimination Test, which are
specifically designed to measure auditory percep­
tion. The former consists of four major tests. The
latter is very simple-the examiner says two
words, and the examinee indicates whether the
sounds are the same or different. Preliminary re­
search is encouraging with respect to the Auditory
Test Battery. Some other auditory perception
measures are the Auditory Memory Span Test, the
Auditory Sequential Memory Test, the Flowers Test
of Selective Attention (Experimental edition), and
the Kansas State University Speech Discrimination
Test. Some of the tests can be administered by the
ordinary classroom teacher. Others require a cli­
nician. We believe that the teacher who suspects
the child has a hearing problem should refer the
child to a specialist for actual diagnosis and treat­
ment.

A problem in testing the deaf is that they are
generally handicapped when taking verbal exams
because their language development has been neg­
atively affected. Early performance tests such as
the Pintner-Paterson and the Arthur Performance
Scale were especially developed to test the deaf.
Although the Wechsler Scales have been adapted
for testing the deaf, the use of the norms and the
tests' psychometric properties may be suspect be­
cause they have been standardized on examinees
with normal hearing. To circumvent this prob­
lem, some instruments, like the Hiskey-Nebraska
Test ofLearning Aptitude (HNTLA), were devel­
oped for and standardized on the hard of
hearing.

The HNTLA is an individually administered
intelligence test designed for deaf and hard-of­
hearing children ranging in age from 3 to 16 years.
The test is administered in pantomime. Practice
exercises are available. The HNTLA has 12 per­
formance subtests. There are separate norms for
the deaf and for the hard of hearing. The split-half
reliabilities are in the 0.90s. Again, as with most
of the tests designed for special populations, the
validity evidence is sparse. Because of limited

technical data, the test scores must be judiciously
interpreted.

Again what is important is not the definition of,
or the causal factors associated with, a hearing
handicap. Rather, of vital importance is what, if
anything, teachers can do or use to initially iden­
tify and diagnose children with hearing problems.
(The final determination and treatment is left to
the specialist.) Most children with mild hearing
defects go undetected in classrooms because they
are able to talk. But many children who are inat­
tentive, are low achievers, or have poor listening
skills may have a hearing problem rather than an
emotional problem or low intelligence.

Speech Handicapped Speech is fundamental
to the communication process. There are many in­
stances where a speech defect manifests itself due
to some other form of handicap. For example, a
child may have a speech defect because of defi­
cient hearing. Some speech disorders are readily
observable, such as cleft palate or stuttering. Oth­
ers, such as a slight huskiness, may be ignored be­
cause they are so mild. Regardless of the severity
of the disorder, it is the teacher's observational
skills that play a vital role. Only after an initial
screening-for which no test, per se, exists-is
the child referred to a specialist for further testing
and diagnosis. Some of the more commonly used
articulation tests are the Templin-Darley Test of
Articulation and the Goldman Fristoe Test ofArtic­
ulation, both of which should be administered only
by a specialist.

Physically Handicapped

Although speech, vision, and hearing defects could
conceivably be classified as types ofphysical hand­
icap and have a neurological or orthopedic basis,
we have purposely treated them as sensory hand­
icaps. Accordingly, we restrict our consideration
of the physically handicapped to those whose de­
fects are not sensory. Also, we have selected for
discussion (from the myriad of physical handicaps)
the two that teachers generally will encounter: ep­
ilepsy and the orthopedically handicapped.



Epilepsy Epilepsy is characterized by the victim
having a seizure. These seizures can be severe
(grand mal) or of a less serious nature (petit mal).
Although the seizures per se are due to electro­
chemical disturbances in the brain, there is the be­
lief that the causes of epilepsy may be rooted in a
variety of neurological disorders. Once again, the
ordinary classroom teacher is dependent upon her
skill of observation and her knowledge of some of
the symptoms associated with an epileptic seizure.
The final diagnosis and treatment is best left to
professionals.

Orthopedically Handicapped The orthope­
dically handicapped, especially the severely cere­
bral palsied," pose the greatest assessment prob­
lems.

These students generally have problems work­
ing with performance tests, since their motor co­
ordination is severely affected; the tension that
they may be working under makes the validity of
their test scores suspect; and if they suffer from
severe speech defects, both verbal and oral testing
is nearly impossible. In addition to these prob­
lems, the examinees' susceptibility to rapid fatigue
makes it imperative to have many brief testing ses­
sions.

Most of the assessment devices developed for
the orthopedically handicapped are adaptations of
tests such as the Stanford-Binet, the Porteous
Mazes, and the Leiter International Performance
Scale, all of which were originally designed for
testing normal people. Unfortunately, validity data
for special populations are lacking.

However, tests have been developed that re­
quire the examinees only to point, to nod their
heads when the correct response is read, and so
on. For this reason, pictorial scales like the Pea­
body Picture Vocabulary Test and the Columbia
Mental Maturity Scale have been found to be use-

6We recognize that cerebral palsy is a neurological disorder.
However, since it is restricted to disturbances of the voluntary
motor system and manifests itself in uncoordinated muscular
behavior, we refer to it as a type of orthopedic handicap.
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ful and valid tests for the orthopedically handi­
capped (see Dunn & Dunn, 1981).

Some other types of physical disability are cys­
tic fibrosis, muscular dystrophy, diabetes, and con­
genital heart problems. Unless the disability is
somewhat severe, most children manifesting these
illnesses are able to function well in the ordinary
classroom. Granted, there may be some types of
activities, such as strenuous sports or running,
where such children should not be required or ex­
pected to participate as do the other class mem­
bers, but these are generally exceptions to the rule.

Learning Disabled

There are many children who have no sensory or
physical handicap and who are of average intelli­
gence but have difficulty in learning one or more
basic skills, generally reading. Such children are
categorized as learning disabled (LD), and they are
recognized by virtue of the fact that there is a
discrepancy' between their academic achievement
and their aptitude potential, as measured by an
achievement and aptitude test, respectively. In ad­
dition, LD children often have disturbances of
language development, may be overly aggressive,
have poor motor coordination, be hyperactive, and
the like (Anastasi, 1988). As with the other cate­
gories of special education, the definition of learn­
ing disability is fraught with controversy. Some
definitions specifically exclude children whose
learning problem(s) may be due to mental retar­
dation or a hearing, motor, or visual handicap.
Some definitions consider sociological factors.
We subscribe to the definition given by Kirk and
Bateman because it offers suggestions for remedi­
ation. Their definition is as follows:

A learning disability refers to a retardation, disorder,
or delayed development in one or more of the pro­
cesses of speech, language, reading, writing, arith­
metic, or other school subjects resulting from a psy­
chological handicap caused by possible cerebral

7A major problem here centers on the method of computing
this discrepancy (see Berk, 1984).
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disfunction and/or emotional or behavioral distur­
bances. It is not the result of mental retardation, sen­
sory deprivation, or cultural or instructional factors
(I 962, p. 263).

If one subscribes to the definition that excludes
mental retardation, severe emotional disturbances,
cultural or educational deprivation, and sensory
loss or weakness, it should be evident that the
common diagnostic instruments available will not
readily identify the child with a learning disability.

We would be remiss ifwe did not at least men­
tion that some critical measurement issues are in­
volved in the assessment of learning disability. In
addition to the definition of a "severe discrepancy
between aptitude and achievement" mentioned
above, there is the problem of the validity of the
tests used to screen and diagnose LD persons. As
of now, many of the instruments used for excep­
tional children are woefully inadequate with re­
spect to their validity and reliability.

Once again, we are very dependent on the ob­
servant classroom teacher. Although parents
would normally be expected to notice whether or
not their child had poor motor coordination, was
restless, and had a poor memory, this is seldom the
case. The observant teacher, especially the kinder­
garten or first-grade teacher, is usually the first
person to recognize the symptoms of learning dis­
ability. And if these teachers do not, surely the
second- and third-grade teachers should notice
children who, although of average or above-aver­
age intelligence, are having difficulty with their
schoolwork and do not seem to be working up to
their potential.

Generally, the assessment of children with
learning disabilities is a team effort and involves a
variety of tests, inventories, and other instru­
ments. The classroom teacher will normally ad­
minister a group test, such as the [astak Wide
Range Achievement Test or the Kaufman Test of
Educational Achievement, for screening purposes.
She may also administer the Slingerland Screening
Testfir Identifying Children with Specific Language
Disability. She will also provide the team with data
gathered from the child's cumulative folder,
which, if properly kept, will contain anecdotal-

type information, previous reports by other psy­
chologists and teachers, health records, academic
records, and the like. At this point, various spe­
cialists will come into play. A psychologist may
then be called upon to administer and interpret an
individual scholastic aptitude test to assess the
child's academic potential. It may be a verbal test
such as the Stanford-Binet, the WISC-R, the
WPPSI-R, or the McCarthy Scales of Children's
Abilities or a nonverbal test such as the United
States Employment Services Nonreading Aptitude
Test or the Goodenougb-Harris Drawing Test.
Tests such as the WISC-R, and WPPSI-R, and the
McCarthy Scales not only provide a global index of
aptitude to help one differentiate between learning
disabilities and mental retardation but the subtests
also provide valuable information about specific
deficiencies such as memory span and visual per­
ception.

To obtain measures of a child's academic per­
formance, we may use teacher-made tests or stan­
dardized achievement batteries such as the SESA T,
CIRCUS, the primary levels of the Stanford
Achievement Test, or some of the tests discussed
earlier. To assist the teacher in diagnosing pupil
strengths and weaknesses, there are a variety of
readiness and diagnostic tests available that, on
close examination, show that their items closely
resemble specially designed tests of learning dis­
ability such as the Frostig Development Test of Vi­
sual Perception, the Visual Retention Test (Re­
vised), and the Auditory Discrimination Test.

Up to this point, our discussion of the various
tests available for assessing a child's intellectual
capacity has been of those that are used routinely.
These, however, may be inappropriate for testing
people who, for one reason or another, have dif­
ficulty responding to traditional tests. To accom­
plish this, three approaches have been used: (1)
Adapting existing test procedures (e.g., using the
large-type or Braille edition of the SeAT or not
timing a timed test; unfortunately, such proce­
dures invalidate the use of existing norms). (2)
Using tests to which a handicapped person can re­
spond (e.g., a deaf examinee can answer items on
the Peabody because it uses pictures; but once
again we have a problem analogous to the one be-



fore in that the test has been standardized on non­
handicapped subjects). (3) Using specially desig­
nated tests. Some examples of such tests are:

a. The Arthur Adaptation of the Leiter Interna­
tional Performance Scale. Useful for deaf and
speech-impaired subjects or any others who
have difficulty responding verbally. Psycho­
metric data are woefully lacking.

b. The Pictorial Test ofIntelligence. Can be used
for both normal and handicapped children. Es­
pecially suited for orthopedically handicapped
children. Requires no verbal stimuli or re­
sponse. Also good for children who have
speech or language problems.

c. The Columbia Mental Maturity Scale. Origi­
nally designed for cerebral-palsied children.
May be used with children who have difficulty
responding verbally. The examinee makes vi­
sual-perceptual discriminations. Technically
adequate. Must be interpreted cautiously since
it measures only two kinds of intellectual be­
havior-classification and discrimination.

d. The Illinois Test ofPsycbolinguistic Abilities. In­
dividually administered. Suitable for children 2
to 10 years of age. Uses a channels (auditory­
vocal and visual motor) X processes (receptive,
organizing, and expressive) X levels (represen­
tational and automatic) model. Heavy middle­
class cultural orientation, which raises ques­
tions about validity for low SES minority chil­
dren. No technical data are given.

We have purposely focused, at least in the tests
of learning ability (aptitude/IQ), on individually
administered tests for the following reason: Indi­
vidually administered tests provide an experienced
and insightful examiner with a wealth of clinical
information beyond the examinee's performance
or problem solving-that not only have an impact
on the examinee's performance but that should be
considered in the test interpretation. Some of the
more commonly used individual aptitude tests are
the Wechsler Scales (WISC-R, WAIS-R, WPPSI­
R), the Stanford-Binet-i (SB-4), the McCarthy
ScalesofChildren's Abilities, the Slosson Intelligence
Test, and the Peabody Picture Vocabulary Test, Re-

ASSESSING EXCEPTIONALITY 449

vised Edition (PPVT-R). There are two other in­
struments that differ markedly from these. One,
the Cognitive Skills Assessment Battery (CSAB), is
criterion-referenced, whereas the others are
norm-referenced. The other is the System ofMul­
ticultural Pluralistic Assessment (SOMPA), which
bases the interpretation of the examinees' perfor­
mance in the light of their cultural background.

In addition to the aptitude and achievement-test
data gathered, the battery of tests used includes
measures of short-term memory and perception as
measured by Benton Visual Retention Test and
Bender-Gestalt Test, respectively, measures of
aphasia, and measures of language facility. All the
data would then be collated to assist in diagnosing
the nature of the learning disability. An attempt is
then made to establish the causal nature of the
learning disability. For example, if it is suspected
that the disability is the result of a cerebral dys­
function, the child would undoubtedly be referred
to a neurologist who might conceivably administer
an electroencephalograph test (EEG). Or we
would have to ascertain whether the problem is
the result of an emotional disturbance, a behav­
ioral disturbance, or a combination of these and
other factors. Although some valuable data can be
provided by the regular classroom teacher by
means of careful, systematic observation, it should
be readily obvious that the diagnosis and remedi­
ation of learning disability is best left to the pro­
fessional clinician.

In closing, we are happy to report that new
tests have been developed especially for children
with learning disabilities. Those interested are re­
ferred to the Mental Measurements Yearbooks as
well as test publisher catalogues.

We concur with Anastasi, who says

these tests should be regarded not as psychometric
instruments but as observational aids for the clinical
psychologist and learning specialist (1988, p. SOl).

SOME OTHER MEASURES

In addition to the individual aptitude and achieve­
ment tests discussed in Chapters 15 and 16 and the
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adaptive, visual, and perceptual acuity tests dis­
cussed earlier in this chapter, there are instances,
especially when one is dealing with the screening/
diagnosis of handicapped children, where it is de­
sirable to obtain a measure of the child's language
ability, listening ability, language performance,
and psychomotor development. Although these
latter measures are especially useful when dealing
with the learning disabled, they are not restricted
to this special population. Hence, we discuss them
here rather than in the LD section.

Language Tests

In addition to the language subtests of the major
survey achievement batteries, we have specific
language tests such as the Goldman-Fristoe Test of
Articulation, the Peabody Picture Vocabulary Test,
Revised Edition, and the Illinois Test ofPsycbolin­
guistic Abilities which are individually adminis­
tered and use either a picture stimulus completely
or one as part of a total stimulus mode. Of the
three, the validity and norms of the Illinois Test of
Psycholinguistic Abilities are questionable (Salvia
& Ysseldyke, 1988) and should not be used
to select the learning disabled for remedial pro­
grams.

Listening Tests

Compared with the number of reading readiness,
reading, and reading diagnostic tests available to
evaluate the child's reading potential, perfor­
mance, or weaknesses, there are relatively few lis­
tening skills tests. Whether this is the result of the
absence of a clear definition, the problem of delin­
eating those skills involved in listening, the diffi­
culty in measurement, or a combination of these
and other factors is a matter of conjecture. Some
examples of listening tests (in addition to the gen­
eral listening comprehension subtests of the Dur­
rell Analysis ofReading Difficulties and the Sequen­
tial Tests ofEducational ProgressIf) are the Brown­
Carlsen Listening Comprehension Test and the
Assessment of Children's Language Compreben­
sion.

Assessment of Oral Language
Performance

Many tests are available to measure and subse­
quently diagnose oral language performance. Most
of the tests require the subject to respond to a
stimulus (either verbal or pictorial) with a word or
sentence. Some of the tests, like the Oral Vocab­
ulary subtest of the Gates-McKillop Reading Di­
agnostic Test, use a multiple-choice and sentence­
completion format. Others, like the Auditory As­
sociation subtest of the ITPA, use verbal analogies
such as, "I cut with a saw, I pound with a
______-." Some of the more commonly
used oral language tests are the Goldman-Fristoe
Test ofArticulation, the Auditory Discrimination
Test, and the Denver Developmental Schedule.
Many of them are individually administered. Re­
grettably, the psychometric properties of most of
these tests, with the possible exception of survey
subtests, leave much to be desired (Sattler, 1982;
Salvia & Ysseldyke, 1988).

Cutting across the various types of handicaps
are those that result from some form of motor dis­
ability. We will now spend a few minutes on this
topic.

Motor Development Measures

Increasingly greater attention is being paid to
motor development. Whether the impetus came
from Piaget's work, which emphasizes the role of
sensorimotor skills in human development, or
from research findings, which have shown that
there is an interaction between motor develop­
ment and both cognitive and affective develop­
ment, is unclear at this time. In fact, if one thinks
about the Stanford-Binet, the Wechsler Scales, or
the McCarthy Scales, it is evident that these au­
thors believed motor development played an im­
portant role in school readiness and intellectual
development.

Once again, we are plagued with the recurring
dilemma of definition or skill analysis. What do
we mean by motor development? Are we talking
about large or small muscle control? Are we talk-



ing about coordination, and if so, what kind of co­
ordination? One of the few measures specifically
designed to assess motor development is the
Bruininks-Oseretsky Test ofMotor Proficiency.

Bruininks-Oseretsky Test of Motor Pro­
ficiency Published by the American Guidance
Services (1978), it was originally issued by Oser­
etsky in 1923 in Russia and adapted and translated
by Doll in 1946. It contains eight separate motor
proficiency tests-Running Speed and Agility (1
item), Balance (8), Bilateral Coordination (8),
Strength (3), Upper Limb Coordination (9), Re­
sponse Speed (to a moving visual stimulus) (1), Vi­
sual Motor Control (8), and Upper Limb Speed
and Dexterity (8)-which are measured with 46
items. It is designed to measure gross and fine
motor functioning ofchildren from 4! to 14! years
of age and has one form. It is individually admin­
istered and takes from 45 to 60 minutes. There is
a 14-item Short Form that takes from 15 to 20
minutes and yields a single index of general motor
proficiency. Three scores-a Gross Motor Skills
Composite (dealing with large muscles), a Fine
Motor Skills Composite, and a Total Battery
Score-are produced.

A stratified sample of 765 children was used as
the standardization sample. For each of the three
composite scores, scores can be expressed as stan­
dard scores, percentile ranks, or stanines, Age
equivalents are available for each of the eight sub­
tests. Test-retest reliabilities range from 0.86 to
0.89 for the Battery Composite and from 0.68 to
0.88 for the Fine and Gross Motor Composites.
The Gross Motor Composite has somewhat
higher reliabilities than the Fine Motor Compos­
ite. Standard errors of measurement range from
4.0 to 4.7. The individual subtest reliabilities are
so low that the practitioner is cautioned in using
them for clinical interpretation. Factor analysis
and a comparison of normal with learning-dis­
abled children were used to support the claim to
validity.

Some other sensorimotor tests are the Bender­
Purdue Reflex Test, the Southern California Sensory
Integration Tests, and the Motor Problems Imien-
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tory. Some examples of psychomotor tests, al­
though not motor development measures per se,
are the Stromberg Dexterity Test and the Cranford
Small Parts Dexterity Test. Those wishing more
information about these and other tests should
consult the various Mental Measurements Year­
books.

Some other measures designed especially to as­
sess the aptitude of exceptional children are as fol­
lows:

1. The Arthur Adaptation of the Leiter Interna­
tional Performance Scale. Useful for deaf and
speech-impaired subjects or any others who
have difficulty responding verbally. Psycho­
metric data are woefully lacking.

2. The Pictorial Test of Intelligence. Can be used
for both normal and handicapped children. Es­
pecially suited for orthopedically handicapped
children. Requires no verbal stimuli or re­
sponse. Also good for children who have
speech or language problems.

3. The Columbia Mental Maturity Scale. Origi­
nally designed for cerebral palsied children.
May be used with children who have difficulty
verbally. The examinee makes visual-percep­
tual discriminations. Technically adequate.
Must be interpreted cautiously since it mea­
sures only two kinds of intellectual behavior­
classification and discrimination.

THE GIFTED

The continuum of exceptionality, or of children
with special needs, can range from those who are
mentally retarded and handicapped to those who
are gifted with intellectual superiority. Both
groups of children have special needs that must be
considered by the regular classroom teacher, al­
though treatments for the two groups differ mark­
edly. An individually administered scholastic ap­
titude test is generally used to help identify the
gifted. Whereas teacher observations playa vital,
if not the most significant, role in identifying the
mentally retarded or handicapped child, teachers
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do not do too well in identifying the gifted. In
fact, there are some instances where the very cre­
ative child is branded as a nuisance or trouble­
maker because he may be bored in class.

Noppe (1980) classifies instruments for assess­
ing creativity as follows: (1) projective tests such
as the Rorschach, (2) personality scales such as the
California Psychological Inventory, (3) self-report
methods, (4) reports of others, (5) cognitive tests
such as Torrance's Tests of Creativity, and (6)
miscellaneous instruments.

As of now, there are no standardized tests of
creativity that possess adequate reliability and va­
lidity to bear recommendation. There are, how­
ever, a number of experimental or research cre­
ativity tests on the market. Some of the more
popular ones are Torrance's Tests of Creative
Thinking, the Mednick's Remote AssociatesTest, the

. Thinking Creatively with Sounds and Words (re­
search edition), and the Make a Tree (part of the
CIRCUS test battery). In addition, a type of
higher-order thinking skills (HOTS) score can be
obtained by the user or the publisher generating a
HOTS score from some ofour more popular stan­
dardized achievement-test batteries such as the
CAT, ITBS, the Metropolitan, the Stanford, and
the SRA Achievement Tests.

PUTTING IT ALL TOGETHER

The most exotic spices, the finest milled wheat,
the purest of ingredients, and the most advanced
electronic oven will by themselves or even collec­
tively not result in a cake that would win first prize
or even place in a bake-off. What is important is
the skill of the baker in blending everything. In
the same way, the ultimate value that will accrue
to those dealing with children with special needs,
and hence to the children themselves, will be the
manner in which all the data are collected, col­
lated, and interpreted. At best, we should only ex­
pect our data, regardless of the manner in which
they were collected, to provide teachers with the
information with which to generate hypotheses.

These hypotheses can be the framework of an in­
dividualized educational plan."

A Case Study: Allan

Allan is a third-grader. He is the only child from
a working, lower-middle-class family. His mother
and father both work, and Allan stays by himself
for about two hours after returning from school.
Allan's mother had a normal pregnancy and deliv­
ery. Allan's medical history indicates no unusual
illnesses other than such childhood diseases as
mumps and chickenpox. Other than a single case
of an overdose of medication as an infant, there is
nothing in Allan's medical record to be a cause for
alarm. Allan is very passive in the classroom and
makes little effort to enter into class discussions.
This is markedly different from his behavior on
the playground where Allan has a tendency to
throw temper tantrums when he becomes frus­
trated. Allan does not seem to be interested in
school, especially when reading instruction is
given. Allan performs quite well in the quantita­
tive areas such as science and mathematics. When
asked a question, Allan invariably asks that it be
repeated. Allan complains of frequent headaches
and dizzy spells. He always appears to favor his
right side.

A series of questions and, hopefully, hypothe­
ses should be generated by the teacher. Some of
these are as follows:

1. Is Allan's behavior in class and on the play­
ground so diametrically opposed that it is in­
dicative of abnormal behavior?

2. Is Allan basically a shy, reserved child who is
introverted by nature but is seeking approval?

3. Is Allan's learning problem the result of some
learning disabilityfies) or physical handicap
such as being hard of hearing?

4. Is Allan's lack of interest in reading a manifes-

8Two excellent sources ofcase histories are Mahan and Mahan
(1981) and Salvia and Ysseldyke (1988).



tation of some problem(s) or weakness in read­
ing, or is it just a lack of interest in the subject?

5. Is the fact that Allan is an only child and alone
much of the time a plausible explanation for
some of his problems?

6. Does Allan need remedial work in reading,
and, if so, what are his verbal strengths and
weaknesses? Will any remediation result in
Allan becoming a better reader, for example, as
shown by a higher reading test score?

7. Is Allan's performance in the quantitative areas
sufficiently better than his performance in the
verbal areas?

In order to obtain answers to these and other
questions, a cooperative effort would have to be
made by the classroom teacher, the school psy­
chologist, and other professionals. As a starter, the
teacher could administer (or have administered) a
battery of tests to Allan. In addition, she could ob­
serve Allan's behavior more closely in an attempt
to obtain certain kinds of information. She might
even request a meeting with Allan's parents to
learn more about Allan's home environment and
his behavior out of school. Some of the tests that
might be given Allan are as follows:

1. The WISC-R, so that both a verbal and a per­
formance IQ score could be obtained. This
will permit the teacher to obtain a measure of
performance on a variety of tasks as well as ob­
tain some global picture by means of the Kauf­
man (1979) factor scores (verbal comprehen­
sion, perceptual organization, and freedom
from distractibility).

2. The Children's Personality Questionnaire
could be used to provide information on 14
factors, such as Allan's anxiety, assertiveness,
and shyness. This information could then be
used to supplement that already gathered by in­
terviews and observations.

3. The Peabody Picture Vocabulary Test could
be used to check the teacher's hypothesis that
Allan is weak in verbal skills. This could also
be confirmed by the WISC-R and Kaufman
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factor scores. If any weakness is found, diag­
nostic tests such as the Stanford Diagnostic
Test or the Diagnostic Reading Scales could be
used to identify particular strengths and weak­
nesses.

4. An audiometry test could be given Allan to see
whether he suffers from any hearing loss.

5. The Stanford Achievement Test, which pro­
vides scores in spelling, reading, and arithme­
tic, and the Woodcock Reading Mastery Tests
could be used to confirm the teacher's suspi­
cion that Allan has difficulty with verbal-type
materials and hence may be uninterested in lan­
guage activities because he is a poor reader.

These are only some of the tests and invento­
ries and tools that can be used when making a di­
agnosis. As stated earlier, it was not our intent to
make you an expert in either testing or teaching
children with special needs, Rather, it was to pro­
vide you with the information needed to be a more
effective teacher because you understand your pu­
pils better and to enable you to interact with other
professionals such as the school psychologist and
the teacher oflearning-disabled children. The lat­
ter is even more important today because of our
emphasis on mainstreaming.

The major functions of assessment tools and
techniques as related to children with special
needs is not to give hard-and-fast answers or to
dispense prescriptions and treatments to cure the
malady of pupils such as Allan. Rather, it is to pro­
vide you with sufficient information about tests so
that you will be able to generate plausible, testable
hypotheses when dealing with children with spe­
cial needs.

In conclusion, we would like to reiterate that
meeting the needs of special-education students­
ranging from the handicapped to the gifted-is a
matter of concern for every teacher and not just
the specialist; We are very cognizant that the or­
dinary classroom teacher is not trained to admin­
ister many of the tests used to diagnose special
needs. Nevertheless, the ordinary classroom
teacher must know how to assess exceptionality as



454 STANDARDIZED EVALUATION PROCEDURES

well as how to deal with such students in her class­
room.

• SUMMARY

The principal ideas, conclusions, and implications
of this chapter are summarized in the following
statements:

1. Assessment is a more inclusive term than test­
ing or measurement and involves observa­
tions, data, and judgments.

2. Although ordinary classroom teachers are not
trained to administer and interpret many of
the tools used to diagnose special needs, they
still must be knowledgeable in this area so
that they can communicate intelligently with
specialists and provide for optimal learning.

3. A complete educational assessment program
for the handicapped requires a team effort of
classroom teacher, diagnostician, school psy­
chologist, and medical personnel.

4. The movement toward equality of education
for the handicapped came about through liti­
gation and culminated in the passage of Public
Law 94-142.

5. Three landmark cases concerned with non­
discriminatory testing were the Diana v.
State Board of Education, the Larry P. case,
and the PASE v, Hannon case.

6. Public Law 94-142 has placed responsibilities
on the regular classroom teacher in dealing
with the handicapped student.

7. Mainstreaming legislates teaching children
with special needs in the regular classroom
for as long as possible.

8. There are many problems associated with as­
sessing the exceptional child, such as using
tests that have been normed on normal chil­
dren; dealing with behavior that is variable,
thereby making any interpretation of differ­
ence scores difficult; and dealing with ex­
tremes, which makes measurement less reli­
able.

9. There is a significant interaction of examiner
familiarity and handicapped status. That is,

handicapped students (at least speech- and
language-impaired) perform better with fa­
miliar examiners.

10. The major classifications of special education
are as follows: mentally retarded, emotionally
disturbed, sensory handicapped, physically
handicapped, learning-disabled, and gifted.

11. A variety of tests, scales, and inventories are
used to assess children with special needs.
They may range from a relatively simple
checklist to a complex electroencephalograph
or CAT scan. Generally speaking, educa­
tional and psychological tests are less reliable
than many of our physical tests.

12. There are four classifications of mentally re­
tarded: slow learners, educable mentally re­
tarded, trainable mentally retarded, and se­
verely mentally retarded. Classification is
made on the basis of a scholastic aptitude test.

13. Of the more than 100 adaptive behavior
scales, none tests persons over 20 years of
age. Also, the majority have been standardized
on institutionalized samples, which makes
their norms suspect when we are dealing with
noninstitutionalized individuals.

14. Assessment programs for the mentally re­
tarded generally include a measure of adaptive
behavior as well as a measure of motor devel­
opment.

15. Emotional disturbance cannot be identified by
a test, per se. It requires a trained medical or
psychological specialist.

16. The sensory handicapped child is one who
has some type of vision, hearing, or speech
defect. There are further classifications
within the visually handicapped (partially
sighted and blind) and the hearing handi­
capped (hard of hearing and deaf).

17. The two most common types of physical
handicap that the teacher encounters are epi­
lepsy and the orthopedically handicapped.

18. The learning-disabled child is the one who
has no sensory or physical handicap and is of
average or better than average intelligence,
but still has difficulty in learning.

19. Some special tests such as the Hiskey-Ne-



braska Test of Learning Aptitude, the Blind
Learning Aptitude Test, and the Arthur Ad­
aptation of the Leiter International Perfor­
mance Scale have been specifically developed
to assess the scholastic aptitude of handi­
capped subjects.

20. Increased attention is being paid to motor de­
velopment, since research has shown it to
play an important role in cognitive develop­
ment.

21. The gifted child is generally classified on the
basis of a scholastic aptitude score. As of
now, there are no well-validated standardized
creativity tests, although there are some ex­
perimental forms, such as the Mednick Re­
mote Associates Test, available.

22. Possibly the most important stage in assessing
the exceptional child is collating the different
kinds of data and putting them together into
a meaningful whole.

• POINTS TO PONDER

1. What effect, if any, has PL 94-142 had on the
preparation of teachers with respect to their
measurement competencies?

2. Do you think that PL 94-142 has been a boon
or a bane for exceptional children? Why?

3. The assessment of the exceptional child in­
cludes a variety of tests, inventories, and scales.
One of the measures prescribed by the law is
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an estimate of the child's adaptive behavior.
What is meant by adaptive behavior? How is it
measured? How valid are the tests presently
being used?

4. One of the provisions of Public Law 94-142 is
that the tests used must be free from racial and
cultural bias. Can we meet this requirement
considering our present state of the art in mea­
surement? How would you proceed to prevent
legal action being taken against you?

5. Discuss some of the major problems in assess­
ing the exceptional child. Can any of these
problems be circumvented? How?

6. Should the child with a learning disability such
as dyslexia be classified as an exceptional child?
Defend your position.

7. If the diagnosis ofexceptionality is so technical
that it should be left to specialists, what need
is there for the ordinary classroom teacher to
be cognizant of the various tools and tech­
niques?

8. In what way does educational diagnosis differ
from medical diagnosis? Illustrate.

9. Tim is a third-grader. He is morose, aggres­
sive, and has a predilection to using foul lan­
guage. He appears to be of average ability but
does not do well in his classroom achievement
tests. When you confront Tim's parents with
your observations, they become very hostile
and accuse you of being a racist. What would
you do to support your position that Tim is in
need of special help?



Chapter 19

Factors Influencing
Measurements
of Individuals

• Test (Evaluation) Anxiety

• Guessing
• Test-Wiseness
• Coaching and Practice on Aptitude Tests
• Coaching/"Cheating" on Achievement Tests

• Response Styles
• Other Factors Affecting an Examinee's Test Performance

Most teachers will have encountered, at one time
or another, examples of students whose test per­
formances defy nearly all of their expectations.'
One student, for example, may appear somnolent
and uncomprehending in class, may be unable to
give coherent answers to the teacher's questions,
and yet perform brilliantly on tests. Another, who
is keen, alert, and interested in class, and who
gives every appearance of understanding the ma­
terial taught, encounters disaster when confronted
by a test. Are the teacher's judgments wrong, and

I Although we use teachers and students in many of our exam­
ples, we could easily substitute examiner and examinee or psy­
chologist and client.
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should they be discarded in favor of the more "ob­
jective" information provided by the tests? Our
answer is "No," and we would counsel teachers
not to jump too quickly to conclusions in such a
situation but to exercise caution in their efforts to
reconcile conflicting information.

It is often difficult for teachers to accept the
fact that a student can have a good understanding
of what is taught and yet consistently perform
poorly on tests. Our aim in this chapter is to con­
sider some of the extraneous factors that can influ­
ence the performance of students on tests and in
measurement situations generally. And what
makes a factor extraneous? For a test to provide a
valid measure, a person's score should be deter-
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mined by his or her achievement in that particular
content area (or level of the construct measured),
and by nothing else. Some characteristics of the
person (motivation to learn, general ability, study
habits) and some characteristics of the environ­
ment (competence and dedication of the teacher,
parental support and encouragement) will surely
have their influence on achievement and therefore,
one would hope, on test scores. But there are
other factors that may affect test scores, about
which we might be less happy. If a person does
poorly on a test because of an inability to compre­
hend the test instructions, because of an inappro­
priate guessing strategy, because of poor appor­
tionment of testing time, emotional disturbance,
anxiety, or environmental distraction, we can only
conclude that the test does not measure that stu­
dent's achievement (or other construct) as accu­
rately as it should, and therefore that the validity
of the inference made from the test is lessened.

Those interpreting test scores should have
some awareness of the various factors that can
have detrimental effects on measurement, and be
willing to take these into account if there is an in­
dication that any of them might be seriously influ­
encing an individual's test performance. For ex­
ample, when a child's test score is at variance with
the teacher's knowledge of the child, we urge the
teacher not to dismiss that knowledge as "subjec­
tive, unreliable, and disproven by the test score,"
but instead to look more closely and to see if the
disparity can be accounted for. It is in keeping
with the emphasis of this book that we urge teach­
ers to use test information to add to their previous
knowledge of a child, but not to replace it.

After studying this chapter, you should be able
to:

1. Identify the major extraneous factors that can
detrimentally affect the measurement of indi­
viduals' achievement and ability.

2. Recognize situations where these factors
could be important.

3. Take these factors into account when inter­
preting the performance of an individual on a
test.

4. Understand the positive and negative roles
played by test (evaluation) anxiety, and know
how to limit and control its negative effects.

5. Evaluate the seriousness of the problems that
result from guessing on objective tests.

6. Know how to apply the "correction-for­
guessing" formula, the assumptions on which
it is based, the research evidence concerning
whether those assumptions are met, and the
consequences that follow when they are not.

7. Understand and avoid the common major
misconceptions about guessing on objective
tests.

8. Understand the nature of test-wiseness, and
know the major skills involved.

9. Be familiar with major results concerning
test-wiseness, and use various methods to
minimize the contribution of test-wiseness to
test score variance.

10. Distinguish among the major types of pro­
grams commonly referred to as "coaching."

11. Evaluate research results on the effectiveness
of coaching for standardized aptitude and
achievement tests.

12. Adopt a rational and informed view with re­
spect to public controversy over the propriety
and the effectiveness of coaching on the var­
ious college and professional school entrance
exams.

13. Understand the concerns regarding "cheat­
ing" (by examiners and examinees) and know
what steps to take to minimize cheating.

14. Understand the different types of response
styles and their effect on a person's test score.

15. Understand the role that the sex, age, person­
ality, race, and other characteristics of the ex­
aminer can play in affecting a person's test
scores.

16. Construct tests so as to minimize the effects
of extraneous response styles.

TEST (EVALUATION) ANXIETY

We experience stress when we are placed in situ­
ations that involve demands, constraints, or op-
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portunities (Sarason & Sarason, 1980). Exposure
to these situations may cause a reaction known as
anxiety.

Definition

Anxiety is an emotional state that includes worry,
apprehension, and tension. A heavily researched
specific type of anxiety has become known as test
anxiety although it is well recognized that the anx­
iety is actually due to an evaluative situation rather
than to the taking ofa test. Dusek defined test anx­
iety as "an unpleasant feeling or emotional state
that has physiological and behavioral concomi­
tants, and that is experienced in formal testing or
other evaluative situations" (emphasis added)
(1980, p. 88). As Ebel and Frisbie have pointed
out:

Anxiety is a frequent side effect of testing, whether
that testing occurs in the classroom, on the athletic
field, in the art exhibit hall, in the courtroom, in the
conference room where a crucial business decision
is being discussed, or in the legislative chamber
where a bill is being debated. Test anxiety in the
classroom is not something unique. It is a part,
though hopefully not too large a part, of life itself
(1986, p. 205).

Test (evaluation) anxiety may not be just a per­
sonality characteristic but due in part to an inad­
equate knowledge of the subject matter. Any given
individual will differ with respect to test (evalua­
tion) anxiety dependent on the level of knowledge
(skill) that individual has on the content over
which he/she is being evaluated (Benjamin,
McKeachie, Lin, & Holinger, 1981).

Theories

There are many different theories of evaluation
anxiety and a variety of tests that supposedly mea­
sure it. Alpert and Haber (1960) distinguished be­
tween two kinds of response to stress, calling
them "facilitating" and "debilitating" anxiety.
Those who, in competitive situations, are fired up

by the situation and who enthusiastically meet the
challenge by performing at a maximal level have
facilitating anxiety-they direct their drives to
task-directed behaviors. Those who become so
anxious that they are unable to perform up to their
usual level suffer from debilitating anxiety-they
direct their drives to task-irrelevant behaviors. Al­
pert and Haber found a moderate negative corre­
lation between the two types of anxiety and sug­
gested that the constructs are independent enough
such that "persons may possess a large amount of
both anxieties, or of one but not the other, or of
none of either" (p. 213). However, a factor-anal­
ysis study conducted by Watson (1988) allowed
her to conclude that the construct is unidimen­
sional.

Liebert and Morris (1967) proposed that debil­
itating test anxiety (DTA) consists of the compo­
nents of worry and emotionality. They suggested
that worry is any cognitive expression of concern
about one's own performance and emotionality re­
fers to autonomic reactions to the situation such
as muscle tightness, perspiration, and accelerated
heartbeat. Their research suggested that worry in­
terferes with performance but that emotionality
does not.

Extensiveness

Whatever theory one may hold regarding test
(evaluation) anxiety, there is reasonably common
agreement that it can be fairly extensive. Kaplan
and Saccuzzo (1989) suggest that test anxiety is a
common problem among college students. Hill
and Wigfield (1984) have estimated that "4-5 mil­
lion children in elementary and secondary schools
experience strong debilitating evaluation anxiety"
(p, 110). It should be stressed however, that any
estimates regarding the extensiveness of debilitat­
ing anxiety are just estimates. Ebel and Frisbie
(1986) made the important point that what is at
times claimed to be underachievement due to test
anxiety may in fact be instances of overrated abil­
ity in nonevaluative situations. As they suggest:
"All things considered, a teacher is well advised to
take with several grains ofsalt any claim that a stu-
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dent's test performances never do justice to her/
his real achievements" (p. 206).

Measures of Test Anxiety

A variety ofmeasures of test anxiety have been de­
veloped. It is not our intent to describe them here.
Interested readers should turn to a source book
such as the Mental Measurements Yearbooks dis­
cussed earlier. Some fairly common measures are
the Test Anxiety Questionnaire, the Test Anxiety
Scale, and the Achievement Anxiety Test.

Correlates of Test (Evaluation) Anxiety

The major correlate of test (evaluation) anxiety is
that it is negatively related to performance. That
is, those who are most capable are least anxious.
This is true for both aptitude and achievement
tests. The relationship for standardized achieve­
ment tests appears to be fairly consistent across dif­
ferent subject matters (Crocker, Schmitt, & Tang,
1988). However, a meta-analysis indicated there
was no relationship between test anxiety and per­
formance for elective courses (based on four stud­
ies) (Hembree, 1988). There is some evidence to
suggest that women are more test-anxious than
men and that blacks are more test-anxious than
whites, although test anxiety alone does not ac­
count for the differences in performance between
blacks and whites (Crocker, Schmitt, & Tang,
1988). There is a reasonably strong relationship
between test anxiety and self-concept of ability
(the lower the self-concept, the higher the test
anxiety). There is a negative correlation between
test anxiety and ability to organize course material
and for study skills in general (Hembree, 1988;
Naveh-Benjamin, McKeachie, & Lin, 1987). It has
generally been thought that there is a positive cor­
relation between level of anxiety and level of as­
piration, but a meta-analysis ofeight studies brings
this belief into some doubt (Hembree, 1988).
There does not appear to be a relationship be­
tween test anxiety and creative thinking or level
of curiosity (Hembree, 1988). Teacher anxiety
correlated with students' text anxiety. Perceptions

of the teacher as negative and unfriendly were
moderately related to test anxiety, but perceptions
of the teacher as positive and friendly were not
related to the construct (Hembree, 1988).

Causes and Effects of Evaluation (Test)
Anxiety

It is generally believed that evaluation anxiety
emerges

... during the preschool or elementary school years,
when parents begin to make unrealistic demands or
hold overly high expectations for their children's
performance. The parents then react negatively to

their children's failure to meet their expectations,
and the children in turn become fearful of evaluation
in achievement situations and overly concerned
about adult reactions to their academic successes and
failures (Hill & Wigfield, 1984, p. 106).

As Hill and Wigfield go on to point out, as chil­
dren progress through school, other factors may
create or enhance evaluation anxiety. Children
may experience formal, frequent, and complex
evaluations with which they cannot effectively
cope. Further, at around grade 2, they begin com­
paring their performance to other children, which
may increase their anxiety. Because test anxiety is
greater among those oflow ability and because test
anxiety in turn lowers performance, there is a
"never-ending loop" (Crocker, Schmitt, & Tang,
1988, p. 149) between anxiety and poor perfor­
mance.

Hembree (1988) found that two conditions of
testing seemed related to high test anxiety. Ego­
involving high-stress conditions seemed to cause
high test anxiety, and tests perceived as difficult
resulted in greater test anxiety than tests perceived
as easy.

As you will recall from Chapter 10, correlation
does not imply causation. If one only had corre­
lational data between test anxiety and perfor­
mance, one would not know anything about causal
implications. It could be that test anxiety causes
poor performance, but the opposite implication
(that poor performance causes test anxiety) is
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equally consistent with the data. Benjamin, Me­
Keachie, Lin, and Holinger (1981) suggested that
the existing data supported the fact that poor per­
formance and poor ability both produce anxiety.
Hembree (1988) has concluded that test anxiety
causes poor performance because reducing test
anxiety results in increased performance.

Treatment of Test Anxiety

A meta-analysis of 137 studies (Hembree, 1988)
divided the treatments into (a) behavioral treat­
ments, which attend to the emotionality compo­
nent, of test anxiety; (b) cognitive treatments,
which attend to the worry; (c) cognitive-behavioral
treatments, which attend to both; (d) study skills
treatments; and (e) test-unseness treatments. Be­
havioral treatments included systematic desensiti­
zation (SD), relaxation training, modeling, covert
positive reinforcement, extinction, and hypnosis.
All behavioral treatments resulted in test anxiety
reduction. Hembree concluded that cognitive
treatment did not appear effective in reducing test
anxiety (although others might reach a different
conclusion from the data). Hembree found that
cognitive-behavioral treatments were about as ef­
fective as SD in reducing test anxiety. He found
study skills training by itself was ineffective, but it
was effective when combined with behavioral or
cognitive-behavioral treatments. Hembree also
found that improved test performance and GPA
consistently accompanied a reduction in test anx­
iety and that the treatment effect does not appear
to decline with the passage of time. Zimpfer
(1986) concluded that the literature "strongly sup­
ports the inclusion of group counseling or study
skills training along with group-based cognitive or
behavioral interventions as a combined approach
to the treatment of test anxiety" (p. 233).

Educational Implications

Test (evaluation) anxiety exists for a considerable
number of people. It can be either facilitative or
debilitating with respect to performance. Thus,
one must interpret the scores of students keeping

in mind the possibility that they have been nega­
tively influenced by test anxiety. Thus, test anxi­
ety must be confronted. Hembree suggests that re­
searchers should investigate ways to avert the
condition before it matures (1988, P: 75). Others
(e.g., Ottens, Tucker, & Robbins, 1989) argue
that the purpose should be not to eliminate anxiety
but to provide individuals with coping skills "that
can be applied when needed to attenuate anxious
arousal" (p, 249). They suggest that there are six
functional coping behaviors: preexam preparation,
task-directed self-instructions, overt tension re­
duction methods, active problem solving, positive
attentional focus, and normalizing self-talk. Six
dysfunctional coping behaviors are compulsivity,
misdirected attention, avoidance/resignation,
worry, expressions of self-disgust, and impulsive­
ness.

Within the classroom there are many things
that teachers can do. They should avoid a cold,
negative attitude toward students. They should
make testing (evaluation) a familiar experience.
They should not give tests to "trap" students-for
that is sure to increase anxiety. They should con­
vey the message by their attitudes and actions that
they have confidence that the students can do well
and their purpose is to provide students with the
opportunity to do well.

Teachers should recognize that students are
made anxious by uncertainty. Teachers who
spring tests on students without warning, teachers
whose tests are so unpredictable that the students
do not know what to expect, teachers who leave
students in the dark as to what is expected of
them, and teachers whose marking is based on
whimsy all create anxiety by their measurement
incompetence. While it is true that these points
relate primarily to teacher-made classroom tests,
nevertheless the atmosphere fostered in the class­
room by teacher-made tests may permeate into the
standardized test arena. Teachers who prepare
students adequately for tests, and whose tests are
well constructed, based on clearly expressed ob­
jectives and scored on a basis that is justifiable and
well understood, should not find that their stu­
dents are overly anxious about tests. The student
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who has not learned well and knows it should ex­
pect failure but not fear it. The student who has
worked hard will have a justifiable fear of failure
if the teacher lacks the skill to do an adequate job
of test construction and test score interpretation.
Increased measurement competence on the part of
the teacher has many benefits; lessening students'
unwarranted anxieties is just one of them. Finally,
one should keep in mind the following two state­
ments: "Perhaps the most important thing schools
can do is to prepare students more thoroughly for
highly evaluative achievement, aptitude, compe­
tency, and other tests" (Hill & Wigfield, 1984, p.
122); and "There is little likelihood, however, that
test anxiety has any lasting influence on a pupil's
mental health" (Gronlund & Linn, 1990, p. 471).

GUESSING

Many individuals believe that guessing is a major
factor in determining scores on objective tests,
and most of us have heard such tests (especially
multiple-choice) referred to in jest as "multiple­
guess." But how serious a problem is guessing,
and how concerned should teachers and test de­
velopers be? Is it true that some students can in­
crease their scores substantially by being "lucky,"
while other less fortunate beings are condemned
to suffer "the slings and arrows of outrageous for­
tune"? In this section, we will give some attention
to the research findings that relate to the effects of
guessing, the gains made by guessing, and the
means advanced as ways of counteracting guess­
ing.

Why Do Examinees Guess?

Although the answer to this question is obvious
enough, we think it needs to be asked in order to
provide some perspective to the discussion that
follows. Examinees "guess" because they do not
have enough knowledge or ability to provide an
answer about whose correctness they are certain.
It follows, therefore, that there is more than one
kind of guess-in particular, we would like to dis-

tinguish the "blind guess" (where an examinee
chooses an answer at random from among the al­
ternatives offered) from the informed guess (in
which the examinee draws upon all his knowledge
and abilities to choose the answer most likely to be
correct). Those who express concern about the ef­
fects of guessing often seem to assume that what
takes place in the examination setting is blind
guessing. There may be situations in which this is
true (as where the test is totally unsuited to the
ability levels of the examinees), but such evidence
as is available indicates that the amount of blind
guessing that occurs in normal circumstances is
very small indeed. Students who are motivated to
do their best will eliminate implausible alterna­
tives to the extent that they are able but will rarely
find themselves in situations where blind guessing
is all they can do. To the extent that guessing oc­
curs on multiple-choice tests (as, of course, it
does), logic and evidence suggest that it is in­
formed guessing that predominates.

Those who dislike blind guessing (for whatever
reason, be it ethical, aesthetic, or psychometric)
should not allow this dislike to transfer itself to
informed guessing, which is a different phenom­
enon altogether. Informed guessing is not morally
reprehensible-if so, we, the authors, and almost
everybody we know, are moral reprobates, since
virtually all the decisions we make are based on
informed guesses about the consequences. Nor
does informed guessing detract from test validity,
and there are good reasons to think that validity
can be enhanced by informed guessing.

Multiple-choice tests are sometimes thought to
be insensitive to "partial knowledge" because
items are scored zero or one, and the student who
has some knowledge, but not enough to pick the
correct answer, scores zero-as does the person
who has no knowledge at all. But this analysis con­
siders only one item, not the test as a whole. If
students are encouraged through test directions
and scoring to use their partial knowledge in mak­
ing informed guesses, where necessary, those with
higher levels of partial knowledge will be correct
more often than those with lower levels. Thus, al­
though a single item appears not to reward partial
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knowledge, the test as a whole will reward it. It is
for this reason we suppose that research has found
no way of substantially improving the measure­
ment of partial knowledge beyond that afforded by
multiple-choice tests (see, e.g., Traub & Fisher,
n.d.).

Those who think that examinees should answer
only multiple-choice items when they know the
correct answers might give some thought to the
parallels that exist between multiple-choice and
essay tests. On a multiple-choice item, examinees
lacking complete knowledge will give either an in­
formed guess (if they have some partial knowl­
edge), or a blind guess, or an omit (if they have no
knowledge at all). On an essay question, students
lacking complete knowledge will give an incom­
plete or at least an imperfect answer. Students
lacking any knowledge (if that is possible) will ei­
ther omit the question or try to use whatever ver­
bal skills they possess to give the best possible an­
swer. "Bluffing," "waffling," "padding," and
various less polite terms are used to describe this
strategy, and it is not confined to those with little
or no knowledge. All students who want to do
well on an essay test can be expected to do what­
ever they can to make their answers convincing.

Bluffing and guessing should be seen as parallel
problems, and bluffing is probably a matter that
warrants greater concern. Why? There are two
reasons. The first is that we suspect that there is
more to be gained by bluffing on an essay test than
there is by guessing on an objective test. Second,
and more important, we can feel well assured that
whatever advantage a student may gain from lucky
guessing is only transitory-next time it will be
somebody else's turn to be lucky, and, in the long
run, luck of this kind evens itself out. (If it does
not, then it is not luck but something else. For ex­
ample, if Lois consistently "guesses" more suc­
cessfully than Jim, we will soon have to accept the
conclusion that Lois is not guessing-at least not
blindly-and that Lois really does know some­
thing that Jim does not.) But with bluffing we have
no such assurance. Those who bluff most success­
fully today will do so tomorrow, and the next day,
and the next day, since bluffing and associated ver-

bal skills are clearly more highly developed in
some people than in others. We therefore argue
that guessing, to the extent that it advantages or
disadvantages anyone, has effects that are rela­
tively minor and, in the long run, fair. Bluffing on
an essay test is a greater measurement problem
than guessing on an objective test.

How Much Is Gained by Guessing?

On a single multiple-choice item, there is no ques­
tion that luck can play an important part-it can
make the least knowledgeable score as well as the
most knowledgeable. From this, does it follow
that the same is true of a test, which is merely a
collection of such items? Of course not. The mer­
est knowledge concerning the operations of
chance is all that is needed to see why. Consider
the following example. Brian is taking a 40-item
true-false test, about the content of which he
knows nothing. If Brian guesses blindly on every
item, we would expect him to score 20 out of 40.
What is the chance that Brian will guess well
enough to gain a perfect score? Almost none-1
chance in 1,099,511,627,776, or just over 1 tril­
lion. This figure takes on more meaning if we re­
alize that if all citizens of the United States were
to write such a test every day of their lives, and
guess on all items, we could expect one perfect
score to be produced, on average every fifteen
years. If Brian is serious about wanting a perfect
score, we suggest that study would be a more ad­
vantageous strategy.

If Brian wants just a pass, not a perfect score,
his task is easier. If the pass mark is set at 30 cor­
rect (which is not very stringent, since it indicates
a knowledge of only 50 percent of the questions),
Brian has 1 chance in 900 of passing-better odds,
certainly, but still not as good as studying. And, of
course, for examinations with multiple-choice
items (usually four or five alternatives) and for
examinations with more items, the odds against
succeeding by chance alone are much greater.
Replacing the true-false items by four-choice
items, for example, would reduce his chance
of a perfect score to approximately I
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where S = corrected score
R = number of right answers
W = number of wrong answers
A = number of alternatives per item

Formula Scoring Associated with "do-not­
guess" instructions, there is frequently a scoring
formula that is intended to nullify the effects of
blind guessing. In its most common form, the for­
mula is

effects on different students and that these differ­
ences are then reflected in their test scores. Stu­
dents who have been shown to be disadvantaged
by such instructions include those whose person­
alities have been described as "submissive"
(Votaw, 1936), "characterized by introversion,
rumination, anxiety, low self-esteem, and undue
concern with the impression they make on oth­
ers" (Sheriffs & Boomer, 1954), and unwilling to
take risks (Slakter, 1968). The reason is simple;
even with the application of a correction (see the
next section), those who obey the "do-not guess"
instructions are disadvantaged, and those who dis­
regard the instructions profit from so doing.

in 1,200,000,000,000,000,000,000,000 and his
chance of "passing" to 1 in 2,000,000. Length­
ening the test would reduce the odds even further.

In the light of this knowledge, it is clearer that
"guessing lucky" is just not an adequate explana­
tion of any student's high score, nor is bad luck a
believable excuse for a low score. Luck in guess­
ing may raise or lower a particular student's score
by a mark or two, but it will not make any notable
difference unless the test is unreasonably short.

The Prevention of Guessing

Those who see guessing as a problem to be dealt
with have frequently thought it desirable to dis­
courage students from guessing, both by means of
the instructions given when the test is adminis­
trated and by scoring the test in such a way as to

penalize those who guess incorrectly (commonly
known as formula scoring or, less aptly, correcting
for guessing). Although these procedures have been
sources of controversy for many years, our view
is that the weight of evidence is now fairly clearly
against their use. Before looking at this evidence,
however, we need to look at the nature of the
"correction for guessing" and at the reasons for
wanting to discourage guessing.

W
S=R--­

A-I
(19-1)

Why Prevent Guessing? There appear to be at
least two reasons for wanting to discourage guess­
ing. The first involves the ethical/moral belief that
guessing is wrong and/or sinful because it is a
form of gambling or because it reflects the inten­
tion to deceive. We do not share this view. The
second major reason is that guessing can affect the
psychometric properties of the test. On theoreti­
cal grounds, one could argue that guessing should,
by adding a source or random variance to test
scores, decrease both reliability and validity (Lord,
1963). But empirical studies into these questions
have been unable to produce consistent evidence
either way (Blommers & Lindquist, cited in Ebel,
1965b; Sabers & Feldt, 1968; Traub et aI., 1969;
Hakstian & Kansup, 1975).

There is, however, much research which indi­
cates that instructions not to guess have different

With four-choice items, for example, the effect
of the formula is to penalize the examinee one­
third of a point for every wrong answer. Justice is
said to be done because an examinee who guesses
blindly on four items could expect, on average, to
choose one correct answer and three incorrect an­
swers. The point gained from the one correct an­
swer is exactly cancelled out by the point lost from
the three incorrect answers, and so the examinee
who guesses is no better off and no worse off than
the examinee who omits. From the point of view
of the examinee, the expected reward from (blind)
guessing is identical to the expected reward for
omitting. If this were all there was to it, the ex­
aminee could be indifferent to the choice.

But other factors come into play. As pointed
out previously, the guessing that takes place on
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has somewhat different psychological effects
(Traub et al., 1969). Examinees are, in effect,
promised a chance score on any item they omit,
rather than a penalty for any wrong answer. Ap­
parently this is less inhibiting to the timid exam­
inee. On a highly speeded test, where unrestrained
guessing could be a problem, it makes it clear to
the examinee that there is no advantage to ran­
domly answering the uncompleted portion of the
paper.

In general, we would counsel against the use of
formula scoring. The benefits in terms of psycho­
metric qualities are small and frequently undetect­
able, and the price-that the test scores will be
confounded with unwanted personality factors­
too high.

multiple-choice tests is overwhelmingly informed
guessing, where the probability of success is sub­
stantially greater than chance. Even when exam­
inees believe they can do no better than chance,
the evidence is that they can do substantially better
(Wood, 1973; Cross & Frary, 1977; Rowley &
Traub, 1977; Bliss, 1980). In these circumstances,
the expected reward from answering is greater
than that from omitting, and the most honest ad­
vice to examinees would be that they should an­
swer every question on the test, even if the test
instructions tell them otherwise!

Problems arise because some examinees are
more easily intimidated (by instructions, penalties,
etc.) than others. We should be aware that, partic­
ularly in the case of a true-false test where the
"correction" for a wrong answer is enough to

cancel out a previous correct answer, the penalty
can appear particularly severe. Those examinees
who are most intimidated by this situation will
omit questions that they could and should have an­
swered, and their scores will suffer as a result.
Slakter (1968) was correct in referring to the
scoring formula as a "penalty for not guessing."

It seems that a correction formula of the form

S = R + O/A

(where 0 = number of omits)

(19-2)

Misconceptions About Formula Scoring
Before leaving the subject of guessing, it seems
worthwhile to give attention to some of the mis­
conceptions that abound. We will discuss them
only briefly.

1. Formula scores rank examinees quite differ­
ently from number-right scores. Wrong! Cor­
relations between formula scores and number­
right scores are usually above 0.95 (see, e.g.,
Ebel, 1972, p. 252) and will reach 1.00 if all
examinees can be persuaded to answer all ques­
tions.

2. Formula scores compensate the unlucky
guesser. Wrong! The penalty is determined
only by the number of wrong answers, not by
the examinee's belief while giving those an­
swers. A person who is unlucky in guessing
will have more wrong answers and be more
heavily penalized than an equally knowledge­
able examinee who guesses with greater luck.

3. If a guessing penalty is applied, examinees
should omit questions if they judge that their
probability of success is at chance level.
Wrong! As pointed out before, examinees'
probabilities of success are usually greater than
they believe, and it is in their interest to at­
tempt all items, regardless of their perceived
likelihood of success.

4. The formula penalizes only guesses. Wrong
again! If examinees answer a question wrongly
in the genuine belief that it is correct, not only
do they fail to score on that question, but they
lose a fraction of a mark from somewhere
else-a penalty for a "guess" they did not
make!

Conclusions on Guessing

Although we must, in fairness, acknowledge that
not all writers agree with us, we believe that the
evidence is strong enough to justify the recom­
mendation that the correction for guessing not be
used and that test instructions include the recom­
mendation that all examinees should attempt all
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questions, even if they do not think they know the
answers. The only exceptions we see are (1) a
highly speeded test, where examinees are not ex­
pected to complete all items, and (2) a diagnostic
test, where the examinees' interests are best
served by revealing their strengths and weakness
rather than by striving to maximize their scores.
Finally, we assert that guessing on multiple-choice
tests is not the serious problem it has often been
thought to be, and that compared to "bluffing" on
essay tests, it pales into insignificance.

TEST-WISENESS

A growing body of research evidence suggests that
the ability to handle testing situations is a source
of test score variance over and above that which
can be attributed to subject-matter competence
(for comprehensive reviews of research literature
on test-wiseness, see Benson, 1989, and Sarnacki,
1979).

The most widely accepted definition of test­
wiseness is that proposed by Millman, Bishop, and
Ebel (1965): Test-wiseness is "a subject's capacity
to utilize the characteristics and formats of the test
and/or the test-taking situation to receive a high
score (p, 707)." The wide acceptance of this def­
inition implies that test-wiseness is regarded as a
set of cognitive skills, although few would deny
that the willingness to draw upon those skills is
determined largely by attitudes. While some stu­
dents will call upon every resource at their com­
mand in order to "beat the examiner," there are
surely others to whom the possibility would never
occur.

The analysis by Millman, Bishop, and Ebel
(1965) focused on two aspects of test-wise behav­
ior: (1) those independent of test constructor or
test purpose, including wise use of time, strategies
for avoiding errors, sensible guessing tactics, and
the use of deductive reasoning to eliminate incor­
rect alternatives in multiple-choice tests; and (2)
those specific to particular tests or particular ex­
aminers. The latter involve recognizing test con-

struction errors and examiner idiosyncracies that
can help to "give away" the answer and "reading
the examiner's mind" when the intent of the ques­
tion is not clear. As noted earlier, standardized
tests are generally less prone to "item-error"
(such as ambiguity, clues to the correct answer)
than teacher-made tests. Hence, only the aspects
of test-wiseness independent of the test construc­
tor should be operative in standardized tests. Ford
and Weener (1980), for example, found no effects
of test-wiseness on standardized tests.

Following the work of Millman, Bishop, and
Ebel, there was something of an explosion of re­
search in the area. Measures of test-wiseness, de­
veloped by Gibb (1964), Millman (1966), Slakter,
Koehler, and Hampton (1970a), and Diamond and
Evans (1972), have focused on those strategies
that are directed toward improving one's score on
multiple-choice tests. Research has established
that:

1. Test-wiseness can be effectively taught (Gibb,
1964; Slakter, Koehler, & Hampton, 1970b).
But Keysor et al. (1979) found that, for a select
group of college students, training appeared to

have little effect.
2. The teaching of test-wiseness results in small

score increases on many achievement tests
(Wahlstrom & Boersma, 1968; Moore, 1971;
Callenbach, 1973; Kalechstein, Kalechstein, &
Docter, 1981; Scruggs, White, & Bennion,
1986; Samson, 1985).

3. Test-wiseness conveys a greater advantage
when the test is multiple-choice (Rowley,
1974; Smith, 1982) and when it is poorly con­
structed (Bajtelsmit, 1977).

4. Test-wiseness increases with age (Slakter,
Koehler, & Hampton, 1970a) and with expe­
rience in taking tests (Kreit, 1968).

5. Although logically independent of achieve­
ment, test-wiseness has moderate positive cor­
relations with measures of achievement (Row­
ley, 1974) and intelligence (Diamond & Evans,
1972). Given that test-wiseness is a set of cog­
nitive skills, this ought to be expected.
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What should be done about test-wiseness? The
answer seems obvious enough. It is neither pos­
sible nor desirable to take test-wiseness skills
from those who already have them. It is both pos­
sible and, we believe, desirable to teach test­
wiseness to those who lack it. The evidence in­
dicates that a little instruction and experience in
answering the types of questions being used can
be quite effective, especially for elementary and
intermediate school students. The writing of es­
says has long been regarded as a valuable skill that
is worth teaching; the answering of other types of
test questions should be seen in the same light.
We concur with Ebel (196 5b) who declared that
"more error in measurement is likely to originate
from students who have too little, rather than too
much, skill in taking tests" (p, 206).

Mehrens (n.d., pp. 70-77) has offered several
general guidelines to follow in being test-wise and
several other suggestions for specific types of
tests. A test-wise student will

1. know the subject matter,
2. be emotionally prepared,
3. be physically prepared,
4. use test time wisely,
5. read directions carefully,
6. read questions carefully, and
7. think through the questions.

For objective tests, a test-wise student will

8. guess when unsure,
9. use the content contained in other questions

to help get the answer,
10. look for specific determiners (e.g., all, none,

only, and always),
11. read all the options in multiple-choice ques­

tions,
12. look for grammatical clues, and
13. not base answers on clues alone.

For essay tests, a test-wise student will

14. know the teacher and his/her basis for scor­
ing essays,

15. make brief notes before beginning to write,

16. organize the answers,
17. answer each question and all subparts as fully

as possible,
18. answer in outline form if he or she runs out

of time,
19. write something even if knowledge is limited,
20. write legibly, and
21. practice writing answers for essay tests.

Three other points seem worth noting. First,
test-wiseness plays a greater role on a poorly con­
structed test than on a well-constructed test.
Thus, a teacher who has developed adequate skills
in test construction is part-way to solving the
problem. Second, the inability to cope well with
one particular test format (such as multiple-choice
or essay) will not be crucial if the teacher bases her
assessments upon information gleaned from many
different sources (assignments, projects, quizzes,
etc.), This we recommend to the extent that it can
be done while remaining true to the teacher's in­
structional objectives. Finally, and related to an
earlier point, being test-wise is not a substitute for
knowing the material on which one is to be tested.
One writer ended his book on taking tests as fol­
lows:

If you are committed to learning test-taking, you can
do it. . . . In the long run, the effort you apply to

learning test-taking will payoff far more handsomely
than the effort to learn most school subjects ....
[T]ruly skilled test-takers should be able to continue
to beat the system [italics added] (Feder, 1979, p.
156).

Now such a statement may help sell the book,
but it is misleading. The first sentence of the quote
is true. The second sentence could only be true if
you started at an extremely low level of test taking
skills. The last part of the quote suggests that it is
possible (perhaps even clever and wise) to substi­
tute test-taking skill for knowledge of the material
being tested and thus beat the system. You would
be wise not to believe such a statement. One
would have to construct a very poor test indeed
for such a strategy to work. While teachers are
not necessarily trained or skilled in test construe-
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tion, we have never seen a test so poorly con­
structed that test-wiseness could rep/ace knowl­
edge of the material being tested.

COACHING AND PRACTICE ON
APTITUDE TESTS

Questions concerning the effects of coaching and
practice on test performance cannot be neatly sep­
arated from those related to test-wiseness. Partic­
ularly for test-inexperienced students, one benefit
of both coaching and practice is familiarity with
the nature of the task. Taking tests is like any
other activity in that one is likely to perform bet­
ter when the nature of the task is familiar and well
understood-that is, when one is test-wise.

We hope it would be obvious to our readers by
now that lack of test-taking skills can only result
in test invalidity, since it will lead the test user to
a false inference-that an examinee lacks certain
skills, when in fact the examinee may have had the
skills but did not demonstrate them in the test sit­
uation. No test results can be valid (lead to accu­
rate inferences) unless all examinees are suffi­
ciently experienced and familiar with the testing
situation to be able to demonstrate the skills that
they possess. However, as Bond (1989) has
pointed out, even proponents of commercial
coaching schools concede that instruction on only
test-wiseness does not significantly affect perfor­
mance on standardized tests.

Research on the effects of coaching and prac­
tice has been difficult to interpret. There are many
reasons for this, but the major difficulty comes
from the wide range of meanings ascribed to both
terms. Practice may refer to a single test-taking
experience or to extensive drill on similar test
items. Coaching can mean any of the following
(Anastasi, 1981):

1. Test-taking orientation. Materials designed to
help the student become familiar with the type
of test being used and comfortable in the test­
taking situation. Good examples are Taking the

SAT (College Entrance Examination Board,
1978) and A Guide to Test Taking as Easy as ...
1 2 3 (Michigan State Board of Education, un­
dated, but released in 1981). Each is designed
with the expressed aim of enabling students to
perform their best on a specific test or testing
program. Materials such as these are typically
made as widely available as possible, and to the
extent that they are effective they would have
the effect of improving the quality of measure­
ment by reducing the unwanted variance due to
differences in familiarity with the test-taking
task. Nearly all standardized cognitive tests, es­
pecially those designed for testing young chil­
dren, have numerous practice tests and exam­
ples. Also, some test publishers are now
offering films, filmstrips, and other materials to
acquaint examinees with the test and the test­
ing environment.

2. Coaching. Used in this context, the term gen­
erally refers to relatively short-term "cram­
ming" sessions, sometimes commercially mo­
tivated, sometimes intended to advantage
students at one or more schools compared to
the bulk of examinees. Coaching courses for
college admissions tests often consist of exten­
sive practice ("drill") on sample items or on
items similar to those in the test for which the
coaching is designed.

3. Instruction. This generally refers to longer­
term programs of instruction in broad cogni­
tive skills similar to those tested. It differs from
coaching in that it is intended to improve a per­
son's performance on the whole range of abil­
ities that the test samples. While we recognize
that programs will occasionally be found that
have elements of both instruction and coach­
ing, most are fairly clear in their intentions.

Questions about coaching, practice, drill, and
so on must concern us from the ethical as well as
from the practical point of view. In order to clar­
ify some of the ethical issues, we find it useful to
distinguish between the domain of behavior rep­
resented by a test and the sample of behavior cho-
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sen-the items on the test. The domain may be
defined very explicitly in terms of behavioral ob­
jectives, as in some criterion-referenced tests; or
in terms of very broad content areas, as in many
standardized achievement tests; or in terms ofvery
broad classes of behavior (such as inferential rea­
soning or analogies), as on many tests designated
as aptitude tests. However explicitly defined the
domain may be, the distinction is clear: The do­
main refers to the class of behaviors about which
inferences are being made; the items on the test
merely sample that domain.

Test-taking orientation, as we have defined it
above, will, to the extent that it is successful, re­
move some of the obstacles that might cause the
test-taker's performance on the test to inaccu­
rately represent his or her performance on the do­
main. It is in the interest of the test-takers, be­
cause it will prevent their scores from being
inappropriately low. It is in the interests of the
test-user, because its effect is to lessen the likeli­
hood of false inferences about examinees, and so
improve the validity of the measurement process.
Instruction, to the extent that it is effective, will
improve the examinee's performance on the do­
main of behaviors, with one result being improved
test performance. If the test is used to predict a
criterion, improved performance over the domain
should result in increased performance on the cri­
terion. Coaching, which attempts to increase the
test score without improving domain perfor­
mance, does raise ethical questions, because it is
the only one of the three that aims explicitly at de­
ception. And it may not be in the interests of the
examinees if its intention is to have them admitted
to a program or occupation for which the best
conceivable prediction (from performance over
the domain) would be that they are unsuited. We
think the ethical implications should be clear to
the reader.

But what of effectiveness? First, we must point
out that research evidence, particularly concern­
ing the effects of instruction and coaching, is ten­
uous at best. The reason for this lies in research
methodology. Many studies have compared
coached to uncoached groups. But since those in

the group receiving the coaching are normally
there because they want to be there, and those not
being coached are there because they do not want
to be coached, it is difficult to make any inferences
from such studies. For those interested, Messick
(1980, Chapter 2) has summarized research of this
type. No firm conclusion can be reached. (See also
Messick and jungeblur, 1981, and Bond, 1989).

True experimental studies, in which examinees
are randomly assigned to experimental and control
groups, are rare (Bond, 1989, has identified four),
because of the ethical and practical difficulties in­
volved. Alderman and Powers (1980) found that
special programs already in place in the eight sec­
ondary schools studied brought about an increase
of around 8 points, on average, on the SAT scale
of 200-800. This is very small (about one-twelfth
of a standard deviation) and less than the improve­
ment normally made on a second testing. There
was a problem with this study in that the special
administration of the test did not "count" in any
real sense, so that students may not have been as
motivated as they normally would be when taking
the SAT. But the findings are consistent with the
general thrust of other, less carefully designed re­
search, which are that the best that can be hoped
for from any programs of coaching, test-taking
orientation, or practice is an improvement
of about one-fifth of a standard deviation, and
most yield less than this (Hopkins & Stanley,
1981).

In recent years there has been something of a
furor over the question of the effectiveness of
coaching for the SAT. Most of the attention has
focused on an article by Slack and Porter (1980a),
in which the authors examined literature on
coaching and the SAT and concluded with a tri­
umphant flourish that the SAT scores are "unre­
lated to the quality of (students') minds" (p. 172);
that the SAT is coachable; and that it should there­
fore be replaced by standardized achievement tests
(which presumably would be more coachable than
the SAT).

The controversy surrounding this sweeping
conclusion (see, e.g., Bond, 1989; Jackson, 1980;
Messick, 1980, 1981; Slack & Porter, 1980b) has
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clarified several important points, and there is
much of value to be learned from it.

First, we note that Slack and Porter (1980a) as­
sume that an aptitude test measures some innate,
unchanging quality of the individual that is not af­
fected (or, as least, not appreciably affected) by
that individual's experiences. This is, of course, a
naive view of the nature of aptitude, which con­
trasts most strongly with modern thinking. Anas­
tasi (1981) points out what should be obvious,
that: "All tests reflect what he or she is able to do
at the time" (p, 1086). The notion, then, that
achievement tests are coachable, and that aptitude
tests are not, is false. There are good reasons to
hope that the former would be more responsive to
instruction than the latter, but the difference is a
matter of degree. For a review of the conceptual
distinction between achievement and aptitude,
consult Chapter 15.

The best available summaries of research on
coaching, with particular reference to the SAT,
are those by Bond (1989) and Messick (1980,
1981). Messick focused on the regularities that do
exist among the seemingly disparate results and
made many telling points. In particular, he empha­
sized that questions about the effectiveness of
coaching are questions of degree (How much
coaching? What kinds of coaching? How much
improvement?) rather than yes-no questions
(Does coaching work?). To this end, he has sought
what he calls relational rather than categorical an­
swers. In particular, he has shown that the score
gains that can be expected increase with the time
spent, that there are diminishing returns for in­
creased coaching time, and that the verbal section
(SAT-V) is less responsive to coaching than the
mathematical (SAT-M). This is to be expected,
given that the SAT-M is more strongly curricu­
lum-related than the SAT-V. But Messick has also
made a very cogent point about the research that
has been done. Short-term coaching programs
have typically been of the "cramming" kind re­
ferred to earlier, while long-term programs have
concentrated more on instruction in broad cogni­
tive skills. Summaries such as that by Slack and
Porter (1980a) have confounded the two factors-

nature and duration-of the coaching or instruc­
tion given. Even given the diminishing returns
earlier, it is not possible to conclude that a pro­
gram can be made more effective by making it
longer-it may be that increased effectiveness
comes only with an increase in time allocation and
a shift in emphasis to instruction in broad cogni­
tive skills. And if it proves to be the case that the
most effective way to improve one's SAT score is
to improve one's ability across the broad reper­
toire of skills tapped by the SAT, who would be
unhappy about that? Certainly not the Educational
Testing Service, nor, we would hope, its critics.

Often mistaken for coaching-that is, a pur­
posive treatment-is the effect of repeating a test
or taking a parallel form of the test. As might be
expected, those examinees who repeat the test re­
ceive higher scores on the second administration
(Hutton, 1969; Nevo, 1976; Wing, 1980). Wing
found that on repeating the test, examinees did
slightly better on the numerical-type items than
they did on the verbal-type items, although they
improved slightly on both. We believe that test­
users need 'not concern themselves too much with
the effect of repeating a test, since only infre­
quently are examinees given the same or a parallel
form of an aptitude test. When they are, users
should interpret the second test score accordingly.

COACHING! "CHEATING" ON
ACHIEVEMENT TESTS

As already suggested, at some point the methods
used in coaching and practice cross over an ill-de­
fined line from a legitimate practice of teaching to
the test to an inappropriate practice of teaching
the test (Mehrens & Kaminski, 1989; Shepard &
Kreitzer, 1987). While educators do not always
agree as to where to place that line, most if not all
would agree that teaching test-wiseness or test­
taking skills is legitimate. Further, it is obviously
appropriate to provide general instruction on a
large domain of achievement, which any given test
may sample. What is generally considered inap­
propriate is to focus instruction on only those ob-
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jectives that happen to be assessed by the test. The
reason that is considered an unacceptable practice
is because the inference one typically makes from
a test score is to a reasonably broad domain. If in­
struction is to a specific sample of objectives, any
inference to a broader domain would be inappro­
priate and incorrect. While we admit that for
some specific purposes one only wishes to infer to

the particular objectives covered by a test (e.g., all
26 letters of the English alphabet), it is more com­
mon to wish to make broader inferences (e.g.,
ability to spell or ability to do basic arithmetic op­
erations). It would, of course, be even more in­
appropriate to provide practice on a published par­
allel test or to provide practice on the test in
advance (i.e., teach the specific test questions).

Unfortunately, the push for educational ac­
countability and the belief that schools (or perhaps
the individual teachers) are responsible for the
achievement of their students will increase the
pressure to teach too closely to the test. At some
stage it becomes so blatant that, indeed, we believe
it is appropriate to consider such practices as
cheating.

One practice that has been widely adopted by
the schools it to purchase commercially prepared
achievement-test preparation programs. For ex­
ample, a regional manager for Random House has
estimated that their test-specific "Scoring High"
materials are used in 30 to 40 percent of schools
nationally (Woo, 1988). These materials are de­
signed specifically for each of three major stan­
dardized achievement tests. As the publisher
states:

The exercises in these workbooks provide your stu­
dents with the concentrated practice and review of
the very skills necessary to score high on the latest
edition of eachtest (Random House, 1987, pp. 2-3).

Mehrens and Kaminski (1989) compared the
subskills in the Scoring High on the California
Achievement Test (CAT) with the actual subskills
tested on Level 15 of the CAT. They found that
64.5 of the 69 skills tested on the CAT were cov­
ered in the Scoring High materials-and that the
Scoring High materials covered no additional

skills. In their view, this match was so great that
one could not infer to any broader set of skills
from the scores on the CAT if the students had
been prepared through use of the Scoring High
materials. Others, ofcourse, defend the practice as
appropriate.

Of course, some people support practices such
as that described above on the basis that those
skills are important. We certainly tend to agree
that the skills tested on standardized achievement
tests are important ones. Further, if the inference
were to only those skills, it would be appropriate
to teach only those skills. But, as pointed out be­
fore (see also the section on content validity in
Chapter 13), the inference is typically to a broader
domain. Teaching to only the sample tested when
the inference is to a broader domain invariably
makes the inference invalid. (We should point out
that the same is true of performance assessment.
If we instruct on only the particular performance
we evaluate, we cannot infer to a broader set of
skills/performance. For example, if writing in­
struction is limited to writing business letters­
because that is what is tested-we could not make
inferences about broader writing skills.)

Ofcourse, some methods of teaching to the test
are so blatant that any reasonable person would
consider them cheating. Cannell (1989) presents a
whole series of letters he has received from teach­
ers charging cheating by other teachers-and oc­
casionally admitting to cheating themselves. In
three years, 50 elementary schools have been
caught cheating by officials from the California
State Department of Education (McGraw &
Wood, 1988). In Austin, Texas, students reported
that their teacher had actually given out copies of
the test for homework the week before the test!
Other teachers were reported to have told special­
education students to stay home on the day of the
test (Ligon, 1985). Putka (1989) reported that a
South Carolina teacher gave students the answers
to a standardized test two days before the exam
was administered. This was discovered when a
student was using a crib sheet during the exam.
(The teacher was fired and fined $500.00 for
breaking a state test security law.) Cannell (1989)
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reported that the Maryland Department of Edu­
cation excluded 20 percent of their total enroll­
ment from testing and then reported that Mary­
land students were above the national average!

As we have mentioned, increased accountabil­
ity has increased the practice of teaching to the
test and cheating in more blatant ways. U nfortu­
nately, many educators do not consider as inap­
propriate the same practices that most measure­
ment specialists would. This is apparently either
because they do not understand the inference to
the domain issue or because they believe that the
placing of inappropriate blame (or credit) on them
for student achievement makes it all right to cheat.
Mehrens and Kaminski (1989) have summarized
some of the research on educators' attitudes to­
ward cheating and were dismayed by the results.
For example, only 37 percent of a group of teach­
ers thought the following statement represented
cheating: "If a teacher remembers specific ques­
tions and then proceeds to teach next year's stu­
dents the same questions, does this constitute a
form of cheating?" One more example: Cannell
(1989) reported that one Los Angeles school offi­
cial, when asked what he thought about having
teachers teach their class the exact vocabulary
words on the test, responded, "I don't see that as
a significant problem. That would be evidence of
growth."

What can be done about the problem of teach­
ing too closely to the test? Obviously the problem
does not exist for secure tests because teachers,
principals, and other educators cannot see the
exact questions in advance. Usually the public in­
formation about the content of secure tests is gen­
eral enough so that it is appropriate to teach to the
general content (i.e., what was considered "in­
struction" in the previous section on coaching and
practice). Thus, one solution for other tests would
be to make them secure. However, that is quite
expensive. To revise all the standardized achieve­
ment tests every year and to set up the types of
security arrangements that are used by SAT,
ACT, and other such tests may make the standard­
ized achievement tests as expensive as those tests.
However, if nonsecure tests are used for teacher

accountability (including merit pay and career-lad­
der promotion), one can expect some cheating. (It
should be clear that the authors of this book are
opposed to using student scores on achievement
tests for determining merit pay and career-ladder
promotion of teachers.) Thus, one should either
not use standardized tests for the purpose of ac­
countability and restrict their use to their original
purpose-evaluating students' performance to
better instruct them (see Loyd, 1986)-or set up
some very strict administrative/scoring conditions
to minimize the opportunity for cheating to occur.
Some of those methods have been spelled out by
Cannell (1989).

We must stress, however, that the two things
most likely to control cheating are (1) to have
more reasonable accountability models and not
blame (or credit) only teachers for their students'
scores and (2) to educate educators about what is
considered inappropriate test preparation and
what their ethical obligations are to ensure that it
does not occur.

RESPONSE STYLES

We will use the term response style to refer to a
characteristic of individuals, apart from achieve­
ment or ability, that consistently affects their man­
ner of responding to a test. On noncognitive mea­
sures the problem can be quite serious, and the
term response set is usually preferred. For cogni­
tive tests, we have already met several important
response styles. Test-wiseness is a response style;
test-wise examinees have their own repertoire of
ways of dealing with test items, and if these strat­
egies are well learned and consistently applied,
they can constitute a style of response that distin­
guishes those examinees from others. The ten­
dency or propensity to guess is another response
style; some examinees will always guess when the
opportunity arises, while others consistently pass
up the opportunity, preferring to omit a question
if they are unsure. Both test-wiseness and guess­
ing can have consistent effects on examinees' test
scores.
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Of those we have not yet considered, perhaps
the most important response style is speed of
work, sometimes referred to as the "speed versus
accuracy" response set. Examinees have distinct
preferences regarding the speededness of tests.
Some work best, and prefer to work, under highly
speeded conditions, while others are favored by
conditions that allow them to work slowly and de­
liberately through a test, without having to worry
about the passage of time. Tests can, in fact, be
arranged on a continuum, with "speed tests" at
one end and "power tests" at the other. An ex­
ample of a pure speed test would be one where no
examinee finishes in the allotted time. On a pure
speed test, it is assumed that the items are so easy
that errors contribute at most insignificantly to
score variance, and speed of response is the sole
determining factor. On a power test, in compari­
son, sufficient time is allowed for all examinees to
finish the test-in practice this might be accom­
plished by allowing extremely generous time lim­
its or by having no time limits at all.

Most tests are, of course, neither pure speed
tests nor pure power tests but lie somewhere be­
tween the two ends of the speed-power contin­
uum. It is our belief that for classroom teachers,
and particularly for formative evaluation, nearly all
tests should be primarily power tests. The teach­
er's aim in classroom testing is to find out the ex­
tent to which the objectives of instruction have
been achieved, and unless speed of work is an ob­
jective for which the teacher is consciously striv­
ing (e.g., in teaching typing or shorthand), this
will be best achieved by allowing students suffi­
cient time to demonstrate all that they have
achieved. Administrative restraints will normally
prevent the teacher from allowing unlimited time,
but the experienced teacher should learn to con­
struct tests of appropriate length so that all stu­
dents, or nearly all, can complete them comforta­
bly in the time available.

On standardized tests, the teacher does not
have control over the amount of time allowed. It
is advisable, however, for teachers to inspect the
answer sheets to see whether the students had suf­
ficient time to attempt all questions. If not, they
should bear in mind that the test measures in part

speed of work, and that low scores can result from
slow work as well as from poor work.

There is a set of response styles that are partic­
ularly unique to noncognitive tests-that is, atti­
tude, interest, and personality measures. Some of
these are the examinees' predisposition to select
the neutral category when an agree-disagree con­
tinuum is used, social desirability, acquiescence,
and the like. These were discussed more fully in
Chapter 17.

Some other examples of response set, especially
operative in aptitude and achievement tests em­
ploying a multiple-choice format, are the tendency
for the examinee to choose the answer in the mid­
dle or at the top or at the bottom, to select the
longest (or shortest) alternative as the correct an­
swer, and so on. It should be obvious that many of
the response-set problems can be controlled by ad­
hering to the principles of good test construction.

OTHER FACTORS AFFECTING AN
EXAMINEE'S TEST PERFORMANCE

We discussed previously the effect of such admin­
istrative factors as environmental conditions,
training of test administrators, test scoring, and
the establishment of rapport between the exam­
iner and the examinee on an examinee's test per­
formance.

So far in this chapter we have discussed the im­
pact of such factors as guessing, test anxiety, and
coaching on examinees' test scores. In essence, the
factors we have considered are related either to
something inherent in the test, the testing condi­
tions, or the personality of the examinee. There
are, however, another set of factors-such as the
examiner's race, sex, expectancy level, personality,
and socioeconomic status-that may have an effect
upon an examinee's test performance.

Examiner Effects

What do we know about examiner effects? Gen­
erally, they are more operative-that is, they have
a greater effect-on individually administered
tests than on group-administered tests; on younger
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children than on adults; on intelligence or semi­
structured and projective tests than on achieve­
ment and interest tests; on emotionally disturbed
and handicapped children than on normal chil­
dren; when the test results are being used to make
significant rather than trivial decisions; and on
tests where the stimuli are ill defined and the re­
sponses scored subjectively.

We will now consider race, sex, expectancy,
and other examiner effects in more detail.

Race Contrary to popular misconception, espe­
cially among minority group members, the race of
the examiner has very little impact on the exami­
nee's test performance. The numerous studies on
the effect of the examiner's race on the examinee's
test performance have, for the most pan, shown
that it is negligible. Graziano, Varca, and Levy
(1982) reviewed 29 studies to learn whether the
examiner's race affected the examinees' intelli­
gence-test performance and concluded that "these
studies provide no consistent or strong evidence
that examinees of different races systematically
elicit different performances in black and white
examinees" (p. 491). Jensen (1980), after review­
ing 37 studies done between 1936 and 1977, as
well as studies and reviews by Sattler (1974, 1982)
and Sattler and Gwynne (1982), also concluded
that the race of the examiner is not an important
factor influencing an examinee's performance on
mental ability tests. Although one might expect to
find a significant examiner-examinee interaction
for individually administered in contrast to group­
administered tests (establishment and maintenance
of rapport is more crucial in the former), Sattler
and Gwynne (1982) found that this was not so.

One should not jump to the conclusion that the
examiner's race could not influence a person's test
performance because it could. However, in stan­
dardized tests, at least, the test directions are so
specific that we should not expect to find a differ­
ence between a well-trained black examiner test­
ing white children and vice versa.

Sex Once again, one might expect that males
would obtain higher test scores when examined by
a male examiner and that females would do better

with a female administrator. Research, however,
does not corroborate this hypothesis. Although
Rumenik, Capasso, and Hendrick (1977) found
that when an examiner was dealing with sensitive,
sexually related items, the sex of the examiner
could affect the examinee's responses, they gen­
erally observed that for most personality and in­
telligence tests, no sex effect existed. Whereas
Black and Dana (1977) noted that female examin­
ers obtained higher WISC scores from children,
Cieutat and Flick (1967) found no sex effect when
the Stanford-Binet was used. Thus, the results are
somewhat contradictory.

Expectancy Another area of conflicting or un­
certain evidence is the examiner's expectancy, or
the expectancy effect.

Although Rosenthal and Jacobson (1968)
claimed that teacher expectancy affected the men­
tal ability scores that pupils received, their conclu­
sions were disputed because of faulty methodol­
ogy (Barber & Silver, 1968; Snow, 1969; Elasoff
& Snow, 1971). Cronbach (1975) and Jensen
(1980) among others contend that teacher expec­
tancy has no effect on pupils' mental ability test
scores.

Somewhat contradictory conclusions are
voiced by Sattler (1974), Sattler, Hillix, and Neher
(1970), and Sattler and Winget (1970), who found
that examiners scoring WISC tests gave more fa­
vorable treatment (credit for the answer) to the re­
sponses that supposedly came from brighter pupils
and gave lower scores to those they thought came
from the duller pupils (the examiners did not ad­
minister the tests; they only scored them).

Thus, the expectancy effect studies yield, at
best, inconsistent results. Since we really have no
evidence to conclude that there is such a thing as
examiner/scorer bias, we should be aware that it
may exist and govern our interpretations of test
scores accordingly.

Other Variables An examinee's test perfor­
mance may also be affected by the examiner's per­
sonality; by certain examiner characteristics such
as age, training, and experience (Cohen, 1965;
Dyer, 1973); and by the examiner's behavior be-
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fore and during the test administration. Exner
(1966) found, for example, that test-takers per­
formed significantly better on an intelligence test
when the examiners were "warm and kind" than
when they were "cold and impersonal." The sig­
nificant interaction between the examiner's and
examinee's personalities may sometimes be quite
specific-so that, for example, a particular exam­
iner might affect Billy but not Peter primarily be­
cause the personalities "mesh" in one case but not
in the other.

Summary of Examiner Effeds In conclusion,
the examiner's race has a negligible influence on
the examinees' test performance, whereas the data
with regard to the role of the examiner's sex and
expectancy are inconclusive. It is apparent, how­
ever, that examiner and other situational variables
are a greater confounding factor on personality in­
ventories, especially projective tests, than on cog­
nitive tests. In fact, it has been found that only
subtle variations in the phrasing of instructions
and in examiner-examinee relationships can mark­
edly affect examinees' performance on projective
tests (Masling, 1960; Klopfer & Taulbee, 1976).

• SUMMARY

The principal ideas, conclusions, and implications
of this chapter are summarized in the following
statements:

1. Some students' test performance may defy a
teacher's expectations. This is sometimes due
to extraneous factors that can influence the
test performance.

2. In interpreting test scores, one should be
aware of and take into account the various
factors that may have detrimental effects on
measurement.

3. There are two kinds of response to stress, fa­
cilitating and debilitating. Debilitating anxi­
ety may result in examinees scoring lower on
tests than knowledge or ability warrant.

4. Teachers can do a variety of things to mini­
mize debilitating test anxiety. Relying on a
variety of data-gathering devices (observa-

tion, teacher-made and standardized tests, rat­
ing scales) rather than on the results of just
one or two tests should help decrease test
anxiety.

5. Informed guessing is where students use par­
tial knowledge to arrive at an answer. In­
formed guessing should be encouraged.

6. Blind guessing is not likely to have much im­
pact on a person's score unless the test is very
short.

7. Bluffing on an essay test is probably a more
serious problem than guessing on an objective
test.

8. In general, we recommend against using for­
mulas to "correct" for guessing. Test instruc­
tions should encourage all students to attempt
all questions.

9. Test-wiseness is the ability to utilize the
characteristics and formats of the test and/or
test-taking situation to receive a higher score
than one would receive otherwise.

10. Test-wiseness can be effectively taught-es­
pecially to younger children; it results in
small score increases on many achievement
tests; it results in a bigger increase for poorly
constructed tests than well-constructed tests;
and it increases with age and test-taking ex­
penence.

11. Teachers should attempt to teach all of their
students to be test-wise.

12. The terms coaching and practice have both
been used in a variety of ways. Generally one
thinks of coaching as a short-term cramming
session.

13. Most measurement experts attempt to differ­
entiate among test-taking orientation, coach­
ing, and instruction. Test-taking orientation
and instruction are good things to do. Coach­
ing is a questionable ethical practice and may
well not be in the best interests of the exam­
mee,

14. Coaching is of some, but quite limited, use­
fulness in raising test scores.

15. Cheating may occur on nonsecure standard­
ized achievement tests when results are used
to punish and reward educators.

16. Response styles such as "speed versus accu-
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racy," the tendency to answer true, and po­
sitional response styles can be controlled
through good test construction and adminis­
trative procedures.

17. The race of the examiner has a negligible ef­
fect on the examinees' mental test perfor­
mance.

18. The data concerning the influence of the ex­
aminer's sex on the examinees' mental test
performance are inconclusive.

19. Studies on teacher/examiner expectancy ef­
fects yield inconclusive data.

20. A variety of factors associated with the ex­
aminer-personality, interaction with the ex­
aminee, age, training-can affect examinees'
test performance.

• POINTS TO PONDER

1. Suppose you were given a class to teach and
you found that nearly all of your students were
from other countries. Although their English
was excellent, they were totally inexperienced

in taking tests. Sketch an outline of what you
would want to teach them about tests so that
they could cope adequately in the United States
school environment. (Choose a grade level
with which you are familiar.)

2. Respond to the following students' explana­
tions of their performance on tests:
a. "I just guessed. IfI passed, I suppose I must

have guessed lucky."
b. "I knew nothing about the third question. I

passed it by bluffing."
c. "I never do well on examinations-I get so

nervous that I just go to pieces."
d. "I think I must be born unlucky. My friends

seem to be able to do well on objective tests
by just guessing, but it never works for
me."

e. "I always do badly if it's multiple-choice.
As soon as you put two or three alternatives
in front of me, I become confused."

f. "I was just unlucky. I knew most of the
course, but on the examination we were
asked only a few of the things I knew."
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• Necessity for Reporting Procedures: Who Needs Them

• Bases for Marking and Reporting
• Marking and Reporting Procedures
• Criteria for a Marking-Reporting System

All readers of this book should be aware by now
that measurement is an integral part of the teach­
ing-learning process. Measurement and evaluation
help us determine what to teach and what proce­
dures are most effective. Few, if any, professional
educators doubt the wisdom of determining what
students have learned, and how well. Not to do so
would mean that we could never evaluate the job
schools are doing or the progress students are
making. However, how to record what students
have learned and in what fashion are more debat­
able issues. Some record keeping of student prog­
ress is necessary. Not all decisions that are depen­
dent upon level of student achievement can be
made at the time the achievement level is ob­
served. Thus, the data should be recorded. Fur­
ther, information regarding student progress
needs to be systematically reported.

After completing this chapter, you should be
able to:

1. Recognize the necessity for reporting schemes.
2. Understand and discuss how reports can be

useful for different groups of people.
3. Know that the major basis for a report should

be the degree to which a student has achieved
the educational objectives of the school.

4. Understand and discuss six different systems of
reporting (marks, checklists, letters, confer­
ences, self-evaluation, and contracts) and iden­
tify the advantages and disadvantages of each.

5. Discuss factors that must be taken into account
when using single summary symbols.

6. Recognize the criteria for a good marking sys­
tem.

NECESSITY FOR REPORTING
PROCEDURES: WHO NEEDS THEM

Many people make, or help the student make, de­
cisions based in part upon how the student has

done in school. A particular decision may depend
upon highly specific information (e.g., how well
the student can type) or upon much more general
data (e.g., whether the student is a good writer).
Thus, we obviously need a variety of reporting
procedures to serve a variety of functions. Slavin
(1978) categorizes the functions as incentive,
feedback, and evaluation. Before discussing vari­
ous reporting procedures, we should look at who
needs information and how these people use it.

Students

There has been an increased emphasis in educa­
tion on the importance offeedback to students. Of
course, there are two stages to this feedback: the
measurement of the degree to which students have
reached the objectives and the communication of
this information to them. Feedback to students
serves the purpose of guidance. Research and
common sense tell us that it is difficult to improve
unless we know how we are presently doing. If
individuals wish to become better marksmen, they
should know how close their previous shots have
come to the bull's-eye. Knowledge of results im­
proves subsequent learning.

Students need information to guide them in
their immediate decision making (Should I study
more this weekend? Was the review session with
Joe and Ted helpful enough to be repeated? Do I
need to review the division of fractions?) and in
their long-range plans (Should I go to medical
school?). Formative evaluation (informing stu­
dents of their progress during the instruction) is
most helpful for the immediate decision making
that students face. This kind of feedback would
not require that the schools provide summary eval­
uations or that they keep permanent records of the
achievement of the pupils. The daily interaction
between teachers and students should result in the
students' having fairly good knowledge of the
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quality of their achievements necessary for im­
mediate decision making. Of course, this depends
upon the teacher's skill in daily feedback. Effec­
tive feedback depends upon determining what stu­
dents need to know to facilitate further learning,
gathering accurate data, and presenting these
data to the students in a fashion they will compre­
hend.

Although formative evaluation is perhaps most
helpful to the students, summative (or terminal)
evaluation of the kind provided at periodic mark­
ing periods also can assist them in their decision
making-particularly in the formation of long­
range plans. Pupils cannot easily combine all the
daily feedback provided and obtain an overall sum­
mative picture of how they are doing. They need
the insight teachers can provide. Thus, an overall
summary is of value (Feldmesser, 197 I).

Besides guidance, a second possible purpose of
reporting to students is to enhance motivation.
The motivating dimension offeedback is more de­
batable than the guidance dimension. (Stiggins,
Frisbie, & Griswold, 1989, suggest that the pur­
poses of communication and motivation can ap­
pear to be at odds.) It is possible for feedback to
either reduce or enhance motivation, and the same
reporting scheme may have different motivating
impact on different students. Teachers should take
this into account. Some students need friendly en­
couragement, some need mild chastising, others
may need to be motivated through fear.

Nevertheless, many educators and students
firmly believe that feedback (and recording
grades) does have the effect of inducing students
to apply themselves to learning things they would
not otherwise learn (Katz et al., 1968; Sparks,
1969; Stallings & Lesslie, 1970). Some educators
feel this is bad and that students should feel free
to learn what they wish. Feldmesser addressed
himself to this whole issue of motivation. He dis­
cussed whether motivation can come from feed­
back to the student alone or whether recording
that information and using it for short-run deci­
sions is necessary. We quote in part:

... many students ... deliberately decide, on what
seems to them to be rational grounds, that the subject

matter of a particular course, or particular parts of a
course, are irrelevant to their needs and therefore
ought not to be learned. We might say that that's
their business; if they choose not to learn, they will
and should bear the consequences of their decision.
I think that's a cop-out; it is shirking our educational
duty, if .not undermining our educational preten­
sions. The student, after all, is young, and his very
presence in a course indicates that he knows rela­
tively little about the field. Consequently, he doesn't
necessarily know what will be relevant to his needs
over the long run; and in any event, his needs and his
interests change. His teachers claim to have more
foresight than he does, particularly with respect to

what will prove relevant in their fields (if they are
unwilling to make that claim, they shouldn't be his
teachers). Thus, they are entitled-I would say
obliged-to exert some pressure on the student to
get him to learn material whose importance he is not
yet in a position to perceive (Feldmesser, 1971, pp.
7,8).

Regardless of the stand our readers may take on
Feldmesser's opinion, it seems obvious that what­
ever the method of reporting, all students should
receive accurate reports of how they are doing. In
discussing the educational implications of self­
concept theory, LaBenne and Greene (1969)
stressed that teachers must be honest with their
pupils. They suggest that, unfortunately, when
teachers talk to students they purposely distort the
evidence and provide false praise for poor perfor­
mance. They stated: " ... the student is not fooled
by this sham ... [C]onfrontation with reality in an
atmosphere of warmth and acceptance is impera­
tive for an accurate view of self" (LaBenne &
Greene, 1969, pp. 28-29).

Parents

Parents also need to know how their children are
doing in school, and good reporting practices
should result in improved relations between
school and home. Unfortunately, many schools do
not do an effective enough job in this respect. Par­
ents often do not know what the school's objec­
tives are, let alone whether or not their children
are accomplishing those objectives. Many parents
would be willing to help their children in weak
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areas, but without knowledge of what those weak
areas are, it is impossible to do so.

Since parents' opinions playa role in a child's
educational and vocational planning, it behooves
them to be as knowledgeable as possible in that
area. Parents do not have daily contact with the
school, so the quality of the formal periodic re­
porting scheme and the frequent informal forma­
tive reports (graded test papers, assignments, and
similar evidence) is very important.

Administrators, Counselors, and
Teachers

Curriculum and instructional decisions should be
based primarily on the quality of student out­
comes. Administrators and counselors need to
make decisions with regard to the proportion of
"college prep" courses they should offer, whether
new curriculum innovations should be continued,
whether Johnny should be placed in a special class,
whether Susan should be encouraged to take trig­
onometry, and countless other decisions that are
more rationally made with some knowledge of
how the students are achieving.

Reporting also helps teachers evaluate their
own strengths and weaknesses. If students are
doing well in some aspects of a course, but poorly
in others, a teacher should examine her instruc­
tional procedures to formulate possible hypothe­
ses as to why that is so. Also, the task of preparing
a formal report may cause a teacher to look more
carefully at student achievements than she might
do otherwise. If a teacher needs to submit a report,
she will probably feel some obligation to develop
reasonable bases for it. She will wish to be able to
defend it if questioned. Thus, she will likely set
up a better evaluation system, one that can provide
more useful feedback to students, than if no for­
mal report is required.

Prospective Employers

Many people may feel with some justification that
how a student achieves should be private infor­
mation between that student and the school. Al­
though there is some legal basis for the nonrelease

of data without student permission, the permis­
sion is typically granted. If a student has given
written permission for a transcript to be sent to an
employer, the school is obligated to respond. If
Don applied for a secretarial job after high school,
the prospective employer may ask school person­
nel what secretarial courses Don took and how
well he did in those courses. If Don did not agree
to let the school release such data, his application
might be rejected. Certainly, if Sean applies for a
government job requiring security clearance, a
part of that clearance will involve a search of the
school records. An engineering firm considering
Susan as an applicant for a position will surely
want to know about her technical competencies.
To not have appropriate school records or to
withhold them from employers would require that
these employers greatly expand their own person­
nel departments or make poor selection and clas­
sification decisions. Unfortunately, some evidence
suggests that schools do not always respond to
signed requests for transcripts. For example, an
insurance company only received 93 responses
from over 1200 requests (Bishop, 1989)! (One
might argue that the insurance company should
not have received any unless it paid for them.)

College Admissions Officers

It is generally recognized that, for most students,
the best single predictor of freshman G PAis high
school grades. (Contrary to beliefs of many peo­
ple, there is considerable research evidence to sug­
gest that aptitude tests are better predictors than
high school grades for disadvantaged youth. See,
for example, Thomas and Stanley, 1969.) Thus,
practically all colleges that do not use an open ad­
missions policy select students, in part, on their
high school grade point average.

BASES fOR MARKING AND
REPORTING

The phrase "bases for marking and reporting" can
imply two quite different concepts: (I) what as­
pects or student characteristics we wish to report
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and (2) what kinds ofdata we will use as evidence
in making our report. Both bases for marking in­
teract with methods used for marking and report­
ing. For example, if we are going to base our
marks on affective objectives, we might use a dif­
ferent set of symbols for reporting than we would
use for reporting on cognitive objectives. And if
we are going to use standardized test scores as ev­
idence for having achieved certain objectives, we
might use a different scheme for reporting than if
we are going to use classroom participation. Be­
cause we seldom want to report on only one basis,
this leads to the conclusion that it may well be ad­
vantageous to use different schemes for reporting.
This will be dealt with further in the next section.
Here, we wish to discuss briefly what aspects we
may wish to report and the kinds of data we might
gather for the report.

The major factor that should be reported is the
degree to which the student has achieved the ed­
ucational objectives of the course. This could well
be accompanied by data suggestive of reasons why
the student achieved at that level as opposed to
some higher or lower level. But, of course, all this
is not so easy as it sounds. Schools have many ob­
jectives-often too intangible and certainly too
many to be reported on any reasonable report­
and the task confronting educators is to choose
which of those objectives are crucial and should be
reported. A common fault ofmany traditional "re­
port cards" is that they are so inadequate in their
coverage of objectives. This relates to the prob­
lems encountered in measuring some objectives­
particularly in the affective areas. But if we hold
certain affective objectives to be important, we
should attempt to measure them, and we should
report the results of those attempts.

The data obtained through all the methods we
have considered in this book are appropriate to
consider in any thorough report. Informal tests,
classroom observations, homework assignments,
products, and standardized test results are all use­
ful data in reporting pupil progress. Data sugges­
tive of reasons as to the degree of objective attain­
ment would include such things as ability level,
attendance, effort, interest, and cooperation on the
part of the pupil. (The last four may be objectives

in their own right, but they are also related to the
achievement of other objectives.)

MARKING AND REPORTING
PROCEDURES

We suggested in the preceding sections that a va­
riety of people have good reason for desiring in­
formation about student achievement and that
there are different bases for marking. Thus, the
schools may need to consider different reporting
procedures for communicating adequately with all
interested parties. Reporting schemes may also
vary, depending on the grade level of the student.
For example, a single summary mark may not be
desirable for the early elementary grades, whereas
such a score may be almost mandatory for report­
ing high school students' achievements to colleges
or college students' achievements to graduate
schools.

The comparison of different reporting proce­
dures should not be on an either-or basis. It is cer­
tainly possible, and usually advantageous, to use
several procedures simultaneously.

In this section we discuss a variety of marking
and reporting procedures and point out some ad­
vantages and disadvantages of each. We discuss
marks, checklists, narrative reports, conferences,
self-evaluation, and contract grading. The most
important requirements of any procedure are that
(l) it be understood by those persons giving and
receiving the reports and (2) the reports be based
on the objectives the school is striving to reach.

Marks

By marks we refer to those systems that use sum­
mary symbols of some type. These symbols may
be letters such as A, B, C, D, For 0, S, U; num­
bers such as 9 through 1; pass-fail; or almost any
other set of symbols. Because these symbols as tra­
ditionally used convey an overall impression of the
student's total performance in a subject-matter
area, they are more useful in summative than in
formative evaluation. Whether or not marks serve
any useful function depends upon how a teacher
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decides which symbol to give a child and whether
the meaning the teacher has for the symbol is the
one interpreted by the recipient of the report.

An amusing, if somewhat cynical, description
of a grade is as follows:

An inadequate report of an inaccurate judgment by a
biased and variable judge of the extent to which a
student has attained an undefined level of mastery of
an unknown proportion of an indefinite material
(Dressel, 1983, p. 12).

While we admit many teachers' "marks" may fit
that description, it need not be so!

Several considerations must be taken into ac­
count when using symbols. One must decide if the
grades should represent achievement or attitude.
If the former, should it be achievement relative to
an individual's own ability, relative to a set stan­
dard, or relative to peer performance? Should one
mark on status or growth? What set of symbols
should be used? How many different marks should
be used? What percent of the students should
fail?

Achievement or Attitude (Effort)? Most ed­
ucators believe that if only a single mark is given,
it should represent achievement in the subject
matter rather than attitude or effort. There are
several reasons for this: (I) Achievement is easier
to measure accurately; attitudes can be faked. (2)
Most people interpret scores as if they indicated
degree of competency rather than degree of effort.
(3) Students must learn to realize that real life
achievement is generally more important than ef­
fort or interest. Of course, effort affects achieve­
ment, but it is the achievement that is ultimately
ofmore importance. (How hard surgeons or pilots
try is not nearly so important as whether they do
the job for which they are hired.)

Teachers are often tempted to let a single sym­
bol represent some combination of achievement
and attitude. For example, all 15 teachers inter­
viewed in a case study approach believed that
achievement of instructional objectives should be
the primary basis for grades. However, 12 of them
also believed strongly that effort should be consid-

ered (Stiggins, Frisbie, & Griswold, 1989). Sala­
ganick and Epstein (1982) also found that teachers
do not differentiate between achievement and ef­
fort. This is poor practice because it makes the
symbol impossible to interpret. There is no way
to know how much of the symbol was due to each
factor or in which of the two the student was
deemed better.

Teachers, however, should have the develop­
ment of good attitudes as one of their objectives.
It is important to evaluate the degree to which that
objective is met and to report on it, in some fash­
ion at least, to students and parents. If the stu­
dent's general attitudes are to be reported via a
single symbol, it should be a separate mark from
the one that reports achievement level. It should
be noted that there is legal precedent suggesting
that it is unfair to reduce academic grades for mis­
conduct unrelated to academic achievement (Bart­
lett, 1987).

Achievement Relative to a Set Standard, a
Norm Group, or One's Own Ability? Histor­
ically, marks were dependent on a set "standard"
or were criterion-referenced. A student had to
achieve a 94 percent for an A, an 88 percent for a
B, and so forth. As we pointed out before, the per­
cent right on a test is as dependent on test char­
acteristics as on student characteristics. Thus,
there is simply no mathematical, psychological, or
educational basis for such practices as equating 94
percent or more with an A and 69 percent or less
with F.

Recognizing the fallacies of such set standards,
some educators have chosen a norm-referenced
system of assigning marks. Thus, a student's grade
is dependent upon how other students achieve.
But there is considerable reaction by teachers and
students against such norm referencing. People
mistakenly think it means "grading on the normal
curve" and therefore also means, for example, fail­
ing 5 percent and giving A's to 5 percent of every
class. Marking on a normative basis does not nec­
essarily mean that each class will have a normal
distribution of grades or that anyone will neces­
sarily fail. It simply means that the symbol used
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indicates how a student achieved relative to other
students.'

Certainly there are dangers of using a norma­
tive basis for assigning marks if the norm group is
too small. No one who knows even the rudiments
of sampling would suggest that all classes should
have equal distributions of grades. This is partic­
ularly true when one considers that students are
rarely assigned to classes at random. Also, there is
some evidence that norm-referenced marking im­
pacts negatively on the motivation of students
who regularly score toward the bottom of the class
(Natriello, 1987) and discourages students from
helping each other (Deutsch, 1979). Bishop
(1989) suggested that a root cause of high school
students' poor motivation is peer pressure against
studying hard. He posited that this is due to norm
referencing and that "when we set up a zero-sum
competition among friends, we should not be sur­
prised when they decide not to compete" (p. 9).
He argued for a criterion-referenced system of as­
sessment.

Nevertheless, norm referencing gives impor­
tant feedback to students ... "vital information if
the student is deciding whether to apply to voca­
tional school or medical school" (Slavin, 1978, p.
98). The belief that within-class norm referencing
may harm motivation coupled with the fact that
students need to have norm-referenced informa­
tion to make wise educational and vocational de­
cisions may appear to be a dilemma. However, it
is easily resolved by making the norm group more
inclusive than a single class. It would be better to
compare students, say, against those who have
taken the class the previous three years. Thus, stu­
dents are not competing against their own class­
mates in a zero-sum game. All could be winners
and achieve A's. Many measurement specialists we
know use this method (see Terwilliger, 1989).
Even if teachers did not use a formal system, if

I Interestingly enough, we once heard a parent discussing marks
at a school board meeting saying that" .. my children are dif­
ferent, and I don't want them compared to anyone." We won­
dered how he knew they were different if he hadn't compared
them to someone!

they would try to keep in mind the performance
level of students in general and grade on a nor­
mative basis against this broader norm group,
there would likely be more consistency in grading
among teachers than ifevery teacher graded on the
basis of his/her own arbitrary standards.

Actually, the debate between norms and stan­
dards is, in a sense, a false one. As Ebel (1972, p.
322) pointed out, sometimes those who argue for
standards maintain that experienced teachers
know what the standards should be and that in­
experienced teachers can quickly learn them. But
this means that "standards" are derived from ob­
serving students' performances, so they are actu­
ally norms!

If schools use mastery-learning approaches to
instruction, educators should adopt criterion-ref­
erenced measurement as opposed to norm-refer­
enced measurement so that the reporting system is
based on criteria, or standards. But, as opposed to
the percentage-grade procedure, the teachers
using the mastery-learning approach should have
the same set of standards. Thus, the "grade" a stu­
dent receives might well be a statement regarding
his position in the sequence of materials. (For ex­
ample, ifJohnny has successfully completed Unit
III-A in arithmetic, his grade is III-A.) Although
this grade would be standard rather than norm­
based, there is nothing to prevent the report from
also including some normative data. (For example,
about 85 percent of the students who have been in
school 3 years have finished Unit II-C, 40 percent
have completed III-A, and the top 15 percent have
finished Unit IV-D.)

A criticism occasionally made of marking sys­
tems based on either a norm or a set of standards
is that such systems ignore individual differences.
That is not true. Such systems explicitly report in­
dividual differences in achievement. Yet a ques­
tion that often arises in education is whether one
should hold different standards for students of dif­
ferent ability levels and let the set of symbols used
in marking take on variable meaning for students
ofdiffering abilities. Ofcourse, in one sense of the
word, we should hold different standards. We
should expect more from some students than from
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others. And we should report-at least in forma­
tive evaluations-whether a student is doing as
well as we expect. But to give one student an A
because his low achievement comes up to a level
we would expect, considering his low level of
ability, and to give another student a B because,
although he is achieving very well, his work is not
quite up to what we would expect, considering his
ability level, would result in confusion. Any re­
porting of achievement relative to one's own abil­
ity should not be accomplished via a system that
obscures information about actual level of
achievement. Also, it should be pointed out that
when one compares two fallible measures-level
of achievement with level of aptitude-any "dif­
ference" between them is likely to be quite unre­
liable (see Chapter 12 on the reliability of differ­
ence scores). Thus, only reasonably large
discrepancies should be noted.

Status or Growth? Some instructors and stu­
dents think grades would be fairer if based on the
level of improvement (growth) a student makes
rather than on the final level of achievement (sta­
tus). Marking on the basis of growth has similar
problems to marking on effort or in comparison to
aptitude:

1. Growth is hard to measure. Change scores are
notably unreliable. Regression effects result in
an advantage to students with initially low
scores. Students soon learn to fake ignorance
on pretests to present an illusion of great
growth.

2. Most score interpretation is of status rather
than growth.

3. In the long run, competence is more important
than growth.

Of course, no teacher should ignore growth,
and there should be communication of that growth
(as well as it can be measured) to students and par­
ents. This is particularly true in elementary
school. But reporting growth should not be a re­
placement for reporting status. Growth is more

valuable in formative evaluation, while status IS

more important in summatroe reports.

What Symbols Should Be Used? Some
school officials who are antagonistic toward the
A-F set of symbols that connote level of achieve­
ment have adopted a different set of symbols (such
as 0, S, and N for outstanding, satisfactory, and
more effort needed). Such sets of symbols are usu­
ally less clear to the students and parents than the
traditional A-F. While it is true that some sym­
bols connote level of achievement (measurement)
and others connote the teacher's satisfaction with
that level (evaluation), it is very hard for either
students or parents to interpret the latter without
knowing the former. It is relatively meaningless
for a teacher to communicate her value judgment
about the student's level of achievement without
first conveying some information about that level.

We know of one school that replaced the tra­
ditional letter grades with the terms consistent
progress, improvement shown, and improvement
needed. This supposedly allowed a teacher to "in­
dividualize" her report so that two students could
receive the same "mark" even though they
achieved at different levels-thus accounting for
individual differences! Apart from the fact that
giving the same mark for different levels of per­
formance obscures rather than accounts for differ­
ences, the terms themselves are uninterpretable.
As many teachers, parents, and students in the sys­
tem pointed out, one could make consistent prog­
ress, show improvement, and need improvement
simultaneously. Yet only one of the ratings was to
be checked!

While we are not advocating the A-F set of
symbols as opposed to other possible sets, it does
seem important that the rank order of the symbols
be interpretable and that they represent mutually
exclusive categories. The particular symbols used
are usually not that important unless they are
changed-as in the case mentioned above-so as
to become almost completely uninterpretable, In
general, symbols should connote level of achieve­
ment, if that is what is being reported, and they
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should connote the teacher's affect regarding that
level if that is what is to be reported.

Few Marks or Many? Many educators seem to
feel that, since grades are unreliable, it is better to
have only a few unique marks representing broad
categories (such as honors, pass, fail) rather than
using more specific categories (such as A+, A,
A-, ... ,D+, D, D-, F). This is a misconcep­
tion. While one obviously cannot grade in finer
categories than one can discriminate, it is not psy­
chometrically advantageous to collapse reliable
discriminations already made into broader cate­
gories. Dressel and Nelson (1961) noted that the
five-category scheme seems the most popular.
Schemes that have departed either toward more or
fewer categories tend to get modified back to a
five-category system.

The Pass-Fail System In spite of the higher
reliability of a multicategory system of reporting,
there was a considerable move toward a more re­
strictive two-category (pass-fail) system in the
late 1960s and early 1970s (Burwen, 1971; Pin­
chak & Breland, 1973). There has been consider­
able discussion in the literature about whether this
is good or bad (Warren, 1970).

The most commonly claimed justification for
the P-F plan is that it encourages students to take
courses they would otherwise not take because of
a fear of lowering their grade-point average
(GPA). Other stated purposes are that such a sys­
tem reduces student anxiety, gives students
greater control over the allocation of study time,
and shifts students' efforts from grade-getting to
learning (see, e.g., Milton, 1967; Benson, 1969;
Feldmesser, 1969; Quann, 1970).

Questionnaires and empirical studies on the re­
sults of the P-F system suggest that:

1. Roughly 75 to 85 percent of the students who
elect to take a course with pass-fail would have
taken the course anyway (Karlins, 1969; Mor­
ishima & Micek, 1970). Warren (1975, P: 3)
made an even stronger statement: "the evi-

dence is now overwhelming that pass-fail
grading does not induce students to take
courses they would have avoided under a tra­
ditional grading system for fear of depressing
their grade-point average."

2. Students report that they feel less anxious in
P-F courses (Mellville & Stamm, 1967;
Cromer, 1969; Karlins, 1969).

3. Students do use the P-F option to reduce study
time in that area and concentrate on other
courses (Milton, 1967; Feldmesser, 1969;
Freeman, 1969; Karlins, 1969; Morishima &
Micek, 1970). .

4. The motivation to learn in a pass-fail course is
about the same or less for 85 percent of the re­
spondents in one study (Hales et al., 1971).

5. Students do not perform as well in P-F courses
as in regular courses (Karlins, 1969; Stallings &
Smock, 1971).

Whether these studies in general support or re­
fute the advantages of a P- F system is debatable.
The major goal of schooling is to induce learning,
and since the evidence suggests that students nei­
ther learn nor feel as motivated to learn in P-F
courses, we might consider the evidence as nega­
tive. On the other hand, we do wish to encourage
students to explore different areas-and a few
more probably do if we offer a P-F option. Also;
if students reallocate their study time and learn
less in the P-F courses, they may be learning more
in their other courses.

Considering the total set of findings regarding
P-F systems, some educators believe that there is
more to be gained than lost in initiating a partial
P-F system. Those schools adopting a partial P-F
option may wish to consider a slight deviation of
this scheme and use a Pass-No-Record grade.
Using this procedure, no record at all would be
entered on the transcript in the event of a no-pass.
Some educators object to this because the no-pass
would not count in the GPA and a student could
continue going to school indefinitely until he/she
finally accumulated enough credits to graduate.
But this would not be necessarily bad. As Warren
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remarked: "The basic argument is whether stu­
dents taking courses in which they can fail with­
out penalty would constitute an inefficient use of
the institution's resources. No one knows" (1970,
p. 19).

To Fail or Not to Fail In considering the issue
of whether or not to fail a student one needs to

differentiate between two responsibilities: that to

society and that to the individual students. Passing
some exams or classes, or graduating with certain
degrees, allows individuals to become licensed or
certified to perform certain tasks in society. For
example, medical doctors can practice medicine if
they obtain an M.D. degree and pass an exam. In­
dividuals can teach if they obtain the necessary
standards required for teacher certification (licen­
sure). Similar standards are required for many oc­
cupations. Indeed, one must pass a test to drive a
car. In these situations the classes or tests serve as
a screening device to protect society from the in­
competent. We do not want incompetents oper­
ating on us, teaching us, building bridges we drive
over, repairing our cars, or indeed driving on the
same road we do. While it is not always easy to

determine just what level of competence society
should require, it should be clear that there does
exist a level of competence too low to tolerate.
Some people should not be allowed to operate on
others, teach others, or build bridges others use.
Thus, at least the potential for failure must exist if
passing a course or examination carries any con­
notation that the person is qualified to serve soci­
ety.

In some situations passing does not carry any
connotation of being qualified to serve society.
(Passing first grade would be an obvious example.)
Thus, there is no reason to fail a person to protect
society. In those cases we should make our deci­
sion of pass or fail based on what is best for the
individual. Based on some evidence, many educa­
tors have decided that it is very seldom in the best
interests of an individual to fail a grade in the pub­
lic schools. This has led to social promotion and
"protected adolescents from the consequences of
failing to learn" (Bishop, 1989, p. 7). But it is not

at all clear that this is the best educational proce­
dure. It may well result in graduating high school
seniors who cannot read or do seventh-grade
arithmetic. It is hard to know how this is in the
best interest of the child.

If a child is to be retained in school, it is usually
agreed that the earlier in school the more likely it
will result in benefits to the child. Thus, repeating
kindergarten or early primary grades is more com­
mon than repeating later grades, although most re­
search indicates that retention should be done ex­
ceedingly sparingly if at all (Smith & Shepard,
1987).

Many educators believe it is reasonable to grade
partially on the basis of motivation at the cut point
between passing and failing (see Thomas, 1986).
They argue that students who try to learn, but
can't should not be punished with failure. Of
course, this argument is irrelevant for normal stu­
dents in the public schools. They could learn the
minimum amount expected to pass if they so de­
sired. (We admit there may be a few exceptions,
but few teachers in American schools set anything
but a very low standard for a D - or whatever
other symbol represents a minimum pass.)

We believe that almost all measurement experts
would agree that there should not be any set norm­
referenced percentage of failures. Terwilliger
(1989) makes the point that failure decisions
should be based only upon performance on mea­
sures of minimal objectives.

Disadvantages of Marks Before listing some
disadvantages and advantages ofmarks, we remind
the reader that we are not comparing the different
reporting systems on an either-or basis. The use
of summary symbols in no way precludes the use
of other methods.

The most often-mentioned disadvantages of
using a single symbol to represent the degree to
which a student has achieved certain objectives are
as follows (see Anderson, 1966; Ebel, 1974b):

1. Marks are inaccurate measures of competence
and are not used in a comparable way from
school to school, or even teacher to teacher.
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To one teacher, B may be average, while to an­
other C - may be average. One teacher may
mark on effort; another, on results. One may
fail 30 percent of the class; another, none.
These types of inconsistencies are very harm­
ful and destroy the interpretability of such
marking schemes.

2. Marks are not related to the important objec­
tives of the school.

3. Marks are inadequate in communicating be­
tween the home and school.

4. Marks produce side effects detrimental to the
welfare of the child. The side effects usually
mentioned are:
a. the debilitating impact of failure;
b. the encouragement of excess competitive­

ness;
c. increased cheating;
d. a distortion of educational values, which

makes marks rather than learning the im­
portant criterion of success.

These objections need not necessarily apply to
marks, nor are they unique to the symbol system.

Both (1) and (2) above are sometimes relevant crit­
icisms of existing practices, but the symbol system
does not force these disadvantages. Marks should
be comparable and could be made more compara­
ble, at least within a single school district; they
could and should be related to important objec­
tives. They will always be somewhat inaccurate,
but no more so than any other system of recording
evaluations. Objection (3) is true. However, the
implication of recognizing this is that one should
supplement the marks with additional means of
communication rather than eliminate marks.
Every other single system is inadequate also. Most
parents are in favor of marks and do not want
them eliminated. Objection (4a) may be true. Cer­
tainly, many social psychologists have gathered
data that they maintain support that claim. But it
is really an irrelevant criticism of symbols. None
of the symbols needs to represent failure in the
sense of not receiving credit for the course. And
failure, however defined, could be reported via
any system. One does not need to use symbols to
communicate inadequate performance. And if in­
adequate performance unduly affects self-concept,
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let us remember that it is the inadequate perfor­
mance that is the problem, not the reporting of it.
Objections (4b) through (4d) are made with little
solid evidence to support them. If they are true,
however, it is due to an overemphasis on reporting
rather than to any inherent limitation of the
method of reporting by symbols rather than by let­
ters, checklists, or conferences.

Advantages of Marks Some of the advantages
of marks are as follows:

1. Marks are the least time-consuming and most
efficient method of reporting.

2. Symbols can be converted to numbers. Thus,
GPAs (and high school ranks) can be com­
puted. These GPAs are useful in many types of
selection, placement, and classification deci­
sions. They are the best single predictor of
success in future schooling. If an organization
needs to make many decisions, an actuarial ap­
proach using GPA as one of the input variables
is much more efficient and results in a greater
number ofaccurate decisions than would result
if clinical decisions were made on the basis of
letters of recommendation.

3. Marks relate not only to one's chances to ob­
tain good grades in future courses; they also re­
late somewhat to achievements beyond school.

4. A mark serves as an overall summary index,
and students want and need to know how they
did on the whole-all things considered-as
well as how they did on each separate subob­
jective, Evidence shows that students want to
receive these overall summary reports (Na­
tional Assessment of Educational Progress,
1970a).

Assigning Marks If single summary marks are
to be recorded and reported, two other factors
need to be considered: (1) How does one combine
(weight) the various data to arrive at a single
index, and (2) how can the meaning of the symbols
be made more comparable across teachers?

Combining Data: Given data from a variety of

sources such as class discussion, daily homework,
major reports, quizzes, and final examinations, a
teacher must combine or weight these data to end
up with a single index. There is certainly no con­
sensus as to which type of data should receive the
greatest emphasis. Some educators feel that any
measurement obtained for formative evaluation
purposes should not be weighted in determining a
final summary index. Others point out that not to

use such data and to use only a final exam would
result in a less reliable (and probably less valid)
summary mark. Further, many teachers strongly
believe that many of their students would not
complete assignments if grades were not attached
to them (Stiggins, Frisbie, & Griswold, 1989).
The only general guideline we can offer is that
weightings should reflect both the relative impor­
tance of the specific educational objectives and the
reliability and validity of the data. This is certainly
partly a subjective determination. Whether one
feels that class discussions or final examinations
measure the most relevant objectives depends on
the subject matter, the objectives, the type of class
discussions, and the type of final. In general, the
final test score will be the most reliable single
measure. Whatever subjective decision a teacher
makes about weightings, the students should be
informed of these weights at the beginning of the
course. (This serves the same purposes as inform­
ing a student about the weights in a table of spec­
ifications. See Chapter 4.)

When finally combining data, one more point
must be kept in mind-the differences in variabil­
ity of the original scores affect the weights. Con­
sider the following example. Suppose we wish the
midterm to count one-fourth, the class project to
count one-fourth, and the final to count one-half.
Suppose Mary got the highest grade in class on the
midterm and the lowest on the final, while John
did just the opposite. Assume further that they
both scored at the mean on the class project. Now,
if the final is twice as important in determining the
summary mark, it seems John should receive the
highest combined score. But what if the range of
raw scores on the midterm is from 25 to 58 and
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the range on the final is from 32 to 40? If both
received a raw score of 40 on the project, they
would have the following scores:

Mary John

Project 1 X 40 = 40 1 X 40 = 40
Midterm 1 X 58 = 58 1 X 25 = 25
Final 2 X 32 = 64 2 X 40 = 80

162 145

In this example the midterm is actually more im­
portant in determining the final score than the
final test, even though the final test was
"weighted" twice as much! This is, of course, due
to the unequal variability of the midterm and final
exam score distributions. A procedure that avoids
this problem is to transform all scores into stan­
dard scores (such as z or T) so as to mathemati­
cally equate the variances of the sets of scores
prior to weighting and combining.

If the T scores on both the midterm and the
final ranged from 35 to 65 (plus and minus 1.5
standard deviations) and the weighted T scores
were combined, we would obtain the following
scores:

Mary John

Project 1 X 50 = 50 1 X 50 = 50
Midterm 1 X 65 65 1 X 35 35
Final 2 X 35 70 2 X 65 130

185 ill

Using weighted T scores, we see that John ob­
tained the higher combined score-which he
should if the final is really more important than the
midterm.

To combine the raw scores of tests, quizzes,

homework, and so on when they are in different
units is as meaningless as it is to average temper­
atures in Celsius and Fahrenheit! Unfortunately,
most teachers do exactly that (Stiggins, Frisbie, &
Griswold, 1989).

If teachers are not going to place data from var­
ious sources on a common scale such as a z or T
score scale, they should at least attempt to assess
"raw" scores so as to minimize the variance prob­
lem. In the previous example, if a teacher believes
the final should count twice as much as the mid­
term, she should make it twice as long. If the paper
and midterm are to receive equal weight, they
must, at least, have the same possible range of
points.

Making Marks Comparable: As we have men­
tioned, one of the limitations of marks is that they
are not comparable from school to school or
teacher to teacher. Even within a school building,
where every teacher uses the same set of symbols
supposedly defined the same way, we find large
disparities. For example, in an A-F system some
teachers will continue to use C as average,
whereas others will interpret anything less than B
as indicative of inadequate performance or per­
haps mark so that everyone who achieves the min­
imum level of mastery receives an A! Such dispar­
ities are frustrating to the students and cause
confusion for anyone attempting to decipher what
a B really means.

There are several steps a school can take to
help assure comparability. One is to make sure
that teachers in the system understand both the
meaning the school attaches to the symbols and
the importance of the commonality of meaning
across teachers. Thus, if a school is using symbols
such as 0, S, and U (outstanding, satisfactory, and
unsatisfactory), these terms must be defined by the
school. If a school is using an absolute system, it
should make clear just what level of performance
is necessary for an ° grade. If the school is using
a relative marking system, it should make clear
what percentage of students can really be out­
standing. Also, when using the relative system, the
school will need to provide each teacher with
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some information about how her class compares
with the total school population. This should help
prevent the unfairness of an average student re­
ceiving a high grade because he is in a poor class
or a good student receiving an average grade be­
cause he is in an outstanding class.

Finally, if a teacher has been given some rough
guidelines as to how her grade distribution should
look, these guidelines should be given very serious
consideration. If a teacher simply refuses to adopt
the grading system of the school, some educators
believe that the school has both the moral and legal
right to alter that teacher's mark. There is some
legal precedence to suggest that administrators
have the right to change grades and/or force
teachers to conform to an official grading policy
(Zirkel, 1990).

Checklists and Rating Scales

Perhaps the major limitation of a single mark is
that it does not provide enough specific informa­
tion to be helpful in diagnosing a student's
strengths and weaknesses. The feedback to the
pupil, his parents, and other teachers is just too
limited for them to plan diagnostic or remedial
help. One solution is to provide more detailed
checklists or rating scales. These rating scales or
checklists should include the major cognitive (or
psychomotor) objectives for each subject-matter
area. Checklists or rating scales on the affective
objectives should also be developed. These affec­
tive scales may be common across all subject-mat­
ter areas (see Chapter 9 for a discussion of con­
structing checklists and rating scales).

If general instructional objectives have been
written out for each course, these could serve as
the basis for a checklist or rating scale. For ex­
ample, the objectives listed at the beginning of
each chapter in this book could be used for a
course in measurement. The teacher could check
each one according to whether the objective had
been achieved, or she could rate the degree to
which the objectives have been achieved on a 3­
(or 5-) point scale.

A school system using a detailed report for each
subject is indeed providing the reader with a great
deal of information. Such a report requires that a
teacher keep an accurate record of just what it is
each child can do. Teachers, of course, should do
this anyway, but many would not do so unless it
was necessitated by such a report. One inade­
quately researched question is how detailed a re­
port can be without overwhelming the reader with
information overload. If a parent has three or four
children in elementary school, that parent will
have to devote considerable time and effort to
reading the reports, let alone knowing what they
mean as to how, in general, the children are doing
in school.

If rating scales are to be useful, it is absolutely
mandatory that they accurately reflect the school's
objectives and that teachers gather sufficient data
(through observations, tests, and other means) so
that ratings can be completed accurately. Using
rating scales in conjunction with a summary sym­
bol that gives some relative information as to
progress toward the school's objectives can pro­
vide a very meaningful report.

Narrative Reports (Letters)

Narrative reports (letters) can be used to report
school progress to parents, prospective employ­
ers, and college admissions officers. They are used
in a repetitive systematic fashion only with par­
ents. An advantage of a narrative report is that it
can both emphasize many different aspects of a
child's school experiences yet focus on those of
most significance. Physical, social, and emotional
development along with subject matter achieve­
ment can be reported. A major limitation is that
narrative reports are very time-consuming if done
adequately. Further, although not a limitation of
the method per se, some teachers do not write
very well, and bad writing damages the reputation
of all the teachers. Although not an inherent dis­
advantage of the method, most reports tend to be­
come very monotonous, stereotyped, and mini­
mally informative. One must keep in mind the
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distinction between saying something to you and
telling you something. Letters often say a lot.
They often don't tell you a lot!

In order to write a good report, a teacher must
have not only adequate time but also a good grasp
of the objectives. While we are certainly not sug­
gesting that a teacher can assign correct symbols
without having established some objectives, the
lack of objectives may be less noticeable under
such a system. Any vagueness in objectives will
probably be noticeable in a report.

Conferences

Conferences are certainly a good idea in theory.
Misunderstandings and miscommunications be­
tween home and school should be much less fre­
quent if parents and educators meet face to face.
Thus, while we support the concept of confer­
ences, the beneficial results of actual conferences
are not so great as they should be. There are sev­
eral reasons for this.

1. Typically there are two conferences per year.
The first is often scheduled too soon-before
the teacher really knows the child. The second
one is scheduled too late to do much good.

2. Teachers do not prepare well enough for con­
ferences.

3. Parents may not take the time necessary to
have a conference with all five or six of their
child's teachers.

4. Some parents do not show up at all.
5. Parents and teachers are often defensive.
6. The conferences are often too short.
7. The excessive time necessary for adequate

preparation and conducting of conferences
may keep a teacher from performing other im­
portant tasks.

The task of holding a successful, meaningful
dialogue with a parent about his or her child is not
an easy one. A teacher needs considerable prepa­
ration for such a task. (A good reference is Canady
and Seyfarth, 1979.) Many schools hold work­
shops to help teachers improve their skills in this

area. Helpful guidelines to such conferences are
given below (Romano, 1959):

1. Establish a friendly atmosphere free from in­
terruption.

2. Be positive-begin and end the conference
by enumerating favorable points.

3. Be truthful, yet tactful.
4. Be constructive in all suggestions to pupils

and parents.
5. Help parents to achieve better understanding

of their child as an individual.
6. Respect parents' and children's information

as confidential.
7. Remain poised throughout the conference.
8. Be a good listener; let parents talk.
9. Observe professional ethics at all times.

10. Help parents find their own solutions to a
problem.

11. Keep vocabulary simple; explain new termi­
nology.

12. If you take notes during the conference, re­
view them with parents.

13. Invite parents to visit and participate in
school functions.

14. Base your judgments on all available facts and
on actual situations.

15. Offer more than one possible solution to a
problem.

Self-Evaluation

An aspect of evaluation that is being emphasized
more and more is the value of student self-evalu­
ation. Self-evaluation is obviously important ifone
is to be involved in self-directed learning. And
self-directed learning is essential both in school
and after the student leaves school. Unfortunately,
research does not indicate clearly how teachers
can improve students' abilities in self-evaluation
(Russell, 1953; Sawin, 1969, pp. 194ff.).

Self-evaluations should not be used as a replace­
ment for the marking and reporting done by the
teachers. One must distinguish between self-eval­
uation and self-grading. Students are not always
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very accurate in self-evaluations or self-grading,
and allowing self-grading could penalize the hon­
est student and reward the dishonest one. How­
ever, there would be nothing wrong with allowing
students to fill out self-reports, both to be sent
home and filed in the school's cumulative record,
regarding their perception of progress toward the
educational objectives. As Geisinger (I982) re­
ported, neither self-evaluation nor self-grading
has achieved wide use.

Contract Grading

In contract grading, the student and teacher agree
at the beginning of the course on the amount and
quality of work necessary for a given grade. This
contract may be individualized where the criteria
are different for different students. The contract
may involve self-evaluation of the quality on the
part of the student, but that judgment is more
likely to be made by the teacher. Kirschenbaum,
Simon, and Napier (I 971) have suggested that
quantity of student work is easier to describe than
the quality, and therefore the quality of work may
suffer under contract grading. While student anx­
iety is reduced under contract grading, student re­
action to it is mixed (Hassencahl, 1979). Never­
theless, the participation by the student in
establishing the original contract should minimize
later complaints about the unfairness of a course
grade. Of course, in setting contracts, a teacher
still needs to be concerned about comparability of
grades. An A (if letter grades are used) should still
represent outstanding achievement if that is the
schoolwide meaning of an A.

CRITERIA FOR A MARKING­
REPORTING SYSTEM

The following should be helpful to educators who
wish to evaluate their own marking and reporting
system.

1. Is the system based on a clear statement of ed­
ucational objectives?

2. Is the system understood by both those making
the reports and those to whom they are sent
(including students)?

3. Does the system desirably affect the students'
learning?

4. Is the system detailed enough to be diagnostic
and yet compact enough to be operational?

S. Does the system involve two-way communica­
tion between home and school?

6. Does the system promote desirable public re­
lations?

7. Is the system reasonably economical in terms
of teacher time?

• SUMMARY
The major ideas, conclusions, and implications of
this chapter are summarized in the following state­
ments:

1. Measurement and evaluation are necessary
for wise educational decision making. Since
all decisions are not made at the time of mea­
surement, it is necessary to keep a record of
student progress.

2. Since many people make, or help the student
make, decisions based upon school achieve­
ment, we need to consider what reporting
procedures can best communicate the stu­
dent's achievements.

3. Students, parents, administrators, teachers,
prospective employers, and college admis­
sions officers all need information from the
school to assist them in decision making.

4. Students need feedback to guide them in their
decision making. They primarily should re­
ceive such information through daily inter­
action with their teachers, but formal periodic
reports can also assist in student decision
making.

S. Many educators and students believe that re­
cording of grades motivates students to learn
things they would not otherwise learn.

6. There exist a variety of reporting procedures
such as marks, checklists, letters, and confer­
ences. Each has advantages and limitations. A
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school may use different schemes at different
grade levels as well as use different schemes
for the same grade level for reporting to dif­
ferent people.

7. The most important requirements of any
marking-reporting procedure are that (1)
those using it understand the system and (2)
the reports are based on the objectives the
school is striving to teach.

8. Marks refer to those systems that use sum­
mary symbols of some type.

9. If only a single symbol is assigned, it should
represent achievement in the subject matter
(not attitude) and status rather than growth.

10. In traditional classroom situations, marks
should be based on a normative interpreta­
tion, but the norm group should be broader
than the single class. In mastery-learning ap­
proaches to instruction, marks should be cri­
terion-referenced.

11. Collapsing the number of categories into
fewer, broader categories in a marking system
will decrease the reliability of the marks.

12. The partial pass-fail system of marking is
probably a beneficial educational procedure.
A complete pass-fail system likely would be
deleterious.

13. The major faults of grading are not inherent
faults of the marking system but are due to
teachers not using the system correctly.

14. Procedures should be applied that help make
marks more comparable across teachers.

15. The major limitation of a single summary
mark is that it does not provide enough spe­
cific information to be helpful in diagnosing
a student's strengths and weaknesses.

16. Checklists or rating scales can provide more
detailed information, which may help in di­
agnostic or remedial planning.

17. Letters are occasionally used in reporting.
Their main advantage is that they can report
on many different aspects of a child's school
experiences. Their major limitation is that, if
done correctly, they are very time-consum­
ing.

18. If a teacher prepares properly, conferences
can be a very effective method of presenta­
tion.

• POINTS TO PONDER

1. Some educators suggest that we should not tell
students when they are not doing well in
school because it will hurt their self-concepts.
Do you agree? State your reasons.

2. Are letters to parents more or less likely than
report cards to cover the important objectives
of the school? Defend your answer.

3. If you were to design the ideal report card,
what would it include?

4. Under what circumstances would you be will­
ing to fail a student in a course?

S. Should the distribution of grades be the same
in a twelfth-grade calculus class as a twelfth­
grade consumer math class? Why or why not?

6. Design a system of holding conferences in a
middle school (grades 6-8) such that the tra­
ditional problem of parents standing in line to
see teachers is minimized.

7. Should Mr. Jones, who teaches advanced math
classes for the college prep students who are
the most academically capable in the school, be
allowed to assign more low grades than Mr.
Smith assigns to his shop class-which hap­
pens to be composed of the academically weak­
est students in the school?



Chapter 21

Accountability:
Testing and Evaluation
Programs

• Accountability
• External Testing Programs

How well are our children doing in school? What are
they learning? Are our schools doing a good job? Is
our education better than it used to be? Will students
in our state, and in our nation be able to compete
successfully in the future? Americans ask questions
like this everyday, but the answers to them, and to

other important questions concerning adequacy of our
educational system are hard to come by (Alexander &
James, 1987, p. 3).

Accountability is in vogue in education! In this
chapter we first discuss some political, philosoph­
ical, and measurement concerns related to ac­
countability and some approaches to and possible
consequences of accountability. Next, we discuss
three kinds of external evaluation programs: col­
lege selection and placement programs, state as­
sessment programs, and national assessment pro­
grams. The state assessment programs are
outgrowths of the demand for accountability.

After studying this chapter, you should be able
to:
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1. Define accountability.
2. Recognize political reasons for the popularity

of the accountability concept.
3. Recognize philosophical concerns related to

accountability.
4. Understand measurement problems of ac­

countability programs.
5. Judge various accountability programs with re­

spect to their philosophical and measurement
limitations.

6. Differentiate between internal and external
testing programs.

7. Understand the functions of college selection
and placement programs.

8. Recognize some priorities, trends, and reasons
for state and national assessment programs.

ACCOUNTABILITY

Accountability means different things to different
people, and it has been defined in a myriad of
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ways. Educational accountability had its origin in
the politics and polemics surrounding education.
A typical definition of accountability would in­
clude setting correct goals; evaluating their degree
of achievement (we discuss program evaluation in
the next section) and at what price; presenting and
interpreting this information to the public, and ac­
cepting responsibility for any results that are per­
ceived as inadequate. A few users of the term
would evidently allow educators to attempt to ex­
plain why all failures may not be their fault. In the
abstract, accountability is basically the process of
justifying costs by presenting the positive effects
derived from expenditures. Perhaps in the con­
crete it boils down to (1) who gets hanged when
things go wrong and (2) who does the hanging?
(Browder, 1971, p. 19).

Reactions to accountability among educators
have been mixed. It has been said that any new
idea passes through the following stages: (1) indig­
nant rejection, (2) reasoned objection, (3) qualified
opposition, (4) tentative acceptance, (5) qualified
endorsement, (6) judicious modification, (7) cau­
tious adoption, (8) impassioned espousal, (9)
proud parenthood, and (10) dogmatic propagation.
As Browder, Atkins, and Kaya (1973, p. vi) sug­
gest with respect to accountability, some legisla­
tors, school boards, and commercial hucksters
short-circuited the evolutionary sequence and
reached a point of impassioned espousal rapidly.
Others are still at the point of indignant rejection.

What does all this have to do with the contents
of a textbook in measurement? Simply this: Fair
accountability depends on good measurement and
the correct uses of that measurement data. Well­
meaning but measurement-naive legislators, how­
ever, may mandate the use of measurement data
that result in unfair conclusions about school/
teacher quality and impede school improvement.
As accountability procedures are implemented,
educators and prospective educators who are read­
ers of this book should be alerted to the various
political/philosophical and measurement aspects
inherent in such programs in order to maximize
their values and minimize their dangers. We, and
probably most educators, are in favor of the ab-

stract principle of accountability. But it is impos­
sible to say in the abstract whether accountability
is a blessing or burden, a miracle or mirage, a mile­
stone or millstone, and potential problems arise
when we try to move from the abstract to the spe­
cific. What are some of the political/philosophical
and measurement concerns educators should be
alert to, and what are some of the potential ap­
proaches to and consequences of accountability?

Political/Philosophical Concerns

Basically the political/philosophical concerns cen­
ter around who is accountable and for what they
are accountable. Weare not suggesting that we
have the answers to these questions, but we can
present some different dimensions that pertain to
the questions.

Who Is Accountable? There is certainly no
current agreement about who should be held ac­
countable in education. It seems to us that the pen­
dulum has swung too far toward holding educators
accountable for lack of pupil learning in spite of
any failures, deficiencies, and incompetence in the
students and/or parents. Based on a 1989 poll,
Elam concluded that

Teachers tend to regard themselves as martyrs.
Overwhelmingly, they believe they are unappre­
ciated and unrewarded ... (1989, p. 785).

The definition of teaching for many educational
critics has changed from an activity intended to in­
duce learning to an activity that does induce learn­
ing. Although it seems condescending to assume
that students have no responsibility for their own
learning, most writers on educational accountabil­
ity do not mention students' (or parents') account­
ability. Yet, "substituting the teacher ... for the
pupil as the only accountable party is an example
of reactionary thinking" (Campbell, 1971, p. 177).
Educators alone cannot be held accountable for a
product when they have virtually no control over
their resources or raw material (Lindman, 1971).
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topics covered by the test. But when the objectives
covered on the test are much more narrow in
focus than the objectives of the school, it would
be inappropriate to stress only the general objec­
tives covered by the test, and to do so could seri­
ously alter the overall substance of the educational
product (see Mehrens, 1984a).

Various external evaluation programs are dis­
cussed in the next section of this chapter. Some of
these programs were in existence long before the
current use of the term accountability. Others have
been undertaken largely in response to the ac­
countability issue.

EXTERNAL TESTING PROGRAMS

By external testing programs we mean those that
are administered under the control of agencies
other than the school. These programs often are
administered in the school by school personnel,
but the school is not officially in charge. We will
discuss three such types of programs: college se­
lection and placement programs, state assessment
programs, and national assessment programs.

College Selection and Placement
Programs

Many colleges have limited resources and cannot
admit everyone who applies. In general, admission
officers have felt that their job was to admit those
who have the greatest probability of success in
college. The criterion for judging success has typ­
ically been grades in college. Time and time again,
it has been shown that high school grades are the
best single predictor of college grades, that scho­
lastic aptitude tests are the second best predictors,
and that the two predictors combined in a multiple
regression equation give a significantly better pre­
diction than either one alone. [At the professional
school level, test scores are often better predictors
than grades (Whitney, 1989).] The average cor­
relation between high school performance and
first-year college grades is around 0.50 to 0.55.
When scholastic aptitude tests are added as a pre-

dictor, the multiple correlation is raised from .05
to .10 points (Astin, 1971; Breland, 1979; Hills,
1964). Research suggests that biographical data,
interviews, references, personality variables, and
work samples have seldom added any practical
precision to the prediction process (Hills, 1971, p.
694). Thus, research dearly shows that if one
wishes to admit students on the basis of predicted
success in college, scholastic aptitude tests are
useful.

In spite of overwhelming validity data, there
have been some severe critics ofcollege admission
procedures. Some of these critics feel that it is the
right of all high school graduates to attend college,
regardless of their chances of success. They argue
for an open admissions policy. The desirability of
this policy is debated, but much of the debate is
purely academic, since some colleges simply do
not have the money to admit all who wish to at­
tempt college and others have routinely admitted
all high school graduates.

Other critics argue for admissions decisions
based on a quota system. In either case, testing for
college entrance would still be useful. Under an
open admissions policy, one would need tests to
assist in placement decisions (and, of course, the
facilities to adapt treatments to student needs). (In
the absence of open admission policies, placement
decisions need to be made in addition to selection
decisions.) Under a quota system, one would still
probably want to select, within each subgroup,
those who are most likely to succeed. Thus, selec­
tion tests are useful. Existing aptitude tests predict
about as well within one subgroup as another (see
the section in Chapter 22 on fairness of tests to
minority groups for a fuller discussion of this
point).

The two major organizations in this country
that provide college selection and placement pro­
grams are the College Entrance Examination
Board (CEEB) and the American College Testing
Program (ACT). About one-third of each year's
crop of high school seniors takes the CEEB Scho­
lastic Aptitude Test (SAT), and about one-third
takes the ACT test. These two tests are not taken
by exactly the same third, but many students do
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take both batteries. The reason students may take
both tests is that different colleges have different
requirements, so unless students know for sure
what college they will be attending, they may end
up being forced to take more than one test. (Some
colleges allow either test.) Because the two tests
are highly correlated, and because tests are seldom
if ever used as the sole criterion, it seems that
some flexibility by colleges regarding which test
was taken is justifiable.

College Entrance Examination Board The
College Entrance Examination Board (CEEB) is
"an association of schools and colleges that con­
cerns itself primarily with the movement of stu­
dents into college. The chief purpose of the Col­
lege Board is to increase access to that movement
and to make it more equitable and efficient" (Re­
port ofthe Commission on Tests, 1970, P: 11). The
operational phases of the CEEB are conducted by
Educational Testing Service (ETS). Although the
CEEB's services are not restricted to college en­
trance examinations, it is best known for three
such exams: The Preliminary Scholastic Aptitude
Test/National Merit Scholarship Qualifying Test
(PSATINMSQT), the Scholastic Aptitude Test
(SAT), and a series of achievement tests.

The PSAT INMSQT is basically a shortened (1
hour and 40 minutes) version of the SAT. It is
typically given to high school juniors, and the
scores are used for college counseling and to enter
into competition for scholarships awarded by the
National Merit Scholarship Corporation. The
PSAT INMSQT reports two scores, verbal and
mathematical. The scores range from 20 to 80. A
school can receive a score report providing a sum­
mary of the answers of the students in the school.
This can be compared to the national pattern of
responses as well as with a set of similar schools.

The SAT is a 3-hour objective test. It is con­
sidered a test of developed ability, not of factual
knowledge. Verbal, mathematics, and English
scores are provided. In addition, separate scores
on the reading comprehension and vocabulary
subtests of the verbal test are reported. Scores
range from 200 to 800. As of 1988, 84 percent of

all four-year colleges used the SAT (The College
Board News, 1988-89). The Test of Standard
Written English (TSWE) is administered with
the SAT and is used for placement in college En­
glish courses. Currently the College Board is con­
sidering future changes to the SAT that may in­
clude longer reading passages, open-ended
mathematics questions, and a third test covering
writing skills that would (once a year) include a
centrally scored essay portion.

The CEEB achievement tests are a series of 1­
hour tests. There currently are 14 tests in a variety
of subject-matter areas such as American history
and social studies, European history and world
cultures, biology, chemistry, physics, English
composition, literature, two levels of mathematics,
and several foreign languages. Like the SAT,
scores range from 200 to 800.

Some colleges require that applicants take the
SAT and three of the achievement tests. Some col­
leges request specific achievement tests; others
allow prospective students to choose among them.

Besides the admission tests already mentioned,
the CEEB offers many other services. One such
service is the Advanced Placement Program
(APP). The APP is based on the belief that many
students can complete college-level courses while
still in high school. More than 8,000 high schools
offer the program. The program provides outlines
of college-level courses and administers and
grades 3-hour exams based on these courses. As of
1988, the APP offered 27 exams, and 19.5 percent
of all U.S. participants were minorities (The Col­
lege Board News, 1988-89). College policies vary
widely on the awarding of credit for passing
grades. Some give credit, some give advanced
placement but not credit for the basic course, and
a few give neither placement or credit. Many col­
leges will grant sophomore standing to students
presenting qualifying grades in enough Advanced
Placement Examinations.

Another service is the College Level Examina­
tion Program (CLEP). CLEP is a program that al­
lows colleges to grant credit by examination, and
nearly 1,800 colleges use this service. The CLEP
exams are of three types: General Examinations,
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which measure achievement in English composi­
tion, mathematics, natural sciences, humanities,
and social sciences-history; Subject Examinations
in approximately 50 undergraduate subjects; and
Brief Tests, which are shorter versions of the sub­
ject exams and are used not to give individuals
credit but to evaluate groups of students.

Other services that CEEB provides are the Di­
agnostic College Admissions Test Program (a set
of diagnostic tests and study materials to prepare
for the SAT), Comparative Guidance and Place­
ment Program, the College Scholarship Service,
the Student Descriptive Questionnaire, and the
College Locater Service.

ACT Assessment Programs The American
College Testing Program (ACT) is an indepen­
dent, nonprofit corporation. The Enhanced ACT
Assessment, first called the ACT Test Battery and
then the ACT Assessment Program, is one of the
major services of ACT. The Enhanced ACT As­
sessment was administered for the first time in
October 1989. It replaces the ACT Assessment
Program.

The Enhanced ACT Assessment instrument
consists of four tests, a Student Profile Section,
and an Interest Inventory. The four tests are En­
glish, Mathematics, Reading, and Sciences Rea­
soning. A composite score and seven subscores are
also reported. The seven subscores are as follows:
English: Usage/Mechanics and Rhetorical Skills;
Mathematics: PreAlgebra/Elementary Algebra,
Intermediate Algebra/Coordinate Geometry, and
Plane Geometry/Trigonometry; Reading: Social
Studies/Science and Arts/Literature. The tests

measure as directly as possible students' readiness
for college and their ability to perform the kinds of
tasks they will have occasion to perform in college
(American College Testing Program, 1989, p. 3).

Scores range from 1 to 36, with a mean of 18 for
a nationally representative sample of self-identi­
fied, college-bound, first-semester high school se­
ruors,

The previous ACT Assessment Program re­
ported only four scores: English, Mathematics,

Social Studies, and Natural Science. The content
of the Enhanced ACT should be more current
with respect to trends in high school college prep
programs and expectations for college entry-level
academic skills. The previous version was well de­
veloped and was of high technical quality. A tech­
nical manual for the Enhanced ACT is not avail­
able at the time of this writing.

The Student Profile Section asks for the infor­
mation that a college typically requests on its ap­
plication form, such as high school grades, voca­
tional choice, and educational major. The ACT
Interest Inventory (UNIACT-a component of
the ACT Career Planning Program) provides six
scores: Social Service, Business Contact, Business
Detail, Technical, Science, and Creative Arts.

ACT also publishes the P-ACT Plus (P­
ACT +) designed to help tenth-graders "initiate
post-high-school planning, prepare for college ad­
missions, and make adjustments in their high
school programs that may be needed to strengthen
their academic preparation" (ACT, 1989, p. 21).
It is similar in content to the Enhanced ACT and
reports scores for four tests, four subtests, and a
composite.

In the fall of 1976 ACT launched a program
called the Proficiency Examination Program
(PEP). This ACT-PEP includes 47 college-level
proficiency examinations in a variety of subjects.
The tests are designed to certify a student's level
of knowledge in specific courses and, like the
CLEP exams, may be used by colleges as a basis
for awarding college credit.

In addition to the Enhanced ACT Assessment,
the P-ACT +, and the Proficiency Examination
Program, ACT provides a Student Needs Analysis
Service, an Educational Opportunity Service, a
Career Planning Program, several placement pro­
grams at the post-secondary level, and the Assess­
ment of Career Development.

State Assessment Programs

"Clearly the action in testing and assessment in
1984 is in state departments of education"
(Womer, 1984, P: 3). Anderson and Pipho re-
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ported that "by the summer of 1984, 40 states
were actively pursuing some form of minimum
competency testing. Nineteen states are now im­
plementing tests for some form of grade promo­
tion" (1984, pp. 210-211). Airasian (1987) re­
ported that 29 states required students to take tests
at some grade and eight states tied grade-to-grade
promotions to scores on standardized tests.

Why the push for such mandated programs?
Womer (1981) identified five categories of social
and educational forces for these state tests: locus
of control, the strengthening of state educational
agencies, educational equity, accountability, and
the decline in educational attainment.

Certainly, the demand for accountability and
the concern the public has shown for the quality
of public school education have served as impe­
tuses. Many recent reports on the condition of ed­
ucation in the country have called for, and resulted
in, state legislative and board of education actions
for mandated testing programs. For example, one
of the recommendations from the report A Nation
at Risk was that

standardized tests of achievement (not to be con­
fused with aptitude tests) should be administered at
major transition points from one level of schooling
to another and particularly from high school to col­
lege or work (National Commission on Excellence
in Education, 1983, p. 28).

Womer stated: "Lay persons and legislators who
control education see testing/assessment as a pan­
acea for solving our concerns about excellence in
education" (1984, p. 3) While we suspect that
such people know indeed that it is not a cure-all,
it is clear that many are hoping that testing/as­
sessment will serve as a positive force in educa­
tional quality.

Basically, the initiative for mandated assess­
ment programs has come about because many per­
sons believe that the evidence suggests (1) the
quality of our children's education is deteriorating
and (2) mandated testing will improve the educa­
tional quality (or reverse the deteriorating process
if the first point is true). Both points are debatable,
and there is currently much debate around the na-

tion about whether such state-mandated programs
will have positive or negative effects (Airasian,
1987). This topic is addressed at more length in
Chapter 22.

National Assessment of Educational
Progress (NAEP)

The National Assessment of Educational Progress
(NAEP) is the most extensive assessment project
ever initiated in the United States. Although
NAEP testing began in 1969, the concept of a na­
tional assessment program probably began as far
back as 1867 with the establishment of the United
States Office of Education (USOE). One of the
charges then given the commissioners was to de­
termine the progress of education.

Because of the political climate at the time
NAEP began, the original program was intention­
ally designed to limit its scope. Sampling did not
permit state-by-state comparisons. Also, the stu­
dents who were assessed were sampled by age
rather than by grade, thus reducing any perceived
pressure on the teachers of specific grades. Re­
ports were purposely descriptive rather than eval­
uative by nature, and cause-and-effect inferences
were avoided. In the current political climate,
there is a demand for information that will be
more useful in an accountability sense. The rede­
signed NAEP, for instance, samples by grade
(fourth, eighth, and eleventh) as well as by age.
More background questions are asked of the stu­
dent; and teachers and administrators are asked to
answer questions regarding curricula, teaching
materials, and instructional practices.

Currently, NAEP assessments are conducted
every two years, and reading is measured each
time because of its importance to education.
Three or four subject-matter areas are included in
each assessment.

In recent years the political climate has been
such that many people have advocated that the
NAEP program be conducted to allow for state­
by-state comparisons. For example, the Southern
Regional Educational Board (1984) suggested that
"a missing link in assessing student achievement
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in the schools is the existence of publicly ac­
cepted, nationwide measures by which states can
gauge their relative progress" (p. iii). At the 1984
Education Commission of the States' Large-Scale
Assessment Conference, William Pierce, director
of the Council of Chief State School Officers, in­
dicated that "the 'chiefs' have endorsed the idea of
state-by-state rankings based on results from the
proposed administration of National Assessment
test items to samples of students in each of the 50
states" (Womer, 1984, p. 3) In the spring of 1986,
eight southern states did compare the results of
reading and writing tests with the NAEP results
(Newsnotes, 1986). In 1988 Congress passed a
law authorizing on a trial and voluntary basis the
comparison of eighth-grade mathematics scores at
the state level. The stated purpose is "to provide
policy makers with more and better state-level in­
formation about the educational performance of
their school children" (The State of Education,
1988, p. 1). Twenty-four states, three U.S. terri­
tories, and the District of Columbia participated
in the 1989 Field Test, and the expectation is that
about 37 states will volunteer for the 1990 assess­
ment. Whether or not this is a good idea is clearly
debatable (see Koretz, 1989; Linn, 1987).

Currently, schools (both secondary schools and
colleges) are ranked either within states (second­
ary) or across states (college) on quality of specific
athletic teams. At times, the rankings are ques­
tioned. They are not always based on sound com­
parative data. Some team may have "an easier
schedule," and therefore its undefeated season
would not mean that it was superior to some other
teams who were defeated during the year but had
played tougher competition. What has been the
impact of the debate regarding the accuracy of the
ratings? The competition during the games of
ranked teams are no doubt more intense than if no
rankings had been made.

Some people have argued that, whether the
rankings in athletics are correct or not, they have
been counterproductive because they have re­
sulted in too much emphasis on athletics in col­
lege. Perhaps some will argue that state-by-state
rankings in educational quality, whether the rank-

ings are accurate or not, will be counterproductive
because they will result in too much emphasis
being placed on educational quality in the states!
In our view, the ranking of states on educational
quality is, in an abstract sense, a good thing.
Whether good or ill comes from any particular
ranking depends on whether the data are actually
reflective of educational quality. If they are, and
states compete to do better on the variables from
which the data are gathered, that seems fine. On
the other hand, if the data do not actually reflect
educational quality, or reflect only a small portion
of educational quality, then striving to do better
may indeed be counterproductive. A good exam­
ple of that is the use of average SAT scores within
the states. If states wished to achieve a higher
ranking on that variable, the easiest way would be
to discourage all but the very brightest from taking
the test. While that would raise the mean for the
state, it would not result in increased quality of ed­
ucation. Clearly, the mean performance on NAEP
data would represent better quality data than mean
SAT scores, but they leave much to be desired as
indicators of quality.

• SUMMARY

The following statements summarize the major
points of this chapter:

1. Accountability in education means different
things to different people. However, the term
usually encompasses setting correct goals,
evaluating whether they have been achieved
and at what price, releasing this information
to the public, and accepting responsibility for
any results that are perceived as inadequate.

2. Each participant in the educational process
should be held responsible only for those ed­
ucational outcomes that he or she can affect.

3. There is a tendency for accountability pro­
grams to focus on those objectives that are
more easily measured.

4. A good accountability program would assess
input variables, surrounding conditions, and
the educational process, as well as the output
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variables, and attempt to establish causal re­
lations between the first three and the latter.
This is an extremely difficult task.

S. There is considerable empirical evidence that
college selection and placement programs as­
sist in individual and institutional decision
making.

6. The College Entrance Examination Board
(CEEB) is best known for three exams: the
Preliminary Scholastic Aptitude Test
(PSAT), the Scholastic Aptitude Test (SAT),
and a series of Achievement Tests. Both the
PSAT and the SAT provide verbal and math­
ematical scores.

7. The CEEB also offers other services such as
the Advanced Placement Program, the Col­
lege Level Examination Program, the Com­
parative Guidance and Placement Program,
the College Scholarship Service, the Student
Descriptive Questionnaire, and the College
Locator Service.

8. The Enhanced ACT Assessment consists of
four tests and a student questionnaire. The
four tests are in English, mathematics, read­
ing, and science reasoning. ACT also offers

other services such as the P-ACT+ and the
Proficiency Examination Program.

9. The demands for accountability have resulted
in an increased number of state competency
assessment programs.

10. The usefulness of the trial voluntary state-by­
state comparison of NAEP data is a debatable
matter.

• POINTS TO PONDER
1. In this chapter we have suggested that pupils,

parents, and teachers all be involved in setting
up the school testing program. What part
should each play? What are the dangers of such
a heterogeneous committee?

2. Assume you are in a financially troubled school
district and are allowed to give only one apti­
tude test and two achievement batteries in
grades K to 12. At which grade levels would
you administer the tests? Why?

3. Some states have a uniform statewide testing
program. Are you in favor of such programs?
Explain your position.



Chapter 22

Public Concerns About
and Future Trends
in Evaluation

• Public Concerns About Measurement and Evaluation
• Future Trends in Evaluation

Many topics that could be classified as either is­
sues or trends have already been discussed in this
text. Issues would include such topics as

1. Should norm- or criterion-referenced tests
predominate?

2. What objectives should schools hold?
3. Need objectives be stated in behavioral

terms?
4. What does the regular classroom teacher have

to know about test construction and interpre­
tation?

5. What is the definition and structure of intel­
ligence?

6. What is the etiology of intellectual differ­
ences?

7. How stable are intelligence-test scores?
8. Do we have, or should we develop, culture­

fair tests?
9. Should standardized tests be used in schools?

10. What does the regular classroom teacher have
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to know about measurement because of main­
streaming?

11. How should we mark and report pupil prog­
ress?

12. Is accountability a good concept, and, if so,
how should we set up accountability pro­
grams?

Trends discussed have included (I) criterion­
referenced tests, (2) state assessment programs,
(3) testing for individualized instruction pro­
grams, and (4) testing children with special needs.

In the previous chapter we discussed some of
the concerns ofmeasurement specialists and other
educators with respect to using tests for account­
ability purposes. One concern discussed was that
the public may place too much emphasis on and
confidence in what student test scores say about
teacher quality.

In this final chapter we wish to discuss several
public concerns about measurement and evalua-
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tion. (By public, we mean all nonmeasurement
specialists. This would include teachers, counsel­
ors, and administrators as well as the lay public.)
We do not mean to suggest that the public has
been unconcerned about some of the previously
discussed topics. They have been concerned about
some issues (e.g., methods of marking) but been
largely unaware of other issues. We will also
briefly mention some of the more recent and pre­
dicted future trends and give some appropriate re­
ferences for those who wish to read more about
these topics. After studying this chapter, you
should be able to:

1. Recognize several public concerns about test­
ing.

2. Understand some of the motivating factors be­
hind these concerns.

3. Discuss both the logic and lack of logic of the
public's concerns regarding the misuse of test
scores.

4. Define minimum competency testing of stu­
dents and discuss reasons for its prevalence and
controversial nature.

S. Discuss issues involved in testing teachers.
6. Recognize the relevant and irrelevant concerns

of the invasion-of-privacy issue.
7. Discuss the concepts of fair tests and fair test

use.
8. Recognize some recent and predicted future

trends in measurement and evaluation.

PUBLIC CONCERNS ABOUT
MEASUREMENT AND EVALUATION

Testing is an important public policy issue because
tests continue to playa major allocative role in edu­
cation and employment (Snyderman & Rothman,
1986, p. 81).

With an increase in testing in schools, indus­
try, and government, it is natural and appropriate
for the public to show interest in, and concern for,
this enterprise. In the early 1960s, many writers
criticized tests in what became a typical journal-

istic expose fashion (Gross, 1962; Hoffmann,
1962; Black, 1963). The phrase "anti-test revolt"
was often used to express public concern. By the
late 1970s, much of the general public became
more pro-test than anti-test, and current concern
is more likely to be from special-interest groups
rather than the general public. Haney (1980) dis­
cussed some of the concerns about testing. He
suggested that minimum competency tests, truth
in testing legislation, use of tests as gatekeepers,
and bias in testing are issues that are intensely po­
litical. Lerner (1980) charged that the war on test­
ing comes from three main groups: The National
Education Association, The National Association
for the Advancement of Colored People, and the
Nader group. Ebel (1976, pp. 2-3) essentially
agreed. He suggested that the criticism of tests and
testing comes primarily from three special-inter­
est groups.

1. Professional educators who are uneasy about
the accountability associated with standardized
tests and external testing in general.

2. Reformers who regard testing as part of an un­
successful and outmoded instructional process.

3. Freelance writers whose best sellers purport to

expose scandals in important human institu­
tions.

We believe there is considerable truth to both
Lerner's and Ebel's positions, although educators
in general support tests.

The leaders of the two major teachers' unions
have (until recently) taken quite different posi­
tions on standardized tests. The American Feder­
ation of Teachers (AFT) has historically strongly
supported testing while the National Education
Association's (NEA) leadership favored a mora­
torium on standardized testing. Teachers, as a
group, have been much closer to the AFT posi­
tion. Stetz and Beck (1981) reported that only 10
percent of a national sample of teachers supported
a moratorium. A survey by Ward (1980) also
found that teachers support standardized tests.
There is thus considerable evidence to suggest
that the opposition comes mainly from a vocal mi­
nority of professional educators.
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One example of the special-interest group's op­
position to testing is the publication entitled The
Fair Test Examiner published by the National
Center for Fair and Open Testing. The general
tone of the articles is very much against standard­
ized tests. In spite of their title, the organization
is certainly not for more testing! Consider, for ex­
ample, the following quotes:

St~ndardized tests are a specialized form of fraud
(Nader, 1987, p. 1).

Standardized testing is one of the greatest self-in­
flicted wounds . .. ever imposed on the American
people. It has had a life of about sixty years. Sixty
years of idiocy is enough (Nader, 1987, p. 3).

Both quotes are from a speech Ralph Nader
gave to testing reform activists at Fair Test's an­
nual convention. He suggested that test reformers
seek ways to raise the temperature of their cam­
paigns (see The Fair Test Examiner, 1987, pp. 1,
3). Concerned educators should be more inter­
ested in shedding light on testing issues-not just
creating heat.

Still another example of a special-interest
group's attack on testing is The Reign ofETS: The
Corporation That Makes Up Minds (Nairn et aL,
1980). Published and promoted by Nader, it is
commonly referred to as the NairnlNader report.
Although it received considerable public press
coverage, it is considered by professional mea­
surement experts to be quite unscholarly and bi­
ased. (See Hargadon, 1980, and Mehrens, 1981a,
for sample professional reviews of the publication.
Mehrens concluded that as far as writing the truth
about testing, the NairnlNader report represents
a nadir.)

Snyderman and Rothman (1986, p. 81) sug­
gested that "in recent years . .. critics of testing,
aided by the news media, have gained the upper
hand." They document the one-sided nature of the
news media coverage. Herrnstein (1982) and Page
(1984) also discuss the one-sided critical nature of
the news media's treatment of testing.

Although the critics raise a few valid concerns,
in general they also do not understand much about

the field of measurement, and the result is that
their criticisms are frequently invalid. As Page
(1976) pointed out, measurement is a technical
field, and it cannot be understood, let alone criti­
cized intelligently, without some mastery of the
content. In terms of technical competence, many
of the critics are analogous to the "flat earthers"
who attacked the heliocentric theory (see Snyder­
man & Rothman, 1986, also).

Even though the validity of the criticisms ex­
pressed in the numerous books and articles is
probably inversely proportional to the public ac­
claim they have received, all these criticisms have
been of value-if for no other reason than that of
forcing psychometricians to examine the criti­
cisms, then change practices where advisable, and
to defend themselves against the sometimes unjust
criticisms. Glaser and Bond suggested that "in the
heat of the current controversy, it is especially
necessary to be our own sternest critics" (1981, p.
997). We would concur, but add that we also must
recognize and label some of the attacks for what
they are "... vicious, destructive, deliberately mis­
leading, but also sustained, well organized, and well­
financed" (Anderson, 1980, p. 5). Page (1984)
stated it nicely:

Testing is struggling under attacks by many enemies,
operating from many motives and conceptions, often
incorrect. Alnd testing is also under constant criti­
cism from its friends. It is friendly criticism, of
course, that most characterizes the scientific enter­
prise ...

We must call upon ourselves ... to defend our
field firmly against the defamations and uninformed
assaults by its enemies. If we are faithful to the sci­
entific tradition of open scientific debate and self­
criticism, then testing will continue to grow and
flourish (p. 34).

As professionals we have a responsibility to im­
prove our procedures. We also have a responsi­
bility to educate the public to the educational and
social benefits of measurement and evaluation.

Since public concern encompasses so many
specific yet interrelated aspects of testing, it is dif­
ficult to present the topic completely in any tightly
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organized fashion. Therefore, we have chosen to
discuss five issues that seem of most concern to
the public: (1) the use (or misuse) of test scores
for making decisions about individuals, (2) mini­
mum competency testing of students, (3) compe­
tency testing for teachers, (4) the invasion-of-pri­
vacy issue, and (5) the fairness of tests and test use
to minority and majority groups. These issues are
neither mutually exclusive nor exhaustive.

Use (or Misuse) of Test Scores

Ultimately, the war over testing will be won or lost
on the issue of test use (Snyderman & Rothman,
1986, p. 91).

As mentioned in Chapter 1, concern with the
correct use of test scores has focused mainly on
using standardized tests. We are not suggesting by
this statement that data gathered from classroom
evaluation procedures cannot be misused also.
They can, but in general the critics are unaware or
unconcerned about misuse of data from nonstan­
dardized tests. This seems unfortunate. As Har­
gadon points out, the courses students take and the
grades received in high school have a greater effect
on educational and life chances than College
Boards, there is great variation in the standards
and quality of those courses and grades, and stu­
dents take more teacher-made tests in a single year
in high school than standardized tests in a lifetime
(Hargadon, 1980). Teacher observations and the
tests they give constitute the major variables on
which teachers base their evaluations of student
achievement (see, e.g., Stiggins & Bridgeford,
1985). Students express more anxiety about
teacher-made tests and find them to be more dif­
ficult than standardized tests (Stetz & Beck, 1981).

At any rate, all types' of data can be misused.
The consequences of misusing tests can be quite
severe and examples abound, although probably
not with the frequency critics suggest. Using test
scores to label or categorize a child as a nonlearner
instead of to assist in understanding a person is
one accusation mentioned very frequently, al­
though research suggests teachers do not do this

to any great extent. Research has shown that a
child's classroom behavior counts more than stan­
dardized tests in teacher judgments about students.
Teachers tend to discount standardized test scores
below what they would predict from classroom
performance and use higher scores as an indication
that classroom performance was perhaps an inac­
curate indicator. Thus, teachers who receive stan­
dardized test information are more apt to raise
their ratings of students than teachers who do not
receive such information (Kellaghan et al., 1980;
Salmon-Cox, 1981).

However, the important point is that misuse of
tests does occur. This does not lead us to the con­
clusion that testing is bad; rather, it makes us
aware that we must concentrate our energies to­
ward the goal of educating people on the correct
use of test results. Most of the problems regarding
test misuse relate to the overgeneralizations made
by users, not to the fact that the tests per se are
invalid. Most standardized test constructors dis­
play integrity and professional honesty in stipulat­
ing how these tests should be used. However, ed­
ucators are not being professionally honest when
they use tests they are not qualified to use.

Educators' incompetence in testing is due to
several factors. First, a basic measurement course
is not required in many undergraduate teacher
training institutions, or even in some graduate
training programs. Second, pre-service teachers
do not flock to the measurement courses as elec­
tives because they are often seen as harder than
other courses that may be selected. There have
been some attempts to have in-service (profes­
sional development) programs on measurement
and evaluation, but, again, teachers do not typi­
cally select these programs if they have a choice.
Furthermore, measurement and evaluation has a
bit too much substance to be covered in a one- or
two-hour (or even one- or two-day) in-service
program.

Specialists in measurement and evaluation are
aware of the educators' lack of appropriate train­
ing and have made a variety of attempts to mini­
mize the misuse of tests by educators. For exam­
ple, the Standardsfir Educationaland Psychological
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Testing (AERAIAPAINCME, 1985) contains
many guidelines on appropriate test use. By and
large, this book was written so that educators can
understand at least major portions of it even
though they are not highly trained in measure­
ment. Another document designed to educate both
developers and users of tests is the Code of Fair
Testing Practices in Education. It was prepared by
a Joint Committee on Testing Practices (I988)
sponsored by five organizations: The American
Educational Research Organization, the American
Psychological Association, the National Council
on Measurement in Education, the American As­
sociation for Counseling and Development/Asso­
ciation for Measurement and Evaluation in Coun­
seling and Development, and the American
Speech-Language-Hearing Association. This is a
simply written four-page document that presents
standards for developing/selecting tests, inter­
preting scores, striving for fairness, and informing
test-takers.

Publishers of standardized tests put out a vari­
ety of materials designed to promote correct use
of test data and discourage the incorrect use of test
data. The National Institute of Education and the
Department of Defense Dependents Schools
funded a two-year research and development pro­
ject to examine the relationship between assess­
ment and instruction. "The ultimate goal of this
project was to increase teachers' use of assessment
data in the classroom by focusing on various meth­
ods for integrating assessment data into classroom
instructional decisions" (Wanous & Mehrens,
1981, p. 3). One of the outcomes of this project
was The Data Box (Rudman, Mehrens, & Wanous,
1983), an integrated set of materials that enable
teachers to investigate the use of assessment data
in a variety of instructional decision-making situ­
ations. Most large school districts have a measure­
ment and evaluation unit that offers workshops to
teachers on the correct uses of measurement data.
Some of the states that have implemented a mini­
mum competency test for teachers have a portion
of the test devoted to measurement competencies.
This should serve as an impetus for colleges ofed­
ucation in those states to teach some measurement

courses and for education students to take such
courses.

Despite the various efforts we have discussed,
not all educators know enough about testing to
avoid misuses. In the final analysis, educators must
be sufficiently professional to seek out training in
areas where they need instruction and not to take
on projects that are beyond their professional
competence.

Many people criticize the faulty decisions made
through the misuse of test information. Fewer
people realize that a far more costly misuse of tests
is not to use them at all. Too many critics evaluate
tests against nonexistent ideal predictors. Even if
only a few better decisions were made with the
help of test information than would have been
made without that information, the long-term
benefits would likely outweigh the initial costs of
testing. As Haney and Madaus (I989, P: 683)
stated, "the search for alternatives [to standardized
tests] is somewhat short sighted."

There is no question that tests predict imper­
fectly. So do all other prediction procedures. Does
this make a test invalid? There is considerable
misunderstanding among lay people about the
concept of validity. Lay people seem more willing
to argue against tests in general because of a spe­
cific example of misuse than they do, for example,
against aspirins in general because ofsome specific
misuse (Barclay, 1968).

Probably the concern with imperfect test valid­
ity would be less if tests were not seen as gate­
keepers to better education and a better way of
life. Tests are frequently designed to measure dif­
ferences among individuals, and this information
may help in making decisions about the allocation
of limited resources or opportunities. But the lim­
ited resources are not always allocated to those
who score high on tests. Compensatory education
programs are obvious exceptions. Who deserves
limited resources and what should be done about
individual differences are policy questions. Tests
simply provide information about what differ­
ences exist. It is not appropriate to call a test un­
fair (or invalid) because data from it are used to
allocate resources in a manner that runs opposite
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to our personal philosophies. If it is believed that
admission to a college having limited enrollment
should be based on predicted academic success, if
test scores increased the predictive accuracy (they
do), and if the admissions offices use the test
scores correctly in a regression equation (or set of
regression equations-differentiated on ethnicity,
sex, or whatever other demographic variable
would increase predictive efficiency) to help pre­
dict success, then we would argue that the test was
not unfair nor were the test data misused in any
measurement sense. The correctness of the philos­
ophy to limit enrollment based on predicted suc­
cess can be debated, but that argument is indepen­
dent of, and of a different order from, whether the
test data are useful, given the philosophical stance.
But the above comments are surely not to suggest
that tests cannot be misused.

Another reason for misuse is that educators are
frequently held accountable for student learning.
The educators perceive many of the accountability
systems to be unfair (and many are!) because they
do not consider all factors when evaluating teach­
ers. This accountability has led to some cheating
on the tests-which surely is a grievous misuse
(see Cannell, 1989).

Correct test use involves all aspects of testing,
from selection to administration to interpretation.
But we wish to stress again that if test information
is used correctly, it is impossible to make (in the
long run) poorer decisions by using this additional
information. Thus, if the public desires accurate
decision making, their concern should not be
whether tests should be used, but whether tests are
used properly. Users of tests have an ethical re­
sponsibility to be qualified to administer, score,
and interpret tests properly. Unfortunately, many
test users do not assume this responsibility. A per­
tinent question is who should stipulate users' qual­
ifications? Is it the responsibility of the test pub­
lishers to be sure unqualified users do not obtain
copies of tests? Should a professional organization
such as the American Psychological Association
set up standards? (Recall that the Standards and
the Code of Fair Testing Practices in Education
have already been published and endorsed by pro-

fessional organizations.) Should states have certi­
fication requirements? (Although many states have
certification requirements for psychologists, this
does not really control access to, and potential
misuse of, test data.) Should a federal agency exert
control? Any suggested answer to this question
would probably raise as much controversy as one
that decided who should assume responsibility for
our safety while we ride in automobiles.

Minimum Competency Testing of
Students

Minimum competency testing (MCT) is certainly
one of the most controversial topics in measure­
ment, indeed in all of education, today. In the
summer of 1981, the National Institute of Educa­
tion (NIE) sponsored a three-day adversary eval­
uation hearing on the topic (Thurstone & House,
1981). To educate the public, all testimony from
both the pro and con sides was videotaped and ed­
ited for four 60-minute programs aired by the
Public Broadcasting System.

What is minimum competency testing, and
why has it caused so much turmoil? Many defini­
tions of the phrase exist. We quote here the one
used in the NIE hearings:

Minimum competency testing refers to programs
mandated by a state or local body which have the fol­
lowing characteristics: (l) All or almost all students
of designated grades are required to take paper-and­
pencil tests designed to measure basic academic
skills, life or survival skills, or functional literacy; (2)
a passing score or standard for acceptable levels of
student performance has been established; and (3)
test results may be used to certify students for grade
promotion, graduation or diploma award; to classify
students for or to place students in remedial or other
special services; to allocate compensatory funds to
districts; to evaluate or to certify schools or school
districts; or to evaluate teachers (Thurstone &
House, 1981, p. 87).

_ Minimum competency testing has been around
for a.Iong time. A very early minimum compe­
tency exam was when the Gilead Guards chal-



'This is an example of a performance test. We mention this
obvious fact because some people mistakenly believe perfor­
mance assessment is a new phenomenon!

lenged the fugitives from Ephraim who tried to
cross the Jordan river.

"Are you a member of the tribe of Ephraim?" they
asked. If the man replied that he was not, then they
demanded, "Say Shibboleth." But if he could not
pronounce the "sh" and said Sibbole~h instead of
Shibboleth he was dragged away and killed. As a re­
sult 42 thousand people of Ephraim died there at that
time (judges 12:5-6, The Living Bible).'

Nothing is reported concerning the debates
that may have gone on among the guards regarding
what competencies to measure, how to measure
them, when to measure, how to set the mi~imum

standard, or indeed what should be done WIth the
incompetent. We do not know the ratio. of false
acceptances to false rejections or the relative costs
of the two types of errors. We do know that a
very minimum competency exam was given that
42,000 people failed-with no chance of a retake.
And some people think our public school students
have it bad!

But there have been other, less drastic compe­
tency exams-for example, those for certif?'i~g or
licensing professionals and those for obtaining a
driver's license.

If not a new concept, why so much fuss? Never
before have state and local agencies been so active
in setting the minimum competency standards for
elementary and secondary students. For example,
by 1984, 40 states were actively pursuing some
form of minimum competency testing. Nineteen
states were using tests for high school graduation
decisions, and 5 states were using tests for grade­
to-grade promotion (Anderson & Pipho, 19.84). ~n
May 1983, about 1,300 high school seniors in
Florida did not receive diplomas because they
failed the state's minimum competency test (Cit­
ron, 1983). Several large-city school districts-in­
cluding, for example, Grand Rapids, Philadelphia,
and New York-have also implemented some
type of minimum competency testing program.
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General Questions About Minimum Compe­
tency Tests Over the past several years, a mul­
titude of questions have been raised about mini­
mum competency testing. For example: (1) why
have them at all? (2) what competencies should be
measured? (3) when should we measure the com­
petencies? (4) who should set the minimum stan­
dard? (5) how should the minimum standards be
determined? and (6) what should be done with the
incompetent? These questions are all related. The
answer given for one has implications for the an­
swers to the others. We will discuss briefly some
aspects of these questions. Further details regard­
ing one of the authors' views of these and other
questions can be found in Mehrens (1979).

1. Why Have Standards at All? As mentioned in
Chapter I, 73 percent of the Am~rican pe~ple

think that all high school students in the United
States should be required to pass a standardized
examination in order to get a high school diploma
(Gallup & Elam, 1988).

Why the big push for minimum competency
tests with specified standards? Many individuals
believe the evidence suggests that the general qual­
ity ofour children's education is deteriora.ting and
that far too many children are not learning ade­
quately the basic skills. Many believe that ~ini­

mum competency testing will improve educational
quality (or reverse any deterioration). Both points
are debatable. We believe the first-some of you
may not. The evidence is on our side. Lerner
(1981) summarizes some of the relevant data and
concludes that 20 percent of American 17-year­
olds are illiterate and 60 percent semiliterate. On
the second point, that minimum competency test­
ing will improve our educational system, we
would prefer to reserve judgment, but, as men­
tioned there is some supportive evidence re­
ported'in the literature. For example, Klein (1'984)
stated that Wagner (I 98 3) concluded that mini­
mum competency has improved instruction
through clearer goals, better-focused teaching, and
better in-service training.

Of course there are many perceived costs as
well as perceived benefits of minimum compe­
tency testing. Perkins (in Garth & Perkins, 1979),
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has compiled two very complete lists. We will
present five examples from each side of the debate.

Perceived Costs ofMinimum Competency Testing
1. Causes less attention to be paid to difficult-to­

measure learning outcomes.
2. Promotes teaching to the test.
3. Will cause "minimums" to become "maxi­

mums," thus failing to provide enough instruc­
tional challenge in school.

4. May unfairly label students and cause more of
the "less able" to be retained.

5. Can be costly, especially where implementa­
tion and remediation are concerned.

Perceived Benefits ofMinimum Competency Testing
1. Restores meaning to a high school diploma.
2. Certifies that students have specific minimum

competencies.
3. Defines more precisely what skills must be

taught and learned for students, parents, and
teachers.

4. Motivates students to master basic reading,
mathematics, and writing skills.

5. Provides an opportunity to remedy the effects
of discrimination by identifying learning prob­
lems early in the educational process.

2. What Competencies Should Be Measured? The
answer to the question of what competencies
should be measured in a minimum competency
program is related directly to the purposes of the
test: that is, what inferences we wish to make
about a person who "passes," and much less di­
rectly about the "purposes of the school." Many
people apparently do not make enough of this dis­
tinction.

Although there exists a reasonable consensus
about desirable adult characteristics, there is con­
siderable diversity of opinion about their relative
importance and about the role of the school in
promoting those characteristics. Some people
maintain that good citizenship or healthy self-con­
cepts are more important in life than reading
skills. Others assert just the opposite. And some
who believe the former do not believe it is the pri­
mary purpose of the school to promote those char-

acteristics. We will never reach agreement on
what characteristics we need in our society and on
the role of the school in teaching, establishing, or
nurturing those characteristics. But that should
not deter us from determining general content for
a minimum competency test. No test can be de­
signed to assess the degree to which all the pur­
poses of education have been achieved or even to
assess whether students have achieved a level of
minimal competency in all areas.

Surely no one would infer that all purposes of
education have been achieved if students pass a
minimum competency test. Would any reasonable
citizen infer-or would we want them to infer­
that a passing score means the person has "survival
skills" for life? Life is very varied, and so are the
skills needed to survive. We cannot believe the
populace is so unrealistic or naive as to think in
such grandiose terms. Schools do not and cannot
teach all survival skills. Such skills cannot even be
adequately enumerated (or defined), and thus they
cannot be adequately measured. Since we do not
want any "survival skills" inference to be drawn
from a test, we should not build a test to measure
such defined competencies.

The focus of most minimum competency pro­
grams is on the basic skill areas of writing, math­
ematics, and language arts. But if we measure only
basic skills (applied to life settings), would not
other areas of school suffer? Not necessarily. Re­
member, there is a distinction between the pur­
poses of school and the purposes of a minimum
competency test. The purpose of the latter can
never be to assess all the objectives of school. We
all know that. Of course, not all skills are basic,
and we do not want minimums to become maxi­
mums. Few would be happy to see high school
graduates who lacked maturity, self-discipline, and
some understanding of their own value systems.
But if we keep in mind the limitations of the in­
ferences to be drawn from passing (or failing) a
minimum competency test, such limited testing
should not have deleterious effects.

We should not assume that minimum compe­
tency standards can do much to define the goals
and objectives of education. They only set a lower
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limit of acceptable standards in certain basic skill
areas. This certainly suggests that passing the min­
imum competency test should not be the only re­
quirement for high school graduation. Other grad­
uation requirements could assure breadth in other
areas. In specifying the domain of basic skills, we
need to keep in mind the relationship between the
tested domain and what is taught in school. We
should not be testing content that is not taught. On
the other hand, we should not attempt to randomly
sample all that is taught. The tested domain
must be a subset of materials taught in the curric­
ulum.

3. When Should the Competencies Be Measured?
The answer to the question, "When to Measure?"
(like the answer to every other question), depends
on the purpose(s) of testing. Of course, the pri­
mary reason for minimum competency testing is
to identify students who have not achieved the
minimum. But identify for what purpose? To help
the students identified by providing remediation
programs? To motivate students through "fear of
failure?" To make a high school diploma more
meaningful?

We believe there should be periodic but not
every-grade testing. Minimum competency pro­
grams will be more cost-effective if tests are given
approximately three times during the K-12 por­
tion of a student's schooling-for example, in
grades 4, 7, and 10. Teachers, of course, gather
almost continuous data. They often have already
identified those students achieving inadequately.
The formal tests supplement the teachers' mea­
sures and confirm or disconfirm previous judg­
ments. This formal identification is useful. Tests
help motivate students (and teachers) and help as­
sign a minimum competency meaning to a diploma
or certificate.

We are opposed to every-grade testing for
minimum competenciesbecause it is not cost-effec­
tive. (We are not opposed to every-grade testing
with a more general achievement measure.) Only
a very few students, we hope, will be identified as
not achieving at a minimum level, and at any rate
those identified in fourth grade would very likely
overlap considerably with those in third or fifth
grade.

Finally, let us stress that if minimum compe­
tency tests are used for high school certification
or graduation, there must be opportunities for stu­
dents who have not passed to retake the exams.
Further, no test should be used for such a purpose
the first year it is given. To be fair to students
there should be a phase-in period.

4. Who Sets the Minimum? Obviously, the min­
imums must be determined by those who have the
authority to do so. This will be an agency such as
a state board of education or a local school board.
It is more difficult to decide who should represent
this agency. Of course, all constituents should be
involved, but measurement experts need to playa
significant leadership role-they have some useful
suggestions on standard setting procedures.

5. How Should the Minimum Standard Be De­
termined? The actual choice of a minimum is
somewhat arbitrary. Different methods of setting
the minimum lead to different cutoff scores, and
one cannot prove that one method (or one cutoff
score) is superior to another.

While setting the standard is somewhat arbi­
trary, that does not necessarily mean it is capri­
cious. Further, it is politically and economically
influenced. If the standards are too high and too
many students fail, then there will surely be a pub­
lic outcry about the quality of the schools and the
unreasonableness of the standards. Further, if one
is committed to remediation, the costs of remedi­
ation could be very high. If the standards are set
too low, then the program becomes meaningless,
and if people become aware of the ridiculously
low standards, they will again raise an outcry
about the quality of the schools.

Glass raises the question of whether a crite­
rion-referenced testing procedure entailing mas­
tery levels is appropriate. He answers in the neg­
ative, stating that "nothing may be safer than an
arbitrary something" (l978b, p. 258). Now, we
certainly admire Glass, and, indeed, we might be
"safer" with nothing rather than an arbitrary
something. But let us take the other side.

There is no question but that we make categor­
ical decisions in life. If some students graduate
from high school and others do not, a categorical
decision has been made whether or not one uses a
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nunimurn competency exam. Even if everyone
graduates, it is still a categorical decision if the
philosophical or practical possibility of failure ex­
ists. If one can conceptualize performance so poor
that the student should not graduate, then theoret­
ically a cutoff score exists. The proponents of
minimum competency exams seem to believe, at
least philosophically, that there is a level of incom­
petence too low to tolerate and that they ought to
define that level so it is less abstract, less subjec­
tive, and perhaps a little less arbitrary than the way
decisions are currently made.

The above is not an argument for using a min­
imum competency test alone as a graduation re­
quirement. Nor is it an argument for using a di­
chotomous (as opposed to continuous) test score
as one of the factors in that decision. What we are
trying to make very clear is that ultimately-after
combining data in some fashion-a dichotomy ex­
ists: those who receive a diploma and those who
do not. No matter what type of equation is used,
linear or nonlinear, no matter what variables go
into the equation, no matter what coefficients pre­
cede their values, the final decision is dichotomous
and arbitrary. The argument against minimum
competency exams cannot be that they lead to an
arbitrary decision unless one truly believes that all
individuals-no matter what their level of perfor­
mance-belong in the same category.

If it has been decided to set a minimum test
score, how should it be done? Practically, there
are many different ways that have been suggested.
They are thoroughly discussed in readily available
literature, and readers wishing a more thorough
presentation should check Jaeger (1989) or Shep­
ard (I984).

6. What to Do with the Incompetent? If we are
going to spend money to identify the incompetent
through testing, we surely ought to have a follow­
up plan. The testing alone will not educate the
children.

There are a variety of options for dealing with
incompetents-the desirability of most somewhat
debatable. Schools might:

1. Give students another chance to take the
exam.

2. Encourage incompetents to drop out of
school.

3. Not allow them to graduate.
4. Not allow them to receive a regular high

school diploma.
S. Give everyone a regular diploma but give

those who pass the exam a special certificate
of attainment.

6. Not allow incompetents to be promoted from
one grade level to the other.

7. Assign such students a less-demanding curric­
ulum or track.

8. Provide special instructional assistance in
areas of specific weaknesses.

9. Make such students attend summer school.
10. Work with parents to teach them how to help

their children learn basic skills.

Now these ten are surely neither mutually ex­
clusive nor exhaustive options. They do reason­
ably represent those advocated by other writers in
the field. We happen to favor 1, 3, 4 or 5, 8, 9,
and 10. (Weare opposed to 2, 6, and 7, although
they may have some merit.)

You will recall that we favor testing in about
three different grades-with opportunities for re­
takes in between. It does not seem wise to have
students who fail repeat a wholegrade. They should
receive special attention. What kind of special at­
tention? That is a question to be answered by an
instructional expert-not a measurement expert.
But let us make several points.

1. A test designed to be effective in certifying
competence is not an effective diagnostic test.
Separate measures would be needed to pin­
point specific weaknesses.

2. Remediation takes time, money, trained staff,
and a planned curriculum.

3. Schools should not allocate so disproportionate
an amount of time, money, and staff to the less
competent that the education of the vast ma­
jority of competent students is neglected.

4. Some students may never pass a minimum
competency exam. For others, the costs may
simply be higher than the benefits. Schools
need to consider how to minimize the adverse
effects of such failures.
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5. If remediation is started early, there should be
very few students who never achieve minimum
competence.

6. The number who do not is partially dependent
upon the effectiveness of remediation.

7. In the final analysis, the effectiveness of reme­
diation is dependent on the student. As Ebel
has stated, "Learning cannot be imposed. It
must be pursued. . .. [T]he best a school or
teacher can do is provide opportunities for
learning and create conditions that make learn­
ing attractive" (Ebel, 1978a, p. 548).

8. To have no minimum standards in the basic
skills for high school certification may well be
a greater disservice to the youth of our nation
than to insist on such minimum competence.
As Jordan (1979) stated, "If we try to defend
our right to be incompetent, we lose" (p, 27).

Future of Student Competency Testing The
minimum competency movement has received
considerable public and professional educator sup­
port. Of course, opinions can change. We cannot
foresee the future. In a previous edition of this
book we suggested that the future of MCT was
likely to be decided in the courts. However, some
of the legal activity has quieted down. An impor­
tant and often-quoted case is the Debra P. v. Tur­
lington case in Florida. The Fifth Court of Ap­
peals ruled that the state could impose graduation
standards based on a test and that the Florida
MCT was not biased. However, they did require
the state to show that the MCT did accurately re­
flect what was taught in the classroom. This is the
issue of curricular validity (discussed in Chapter
13). Further" it required the state to show that
there were no lingering effects of previous school
desegregation. Two years later, the federal district
court upheld the Florida testing program on both
issues (Debra P. v. Turlington, 1983). In preparing
for the defense, Florida conducted a massive four­
part study and collected voluminous evidence that
convinced the court that the test material was
taught in the Florida schools. Not all states or local
districts would necessarily be able to gather such
extensive data. We do not know what types ofev­
idence of curricular validity will be deemed suffi-

cient in other cases. The future of MCT of stu­
dents may depend considerably on this issue.

Finally, let us quote two fellow prognosticators
with whom we agree:

. .. [Tjrends in minimum competency testing ...
during the past decade strongly indicate that public
pressure for results and educator response to that
pressure will continue and probably intensify in the
1990s (Beck, 1986, p. 132).

Because citizens continue to demand educational ac­
countability, it is unlikely that basic skills testing in
the high schools will dissipate over the next few
years. However, changes will be made in testing
methodology and content. Educators and citizens
will debate whether to raise minimum competency
requirements as students' scores increase over time.
Tests will be revised to include more than just read­
ing, writing, and arithmetic. . .. High school course
testing and state-by-state achievement testing will be
introduced (Fisher, 1988, p. 157).

Competency Testing for Teachers

While the notion of competency testing was first
revitalized for students, it has spread to teachers.
As of 1986, 46 states had mandates for some sort
of teacher testing (Sandefur, 1988). Twenty-five
states tested prospective teachers for admission to
teacher education programs, and 42 states tested
teachers prior to licensure (Sandefur, 1988). The
National Board for Professional Teaching Stan­
dards (1989) plans to begin voluntary testing for
teacher certification (certification implies higher
standards than licensure) by 1993. One motivating
factor behind such teacher competency tests is
that the public believes our teacher training insti­
tutions have granted diplomas to, and states have
certified, teachers who are not minimally compe­
tent. They believe our colleges have failed as gate­
keepers, that social promotion in colleges is as
prevalent as social promotion in the public
schools. Considerable evidence exists for both be­
liefs. For example, Feistritzer reported that "never
before in the nation's history has the caliber of
those entering the teaching profession been as low
as it is today" (1983, P: 112). In speaking of the
results of research done for the National Center
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for Educational Information, Feistritzer was
quoted as saying:

The certification of classroom teachers in the U.S. is
a mess. There are far too many colleges where a stu­
dent can show up with a high-school diploma and a
checkbook and get Out with a bachelor's degree in
education (U.S. News, 1984, P: 14).

She goes on to say that one-third to one-halfof the
colleges operating teacher training programs
"ought to be shut down."

We know of at least one state, which we will
leave unidentified, in which some college gradu­
ates scored at the chance level on the state's teacher
competency test! We suspect this finding may be
fairly common across the states.

The public is dismayed at the semiliterate let­
ters teachers send home. (Copies have made big
news in various papers across the nation.) The
public is dismayed that elementary school teachers
have not all mastered elementary school arithme­
tic. The public believes teachers should be able to
read, write, and do simple arithmetic. If colleges
do not weed out those who cannot perform the
basic functions they are supposed to teach others,
state exams are their only recourse.

Gallup (1984) polls indicate that 89 percent of
the public (and 63 percent of the teachers) believe
that teachers "should be required to pass a state
board examination to prove their knowledge in
the subjects they will teach." About 75 percent of
both teachers and principals also feel that new
teachers should be tested on knowledge of teach­
ing methods (Newsnotes, 1984). Professional edu­
cation organizations also support teacher testing
(Dilworth, 1986). Currently, teachers' unions do
not support the testing of already certified teach­
ers for purposes of recertification. However, a
1988 Gallup Poll indicated that 86 percent of the
public believes that experienced teachers shouldpe­
riodically be required to pass a statewide compe­
tency test in their subject area(s) (Gallup & Elam,
1988). Teachers (57 percent) have also accepted
the idea of periodic testing in their subject area
(Harris & Associates, 1984).

It is easy to understand why most teachers
favor such exams. Most teachers are qualified to

teach. Most teachers do know the basics. Most
teachers would pass the examinations with ease.
They recognize that the examinations will provide
some quality control by weeding out the incom­
petent. The exams should increase the public's
confidence in the profession and the status of the
teaching profession.

Shanker, president of the American Federation
of Teachers, and Ward, its director of research,
make the following points:

We think it is perfectly appropriateand desirable to

test new entrants in the teachingfield to insure that
they meet minimum standards.... If you do not
know something, you cannot teach something....
Specifically AFT advocates a series of written ex­
aminations to test fundamental knowledge in lan­
guage andcomputational skills,knowledge in general
education and the subject area to be taught, and
knowledge of pedagogy (Shanker & Ward, 1982).

Despite the popularity of teacher competency
examinations, among both teachers and the public,
some educators deplore this movement (Hodgkins
& McKenna, 1982). They do not generally argue
directly for incompetence, but they do argue
against the use of measures of competence. Their
main argument is that passing such a test does not
guarantee one will be a good teacher. That, of
course, is true but totally irrelevant. (One wonders
if such an argument is not evidence for a need for
a minimum competency test in logic!) The tests
are not designed to be predictive among the com­
petent or to ensure that all certified teachers will
be good teachers. The tests are predicated on the
notion that one cannot effectively teach what one
has not learned. If one cannot read, write, or com­
pute at a basic level, there is a strong likelihood
that one cannot teach those basics. Even if one
could teach knowledge and skill not personally ac­
quired, the role model of such a person as an ed­
ucator leaves much to be desired. Thus, the rea­
soning goes, why grant such poor risks a teaching
certificate?

Another point typically raised by the opponents
of teacher competency testing is that it will reduce
the pool of certified black teachers. There is in­
deed some evidence that this is true. The compe-
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tency test in Louisiana has reduced the number of
certified black teachers by more than 50 percent
(Kauchak, 1984). Other states also find that a dis­
proportionate number ofblacks fail to pass. There
are certainly societal reasons to explain this, in­
cluding the quality ofcolleges attended. Neverthe­
less, Raspberry, a black columnist who frequently
speaks and writes about educational issues, wrote
the following in support of such testing:

There's a lot we don't know about educating our
children, particularly disadvantaged children. That's
a failure of information, which is bad enough.

But we know a lot more than we are willing to

act on. That is a failure of guts, which is worse....
We know that a lot of our teachers aren't as good

as they ought to be. But we-and here I mean spe­
cifically the civil rights leadership-balk at insisting
that incompetent teachers be weeded out, particu­
larly if they are minorities. We'd rather feel sorry
for them, as victims of society, than hold them to
standards that would improve the quality of the
schools for our children....

We can have well-educated children or ignorant
teachers. We cannot have both (Raspberry, 1983).

All of this is surely not meant to argue for all
tests of teacher competency. Each one must be
judged against the standards discussed in this book
(such as reliability and validity). Further, there are
both societal benefits and potential dangers in
teacher testing (see Mehrens, 1989). However, to
argue against teacher tests in an abstract sense and
to use illogical arguments to attack them will
surely add to the public's belief that we as educa­
tors are afraid of the results. This will be likely to
strengthen their belief that such tests are needed
and strengthen their determination to require
them.

Invasion of Privacy

Assume you are a school psychologist in a school
system and are working with a disturbed young­
ster. You believe that additional information about
the youngster will enable you to deal with him
more effectively. Do you have the right to ask him

to answer "true" or "false" to such questions' as
the following?

1. I have never been in trouble because of my sex­
ual behavior.

2. I have never indulged in any unusual sexual
practices.

3. I believe there is a devil and a hell in afterlife.
4. I have had some very unusual religious expe-

riences.
5. There is something wrong with my sex organs.

These are examples of some of the more personal
questions taken from the Minnesota Multiphasic
Personality Inventory (MMPI). Criticism comes
from many people who are concerned that ques­
tions such as these are an invasion of privacy.
Why should we tell anyone whether or not we
have ever indulged in any unusual sexual prac­
tices? Some people have even suggested that the
very asking of such questions is harmful to the
person taking the test.

Suppose you wish to gather some data regard­
ing a pupil's home background. Can you ask ques­
tions such as the following?

1. How much education does your father have?
2. What does your father do for a living?
3. Do you have a set of encyclopedias at home?

Questions such as these have often been asked in
an attempt to gain some information about an in­
dividual's socioeconomic status. Any accountabil­
ity program that wishes to take into account such
variables as home conditions needs to gather such
data. But, again, many people object to such ques­
tions as being an invasion of privacy.

What really is the invasion-of-privacy issue?
What is the fuss all about? It varies, of course,
from person to person. Some people actually find
it distasteful and degrading to read personal ques­
tions. They certainly would not want their sons or

2From the Minnesota Multiphasic Personality Inventory. Re­
produced by permission. Copyright 1943, renewed 1970 by
the Universityof Minnesota. Published by The Psychological
Corporation, New York, NY. All rights reserved.
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daughters to read such "dirty" questions! Their
objections, however, are probably not valid objec­
tions to the asking of such questions. There is no
known evidence to suggest that the reading of
such questions makes a person more neurotic,
more psychotic, or less moral.

Other people object on different grounds.
Some are concerned not about having to read or
answer such questions, but rather about how the
answers will be used. This gets us into such prob­
lems as scorers' qualifications, their ethics, and
storage of test information. What if the answer
sheets to such tests as the MMPI are kept and
filed? Who, then, will have access to these files?
Ethical and knowledgeable users would never re­
veal to a third party an answer to a specific ques­
tion. Seldom would they even interpret such an
answer to the client. They would, instead, look at
the patterns of responses as recorded on the pro­
file sheet. But what about others who have (or at
some later date obtain) access to the files? Could
not, for example, a lot of political "hay" be made
by reporting a candidate's answers to the ques­
tions cited above? The merits of permanently
storing data are that (1) we will have more infor­
mation available to help make decisions about in­
dividual people and (2) we will be able to improve
our tests and learn more about people in general
by doing follow-up research. The dangers center
on who does (or may in the future) have access to
the stored information. Will clerks have access to
the data? Can it be subpoenaed? The public con­
cern about what information is kept on file and
who has access to it are very real and important
concerns, but these should be recognized as issues
separate from the question of whether we have a
right originally to ask personal questions.

Besides the matter of confidentiality, there is
the issue of freedom versus coercion in respond­
ing to items. Some students may object to answer­
ing some questions but feel they must comply be­
cause school authorities ask them to do so.
Further, school authorities may never even tell
students why the data are being gathered or how
it will be used. Data are often gathered from in­
dividuals in early elementary school, who may not

be aware of the importance of the data. The Amer­
ican Psychological Association (1970, p. 266) po­
sition statement on psychological assessment and
public policy asserts: "The right of an individual
to decline to be assessed or to refuse to answer
questions he considers improper or impertinent
has never been and should not be questioned. This
right should be pointed out to the examinee in the
context of information about the confidentiality of
the results."

An amendment to the Family Educational
Rights and Privacy Act states:

No student shall be required, as part of any applicable
program, to submit to psychiatric examination, test­
ing, or treatment, in which the primary purpose is to

reveal information concerning:
(l) political affiliation; (2) mental and psycholog­

ical problems potentially embarrassing to the student
or his family; (3) sex behavior and attitudes; (4) ille­
gal, anti-social, self-incriminating, and demeaning
behavior; (5) critical appraisals of other individuals
with whom respondents have close family relation­
ships; (6) legally recognized privileged and analogous
relationships, such as those of lawyers, physicians,
and ministers; or (7) income (Public Law 95-561,
1978, November 1).

Educators, in general, have not been very alert
to the kinds of questions or of wording that the
public will find offensive. Investigations such as
those conducted by the National Assessment of
Educational Progress (NAEP) (Berdie, 1971)
should alert educators to potential problem areas.
Questions on such topics as family finances, rela­
tionships between children and parents, religion,
minority groups, and sexual practices are likely to
be considered either offensive or an invasion of
privacy. One state even prohibited NAEP from
asking a cognitive question regarding the men­
strual cycle.

Let us move briefly from the educational set­
ting to the government and private employment
setting. In making a personnel decision about a
person, does an employer have a right to pry into
the applicant's personality? If employers are going
to invest time and money in training persons, will
they not prefer stable persons with good work
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habits who can get along with their fellow work­
ers?

Most psychologists would argue yes. As Hath­
away (1964) has pointed out, once you decide, for
example, that a Peace Corps worker should not be
maladjusted, then how will you find this out? If,
for reasons of privacy, investigation of personal
items is prevented, is not this analogous to the
prudery that would not permit medical doctors to
examine the body? It is our contention that this
analogy holds, and our conclusion is that qualified
psychologists should have the right to ask personal
questions if the questions are pertinent. (We
should not have to strip before the receptionist,
only before the medical doctor, and we would ob­
ject to having a medical doctor examine our body
if the examination were irrelevant.) The problem
is that lay people have a hard time judging the rel­
evancy of what a professional does. How do we
know whether or not it is relevant for a medical
doctor to check our blood pressure and perform a
urinalysis? How do we know whether or not it is
relevant for a psychologist to ask us if we love our
mother? If tests are not relevant, they are inva­
sions of privacy. If they are relevant, they are not
invasions of privacy.

Commentators on the invasion-of-privacy
topic should adhere to the important issues, that
is, the relevancy of the information gathered, qual­
ifications of the gatherer, the use to which infor­
mation is put, and what is done about the storage
of such information. They would thus find that
they share the same concerns as professional psy­
chologists. If we really were never allowed to find
out anything about another person, then we would
not even be allowed to give classroom achieve­
ment tests to find out how much students have
learned.

fairness of Tests and Test Use to
Minority and Majority Groups

In Chapter 15 we discussed two topics-etiology
of intellectal differences and culture-fair tests­
that are related to this section; but here the dis­
cussion is more directed to the concerns of the fair

use of tests with both minorities (women are con­
sidered a minority for purposes of this discussion)
and with members of the "majority." It would be
nice to believe that every logically thinking person
in the United States is against unfairness of any
sort. The question to be discussed is certainly not
should we be fair but rather what is meant by fair­
ness? What practices are and are not fair? Do tests
discriminate against the disadvantaged? Are tests
used in ways that discriminate against members of
the majority? What is and is not discrimination?
According to Webster's (1965), "to discriminate"
is (1) "to make a distinction, to use good judg­
ment" or (2) "to make a difference in treatment or
favor on a basis other than individual merit."

Tests can and do help us make distinctions.
Tests are often used to identify differences within
and among individuals and within and among
groups or classes of people. That is a major pur­
pose of testing. If there were no differences in test
scores (i.e., if tests did not discriminate), they
would be worthless.

Can tests discriminate in an unfair sense (i.e.,
on the basis of the second definition of discrimi­
nation)? Suppose a company uses a selection test
on which it can be shown that blacks typically do
less well than whites. Is the test unfair for reveal­
ing this difference? Many would say so. The test
is certainly discriminating under the first defini­
tion, but is it unfair discrimination? To be sure,
we could use test results to help us unfairly dis­
criminate. For example, we could require that
blacks receive higher scores in order to be hired,
or vice versa, as some advocate. Either case would
constitute discrimination of the second type.
These, however, would be examples of unfair use
of test results rather than the use of an unfair test.

Ifwe do not set up this kind ofdifferential stan­
dard, is the test still unfair just because some
group(s), on the average, do more poorly than oth­
ers? This depends on the degree to which the test
is relevant (or valid) for selecting prospective em­
ployees. If, indeed, there is a reasonable correla­
tion between job success and test scores, it would
seem to many that selection on the basis of test
scores is a wise decision and is not unfair, even
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though members of some subcultures do better
than members of other subcultures.

If, however, a test does tend to discriminate
(differentiate) between races, sexes, or other sub­
cultures, and if the differential scores are not re­
lated to what is being predicted (such as on-the­
job success), then the test is unfair. This could
occur. For example, the test may demand knowl­
edge that depends upon having been raised in a
certain cultural environment, whereas the crite­
rion may not depend upon this knowledge. Thus,
it can be seen that the question of test fairness is
really one of test validity. A test may differentiate
blacks from whites and be fair (valid) for some
purposes and not for others. Differentiation alone
is not what makes a test unfair. Cleary has offered
the following definition:

A test is biased for members of a subgroup of the
population, if, in the prediction of a criterion for
which the test was designed, consistent nonzero er­
rors of prediction are made for members of the sub­
group. In other words, the test is biased if the crite­
rion score predicted from the common regression
line is consistently too high or too low for members
of the subgroup. With this definition of bias, there
may be a connotation of "unfair," particularly if the
use of the test produces a prediction that is too low
(I 968, p. 115).

The Standards (AERA/APAINCME, 1985, p. 12)
have accepted this as the accepted definition of
predictive bias. Cole and Moss have defined bias
as "differential validity of a given interpretation of
a test score for any definable, relevant subgroup of
test takers" (1989, p. 205).

Hunter and Schmidt (1976) defined three mu­
tually incompatible ethical positions in regard to
the fair and unbiased use of tests, presented five
statistical definitions of test bias, and showed how
they are related to the three ethical positions.
These positions are (1) unqualified individualism,
(2) qualified individualism, and (3) quotas. The
unqualified individualism position in employment
would be to give the job to the person best qualified
to serve. Under this position it would be unethical
not to use whatever information increases the pre-

dictive validity of performance even if such infor­
mation is sex or ethnic group membership. The
unqualified individualist interprets "discriminate"
to mean treat unfairly, and to refuse to recognize
a difference between groups would result in unfair
treatment. The qualified individualist believes it is
unethical to use information about race, sex, and
so on, even if it were scientifically valid to do so.
"The qualified individualist interprets the word
discriminate to mean treat differently" (p, 1054).
The quota position is that the ethical position is to
give every well-defined group (black, white; male,
female; Protestant, Catholic, Jew) its "fair share"
of desirable positions. "The person who endorses
quotas interprets discriminate to mean select a
higher proportion of persons from one group than
from the othergroup" (Hunter & Schmidt, 1976, P:
1054).

The Cleary definition (accepted in the Stan­
dards) given above is an example ofunqualified in­
dividualism, and it turns out that under her defi­
nition unreliable tests are biased against whites
and in favor of blacks. Thorndike (1971a) and
Darlington (1971) have argued for different ap­
proaches, which Hunter and Schmidt showed to
be forms of quota setting. Darlington suggested
that the term culturalfairness be replaced with the
term cultural optimality, which would include a
subjective policy-level decision on the relative im­
portance of two goals: maximizing test validity
and minimizing test discrimination. Peterson and
Novick (1976), in a detailed evaluation of the then
existing models for culture-fair selection, con­
cluded that "the concepts of culture fairness and
group parity are neither useful nor tenable....
The problem, we think, should be reconceptual­
ized as a problem in maximimizing expected util­
ity" (see also Hunter et al., 1977). Novick and
Ellis (1977, p. 307) argued that "an acceptable so­
lution must (a) be based on statistical decision the­
ory, which emphasizes the concept of utility
rather than fairness to groups; (b) address individ­
uals as individuals without regard to race, sex, or
ethnic origin, except under narrowly delineated
conditions carefully defined; (c) take direct ac­
count of individual disadvantage in providing
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compensation; and (d) employ more effective
methods than those of group parity when race,
sex, or ethnic origin are required as classifiers."
Thus, since Cleary's definition first presented in
1968, there have been other definitions of bias.
However, the more recent writings (e.g., AERAI
APA/NCME Standards, 1985; Cole & Moss,
1989) have basically returned to Cleary's defini­
tion. Let us turn from the definition of bias and
discuss the uses of tests in a more general fashion
in employment and educational decisions.

In Employment The whole issue of the cultural
fairness of tests has been raised with respect to
both educational decisions and employment deci­
sions. We will discuss first the employment aspect
of cultural fairness. The Supreme Court (Griggs v.
Duke Power Co., 1971) ruled that an employer is
prohibited "from requiring a high school educa­
tion or passing a standardized intelligence test as a
condition of employment in or transfer to jobs
when (a) neither standard is shown to be signifi­
cantly related to successful job performance, (b)
both requirements operate to disqualify Negroes
at a substantially higher rate than white applicants,
and (c) the jobs in question formerly have been
filled only by white employees as part of a long­
standing practice of giving preference to whites."

The ruling went on to state that

... If an employment practice which operates to ex­
clude Negroes cannot be shown to be related to job
performance, the practice is prohibited.

. . . Nothing in the Act precludes the use of test­
ing or measuring procedures; obviously they are use­
ful. ... Congress has not commanded that the less
qualified be preferred over the better qualified simply
because of minority origins. Far from disparaging
job qualifications as such, Congress has made such
qualifications the controlling factor, so that race, re­
ligion, nationality, and sex become irrelevant. What
Congress has commanded is that any tests used must
measure the person for the job and not the person in
the abstract.

Although the quotes given above are no doubt
reasonable, the Court ruling did present some

problems. If "significantly related" is interpreted
as statistical significance, then what should be the
level of significance? If it means practical signifi­
cance, how is this to be determined? The Federal
Register (1970) contained a chapter on equal em­
ployment, with a part prescribing guidelines on
employee selection procedures. Those guidelines
were useful, but were just what the heading im­
plies-guidelines. They did not spell out exact re­
quirements. In 1973, in an attempt to improve the
guidelines and the coordination across federal
agencies, the Equal Employment Opportunity Co­
ordinating Council (EEOCC) consisting of rep­
resentatives of the Equal Employment Opportu­
nity Commission, the U.S. Department ofJustice,
the U.S. Civil Service Commission, and the U.S.
Department of Labor began work on a uniform set
of guidelines. These guidelines were published in
the Federal Register on August 25, 1978 (Federal
Executive Agency, 1978).

The 1978 guidelines better represented profes­
sionally accepted standards for determining valid­
ity than the original EEOC guidelines. But, as
with its predecessor, the new guidelines are just
guidelines and many argue they are in need of re­
vision. It is only through repeated, time-consum­
ing, and costly court cases that employers will
fully understand what is expected of them in terms
of validity evidence. Some courts will probably be
reasonable with respect to validity evidence; oth­
ers, unreasonable. And how readers of this book
define reasonable evidence will vary, depending
upon their perceptions of the whole issue.

The entire December 1988 issue of the Journal
ofVocational Behavior was devoted to the topic of
"Fairness in Employment Testing." As Gottfred­
son and Sharf stated in the foreword to that issue:

Early debates focused on relatively limited questions
such as how many tests are biased against minority
groups, how tests can be improved if they are biased,
and what evidence is necessary for showing a test is
job related and therefore permissible under Griggs
when the test has adverse impact. Now the debate is
shifting to address the question of what to do when
minorities differ on tests that meet the earlier criteria
for fairness .... How deeply troubled should we be
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over the policy question of what to do when valid
tests have adverse impact? (1988, p. 226).

(It should be stressed that because most tests meet
the criteria for fairness it does not mean that we
should operate as if all do. Nevertheless, valid
tests frequently do have adverse impact.)

Sharf pointed out that

"fairness" in terms of equal employment. .. results
for groups generally requires the trading offof equal
employment opportunity for individuals because of
group differences to date on virtually all objective
standards (1988, p. 237).

The Civil Rights Act was directed to the issue of
discrimination against any individual because of
the "individual's race, color, religion, sex or na­
tional origin" (Title VII, 1964). However, as
Gottfredson has stated, "Many people now distin­
guish between individual and group rights and ac­
cord the latter higher standing" (1988, p. 314).
Ryanen argued that "preferential treatment in ed­
ucation and employment has been in place for so
long that it has become institutionalized. Not since
the days of prohibition has there been a law
treated so contemptuously as Title VII of the
Civil Rights Act" (1988, p. 383).

There are, of course, disagreements about
whether preferential treatment based on group
membership is legal or illegal and whether the ul­
timate impact of such treatment in our society will
be positive or negative. Some argue that prefer­
ential treatment is a temporary measure that will
eventually lead to full equality. Others argue that
concepts of fairness "which emphasize group par­
ity rather than individual merit, promise not to
bring racial equality but to permanently consign
blacks and other favored groups to second-class
citizenship" (Gottfredson, 1988, P: 293); or that
long-term preferential treatment will "virtually as­
sure the continuing deterioration of relations
among the races in the United States" (Ryanen,
1988, P: 385). (See Raspberry, 1987, and Sowell,
1989, for similar statements. We are certainly not
suggesting these two prominent black authors

speak for all or even most blacks. There is a vari­
ety ofopinions within ethnic groups on this issue.)

One method of reporting test scores that
should assist in equal results for groups (but not
fairness for individuals) is to use race norming.
The U.S. Employment Service has used this ap­
proach with a referral system called the VG­
GATB Referral System. (VG stands for validity
generalization [see Chapter 13] and GATB stands
for the General Aptitude Test Battery.) The
GATB is a federally sponsored employment test,
and the scores obtained are reported as percentile
scores within each of three ethnic groups: black,
Hispanic, and other. The use of race norming was
challenged on the basis that it illegally advances
the interests of one classification of people at the
expense of others. On November 10, 1986, Rey­
nolds (then Assistant Attorney General for Civil
Rights) sent a letter to the U.S. Employment Ser­
vice urging that race norming be ended. At the re­
quest of the Department of Labor, the National
Academy of Sciences convened a committee of
measurement experts to study the VG-GATB Re­
ferral System. This group of experts published
their findings in a book entitled Fairness in Em­
ployment Testing (Hartigan & Wigdor, 1989).
While the central recommendations (to be dis­
cussed shortly) are considered quite controversial,
we believe the book (like the December 1988
issue of the Journal of Vocational Behavior) should
be read by all personnel directors. The authors
spend a whole chapter discussing issues in equity
and law. They present their view of the philo­
sophical foundations of social justice and civil
rights policies, pointing out that economic liber­
alism was based on the fair competition of indi­
viduals" (1989, p. 31) and that "fairness had to do
with the rules of the competition, not the distri­
bution of wealth in society" (p, 32). The writers
discuss what they refer to as "the contemporary
impasse on preferential treatment," presenting ar­
guments both for and against such action.

One of the recommendations in the report is
that within-group percentiles continue to be re­
ported but that the corresponding norm group be
identified (not done earlier-a practice considered
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"deceptive"). However, it was further recom­
mended that an expectancy score based on the
total group be reported that is "equal to the prob­
ability that an applicant's job performance will be
better than average" (p, 12). This would enable
employers to determine whether "equal" within
group percentiles led to similar predictions for job
performance. The report is not the final word on
either the psychometric or the legal issues, and the
recommendations are sure to be controversial.

In Education With respect to fairness of tests
in educational uses, the major concerns seem to be
in using tests either as predictors of future success
(and therefore as screening devices), for certifi­
cation, or for placement into special education
programs. When achievement tests are used only
as measures of outcomes of education, few people
question their applicability to minority groups. In
fact, results on achievement tests have been used
as evidence that schools are doing a poor job of
educating minority children.

As mentioned in Chapter 15, a few well-mean­
ing psychologists have sought to devise culture­
fair intelligence tests. Such tests have attempted to
use only those items that do not differentiate
among groups coming from different cultures.
The advocates of such procedures argue that this
gives them a test that is independent of environ­
mental influences and, as close as possible, is a
measure of innate ability. In general, these tests
have not been well accepted by most psycholo­
gists. It is very doubtful whether we could ever
devise a paper-and-pencil test to measure innate
ability (whatever that is). Certainly, scores on
present tests are influenced by environmental fac­
tors. There is no debate about that. But, does that
make them unfair? Clifford, a black educator, has
stated:

To disparage testing programs for revealing the in­
equities which still exist in the social, the economic,
the educational, and cultural domains of American
life is as erroneous as it would be for residents of
Bismarck, North Dakota, to condemn the use of
thermometers as biased, when, as this is being writ­
ten, the temperature of Bismarck is -11°F and in

Miami, Florida, it is 83 (Clifford & Fishman, 1963,
p.27).

It should be pointed out that Clifford's state­
ment is based on the assumption that whoever in­
terprets the intelligence-test scores will realize
that they are not direct measures of genetic capac­
ity and that they are influenced by environmental
conditions. Although the test is not unfair, it
would be an unfair use of a test score to interpret
it as irrefutable evidence of only genetic capacity.

Most psychologists take the position that "cul­
ture-fair" tests would be less useful (valid) predic­
tors of educational achievement than present ap­
titude and achievement tests. If a person's
previous environment is related to school success,
then using a test that masks out environmental dif­
ferences will likely result in a loss of some predic­
tive power.

Actually, considerable research has been done
on the predictability (or fairness) of scholastic ap­
titude tests for minority students. The studies do
not show that tests are biased (using Cleary's def­
inition given earlier) against students with cultur­
ally disadvantaged backgrounds (Hills et al., 1963;
Hills, 1964; Munday, 1965; Hills & Gladney,
1966; Stanley & Porter, 1967; Cleary, 1968; Kal­
lingal, 1971; Pfeifer & Sedlacek, 1971; Temp,
1971; Wilson, 1978; Bond, 1986; Linn, 1986b).
In fact, several studies suggest that the test scores
overpredict the performance of blacks in college
(Breland, 1978; Cleary, 1968; Kallingal, 1971;
Pfeifer & Sedlacek, 1971; Silverman et al., 1976;
Temp, 1971). Findley and Bryan (1971) found
much the same thing in reviewing the research on
different tests used in the elementary grades. This
overprediction would be test bias in one sense of
the word, but certainly not unfair to the minority
groups. Thomas and Stanley (1969) have clearly
shown that scholastic aptitude tests are better than
high school grades for predicting college grades of
black students. This is the reverse of findings for
white students. Stanley (1971a), in a thorough re­
view of predicting college success of the educa­
tionally disadvantaged, urged a reversal of the then
current trend of waiving test scores in admitting
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disadvantaged applicants. He felt that the more
disadvantaged an applicant, the more objective in­
formation one needs about the person.

Recently, there has been some controversy re­
garding whether the SAT is biased against women
(see Walsh, 1989). While women get slightly
higher grades than men with equal SAT scores
(suggesting bias according to the accepted defini­
tion), studies that adjust the college GPA for dif­
ferences in departmental grading standards show
the differential prediction disappears (Strenta &
Elliott, 1987; Elliott & Strenta, 1988). [To under­
stand this, consider the following facts: (1) the
ratio of men to women is higher in engineering
than in education, (2) majors in engineering in
general have higher SAT scores than majors in ed­
ucation, and (3) grading standards are more severe
in engineering than in education.]

With respect to the use of aptitude tests, the
practice of affirmative action prevails in college
admissions just as it does in employment practices
(see Willingham & Breland, 1982; Bunzel, 1988).
However, the evidence is strong that Asians must
achieve at a higher level than whites to have the
same chance of admission (see Bunzel, 1988; Wil­
liams, 1989). As in employment testing, there are
debates about whether this is fair or unfair, legal
or illegal, and likely to result in improved or
harmed race relations. Williams has argued that
"whatever noble goals foster dual standards, one
of their side effects is that of producing racial an­
imosity and resentment" (1989, P: 38). (See also
Sowell, 1989.)

The use of "intelligence" tests for placing stu­
dents into programs for the mildly retarded has
been the subject of much controversy. Two court
cases highlighted this controversy (Larry P. v.
Riles, 1979; and PASE v. Hannon, 1980). Both
cases involved the overrepresentation ofblack stu­
dents in programs for the mildly retarded and the
role of intelligence testing. The rulings were on
opposite sides. In Larry P., Judge Peckham con­
cluded that intelligence tests were biased against
black students and that overrepresentation of
blacks in such programs was illegal. In PASE,
Judge Grady ruled that the tests were not biased

and that overrepresentation was not illegal. While
the issues are multifaceted, several things seem
clear to us. (1) Overrepresentation, per se, in ed­
ucational programs is not unacceptable to blacks.
They are certainly overrepresented in such pro­
grams as Head Start, Follow Through, and Title I
programs. (2) Special education placement leads to
the expenditure of substantially more, not less,
money on the student's education. (3) Overrepre­
sentation is due to academic failure and behavioral
problems, not intelligence tests. Prior to being re­
ferred for testing, there must be some achieve­
ment or behavioral reason. Tests have either a
neutral effect of disproportionality or tend to re­
duce it somewhat (Reschly, 1981). A moratorium
on testing will not, in itself, reduce the dispropor­
tionate representation of blacks in such programs.
(4) The concern ofJudge Peckham in the Larry P.
case was the quality of special education classes.
They were referred to as "dead-end," "inferior,"
and so on, 27 times in the written court opinion.
(5) If indeed the programs were that poor, no stu­
dents, regardless of race, should have been placed
in them. (See Lambert, 1981, and Reschly,
1981, for elaboration and evidence on the points
noted.)

Although various test critics may have re­
viewed the court cases as if the tests were on trial,
a more accurate appraisal-at least in the Larry P.
case-was that special programs were on trial.
We are not taking a position on the quality of spe­
cial education program (although evidence sug­
gests most are beneficial). Our expertise does not
lie primarily in that area. Obviously no educator
or measurement specialist would advocate using
intelligence tests to place children into inferior
but more expensive programs. Again, we have a
prime example of the critics of testing confusing
the issue ofwhat decision should be made with the
issue of what data we should use to assist in mak­
ing the decision.

Reschly, Kicklighter, and McKee (1988a, b, c)
present findings from several court cases showing
that the court will accept the use of tests that lead
to overrepresentation of minorities if evidence
shows the placement is of benefit to students.
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Summary of the fairness Issue Tests should
not be considered unfair just because they dis­
criminate. That is what tests are supposed to do.
Tests, however, can be invalid and therefore un­
fair, or people can give unfair interpretations of
the results (whether the tests were valid or inva­
lid).

Although there would be important exceptions
that should be investigated, the effect of using ob­
jective measures such as test data is to make social
class barriers more permeable.

Tests cannot see if a youngster is black or
white, rich or poor. Making decisions on the basis
of objective measures is really more fair than mak­
ing them on the affective reactions (positive or
negative) we have toward different subcultures.

Conclusion on Public Concern About
Evaluation

It is good that people feel free to voice their con­
cerns. Although there are many legitimate con­
cerns about evaluation, many others are often nei­
ther logical nor relevant. If there are problems
associated with test accuracy (there are), and if the
misuse of tests has sometimes led to unfortunate
consequences (it has), the appropriate procedure is
to correct the problems, not to stop testing. In many
instances the issues of concern to the public, such
as invasion of privacy and unfair tests, are prob­
lems associated with test use rather than with the
psychometric properties of the tests. Psycholo­
gists and educators are partly to blame for this
misuse. They have an obligation to inform the
public as to how tests should be used and as to

how they are being used. However, much of the
negative affect toward tests is precisely because
tests are used as they should be, to help make de­
cisions. These de-cisions are not always pleasant to

the people involved. Since tests help make deci­
sions, they have been attacked. Unfortunately,
there are some people who assume that by doing
away with tests we could avoid making decisions.
That is not the case. Decisions must be made. In­
formation helps us make decisions. Tests provide
information. As professionals, we must ensure

that valid tests are used for making appropriate de­
cisions.

FUTURE TRENDS IN EVALUATION

We have already discussed such trends as state as­
sessment programs, criterion-referenced tests, and
testing for individualized instruction programs.
Future trends are harder to discuss. It is always
hard to predict. Even with tests carefully designed
to help predict specific future behavior, we often
cannot make accurate predictions. Yet the authors
of this text-without the aid of specific test re­
sults-are audacious enough to make some tenta­
tive predictions about educational and psycholog­
ical testing.

Increased Legal Involvement in Testing

Legal scrutiny of educational and psychological
measurement is both a present and a future reality.
Rebell (1989) has suggested that the courts have
become a major public policy forum with respect
to testing and that this judicial involvement "is
likely to be a permanent part of the public policy
landscape for the foreseeable future" (p, 137).
Several issues discussed in the last section are the
primary areas in measurement that are being sub­
jected to legal involvement. Minimum compe­
tency testing and the use of tests for licensure,
selection, or placement purposes in either employ­
ment or education that results in disproportionate
minority representation will, no doubt, continue
to be legal issues. PL 94-142 may well be a source
of future litigation.

Whether all the legal scrutiny is a good or bad
thing in the long run is clearly debatable. Bersoff
believed the intense legal scrutiny "should be
viewed as both salutary and welcome" (I 981, p.
1055). However, in 1984 Bersoff suggested that a
psychoanalyst might describe the relationship be­
tween the social sciences and the courts as "a
highly neurotic, conflict-ridden ambivalent affair"
(I984, p. 97). He added that lower-court opinions
"are generally devoid of sound psychometric rea-
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soning" (p. 98). Rebell (I989) discussed both
some positive and negative attributes of court in­
terventions. Lerner, in a discussion of minimum
competency testing, argued that such issues are
about educational policy choices and "should not
be made by any branch of the federal government,
least of all by the federal judiciary" (Lerner, 1981,
1063). Turlington, Florida, commissioner of ed­
ucation during the Debra P. case, believed that the
Florida state department of education "should not
have to face continued harassment from profes­
sionallitigators ... who would seek ... to impose
their disproven philosophy upon Florida's schools
and Florida's students" (Turlington, 1981, p.
204). Pullin, an attorney for the plaintiffs in the
Debra P. case, disagreed (Pullin, 198 I).

We as authors and you as readers can view all
this legal scrutiny as either good or bad. But it will
continue, and all users of test information should
be aware of the trend. However, we should point
out that to do away with testing would not in the
long run cut down on legal actions. They come
about primarily because the plaintiffs do not agree
with the decisions being made. If other sources of
data, or no sources of data, were the bases for the
decisions, they too would be challenged in this era
of litigation.

Computer-Aided Testing

Anyone who has read the technical manuals ac­
companying the better standardized tests realizes
that computers already playa large role in the ed­
ucational and psychological testing enterprise.
Computers are used to administer tests. Comput­
ers are used in the development of tests by aiding
in the processes of item writing and analysis,
norming, deriving types of scores, estimating re­
liability and validity, and in a host of other tasks.
Computers are also used in the process of scoring
and the reporting of results. Recently, test pub­
lishers have greatly expanded their services in
these areas and will no doubt continue improving
these services. To give you some idea of the ex­
panding interest in computers and assessment, the
third edition of Educational Measurement (Linn,

1989) contains 2 (out of 18) chapters on the topic,
whereas the previous edition (Thorndike, 1971b)
had no chapters devoted to the topic.

Predictions in this rapidly growing field are
certainly difficult to make. Brzezinski (I984) re­
ported that "in 1950, the RAND Corporation pre­
dicted that because computers were so large and
expensive, no more than 12 corporations in the
United States would ever need or be able to afford
one" (p, 7). In 1983, the Educational Testing Ser­
vice predicted that by 1985 there would be any­
where from 300,000 to 650,000 microcomputers
in the schools (Educational Testing Service,
1983). The December 1984 issue of Phi Delta
Kappan reported that in the fall of 1984, the coun­
try's 50 largest school districts alone had 73,570
microcomputers, up from 36,835 the year earlier
(Newsnotes, 1984, P: 302). Given the history of
conservative predictions on computer use, we
trust that our statements will be interpreted in the
light of the year we wrote them (mid-1989).

Computer-Administered Tests An exciting
area of research that may well have a significant
and lasting impact is in using computers to admin­
ister tests (Bork, 1979; Ward, 198 I). This auto­
mated approach would free professional staff time
for other duties and would eliminate administrator
variability as a source of error in test scores, thus
improving test reliability.

Furthermore, computerized test administration
will typically reduce the turn-around time for ob­
taining the results; it may well reduce scoring er­
rors; and it will certainly allow flexibility in sched­
uling test administrations -something that would
be particularly helpful in testing individual stu­
dents (clients). The use of a computer in test ad­
ministration should be of some benefit to individ­
uals with various types of visual, auditory, and
physical limitations (Sampson, 1983), although for
some other handicapping conditions the computer
might not be suitable. Finally, computer adminis­
tration should allow for innovations in testing.
The graphics and color capabilities, as well as the
various input and output media (light pens, joy­
sticks, touch sensitive screens, etc.), provide much
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more flexibility in item format. Johnson (1983)
listed examples of tests in ballet that can be admin­
istered through videodiscs on which the sequences
of a step may be shown. B. F. Green (1983) sug­
gested that situations could be presented on video­
discs for firefighters' or police officers' exams so
that the respondents can answer questions regard­
ing the situation. Obviously, memory could be
tested by the use of successive frames.

As we said, though, there are also potential
problems connected with computer administra­
tion of tests. One of these is the counterpart of
efficiency of staff time. To the extent that a pro­
fessional is not supervising students while they
take the test, the practitioner cannot learn from
observing them. Personal observation has typically
been considered a big advantage in using individ­
ual intelligence tests. Another disadvantage is that
the test-takers' scores may be based in part on
their ability to use the computer. Some critics have
suggested that females, minorities, and those from
low socioeconomic backgrounds may be some­
what less familiar with computers than white
males and thus may perform less well than they
would with conventional modes of presentation.
There are problems connected with the confiden­
tiality of the information. Once they are stored in
a computer's memory, data may be compromised.
Other drawbacks involve the norms, the equiva­
lence of forms, and the validity of the scores from
computer-administered tests. Finally, there may
be some staff resistance to the use of computers.

Some attempts have been made to develop stan­
dards for computerized testing. As mentioned ear­
lier, the revised Standards for Educational and Psy­
chological Testing addresses some of the issues.
Another good reference is Guidelines for Com­
puter-Based Tests and Interpretations (COPS,
CPTA, 1986).

A variety of computer programs for testing are
also on the market. Tescor, Incorporated, for ex­
ample, has a microcomputer scoring system that
allows for local scoring of locally developed and
standardized achievement or ability tests as well as
an item bank and test development system to assist
in local teacher-made tests. CTB/McGraw-Hill

has a software package called the Microcomputer
Instructional Management System (MIMS), which
should assist in the monitoring, diagnosis, and
prescription process for individual pupils. Samp­
son (1984) presents a guide to microcomputer
software programs in testing and assessment.

Computer-Adaptive Testing A particular
type of computer-administered testing has become
known as computer-adaptive testing. Computers
can be programmed to present items of appropri­
ate difficulty for an individual, as judged by that
person's responses to previous items, thus provid­
ing "adaptive" tests. In an adaptive test, an exam­
inee who answers an item correctly is adminis­
tered a harder unanswered item (as judged by a
difficulty index for group data). An examinee who
misses an item would be administered an easier
item, usually the most difficult of all the unan­
swered items that are easier than the one just
missed. Research generally supports the notion
that tailored tests are somewhat more efficient
than conventional tests because one can avoid ask­
ing an individual a whole set of items that the per­
son is almost sure to get all right (or wrong). Typ­
ically only about one-half the number of items
from a conventional test are needed on an adaptive
test to produce equivalent reliability estimates.
Thus, testing time, boredom, and fatigue are all re­
duced. However, there are some potential prob­
lems with the use of adaptive testing. Because not
all students take the same items, the students'
scores must be accurately compared. Obviously,
the items have to be scaled in some fashion. Item­
response theory provides a way to do this but re­
quires empirical information from a fairly large
sample of students. Further, there is some con­
cern, particularly among people not well versed in
item-response theory, that it is not "fair" to give
different individuals different questions.

Commercial test publishers as well as the mili­
tary are entering into computerized adaptive test­
ing in greater numbers. The College Board and
ETS have published an adaptive computerized
placement test in reading comprehension, sen­
tence skills, arithmetic, and elementary algebra to
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ascertain whether prospective college students
need remedial work in the basic skills. The Col­
lege Board program can administer both conven­
tional and adaptive tests and is amenable to various
item formats ranging from free response to mul­
tiple choice. In addition to the computer admin­
istration and scoring features, the usual reporting
services are provided as separate packages. Those
desiring further information should consult ETS
(see ETS developments, 1988)"

Much more could be said about the exciting
field of adaptive testing. For the interested reader,
Green (1983), Green, Bock, Humphreys, Linn,
and Reckase (1984), McBride (1980), Roid
(1986 ), Weiss (1980), and Wood (1973) present
thorough reviews of this topic.

Computer Testing and Instruction The use
of computers in the school should facilitate teach­
ing-learning-testing cooperation. The immediate
storage, analysis, and printout of a student's ex­
amination results would help the teacher plan in­
structional processes. Using computer facilities in
conjunction with expanded item banks will allow
teachers to do more instructional testing without
taking an inordinate amount of their time in pre­
paring, administering, and scoring tests. Using an
interactive mode, students taking a test via com­
puter can be told immediately whether or not an
answer is correct. In some cases it may be possible
to determine why an answer is wrong and to offer,
through the computer, an immediate learning se­
quence dealing with the precise problem (Bork,
1979; McArthur & Choppin, 1984).

Computer Test Score Interpretation The
use of computers to report and interpret test
scores to pupils is also receiving increasing atten­
tion. A study by Mathews (1973), comparing a tra­
ditional test report (national and local percentiles
and grade equivalents for the various subsets, sum­
mary scores, and a composite score) with a locally
prepared computer-generated narrative report, in­
dicated that classroom teachers rated the narrative
format superior on 15 of 18 comparisons. Some
writers suggest that computer interpretations are

both more reliable and more valid (Burke & Nor­
mand, n.d.). Humans are not generally as consis­
tent as computers, which do not have hangovers,
family arguments before coming to work, and
other such weaknesses. Burke and Normand sum­
marize some research that shows that computer­
generated reports are of equal or superior validity
to clinical judgments. However, serious concerns
have been raised about computer-based test inter­
pretation.

The most pressing worry of practitioners is the ac­
curacy of computerized test interpretation.... Used
by those with little training or awareness of test in­
terpretation validity, computerized testing can do
more harm than good.... Because test scores and in­
terpretations come from a computer, they give a false
impression of infallibility. And because the tests are
so easy to use ... many who are untrained will use
them incorrectly for decisions involving employ­
ment, educational placement, occupational counsel­
ing, mental health diagnosis, or brain deficiency as­
sessments (Turkington, 1984, pp. 7, 26).

Eyde and Kowal (1984) discuss both advantages
and potential misuses of computer-based test in­
terpretations. They point out that an American
Psychological Association policy statement re­
quires "professional-to-professional consulta­
tion." Thus, the interpretation obtained from the
computer would be for the professional to use. It
should not be given directly to the student (client)
without professional interpretation. Further, the
authors give an example of a Minnesota Multipha­
sic Personality Inventory (MMPI) profile as pro­
duced by four different computer software inter­
pretation programs and by a clinician. There were
some important differences. Clearly, caution must
be observed in the use of computer-based test in­
terpretations-especially with personality inven­
tories.

Increase in Performance Assessment

We have discussed methods of assessing perfor­
mance in Chapter 9. There has been an increase
in performance assessment, and we expect that
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trend to continue. Examples include the increase
of writing assessment (mandated by many states),
the performance assessment of teachers, and the
assessment of student behaviors (from which we
might infer value acquisition).

We are in favor of quality performance assess­
ment and are pleased to see such assessment in­
creasing. Some variables can just not be assessed
by paper-and-pencil tests-especially objectively
scored tests. Further, the assessment of perfor­
mance is likely to have an impact (typically posi­
tive) on instruction. Certainly writing is being
taught more now that it is assessed more fre­
quently.

However, sometimes the advocates of perfor­
mance assessment overstate the case for perfor­
mance assessment and make incorrect statements
about the limitations of objectively scored test
questions. We hope readers recognize that, for ex­
ample, multiple-choice questions can test for
higher-order thinking skills-owe give such ques­
tions on both the midterm and final of our mea­
surement classes.

Use of Assessment to Improve
Instruction

There currently exists a strong push to design
tests that will be more helpful in improving in­
struction. The general notion is not new (see
Linn, 1989). Cook (1951) and Tyler (1951) both
argued for the use of tests to facilitate learning.
Tyler specifically argued that educational mea­
surement should be considered an integral part of
construction. As we pointed out in Chapter 1,
Furst (1958) suggested that educational objectives,
educational experiences (instruction), and evalua­
tion procedures (testing) are all interrelated. Nitko
(1989) reemphasized this theme and suggested
that "designing of tests and instruction are mutu­
ally planned efforts" (p. 453).

Although linking tests and instruction is not a
new concept, there is general agreement that cur­
rent educational tests do a better job of describing
current general levels of achievement and predict­
ing future achievement than they do in "guiding

the specifics of instruction" (Glaser, 1986, p. 45)
(see also Nitko, 1989; Snow & Lohman, 1989).

The push for measurement-driven instruction
(see Chapter 1) is one way to try and establish a
closer link between testing and instruction, but
this approach has typically not involved the mu­
tually planned efforts of testing and instruction.
However, two other forces at work may enhance
the integration of testing and construction: com­
puter technology and cognitive psychology. Snow
and Lohman (1989) discuss "what might be" (p,
263, emphasis added) with respect to the contri­
butions of cognitive psychology to educational
measurement. We are cautiously optimistic that
future assessment procedures will be even more
closely linked to instruction than current ones.

Quality Versus Quantity

It is the authors' hope, if not our prediction, that
the years ahead will bring a reduction in the num­
ber of tests designed to test the same constructs.
Far too many tests of poor quality are on the mar­
ket. Buros (1972) suggested that at least half the
tests on the market should never have been pub­
lished. We would much prefer to see fewer tests,
all of higher quality. Unfortunately, with the
movement toward locally developed criterion-re­
ferenced tests, this is not occurring.

Probably the only way for our hope to materi­
alize is for educators to stop building and pur­
chasing inadequate tests. This, of course, cannot
occur unless consumers are capable of making
good judgments, which leads to our last predic­
tion.

Consumer Competence

Tests can be important and useful tools. Used cor­
rectly by competent personnel, tests will continue
to play an increasingly important role in educa­
tional institutions. Tests used incorrectly by in­
competent, unprofessional staffs may do more
harm than good. There have been far too many in­
stances of incorrect use of tests by school person-
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nel. It is our hopeful prediction that professionals'
competencies in test use will increase to an acceptably
high level. If not, tests will continue to be misused.

It would be helpful if all pre-service teacher
training programs included a required course in
testing, measurement, and evaluation. Much use or
potential misuse of test results is by classroom
teachers, and, regretfully, many of them are woe­
fully and inadequately prepared. It behooves col­
lege administrators and possibly legislators to
mandate such a course as a requirement for teacher
certification. The American Association of Col­
leges for Teacher Education, the American Fed­
eration of Teachers, the National Council on
Measurement in Education, and the National Ed­
ucation Association (1989) have been jointly
working to develop a document: Standards for
Teacher Competence in Educational Assessment of
Students. These standards, "should form a partial
basis for future teacher preparation and certifica­
tion programs" (p, 2).

• SUMMARY

The major ideas, conclusions, and implications of
this chapter are summarized in the following state­
ments.

1. The public is concerned about measurement
and evaluation in education. Some of these
concerns are rational and relevant; others are
irrational and irrelevant.

2. Tests have certainly been misused. Most of
the problems related to test misuse bear on
overgeneralizations made by users.

3. Many people criticize tests because their use
has sometimes led to faulty decisions. What
they fail to realize is that even more decisions
would be faulty in the absence of test data.

4. Minimum competency testing for students is
currently both very popular and very contro­
versial. The controversy involves legal ques­
tions as well as educational questions such as
what competencies should be measured, who
should set the minimum standards, how
should the standard be determined, and what

should be done with those not making the
standard.

S. Competency testing of teachers has become
very popular.

6. Whether tests invade one's privacy depends
upon the relevancy of the information gath­
ered, the qualifications of the gatherers, the
use to which the information is put, and the
confidentiality of the data.

7. A major purpose of tests is to differentiate
(discriminate) among people. Differentiation
alone does not make a test unfair.

8. There are a variety of definitions of test bias.
Some are complementary, others are contra­
dictory.

9. The major educational concern related to cul­
tural fairness is the use of tests as screening
or prediction devices. Few people suggest
that achievement tests measuring the out­
comes of education are unfair.

10. Culture-fair tests would probably be less valid
predictors of educational achievement than
present aptitude and achievement tests .

11. Research seems to show quite conclusively
that, under the most common definitions of
test bias, scholastic aptitude tests are not bi­
ased against students with culturally disadvan­
taged backgrounds.

12. The use of intelligence tests for placing stu­
dents into special education programs has
been very controversial. There have been re­
cent court decisions on both sides.

13. Several future trends in evaluation were dis­
cussed. These include (a) increased legal in­
volvement in testing, (b) an increased use of
computers in giving tests and storing and re­
porting test data, (c) an increase in perfor­
mance assessment, (d) increased use ofassess­
ment to improve instruction, (e) higher
quality in testing, and (f) greater user com­
petence.

• POINTS TO PONDER
1. Some states or local districts require the pass­

ing of a minimum competency examination for
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high school graduation. Are you in favor of
such programs? Explain your position.

2. Should prospective teachers have to pass a
basic skills test prior to being certified? Why
or why not?

3. It is typical school policy to have students' cu­
mulative records accompany them as they
move from one grade to the next and from one
school to another. What are the advantages and
limitations of this policy? Under what condi­
tions could it constitute an invasion of privacy?

4. Under what circumstances would it be appro­
priate to ask very personal questions in a stan­
dardized test?

5. Assume a test has been developed that can dif­
ferentiate between pro-union and anti-union
teachers. Does the school superintendent have

a right to use this instrument in helping decide
whom (a) to hire and (b) to promote?

6. What would be the benefits to society of de­
veloping a test on which all subcultures per­
form equally well? How have you defined
"subculture?"

7. A college uses test ABC for admission pur­
poses. Research has demonstrated that the test
is a reasonably valid predictor (r = 0.58) of
college GPA. Research has also shown that
some subcultures do less well on this test than
others. What further evidence needs to be
gathered to answer the question of whether the
test discriminates unfairly?

8. If it is possible for a test to be administered by
either a teacher or a computer, are two sets of
norms necessary? Why?



Appendix

Selective List
of Test Publishers

Addison-Wesley Publishing Company, 2725 Sand
Hill Road, Menlo Park, California, 94025

American College Testing Program, P.O. Box
168, Iowa City, Iowa, 52240

American Guidance Service, Publishers' Building,
Circle Pines, Minnesota, 55014

Australian Council for Educational Research,
P. O. Box 210, Hawthorn, Victoria, 3122 Aus­
tralia

California Test Bureau/McGraw-Hill, Del Monte
Research Park, Monterey, California, 93940

Consulting Psychologists Press, 577 College Av­
enue, Palo Alto, California, 94306

Educational Testing Service, Princeton, New Jer­
sey, 08540

Guidance Centre, Ontario College of Education,
University of Toronto, Toronto 289, Ontario,
Canada

Houghton Mifflin Company, One Beacon Street,
Boston, Massachusetts, 02107

Institute for Personality and Ability Testing, P.O.
Box 188, Champaign, Illinois, 61820

The Psychological Corporation, 555 Academic
Court, San Antonio, Texas, 78204-0952

Riverside Publishing Company, 8420 Bryn Mawr
Avenue, Chicago, Illinois, 6063 1

Scholastic Testing Service, 480 Meyer Road, Ben­
senville, Illinois, 60106

Science Research Associates, 155 North Wacker
Drive, Chicago, Illinois, 60606

Stanford University Press, Stanford, California,
94305

Western Psychological Services, 12031 Wilshire
Boulevard, Los Angeles, California, 90025
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Criterion-related validity, 268­
269

Crystallized intelligence, 308
Culture-fair tests of intelligence,

327-330
Curricular/instructional validity,

271-272

D
Data distributions, shapes of,

215-216
Debra P. v. Turlington, 516
Decision making, 3, 5

and validity, 278-282
Decisions, individual, 6

faulty, cost of, 279
institutional, 6
types of, 6-11

Derived scores, 230-241
Developmental level scores, 235­

239
Deviation IQ, 234
Diagnostic tests, 352-359

in arithmetic, 358-359
development of, 352
purposes, 352-354
in reading, 354-358

Diagnostic Mathematics
Inventory, 360-361

Diana v. State Board ofEducation,
435

Difference scores, reliability of,
259-261

Differential Aptitude Tests, 332­
334

Discrimination. See Fairness of
tests

Disseminating test results, 298­
300

Distracters, 129, 136-1 37
Distribution, normal, 215

rectangular, 216
skewed,216

Domain-referenced. See
Criterion-referenced

E
Emotionally disturbed, definition,

444
assessment, 444

Empirical construction, 403
Empirically keyed interest

inventories, 406-41 1
Environment or heredity, 310­

314
Epilepsy, 447
Equality of education, and

handicapped, 435-437
legal cases, 435
Public Law 94-142, 436-437

Equivalence, measures of, 254-
255

Error, sources of, 189-193,250
Error score, 251
Error variance, 250
Essay test questions

advantages and limitations,
84-85

classification, 82-83



Essay test questions (cont.)
construction, examples of,

83-84
distinctive features, 81
grading, 95-103; seealso

Grading of essays
item analysis, 168
popularity, 85-87
suggestions for writing, 87-

95
types of, 82-83
versus. objective test

questions, 65-66
when to use, 84

Evaluation anxiety. SeeTest
anxiety

Evaluation
definition, 4
issues in, 11-14
personal-social adjustment,

196-200
procedures and products,

175-179
Examiner effects, 472-474
Exceptional children, assessment

of,433-455
Expectancy, scores, 241-244
Expectancy tables, 275
External testing programs, 500­

504
college selection and

placement, 500-502
National Assessment of

Educational Progress, 503­
504

state assessment programs,
502-503

F
Face validity, 271
Failing, 487-488

pass-fail systems, 498
Fairness of tests, 520-526

in education, 524-526
in employment, 522­

524
Faking, 400-40 I

combating, 400
detecting, 400-401

False acceptances, 279
False rejections, 279

Family Educational Rights and
Privacy Act, 298-299

Feedback,480-482
Fluid intelligence, 308
Foils, 129
Frequency distributions, 211-212
Frequency polygons, 213-214
Future trends in evaluation, 526-

531
computer-aided, 527-529
consumer competence, 530
improved instruction,S 30
legal involvement, 526-527
performance assessment

increase, 529-530
quality versus quantity,S 30

G
Gain scores, 261
Gates-MacGinitie Reading Tests,

367-371
General adjustment inventories,

425
General intelligence, group tests

of,323-330
individual tests of, 318-323

Generosity error, 190
Gifted,451-452
Goals, 28-42

behavioral versus
nonbehavioral,39

communication of, 36
definition of, 28
focus of, 37
general or specific, 38
immediate versus ultimate, 38
methods of stating, 37-42
priorities of, 30
realism of, 30
relevance of, 30
single versus multiple course,

39
sources of information for, 31
teacher- or learner-focused,

37
Grade equivalents, 235-237
Grading. See Marks
Grading of essays, 95-103

analytical method, 96-98
global method, 98-100
suggestions for, 100-103
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Graphic rating scale, 186-187
Graphing data, 211-215
Griggs v. Duke Power Co., 588
Guess who technique, 197
Guessing, 461-465

conclusions about, 464-465
correction for, 463
formula scoring, 463
how much gained, 462
instruction for, 154
prevention of, 463
why, 461-462

Guttman scale, 202-203

H
Halo effect, 190
Handicapped and equality of

education, 4 35~437
Hearing handicapped, 445-446
Heredity or environment, 310-314
Heritability ratios, 3II
Histograms, 212-213
Homogeneous construction, 403-

404
Homogeneous keyed inventories,

411-414

I
Infant and preschool mental tests,

322-323
Instructional Objectives Exchange

Center, 31
Instruction and evaluation,

relationship between,S 30
Instruction versus coaching/

cheating, 467, 469-471
Intelligence, 306-344

and aptitude, 316-318
culture-fair tests for, 327-

330
definitions of, 306-307
dissemination of results, 299
etiology of, 310-312
group test of, 323-330
individual tests of, 318- 323
mulrifacror theory of, 330-

335
and race, 312-314
and social class, 312-314
stability of, 314-316
theories of, 307-310
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Interest inventories, 405-421
and attitudes, 405
comparisons among, 415-417
dissemination of results, 299-

300
empirically keyed, 406-411
homogeneous keyed, 411-

414
logically keyed, 414-415
significant trends, 417-418
types of, 405-418
uses of results, 418-421

Interlinear exercise, 143-144
Internal consistency, measures of,

255-257
coefficient alpha, 256
Hoyt's analysis of variance,

256
Kuder-Richardson, 256
split-half, 255

Interpreting test information,
300-302

Interpretive exercise, 144-148
suggestions for writing, 146­

148
Interval scales, 210
Invasions of privacy issue, 518-

520
Ipsative scales, 402
IQ, deviation and ratio, 234, 238
Issues in measurement, 11-14
Item analysis, 160-170

criterion-referenced tests,
168-170

difficulty index, 162, 164
discrimination index, 162-

165
essay tests, 168
interpretation, 167-168
preparation of, 161-165
uses of results, 165-166

Item difficulty, 162, 164
index of, 162, 164

Item-discrimination index, 162-
165

Item formats, selection of, 66-67
Item-response theory, 238-239
Item shells, 133-134
Item writer, qualifications of, 76­

77

J
Jangle fallacy, 317

K
Kaufman ABC Test, 321
Key-Math Diagnostic Arithmetic

Test, 359
Kuder General Interest Survey

(KGIS),411-413
Kuder Occupational Interest

Survey, 410-411
Kuder-Richardson estimates of

reliability, 256

L
Lake W obegon, 13
Language tests, 450
Larry P. v. Riles, 435
Latent-trait theory, 238-239
Learning disabled, 447-449

assessment of, 448-449
definition, 447-448

Likert scale, 202-204
Linear z and T scores, 232-233
Listening tests, 450
Logical construction, 404
Logical error, 190
Logical keying, 404
Logically keyed interest

inventory, 414-415

M
Marking, basis for, 482-483

criteria for, 494-495
Marking procedures, 479-495

checklists, 492
conferences, 493
contract grading, 494
letters, 492
marks, 483-484
necessity for, 480-482
rating scales, 492
self-evaluation, 493-494

Marks, 483-494
achievement or attitude, 484
advantages of, 490
assignment of, 490-492
disadvantages of, 488-490
failing, 488
few of many, 487

Marks (cont.)
pass-fail system, 487
standards or norms, 484-486
status or growth, 486
symbols used, 486

Mastery/Nonmastery scores, 240­
241

Matching exercise, 115-119
advantages and limitations of,

117
checklist for writing, 119
classification variety, 116
construction, suggestions for,

117-119
Mean, 216
Measurement

definition, 4
public concerns about, 507­

526
purposes of, 6

Measurement-driven instruction,
12

Median, 217
Mental age scores, 237-238
Mental Measurements Yearbooks,

293-294
Mental test, 307
Mentally retarded, definition, 440

assessment of, 440-444
Metropolitan Achievement Tests,

373-377
sample items, 375

Minimum competency testing,
379,511-518

benefits of, 513
costs of, 513
future of, 516
general questions about, 512­

516
for students, 12,511-516
for teachers, 516-518

Mode, 216
Motor development measures,

450-451
Multifactor aptitude tests, 330­

335
Multiple-choice items, 128-148

advantages and limitations of,
132-133

checklists for writing, 141



Multiple-choice items (cont.)
context-dependent, 141-148
variations of, 130-132
writing, suggestions for,

134-141, 146-148
Multiple cutoff scores, 274
Multiple regression equation, 274

N
NAEP (National Assessment of

Educational Progress), 503-504
Nature or nurture, 310-314
Need, definition of, 28
Needs assessment, 30
Nominal scales, 210
Nominating technique, 198
Noncognitive characteristics,

398-432
construction and keying,

403-404
definition, 399
faking, 400-401
interpretation, 401-402
measurement of, 398-417
reliability,401
response set, 399-400
sex bias, 402-403
validity,401

Nonlanguage tests, 350
Nonverbal tests, 350
Normal curve equivalents, 234
Normal distribution, 215
Normalized z and T scores, 233-

234
Norm-referenced measurement,

16-22
comparison with criterion­

referenced measurement,
16,21-22

and grades, 484-486
uses for, 19-20

Norm-referenced scores, types of,
230-239

Norms, 225-230
appropriateness of, 225-227
and attitude scales, 428
definition of, 225
local,228
national, 228
need for, 225-229

Norms (cont.)
school mean, 229
special group, 228
types of, 227-229
using, 229-230
versus standards, 229

Numerical rating scale, 186

o
Objective items, 106-149

changing answers, 155-156
checklist for writing, 111
definition of, 107
scoring considerations, 158-

160
types of, 107
versus essay items, 65-66
writing suggestions for, 107-

111
Objectives, roles of, 27-48

behavioral versus
nonbehavioral,39-42

checklist for developing, 36
for criterion-referenced tests,

45-46
definition of, 28-29
determining, 29-36
and evaluation, 42-45
expressive, 37
feasibility, 29
instructional, 37
methods of stating, 36-42
minimum versus

developmental, 35-36
realism, 30
reason for, 29
relevance, 29-30
taxonomies of, 32-35
and test items, 63-64

Objectivity in scoring, 54
Observational tools, types of,

182-200
anecdotal records, 193-1 96
checklists, 184-186
participation charts, 183-184
rating scales, 186-193

Observations, advantages of, 180
suggestions to improve

validity, 180-182
Observed score, 251
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Ohio Vocational Interest Survey,
414-415

Open-book examinations, 72-73
Oral language, 450
Oral questions, 103-1 04
Ordinal scales, 210
Outcomes, definition of, 28

p
Paired comparisons, 189
Participation charts, 183-184
PASEv. Hannon, 435
Pass-fail systems, 487-488
Pearson product moment

correlation coefficient, 22o-i22
Peer appraisal, 197-200

guess who technique, 197­
198

nominating technique, 198
sociogram, 198-199

Percent correct scores, 240
Percentile bands, 301
Percentiles and percentile ranks,

231-232
Performance assessment, 175-179

definition of, 175, 176
types, 176
uses of, 175

Performance objective, 28
Performance scales, individual,

321-322
Performance test

definition of, 350
development of, 178-179,

Personality tests, 423-426
computer administration, 426
dissemination of results, 300
types of, 424-426

Physically handicapped
epilepsy, 447
orthopedically, 447
types of, 446-447

Polygons, 213-214
Population, 226-227
Power test, 258
Practice, 467-469
Predictive validity, 268
Prescriptive Reading Inventory,

360-361
Privacy, invasion of, 518-520
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Problem checklist, 424-425
Procedures, evaluation of, 175­

178
Procedures and products,

problems in evaluation, 177­
178

Products, 176-178
definition of, 176
evaluation of, 177-1 78

Product scale, 187
Profile analysis, 246
Profiles, 244-246, 408-409
Prognostic tests, 350
Projective tests. See Unstructured

inventories
Psychomotor domain, 35
Public concern about testing,

507-526
Public Law 94-142, 434-437
Publishers of tests, 533

R
Race and intelligence, 312-314
Ranking, 187-189
Rasch model, 239
Rater errors, 190-191
Rating scales, 186-193

error, sources of, 189-193
types of, 186-187
uses of, 186, 193
ways to improve, 191-193

Ratio IQs, 234, 238
Ratio scales, 210
Readiness tests, 363-367

example of items, 365, 368-
369

item selection, 365-366
major purposes of, 364
reading, 364-367
types of, 364-367
uses of, 366-367
validity, 365

Reading tests, 367-371
diagnostic, 354-358
readiness, 364-367
uses of, 371

Recording test results, 300
Rectangular distribution, 216
Regression equation, 273
Rejections, false, 279

Relationship, measures of, 220­
222

Relative position status scores,
231-235

Reliability, 248-264
of attitude scales, 428
of criterion-referenced tests,

261-262
definition of, 249-250
of difference scores, 259­

261
estimates of, 253-258
and instrument construction,

262
measures of equivalence, 254
measures of equivalence and

stability, 255
measures of internal

consistency, 255
measures of scorer reliability,

257
measures of stability, 253-

254
of noncognitive tests, 401
and test use, 263-264
theory of, 250-251

Reliability, factors influencing,
258-259

group homogeneity, 259
item difficulty, 259
objectivity, 259
speed, 258
test length, 258

Reporting procedures. See
Marking procedures

Response set, 399-400,471­
472

Response styles, 471-472

S
Sample, 226-227
Sampling, considerations in, 226-

227
Scaled scores, 238
Scattergrams, 220-221
Scholastic aptitude tests, 316
SCORE (School-Curriculum

Objective-Referenced
Evaluation), 361

Scorer reliability, 257

Scores, types of, 230-241
criterion-referenced scores,

239-240
derived,230
derived IQs, 234
developmental level, 235-239
difference, 259-260
expectancy scores, 241-245
grade equivalents, 235-237
linear z and T, 232-233
rnasrery/nonmastery scores,

240-241
mental age scores, 237-238
normal curve equivalents, 234
normalized z and T,233-234
percent correct scores, 240
percentiles and percentile

ranks, 231-232
scaled scores, 238
stanines, 234

Scoring objectivity, 54
Scoring processes, 158-160

hand scoring, 158
machine scoring, 158-159
objective-type tests, 159-160

Selection ratio, 281
Self-evaluation, 493-494
Semantic differential, 202
Sensory handicapped, 444-446

hearing handicapped, 445­
446

speech handicapped, 446
visually handicapped, 444-

445
Sequential testing, 279
Sex bias, 402-403
Short-answer items, 111-115

advantages and limitations of,
112-113

checklist for writing, 115
types of, 111-112
writing, suggestions for,

113-115
Skewed distributions, 216
Social class and intelligence, 312­

314
Social desirability, 399
Sociometric data, 198

limitations of, 200
using, 198-200



Sociometric methods, 196-198
guess who technique, 197­

198
nominating technique, 198
peer appraisal, 197-200

Sociometry, 196
Spearman-Brown prophecy

formula, 255, 258
Special aptitude tests, 335-336

creativity, 336
professions, 336

Special education, types of, 439-
449

Speech handicapped, 446
Speed test, 258
Split-half estimate of reliability,

255
Stability, measures of, 253-254
Standard deviation, 218-219
Standard error of estimate, 273
Standard error of measurement,

251-253
Standardized achievement tests.

See Achievement tests,
standardized

Standardized testing programs,
291-303

administrative decisions,
296-298

example of, 302-303
steps in planning, 292-296
who should be involved,

291-292
Standardized tests, 289-296

classification of, 290
definition of, 289-290
disseminating results, 298-

300
functions of, 290-291
reviewing and critiquing, 296
selection of, 292-296
sources of information about,

293-294
value of, 11

Standards for tests and manuals,
295-296,437-438

Stanford-Binet Test, 319-320
Stanford Diagnostic Reading Test,

355-358
sample items from, 356-357

Stanines, 234
State assessment programs, 502­

503
Strong Interest Inventory, 406­

410
profile of, 408-409

Structure-of-intellect model, 308
Structured self-report inventories,

424-425
general adjustment

inventories, 425
problem checklists, 424

Study habits inventories, 428-430
Subset selection technique, 131-

132
Success ratio, 281
Survey batteries, 350, 371-377
Survey of Study Habits and

Attitudes, 428-430
System of Multicultural Pluralistic

Assessment, 330

T
Tables of specifications, 60-63

for criterion-referenced tests,
61-62

determination of weights, 61
distributing, 62
preparation of, 60-61
relating test items to, 63-64
using, 62-63

Tabulating data, 211-215
T and z scores, 232-234
Taxonomies of educational

objectives, 32
classification of, 32

Teacher-made tests, 49-149
administering, 157-15 8
assembling, 152-154
checklist for planning, 57
classification of, 53- 55
criterion-referenced tests,

constructing, 78-79
deficiencies in, 52-53
essay versus objective, 53
item analysis, 160-170
item difficulty, 70-71, 162
item discrimination, 162-164
item format considerations,

64-68
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Teacher-made tests (cont.)
length, 68-70
oral questions, 103-104
planning of, 55-73
preparing test items, 73-76
reasons for, 50-52
reproduction of, 156-157
scoring, 158-160
and standardized, 346- 350
table of specifications, 60-65
time of testing, 71-72
writing directions, 154
uses of, 51-52

Teaching the test, 12
Test, administration, 157-1 58

definition, 4
Test anxiety, 458-461

causes and effects of, 459-
460

correlates of, 459
definition of, 458
educational implications of,

460
extensiveness of, 458
measures of, 459
theories of, 458
treatment of, 460

Test blueprint, 60-61
Test difficulty, 162, 164
Test grid, 60-62
Test item discrimination, 162-

165
Test length, 68-70
Test publishers, 533
Test specifications, 56-60
Testing teachers, 13
Tests of general intelligence,

individual, 318- 323
infant and preschool, 322
Kaufman ABC, 321
performance scales, 321- 322
Stanford-Binet, 319
Wechsler Scales, 320

Test-wiseness, 465-467
Thurstone scale, 202-203
Transformed scores, 230-239
True-false items, 119-126

advantages and limitation of,
122-123

checklist for writing, 125
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True-false items (cont.)
suggestions for writing, 123­

125
varieties of, 120-122
versatility of, 122

True-score, definition of, 251
Two-factor theory, 308

U
Universe score, 251
Unstructured inventories, 425­

426

V
Validity,265-285

concurrent, 268
construct, 269
content, 266
of criterion-referenced tests,

284
criterion-related, 268

Validity (cont.)
curricular/instructional, 271­

272
and decision making, 278-

282
definition of, 265
face, 271
factors affecting, 276-278
kinds of evidence, 266-273
methods of expressing, 273-

276
of noncognitive tests, 401,

428
predictive, 268
samples versus signs, 266
and test use, 283-284

Validity generalization, 282
Variability, measures of, 218­

220
Variance, 218
Verbal tests, 350

Vineland Adaptive Behavior Scale,
441-442

Visually handicapped, 444-445
Vocational Preference Interest

Inventory, 413-414

W
Wechsler Adult Intelligence Scale,

320
Wechsler Intelligence Scale of

Children, 320
Wechsler Preschool and Primary

Scale oflntelligence, 321
Writing test items, 73-79

criterion-referenced tests,
78-79

ideas for, 78
qualifications needed, 76-78

z
z and T scores, 232-234
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