4d 4 4 4 4 4 4

4 4 4 4 4 4 4 4

A

4 4 4 4 4 4 4 4

4d 4 4 4 4 4

A

A

4 4 4 4 4

A

A

4 4 4 4 4 4 4 4

MEASUREMENT AND EVALU/




MEASUREMENT
AND EVALUATION
in Education
and Psychology






FOURTH EDITION

MEASUREMENT
AND EVALUATION
in Education

and Psychology

William A. Mehrens

MICHIGAN STATE UNIVERSITY

Irvin J. Lehmann

MICHIGAN STATE UNIVERSITY

Wadsworth

Thomson Learning-

Australia » Canada * Denmark * Japan ¢ Mexico * New Zealand © Philippines
Puerto Rico « Singapore * South Africa « Spain = United Kingdom <+ United States



Wadsworth/Thomson Learning
10 Davis Drive

Belmont CA 94002-3098

USA

For information about our products, contact us:
Thomson Learning Academic Resource Center
1-800-423-0563

http://www.wadsworth.com

For permission to use material from this text, contact us by
Web:http://www.thomsonrights.com

Fax: 1-800-730-2215

Phone: 1-800-730-2214

Copyright © 1991, 1984, 1978, 1973 by Holt, Rinehart and Winston

All rights reserved. No part of this publication may be reproduced or
transmitted in any form or by any means, electronic or mechanical, including
photocopy, recording, or any information storage and retrieval system, without
permission in writing from the publisher.

Publisher Ted Buchholz

Acquisition Editor Jo-Anne Weaver

Project Editor Hal Lockwood

Production Manager Kenneth A. Dunaway
Design Supervisor Vicki McAlindon Horton
Cover Design  Pat Sloan

Text Design  Rita Naughton

Printed in the United States of America

ISBN 0-03-030407-5
34567 016 54321



Dedicated to our four grandchildren

JENNIFER
ALEX1
TRENT
MAXWELL






Preface

Educators have always been concerned with
measuring and evaluating the progress of their stu-
dents. As the goals of education have become
more complex, and with the increasing demand by
all parts of our citizenry for accountability on the
part of educators, these tasks of measurement and
evaluation have become more difficuit. There has
been increased criticism of the quality of our ed-
ucational product. There are students who are un-
able to read, students who are unable to write ef-
fectively, students who lack a knowledge of the
fundamental arithmetic processes, and students
who cannot engage in higher-order thinking pro-
cesses. International studies indicate that U.S. stu-
dents compare poorly to students in many other
countries. All of these factors require us more than
ever before to be concerned with valid and reliable
measures of our educational products. Educational
measurement and evaluation can, very broadly, be
divided into two areas: the construction, evalua-
tion, and use of (1) teacher-made classroom as-
sessment procedures and (2) standardized tests.
This text covers both broad areas. In addition, it
covers auxiliary topics related to the informed use
of measurement.

Measurement and Evaluation in Education and
Psychology, Fourth Edition, can serve as the main
text in the first course in measurement and evalu-
ation at either the undergraduate or the graduate
level. The major focus of the text remains un-
changed from the third edition. This is so, in part,
because the previous editions have been well re-
ceived by our students and colleagues. Just as im-
portant, however, is the fact that the basic princi-
ples involved in the construction, selection,
evaluation, interpretation, and use of tests have

not changed radically since the first edition was
published. Nevertheless, we have thoroughly up-
dated the text. (For example, we have added 278
references dated 1985 through 1990.) Further,
this revision should not be construed as only an
updating of the previous edition. Changes have
been made both in the organization and in the
relative emphases of topics. And there have
been, as one would expect, changes made with
respect to those selections that hindsight reveals
to be deserving of expansion, modification, or
deletion.

The basic rationale behind this text is that ed-
ucational decisions are continually being made.
These decisions should be based on information
that is accurate. The responsibility of gathering,
using, and imparting that information belongs to
educators. The contents of this book are based on
the authors’ conviction that there are certain
knowledges, skills, and understandings for which
classroom teachers and school counselors and ad-
ministrators should be held accountable in order
to meet the responsibilities listed above. The se-
lection of topics and the coverage given them have
benefited from the advice of many colleagues. At
all times, the needs of present and future educators
have been kept foremost in mind.

No formal course work in either testing or sta-
tistics is necessary to understand the text. When
we felt that the topic being presented could not be
treated without some theoretical background, we
attempted to present a simple but clear treatment
of the theory. When we felt that the topic being
discussed did not require theoretical treatment, we
chose to omit the theory.

The book is divided into five major parts. The

vii
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unit ‘and chapter organizations differ somewhat
from the third edition. At the beginning of every
chapter we present a set of objectives stated as
general outcomes. Some teachers may prefer to
develop more specific behavioral objectives to aid
in instructional planning. They are, of course, free
to do so. In Unit 1 we have an introductory chap-
ter in which we briefly discuss the relationship be-
tween information gathering and educational de-
cision making and present a classification of the
purposes of measurement and evaluation as well as
an introduction to some of the current issues in
measurement. Chapter 2 covers norm- and crite-
rion-referenced measurement.

Unit 2 is on teacher-constructed measurement
procedures. Chapter 3 considers the role of objec-
tives in educational evaluation. It covers the need
for objectives and methods of determining and
stating them. Chapter 4 is an overview of teacher-
constructed tests. Chapter § 1s on essay test con-
struction. Chapters 6 and 7 are on objective test
construction. Chapter 8 discusses procedures for
analyzing, evaluating, and revising teacher-con-
structed instruments. Chapter 9 covers other
teacher-constructed devices, with increased atten-
tion to performance assessment. Topics covered
include rating scales, observational techniques, an-
ecdotal records, and peer appraisal. Numerous ex-
amples of both poor and good test items have been
provided in this unit to help illustrate the various
test-construction principles discussed.

Unit 3 covers the interpretation of test scores.
Chapter 10 covers methods of describing educa-
tional data. Chapter 11 (previously Chapter 13)
discusses norms, types of scores, and profiles.
Chapter 12 covers reliability, and Chapter 13, va-
lidity. Some readers of this text may wish to skip
(or only skim) several sections of Chapter 12. For
example, the section “Reliability of Difference
Scores” is more technical than the rest of the
chapter, and understanding it is not necessary to
comprehend the other material.

Unit 4 covers professionally constructed (stan-
dardized) measuring procedures. Chapter 14 pre-
sents an overview of standardized instruments.

Chapters 15 through 17 cover aptitude, achieve-
ment, and noncognitive measures, respectively.
We have expanded our discussion of interest in-
ventories and career assessment tools. That chap-
ter, while thoroughly updated, is more similar in
coverage to the second edition than the third edi-
tion. Chapter 18 (previously Chapter 21) covers
assessing exceptionality. Some brief reviews and
critiques of standardized tests and inventories are
provided to familiarize potential test users with
the diversity of tests available and the factors they
must consider when selecting a test and using its
results. At no time should it be considered that the
tests reviewed are necessarily the best tests avail-
able—they are only exemplars. In addition, the
reader is not expected to remember the many spe-
cifics discussed. Why, then, one might ask, should
we discuss them? We mention them to give the
reader some acquaintance with the different kinds
of standardized tests available and how they
should be evaluated. We have tried to evaluate the
various tests critically, pointing out their strengths
and weaknesses, so that users will have some gen-
eral notion as to what questions should be asked
when they select tests: how they should interpret
the information presented in the test manual re-
garding the test’s psychometric problems, and
what one test has to offer, if anything, over other
available tests. To derive maximum value from
these brief test descriptions, we strongly urge the
reader to have a specimen set of the test (including
the manual) available. Finally, examples are pro-
vided to illustrate how test results can be used in
making educational decisions.

Instructors stressing teacher-made tests might
wish only to skim Unit 4. Instructors stressing
standardized tests could skim Unit 2.

Unit § includes four chapters: Chapter 19 (pre-
viously in Unit 3) on factors influencing the mea-
surement of individuals, Chapter 20 on marking
and reporting, Chapter 21 on accountability and
evaluation programs (local, state, and national),
and Chapter 22 on some public concerns and fu-
ture trends in educational evaluation.

Special thanks are due to seven external re-
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Chapter 1

Introduction

to Measurement
and Evaluation

B Need for Decision Making

B Definitions: Test, Measurement, Evaluation, and Assessment
B Information Gathering and Educational Decision Making

B Purposes of Measurement and Evaluation

B Issues in Measurement and Evaluation

Educational and psychological testing represents one
of the most important contributions of behavioral
science to our society. It has provided fundamental and
significant improvements over previous practices in
industry, government, and education. It has provided a
tool for broader and more equitable access to
education and employment. . . . The proper use of
well-constructed and validated tests provides a better
basis for making some important decisions about
individuals and programs than would otherwise be
available. (AERA/APA/NCME, 1985, p. 1.)

NEED FOR DECISION MAKING

Decision making is a daily task. Many people
make hundreds of decisions daily; and to make
wise decisions, one needs information. The role
of measurement is to provide decision makers
with accurate and relevant information. Both ed-

ucators and behavioral scientists have been con-
cerned with measurement as a necessary compo-
nent in both research and practical decision
making. The whole field of differential psychol-
ogy is based on the fact that individuals differ, that
these differences are important, and that we need
to measure these differences and use this infor-
mation in decision making. Employers, for exam-
ple, are concerned with hiring, placing, and pro-
moting the best people for the good of the
organization and the welfare of the employees.
Educators are concerned with measuring and eval-
uating the progress of their students, the value and
relevance of the curriculum, and the effectiveness
of instruction.

The most basic principle of this text is that
measurement and evaluation are essential to sound
educational decision making. We believe that edu-

3



4 EVALUATION IN EDUCATION

cational decisions should be based on accurate, rel-
evant information and that the responsibility of
gathering and imparting that information belongs
to the professional educators and psychologists.

In this chapter we will (1) define some terms,
(2) discuss the role of information in educational
decision making, (3) present a classification of
purposes of measurement and evaluation, and (4)
present a brief overview of some of the more ex-
citing issues to be covered in this book.

After studying this chapter, you should be able
to:

1. Define and differentiate the terms test, mea-
surement, evaluation, and assessment.

2. Recognize that measurement and evaluation
are essential to sound decision making.

3. Understand the components of a model of de-
cision making.

4. Classify the purposes of measurement and
evaluation.

5. Recognize the ways measurement and evalua-
tion can assist in instructional, guidance, ad-
ministrative, and research decisions.

6. Appreciate the variety of interesting issues in
measurement and evaluation that will be cov-
ered in subsequent chapters.

7. Understand several of the controversial issues
at a basic level.

DEFINITIONS: TEST, MEASUREMENT,
EVALUATION, AND ASSESSMENT

The terms test, measurement, evaluation, and as-
sessment are occasionally used interchangeably,
but most users make distinctions among them.
Test 1s usually considered the narrowest of the
four terms; it connotes the presentation of a stan-
dard set of questions to be answered. As a result
of a person’s answers to such a series of questions,
we obtain a measure of a characteristic of that per-
son. Measurement often connotes a broader con-
cept: We can measure characteristics in ways
other than by giving tests. Using observations, rat-

ing scales, or any other device that allows us to
obtain information in a quantitative form is mea-
surement. Also, measurement can refer to both the
score obtained and the process used.

FEvaluation has been defined in a variety of
ways. Stufflebeam et al. (1971, p. xxv) stated that
evaluation is “the process of delineating, obtaining,
and providing useful information for judging deci-
sion alternatives.” Used in this way, it encom-
passes but goes beyond the meaning of the terms
test and measurement. A second popular concept
of evaluation interprets it as the determination of
the congruence between performance and objec-
tives. Other definitions simply categorize evalua-
tion as professional judgment or as a process that
allows one to make a judgment about the desira-
bility or value of something. One can evaluate
with either qualitative or quantitative data.

Thus, measurement is not the same as evalua-
tion. Two students may obtain the same measure
(test score), but we might evaluate those measures
differently. Suppose, at the end of the fifth grade,
we have two students who are both reading at the
fifth-grade level. However, at the beginning of the
year, one student was reading at the third-grade
level, and one at the fourth-grade, fifth-month
level. Our evaluations of those outcomes are not
the same. One student progressed at an above-
average rate, and the other at a below-average rate.

The term assessment is also used in a variety of
ways. Much of the time the word is used broadly,
like evaluation; or it is often used to indicate the
use of both formal and informal data-gathering
procedures and the combining of the data in a
global fashion to reach an overall judgment. At
times, assessment is used more particularly to refer
to the clinical diagnosis of an individual’s prob-
lems.

It is important to point out that we never mea-
sure or evaluate people. We measure or evaluate
characteristics or properties of people: their scholas-
tic potential, knowledge of algebra, honesty, per-
severance, ability to teach, and so forth. This
should not be confused with evaluating the worth
of a person. Teachers, parents, and students do
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not always seem to keep this distinction clearly in
mind.

INFORMATION GATHERING AND
EDUCATIONAL DECISION MAKING

The direct involvement of everyone in education
means that every person must at some time make
educational decisions. Likewise, those who work
for a living or hire others make employment de-
cisions. Some decisions will affect many people
(for example, federal decisions regarding funding
of mammoth projects); other decisions may in-
volve only a single person (Johnny’s decision not
to review his spelling list). There are many deci-
sions that educators must make, and many more
that they must assist individual pupils, parents, and
the general public in making. Should Susan be
placed in an advanced reading group? Should
Johnny take algebra or general mathematics next
year? Should the school continue using the math-
ematics textbook adopted this year, revert to the
previous text, or try still another one? Is grammar
being stressed at the expense of pronunciation in
first-year German? Am I doing as well in chemis-
try as [ should? Have I been studying the right ma-
terial? Should I go to college? These are just a few
of the types of questions and decisions facing ed-
ucators, parents, and students. Whoever makes a
decision, and whether the decision be great or
small, it should be based on as much and as accu-
rate information as possible. The more, and the
more accurate, the information on which a deci-
sion is based, the better that decision is likely to
be.

Professional educators and psychologists have
the important responsibilities of (1) determining
what information needs to be obtained, (2) obtain-
ing accurate information, and (3) imparting that
information in readily understood terms to the
persons responsible for making the decisions—
students, parents, teachers, college admissions of-
ficers, counselors, personnel officers, government
officials, or judges. The philosophy, knowledge,

and skills that are covered in this book should as-
sist the educator in fulfilling such responsibilities.
This book, in general, deals with the development
of information-gathering techniques and infor-
mation that all those concerned with the teaching-
learning process need if they are to make the
soundest educational decisions possible. This
brief introductory section is intended to focus the
reader’s attention on the basic notions that educa-
tional decisions must be made, that these decisions
should be based on information, that this infor-
mation should be accurate, and that the responsi-
bility of gathering and imparting that information
belongs to educators.

Some people argue that we should use test data
to enhance learning rather than to make decisions.
Such a reaction indicates a misunderstanding. Of
course, the primary role of schools is to enhance
learning. Tests should and can assist in this when
test data are used to make decisions—decisions
about what and how to teach, decisions about what
and how to study, and so on. Test data will not
enhance learning unless we use the data to guide
us in subsequent actions—in other words, use the
data for decision making.

Certainly, no single course in educational mea-
surement can teach you how to obtain all the in-
formation needed to make all the decisions with
which you will be confronted as educators, but it
can be of considerable help. It can suggest prin-
ciples and methods of deciding what information
would be useful for various decisions and how this
information should be gathered. If these principles
and methods are applied, it is more likely that the
information gathered will be accurate and useful.
Teacher-constructed instruments as well as nu-
merous existing tests and inventories can be used
to gather important data, particularly with regard
to the probabilities of alternative courses of ac-
tion. However, there are limitations of measure-
ment data that users should know about.

Occasionally the notions of measurement and
decision making are misunderstood. Some people
seem to feel that if a decision leads to a poor out-
come, then that shows the data on which the de-
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cision relied should not have been used. For ex-
ample, some argue that educators and employers
should not use selection tests since selection de-
cisions are imperfect. Such reasoning is faulty. In
making decisions we are always taking risks since
we cannot predict outcomes with complete cer-
tainty. A good decision is one that is based on all
relevant available data. This increases the chances
of a favorable outcome—it does not guarantee it.
The major mistake in decision making is that de-
cisions are too often based on incomplete and/or
faulty data. In general there should be a variety of
accurate data from diverse sources in order to
make the best decision possible. Any moratorium
on the use of certain types of data would almost
invariably result in poorer decisions.

PURPOSES OF MEASUREMENT AND
EVALUATION

Decisions are often classified as institutional or
indvidual decisions. Institutional decisions are
ones where the choice confronting the decision maker
will rarely or mever recur. In education, institu-
tional decisions are typically those made by school
personnel concerning students (for example,
grouping and college admissions). Individual de-
cisions are typically those the individual makes about
himself* (for example, vocational choice). At
times, institutional decision making will restrict
individual decision making (for example, when a
college does not admit a student who would like
to attend).

Another way to classify educational decisions is
as instructional, guidance, administrative, or re-
search/program evaluation. These categories are,
of course, somewhat arbitrary and overlapping. If
a decision is made that programmed texts are to be
used in all ninth-grade algebra classes, it might be

'For clarity and economy, we use the masculine form of pro-
nouns throughout this text when we refer to students and the
feminine form when we refer to teachers, counselors, princi-
pals, and so on. We hope the reader will impute no sexist mo-
tives; none are intended.

considered either an instructional or an adminis-
trative decision. Ordinarily, instructional deci-
sions are thought of as decisions that affect activ-
ities occurring in a particular classroom, and
administrative decisions are those that affect activ-
ities in the total school building(s). Table 1-1
shows some of the functions of various kinds of
data.

Instructional Decisions

The major role of the school and of the individual
classroom teacher is to facilitate certain types of
student learning. The teacher should encourage ac-
tivities that promote desirable student learning
and discourage those that do not. Sometimes teach-
ers feel that evaluation is the antithesis of instruc-
tion—that somehow the role of an evaluator is at
odds with the role of a stimulator and promoter of
learning. That is not true, even if evaluation is de-
fiied narrowly as judging. This view is certainly
not true under the broader definition of evalua-
tion. Evaluation incorrectly done may be at odds
with the promotion of learning. Evaluation cor-
rectly done should enhance learning because it
aids both the teacher in teaching and the student
in learning. The Joint Committee of the American
Association of School Administrators stated that
“to teach without testing is unthinkable” (1962, p.
9). Parnell put it well:

Measurement is the hand-maiden of instruction.
Without measurement, there cannot be evaluation.
Without evaluation, there cannot be feedback.
Without feedback, there cannot be good knowledge

© of results. Without knowledge of results, there can-
not be systematic improvement in learning (1973, p.
2698).

Measurement and evaluation can help both the
teacher and the student. Let us look at both aspects
more carefully.

Measurement and Evaluation Help the
Teacher As stated above, the major role of the
school is to facilitate learning. The kinds of
changes we wish to obtain in pupils are commonly
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referred to as objectives, or goals. The methods we
employ to help pupils realize the objectives con-
stitute educational experiences or instruction. The
evaluation procedures are the means of determining
the extent to which the instruction has been effec-
tive. There is a definite relationship among in-
struction, objectives, and evaluation. Schemati-
cally, we can represent this relationship as follows
(Furst, 1958, p. 3):

/ Objectives \

Educational ____ Evaluation
Experlences Procedures

Tentative, preliminary objectives determine
the instructional procedures and the methods used
to evaluate both educational experiences and ob-
jectives. At the same time, evaluation and educa-
tional experiences help clarify the objectives, and
the learning experiences help determine the eval-
uative procedure to be used. Moreover, the results
of evaluation provide feedback on the effective-
ness of the teaching experience and ultimately on
the attainability of the objectives for each student.

There are several ways, then, in which evalua-
tion procedures aid the teacher: (1) they help in
providing knowledge concerning the students’
entry behaviors; (2) they help in setting, refining,
and clarifying realistic goals for each student; (3)
they help in evaluating the degree to which the ob-
jectives have been achieved; and (4) they help in
determining, evaluating, and refining the instruc-
tional techniques.

The importance of readiness for learning is a
well-accepted principle. To teach effectively we
must establish where a student is, and start there.
We should have estimates of the student’s capacity
for learning, as well as estimates of what he cur-
rently knows. We cannot, for example, teach long
division to a student who cannot subtract. To be
effective teachers, we must be aware of what our
students already know.

There are many ways we can obtain data about
entry behavior. Aptitude tests provide general in-
formation concerning the speed and ease with

which a student can be expected to learn. Achieve-
ment tests provide information as to whether a
student is weak or strong in a subject-matter area.
For more specific information regarding the defi-
ciency, diagnostic instruments are needed. Knowl-
edge obtained from parents and previous teachers
also assists in determining entry behavior. These
various instruments and techniques will be dis-
cussed more in later chapters. The major point we
wish to make here is that effective instruction does
take into account what an individual knows or
does not know at the beginning of instruction. It
is inefficient—and perhaps even damaging to the
individual—to place him at too high or too low a
step in an instructional sequence. The determina-
tion of entry skills should occur every time one is
considering a new unit of instruction.

Measurement and evaluation also aid the
teacher in setting, refining, and clarifying realistic
goals for each student. Knowledge of the pupil’s
entry behaviors obviously helps in the setting of
realistic goals. The very act of building a measure-
ment-evaluation device and carefully looking at
the outcomes should help in refining and clarify-
ing these goals. Nothing is quite so helpful in forc-
ing a teacher to think through her goals carefully
as is the act of constructing or choosing measuring
devices. To determine what behaviors will be ob-
served in order to ascertain whether the derived
goals have been reached requires careful consid-
eration of those goals.

After administering an instrument following an
instructional unit, one can make some judgment
about how realistic the goals were and about the
degree to which the instructional objectives have
been achieved and the effectiveness of the instruc-
tional procedure. For example, if a third-grade
teacher used the Cuisenaire method for teaching
arithmetic, knowledge about the degree of student
success would be necessary to evaluate the efficacy
of that method. Program evaluation is a compli-
cated topic. It relates to instructional, administra-
tive, and research uses of measurement and eval-
uation. We will discuss this topic further in
Chapter 21. However, we would like to point out
here that teachers can use the results of evaluation
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to improve their classroom procedures. Such tech-
niques as preparing an analysis of the errors on
classroom tests (described in Chapter 8) and look-
ing carefully at the results of standardized achieve-
ment tests (Chapter 16) can give good clues to the
teacher regarding strengths and weaknesses in her
instruction.

Measurement and Evaluation Help the
Student Measurement and evaluation aid the
student by (1) communicating the teacher’s goals,
(2) increasing motivation, (3) encouraging good
study habits, and (4) providing feedback that iden-
tifies strengths and weaknesses.

The goals of instruction should be communi-
cated to students well in advance of any evalua-
tion. Students are much more apt to learn what we
deem important if they know what it is. But if we
never evaluated to find out whether our objectives
were being achieved, the students might well be-
come cynical about what our goals really were, or
indeed whether we had any. Reliable and valid
examinations’ during and at the end of a course are
very effective ways of convincing the students of
our objectives. Occasionally, people will criticize
testing because the student tries to “psych out the
teacher” and learn what the teacher thinks is im-
portant. This criticism seems to assume that it is
better if students do not bother trying to ascertain
the teacher’s objectives! Once goals are stated and
understood, they become the “property” of the
students, and this should serve to increase their
motivation. (Of course it is possible to teach too
directly toward a test. This is true because the test

Reliability and validity are technical terms that pertain to test
quality and are covered in more detail in Chapters 12 and 13.
However, the terms are used throughout this text and you need
a basic understanding of them now. Reliability means consis-
tency. If we measure reliably, very little of the obtained score
is due to random error and we are likely to obtain a similar
score on remeasurement. Validity pertains to the correctness
of the inferences one makes from the scores. To make correct
inferences, the test must measure the same thing we rhink it
measures. In Units 1 and 2 we are primarily concerned with
content validity—i.e., does the content of the test adequately
represent the content of the domain to which we wish to infer.

covers only a sample of a broader set of objectives.
It is this broader domain toward which one should
ideally teach.)

Knowing that one’s performance will be eval-
uated generally increases motivation, which facil-
itates learning. Some have argued that we should
not have to resort to measurement techniques
(such as testing) in order to motivate students.
They believe that learning should be fun and that
the intrinsic joy of learning is more desirable than
extrinsic motivation. However, as Ebel (1972, p.
42) pointed out, “no choice need be made between
extrinsic and intrinsic motivation.” Learning
should be fun, but this does not mean that mea-
surement and evaluation are bad. In fact, learning
is apt to be made even more fun, and intrinsic mo-
tivation (as well as extrinsic motivation) should in-
crease, if students realize that their efforts and
achievements are being recognized. Realists,
though, are aware that striving toward excellence
in any endeavor is not all fun. A professional base-
ball player does not play ball just for fun. Extrinsic
factors such as money, fame, and fear of losing a
job exist in real life. Without extrinsic motivation
many people would not work so hard or accom-
plish so much. The same is true of students. This
may not be an ideal picture of the world, but it is
a realistic one.

One aspect of good study habits is frequent re-
view. Frequent evaluation encourages this prac-
tice. Another important aspect of learning is that
the student must be aware of his strengths and
weaknesses. Evaluation and subsequent feedback
can play a major role in guiding the student’s fu-
ture efforts. In recent years there has been an in-
creasing awareness of the importance of giving
students information as well as teaching students
self-evaluation. Of course, there are always a few
educators who argue that we should not evalu-
ate—or at least not communicate the results of the
evaluation—because it might harm a pupil’s self-
concept. This is faulty reasoning. There is no
good evidence that accurate feedback damages stu-
dents’ self-concepts, but there is much evidence
that such feedback improves subsequent perfor-
mance. Going over tests constructed by the class-
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room teacher is an excellent technique for provid-
ing both feedback and a learning experience. Even
the experience of taking a test itself facilitates
learning. Stroud stated:

It is probably not extravagant to say that the contri-
bution made to a student’s store of knowledge by the
taking of an examination is as great, minute for min-
ute, as any other enterprise he engages in (1946, p.
476).

This may be particularly true if a student is using
an answer sheet that provides immediate feedback
as to the correctness of the answer. In summary,
then, students learn while studying for the test,
while taking the test, and while going over the test
after it is completed.

Guidance Decisions

Students may seek guidance in their vocational
planning, in their educational planning, and in
their personal growth. Testing can help in this
guidance (see Harmon, 1989). What courses
should Sharon take in the tenth grade? Should she
improve her study skills? In what should she major
in college? What should she do after graduation
from college? Should she try to become more as-
sertive, more orderly, more independent, or more
nurturant? Students must have accurate self-con-
cepts in order to make sound decisions. Students
depend, in part, on the school to help them form
those self-concepts. Tests of aptitude and achieve-
ment, and interest and personality inventories,
provide students with data about significant char-
acteristics and help them develop realistic self-
concepts. The classroom teacher can help also,
particularly by providing the student with infor-
mation concerning his mastery of subject matter.

Administrative Decisions

Administrative decisions include selection, classifi-
cation, and placement decisions. In selection deci-
sions one decides whether to accept or reject a
person for a particular program or treatment. In
classification one decides the type of program or

treatment (for example, enrolling in the college of
education, engineering, or liberal arts), and in
placement one decides the level of treatment (for
example, no-credit English, the regular program,
or the honors program). Administrative decisions
are also involved in areas such as curriculum plan-
ning, hiring or firing teachers, and—in some
schools—career ladder or merit pay decisions.

Knowledge of various characteristics of the stu-
dent body is required to answer some of the ques-
tions. What should be the ratio of algebra to gen-
eral math sections in ninth grade? Does the school
system need another remedial reading teacher?
Should the school district offer more college prep
courses, or should it emphasize vocational educa-
tion? Should the work-study program be ex-
panded? Other decisions depend on knowledge
concerning individual students. Should Billy be
admitted to kindergarten this year, or should he
wait until he is one year older? Will Susan profit
from a remedial reading program? Whatever the
question, the administrator often depends on the
teacher to obtain the necessary data, and at times
to make the actual decision.

There has been a trend to move away from the
use of measurement for educational selection de-
cisions and toward measurement for aid in the in-
structional decisions mentioned earlier (Bloom et
al., 1981). This development reflects a general dis-
enchantment with the notion that educators
should be engaged in any selection processes.
However, decisions such as who makes the trav-
eling squad in an athletic, a music, or a dramatic
activity and who represents the school in a state
math contest or science fair, are more reasonably
referred to as selection rather than classification or
placement decisions. There will continue to be ac-
tivities in educational institutions that by their
very nature must restrict the number of students
who participate. Although we agree with those
who say that the most important role of measure-
ment in education is to aid in decision making de-
signed to improve the development of all individ-
uals, we also think that selection decisions are
necessary in education and that measurement
should play an important role in making these de-
cisions.
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Research (and Program Evaluation)
Decisions

Research and program evaluation decisions cut
across the three preceding types of decisions. In-
structional, guidance, and administrative decisions
may all be based on research. In fact, under a broad
definition of research, one could say research de-
cisions are being made whenever information is
gathered as a prelude to the decision making.
Often research is not directed toward the making
of one specific decision, but is intended instead to
enlighten a whole range of possible future deci-
sions.

ISSUES IN MEASUREMENT AND
EVALUATION

Thus far in this chapter we have stressed the point
that measurement and evaluation aid in decision
making. While we hope this simple statement is
unarguable we do not mean to imply, nor would
we want you to infer, that the field of measure-
ment and the materials covered in this text are dull
and noncontroversial. There are many exciting
and controversial issues to be discussed, of an in-
tellectual, philosophical, political, social, legal, and
psychometric nature. We believe (as do Stetz &
Beck, 1981) that a thoughtful and balanced pre-
sentation of the issues is called for. We hope our
discussion of these issues can be both objective
and interesting. Some of the issues we will be dis-
cussing in this text are very general, others quite
specific.

Probably the most important issues in educa-
tional measurement are not debatable. Those are
as follows: (1) The assessment, grading, and eval-
uation of students is one of the teacher’s six core
job functions (Rosenfeld, Thornton, & Sturnik,
1986). (2) Teachers can spend a major portion of
their instructional time on assessment-related ac-
tivities (Stiggins & Conklin, 1988). (3) Teachers
are not well trained to do these activities (Schafer
& Lissitz, 1987—as well as many other refer-
ences). Thus, (4) we need to train teachers better
so that they can choose, develop, administer, and

interpret measures (both formal and informal) of
important educational outcomes. This whole text-
book is written in an attempt to do just that!
More specific—and more debatable issues—
are also addressed in the text. A partial listing of
them follows: several include a brief discussion in
order for you to get the “flavor” of these issues.

1. The General Value of Standardized Tests

While some consider standardized tests to be
extremely useful (see the quote at the beginning of
the chapter) others are very opposed to such tests.
Consider the following quote:

I feel emotionally toward the testing industry as I
would toward any other merchant of death. I feel
that way because of what they do to the kids. I’'m not
saying they murder every child—only 20 percent of
them. Testing has distorted their ambitions, dis-
torted their careers (Zacharias, quoted in Kohn,
1975, p. 14).

The January-February 1980 NEA Reports fea-
tured an article entitled “Teachers and Citizens
Protest the Testing Ripoff,” suggesting that both
teachers and citizens are opposed to standardized
tests. But that is misleading. A survey by Stetz and
Beck (1981), for example, indicated that only 16
percent of teachers agreed with the National Ed-
ucation Association’s proposed moratorium on
standardized testing. In general, national polls sug-
gest that parents overwhelmingly feel that such
tests are useful (see Lerner, 1981).

We are not suggesting that the issue of the
value of standardized tests can be settled by pop-
ular vote. We are only demonstrating that the
issue does exist. Throughout this book, especially
in Unit 4, we will be discussing the uses and mis-
uses of standardized tests. We hope you will con-
clude, as we do, that proper education can mini-
mize the misuse and that the positive functions of
such tests outweigh the negative results that may
follow from their misuse.

2. Testing for Accountability

Historically tests have been used as aids in the
educational process. In recent years there has been
an increased emphasis on holding educators ac-
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countable for student results and using state-built
and/or standardized test scores as evidence of
school or teacher quality. The public and legisla-
tors believe that holding teachers responsible for
the achievement will result in better education. As
of 1987, thirty-two states tested elementary chil-
dren on a statewide basis (Cannell, 1987). The
wisdom of using test scores for accountability
purposes is much debated, and we will discuss this
further in Chapter 21. One implication of using
tests for accountability purposes is that

raising test scores may now be the number-one un-
acknowledged goal of schools in this country (Pipho,
1988, p. 278).

A specific accountability use is to base teachers’
salaries (or career-ladder level) in part on student
test scores. Most measurement professionals
would not support this practice. It will be dis-
cussed further in Chapter 22.

3. Minimum Competency Tests for Students

A large number of states, and local districts
within states, dre mandating what are generally
called minimum competency tests. These are tests
that students must pass in order to obtain high
school diplomas, competency certificates, or pro-
motions from grade to grade. In general, the pub-
lic has backed this expansion of the use of tests.
For example, in a 1988 Gallup survey 73 percent
of the respondents believed all high school stu-
dents should pass an exam in order to receive a
high school diploma (Gallup & Elam, 1988).
However, there are a myriad of social, legal, philo-
sophical, educational, and measurement issues
connected to minimum competency testing that
we will discuss in the last chapter. At that point,
you should have the background to better under-
stand the issues.

4. The Merits of Measurement-Driven
Instruction

Tests that are used either to hold teachers ac-
countable or that are required for high school
graduation are considered “high-stakes” tests be-

cause the decision being made—at least in part—
from the test score is a high-stakes decision—that
is, one with important consequences. These high-
stakes tests influence the nature of instructional
programs. The term measurement-driven instruc-
tion (MDI) is used when this occurs. There is de-
bate about whether MDI is good or bad. Pop-
ham has emphasized that “MDI can be a potent
force for educational improvement” (1987, p.
680). The tests can serve as a powerful curricular
magnet directing instructional efforts to important
objectives. However, others worry about the ef-
fects of MDI. Bracey (1987), for example, argued
that MDI lends to fragmentation and narrowing of
the curriculum, discourages teaching for transfer,
and leads to trivialization.

Airasian, in a thoughtful analysis of MDI, sug-
gested that

the nature of the content measured and the standards
established for satisfactory test performance inter-
relate with the test stakes to determine the instruc-
tional response to an MDI program (1988, p. 10).

If the content is basic and the standards are quite
low (so mastery is easily attained), the testing pro-
gram will not likely have much of an impact on
instructional practice. However, high standards
for high-stakes tests will result in MDI.

§. Teaching (to) the Test

Measurement-driven instruction results in
teaching toward the test—which, as already sug-
gested, may be helpful or harmful. If the instruc-
tion is toward the objectives being tested—not the
test items—and if the objectives indeed comprise
a sufficiently important domain—as opposed to
being a representative sample of the domain—
then teaching to the objectives is quite useful.
However:

Teachers should not teach to the specific questions
on a test, or indeed to the specific objectives if the
test samples objectives from a broader set ... of
course, teachers should never limit their instruc-
tional programs to the general content of the test
(Mehrens, 1984a, p. 13).
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Teaching too directly to the specific objectives
or items on the test means one cannot make an in-
ference to the broader domain that was sampled by
the test. What activities constitute legitimate in-
struction and what activities are inappropriate
teaching to the test will be discussed further in
Chapter 19.

6. The Lake Wobegon Effect

Lake Wobegon was a mythical town (Garrison
Keillor) where all the children were above aver-
age. According to one report, the average in every
state was above the national average, 90 percent of
the school districts claimed to be above average,
and more than 70 percent of the students were
told they are performing above the national aver-
age (Cannell, 1987). There are many possible rea-
sons for such a finding, and they are discussed
quite thoroughly by several authors in the Sum-
mer, 1988, issue of Educational Measurement: Is-
sues and Practice (EM:IP, 1988; see also Mehrens
& Kaminski, 1989). The major possible reasons
are “outdated” norms and teaching too directly to-
ward the test.

If education is improving in the United States,
then it is inevitable that in 1990 (say) more than
50 percent of the students will be above the aver-
age student in (say) 1984. Historically new norms
have been gathered only when a test was revised,
so if a test was revised in 1984 norms gathered in
that year would be used until the test was once
again revised (perhaps in 1991). Currently some
publishers are providing updated annual norms as
well as the original normative data (see Chapter
11).

As already mentioned, if scores are used for
high-stakes decisions, educators may inappropri-
ately teach too directly toward the test (teach the
test). This may well cause the scores to increase,
but those scores no longer truly indicate the level
of achievement (see Mehrens & Kaminski, 1989).

7. Testing Teachers

Concern with the quality of education in the
United States has led to many national reports on
educational reform (e.g., National Commission,

1983) and the appointment of nearly 300 task
forces to study ways to improve education (Cross,
1984). One of the ways chosen to improve edu-
cation was to focus on the quality of teachers
(Carnegie Task Force, 1986; Holmes Group,
1986). One of the ways chosen to improve the
quality of teachers was to implement testing pro-
grams for entry into and exit out of the teacher
education programs and to eventually receive a li-
cense to teach. As of 1986, 46 states had mandates
for some sort of teacher testing (Sandefur, 1988).
Current plans are underway to implement a test as
a requirement for national certification (Shulman,
1987).

Teacher testing programs are both politically
based and supported by the public (see Gallup,
1984, 1986; Gallup & Elam, 1988; Newsnotes,
1984). However, as might be expected, the vast
effort to establish teacher testing programs has not
been without controversy (see Mehrens, 1987,
1989; Rebell, 1986). This issue will also be dis-
cussed further in the last chapter.

Other controversial issues discussed in this text
include the following:

8. Are norm-referenced tests and criterion-re-
ferenced tests built differently? How should
each be constructed and when should each be
used?

9. What is the role of objectives in educational
evaluation and how should the objectives be
worded?

10. Do essay tests measure objectives which can-
not be measured by objective tests?

11. Is performance assessment underutilized by
classroom teachers?

12. Is it important and ethical to measure affect?
How can it be done?

13. Are tests fair to both sexes and various ethnic
groups? How should fairness be defined?
What test construction procedures can make
tests “fairer” without negatively impacting
test validity? Is the “Golden Rule” approach
psychometrically sound?

14. What is a reasonable definition of intelli-
gence? What respective roles do genetics and
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environment play in “determining” intelli-
gence?

15. Are tests reliable enough to provide diagnos-
tic information? Can educators wisely differ-
entiate instructional procedures based on di-
agnostic information?

16. Should grades have a common meaning? If so,
how can that goal become more closely ap-
proximated? Should grades be used as mea-
sures of achievement, as motivators, and/or as
builders of self-concept?

17. Who should have access to test data? How
can we assure appropriate privacy of data?

18. Can we fairly test children with special
needs?

19. Should test data be used for selection deci-
sions (such as college admissions and hiring
decisions)?

We hope you will enjoy learning more about
the issues listed (or briefly discussed) above, as
well as others discussed in the text. You will not
get a final, correct answer to each issue. You will
receive as objective a discussion as possible from
two authors who admit to one bias at the outset:
In general measurement is a good thing, and edu-
cators will make better decisions using appropri-
ate data than without it. Happy reading.

B SUMMARY

The following statements summarize the major
points of this chapter:

1. Measurement and evaluation are essential to
sound educational decision making.

2. The term test often suggests presenting a
standard set of questions to be answered.

3. The concept of measurement is broader than
that of testing. We can measure characteris-
tics in ways other than by giving tests.

4. Evaluation is the process of delineating, ob-
taining, and providing useful information for
judging decision alternatives. Some prefer to
use the term assessment for this process. Oth-

ers use assessment to refer to clinical diag-
nosis.

5. Every person must at some time make edu-
cational decisions.

6. A good decision is one that is based on rele-
vant and accurate information. The respon-
sibility of gathering and imparting that infor-
mation belongs to the educator.

7. Educational decisions are classified as instruc-
tional, guidance, administrative, and research
decisions.

8. Evaluation aids the teacher by (a) helping to
provide knowledge concerning the students’
entry behaviors; (b) helping to set, refine, and
clarify realistic goals for each student; (c)
helping to determine the degree to which ob-
jectives have been achieved; and (d) helping
to determine, evaluate, and refine her instruc-
tional techniques.

9. Evaluation aids the student by (a) communi-
cating the goals of the teacher; (b) increasing
motivation; (c) encouraging good study hab-
its; and (d) providing feedback that identifies
his strengths and weaknesses.

10. Evaluation aids in the administrative deci-
sions of selection, classification, and place-
ment.

11. A variety of controversial issues exist in mea-
surement. These are intellectual, philosophi-
cal, political, social, legal, educational, and
psychometric in nature.

W POINTS TO PONDER

1. What educational decisions should be made
without a consideration of standardized test
data? Should any educational decisions be made
in the absence of data?

2. Is the decision about whether a person attends
college an individual or an institutional deci-
sion? Can it be both?

3. Should public school educators be concerned
with the research functions of standardized
tests? Has too much class time been devoted to
this function?



Chapter 2

Norm- and Criterion-

Referenced

Measurement

Measurement

Tests

One current issue in measurement concerns the
distinctions between, and relative advantages and
disadvantages of, norm-referenced and criterion-
referenced measurement (NRM and CRM). What
do those two terms mean? What are the advan-
tages and disadvantages of each? Which is the
more useful for various purposes?

Although measurement specialists disagree on
the use of terms, the degree to which existing tests
have appropriate properties, and how ideal our ex-
pectations should be with respect to these prop-
erties, there is little disagreement over the idea/
properties that tests should have in order to facil-
itate various kinds of interpretations.

Distinctions between Norm- and Criterion-Referenced
Constructing Norm- and Criterion-Referenced Achievement

Uses for Norm-Referenced Measurement
Uses for Criterion-keferenced Measurement
Comparing the Two Measures

We believe a brief discussion of this topic early
in the book will benefit our readers. Further elab-
orations of this same topic will occur at subse-
quent places in the book. Later you may wish to
reread this chapter for further insights. After com-
pleting this chapter, you should be able to:

1. Recognize the distinctions and similarities be-
tween norm- and criterion-referenced mea-
surement.

2. Recognize the need for both norm- and crite-
rion-referenced measurement.

3. Determine, for a given decision, which types
of data are likely to prove most useful.

15
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DISTINCTIONS BETWEEN NORM-
AND CRITERION-REFERENCED
MEASUREMENT

Much confusion exists in the literature on the def-
initions of the concepts of NRM and CRM. Dif-
ferent authors mean different things when they
use the term NRAM. (For example, some authors
mean standardized tests when they say norm-re-
ferenced and vice versa, although they are not syn-
onymous terms.) Likewise, CRM gets used differ-
ently by different specialists. No wonder that
educators and the public are confused. The mea-
surement profession is confused! (Of course, no
author thinks he or she is confused about the
issue—only the other writers are!)

With respect to score referencing, the distinc-
tion is one of absolute versus relative meaning. In-
dividuals have, at times, been inclined to interpret
scores on tests as if they have absolute meaning.
For example, educators often set a passing score
(such as 60 percent) that is the same across differ-
ent tests. Thus, if Mary scores 62 percent on a
spelling test and 58 percent on a mathematics test,
one would conclude that Mary did better on the
spelling test than on the math test. The trouble
with this inference is that it assumes absolute
meaning of the scores. If one concludes she
“passed” the one and “failed” the other, then two
more assumptions are made: (a) that the amount
needed to pass can be determined, and (b) that it
is equal in both cases. All of these assumptions are
open to question.

Since there are so many questionable assump-
tions involved in the absolute method of inter-
pretation just described, measurement specialists
developed the notion of norm-referenced (NR)
interpretation—that of adding meaning to a score
by comparing it to the scores of people in a ref-
erence (or norm) group. For example, Mary’s
score of 62 percent in spelling may place her at the
50th percentile rank in comparison to her class-
mates (in other words, she scores better than 50
percent of her classmates), whereas her math score
of 58 percent may place her at the 80th percentile
rank.

Some people have suggested the norm-refer-
enced approach does not tell us the really impor-
tant information of what and how much the stu-
dents have learned. They wish to use the absolute
notion of interpretation and have coined a term
for it—criterion-referenced (CR) interpretation.
But if one is to make this type of absolute inter-
pretation, the test must have certain properties.
Thus, there seem to be two major types of dis-
tnctions made between NRM and CRM. Some
talk about the distinction between NRM and
CRM in terms of the method of referencing the
score. Others talk about the difference in the kinds
of tests. There are many subcategories within each
of these types.

It would seem that the distinction between the
two types of scores should be clear enough. If we
interpret a score of an individual by comparing it
with those of other individuals (called a norm
group), this would be norm referencing. If we in-
terpret a person’s performance by comparing it
with some specified behavioral domain or crite-
rion of proficiency, this would be criterion refer-
encing. To polarize the distinction, we could say
that the focus of a normative score is on how many
of Johnny’s peers perform (score) less well than
he does; the focus of a criterion-referenced score
is on what 1t is that Johnny can do. Of course, we
can, and often do, interpret a single test score both
ways. In norm referencing we might make a state-
ment that “John did better than 80 percent of the
students in a test on addition of whole numbers.”
In criterion referencing we might say that “John
got 70 percent of the items correct in a test on
addition of whole numbers.” Usually we would
add further “meaning” to this statement by stating
whether or not we thought 70 percent was inad-
equate, minimally adequate, excellent, or what-
ever.

There is some debate about whether CRM car-
ries with it any implied standard or set of stan-
dards. That is, do we reference the performance
to a cutoff score (or set of cutoff scores)? It de-
pends on what one means by “criterion” or “stan-
dard.”

Glaser (1963) was one of the first to use the
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term CRM. At one point he suggested that “cri-
terion-referenced measures indicate the content of
the behavioral repertory, and the correspondence
between what an individual does and the under-
lying continuum of achievement” (1963, p. 520).
A bit later in the same article, however, he stated
that “we need to behaviorally specify minimum
levels of performance” (p. 520). In 1971, Glaser
and Nitko defined a criterion-referenced test
(CRT) as “one that is deliberately constructed so
as to yield measurements that are directly inter-
pretable in terms of specified performance stan-
dards” (Glaser & Nitko, 1971, p. 653, emphasis
added). However, although often misinterpreted
by subsequent CRM advocates, they apparently
did not mean the standard was a cutting score. In
1980, Nitko continued to use the 1971 definition
bur clearly stated that one ought not wo “confuse
the meaning of criterion-referencing with the idea
of having a passing score or cut off score” (Nitko,
1980, p. 50, emphasis in original).

Popham, another leading advocate of criterion-
referenced measures, suggested in 1969 that “cri-
terion” meant performance standard (Popham &
Husek, 1969, p. 2). However, by 1981 he argued
“that to interpret criterion as a level of examinee
proficiency yields almost no dividends over tradi-
tional testing practices” (Popham, 1981, p. 28).
We do not cite these quotations to suggest that the
leading writers in a new field should never change
their minds. The quotations, however, do indicate
why there is confusion among the followers of
this movement. At any rate, everyone agrees that
with a criterion-referenced interpretation of the
scores the focus is on “what Johnny can do,” and
the comparison is to a behavioral domain.
Whether there should be an implied standard of
proficiency or cutoff score(s) is debatable. We
suspect most users think of the criterion referenc-
ing of scores in this fashion because of the close
association in most people’s minds between CRM
and mastery or minimum competency testing.

Despite some disagreement about the profi-
clency aspect, measurement experts generally
agree on the basic distinction between norm-re-
ferenced and criterion-referenced score interpre-

tation. However, there are many disagreements
about the distinctions between norm- and crite-
rion-referenced tests. The definitions discussed
earlier suggest that criterion-referenced tests are
constructed to permit inferences from the results
of test questions to the entire domain. Other def-
initions have varied (Ivens, 1970; Harris & Stew-
art, 1971; Millman, 1974),

Actually, most authors (for example, Popham,
1978, 1981; Hambleton & Eignor, 1979; Nitko,
1980) now admit that “domain-referenced” is the
more accurate term. It carries no implication of a
cutoff score or standard, which suits those who
wish to delete this meaning from “criterion-refer-
enced.” Unfortunately (in our opinion) Popham
and others have chosen to continue using the term
criterion. Their argument for doing so is that
“even though in many educators’ minds there was
more confusion than clarity regarding that mea-
surement notion, it was generally conceded that in
criterion-referenced measurement educators had
found a new approach to assessment which, for
certain purposes, offered advantages over tradi-
tional measurement strategies” (Popham, 1981, p.
30). It seems unfortunate to retain a term that ed-
ucators accept in spite of (or due to) their confu-
sion.

The existing confusion over terms and defini-
tions is partly caused by misunderstanding content
validity. (See Chapter 13 for a discussion of con-
tent validity. Basically, content validity is related
to how adequately the items in a test sample the
domain about which inferences are to be made.)
Some proponents of CRTs have said or strongly
implied that norm-referenced measurement is lim-
ited to comparing people and unable to provide
any information about what an individual can
do—as if the comparison was not based on any
content (Samuels & Edwall, 1975; Popham, 1976).
The debate often is really about the relative merits
of “traditional” standardized achievement tests,
which “people usually now refer to as norm-refer-
enced tests” (Popham, 1981, p. 24) and tailor-
made domain-referenced tests. Some people think
that scores from traditional tests cannot be do-
main-referenced because the domain is not clearly
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defined and the items are not a random sample
from the domain. Although publishers of some
standardized tests do describe their content only
in very general terms, others provide detailed con-
tent outines. To be meaningful, any type of test
score must be related to test content as well as to
the scores of other examinees (Ebel, 1962, p. 19).
Any achievement-test samples the content of some
specified domain and has an implicit behavioral el-
ement. In norm-referenced measurement, in con-
trast to criterion-referenced measurement, “the
inference is of the form—‘more (or less) of trait x
than the mean amount in population y’—rather
than some specified amount that is meaningful in
isolation” (Jackson, 1970, p. 2).

Careful reading of the content-validity section
of Chapter 13 should convince you that experts in
achievement-test construction have always
stressed the importance of defining the specified
content domain and sampling from it in some ap-
propriate fashion. All achievement-test items,
norm- or criterion-referenced, should represent a
specified content domain. If they do, the test is
likely to have content validity. Although all good
achievement tests (those with high content valid-
ity) are objective-based, very few can truly be
called domain-referenced. In constructing such
tests, one defines a content domain (but generally
not with complete specificity) and writes items
measuring this domain. Bur if any procedure (sta-
tistical or judgmental) has been used to select
items on the basis of quality, then the test user can
no longer infer that a student “knows” 75 percent
of the domain because he answered 75 percent of
the items correctly. The inability to draw this par-
ticular inference comes from the use of nonran-
dom procedures in choosing items. Actually there
are few situations where we need to make the pure
criterion-referenced interpretation. To know that
an individual can type 60 words per minute on an
IBM PC using WordPerfect is a useful datum
whether or not the words on the test were ran-
domly chosen from some totally specified domain
of words. To know that an individual can cor-
rectly add 80 percent of the items on paired three-

digit whole numbers asked on a test is useful
whether or not those items were randomly pulled
from the total set of permutations possible.

Actually, the distinction many authors cur-
rently make between “norm-referenced tests™ and
“criterion-referenced tests” is based on the degree
of precision in specifying the content domain and
on the item-generating rules for sampling from
that domain. Strong advocates of CRTs argue for
very precise specifications of domains and item-
generating rules. As they admit, most CRTs are
not built with such precision and are not superior
to traditional tests in content validity.

The difference between existing CRTs and
NRTs is most obvious when considering the
breadth of the domain. The typical norm-refer-
enced achievement test is a survey instrument cov-
ering a broad domain, such as knowledge of the
basic arithmetic functions of addition, subtraction,
multiplication, and division, each with whole
numbers, decimal fractions, and common frac-
tions. One could think of twelve subdomains and
sample from each when constructing the test. A
typical criterion-referenced test would be likely to
cover only one of these subdomains, or perhaps an
even more specific domain (such as horizontal ad-
dition of two-digit numbers to two-digit num-
bers).

In our opinions, current terminology is quite
misleading. We can recognize differences in de-
gree as to whether or not a test represents a well-
defined domain (is content valid). We can also
recognize differences in degree of breadth of the
domain. The terms norm-referenced and criterion-
referenced should not be used to categorize tests on
either of these bases. We believe the most logical
distinction between NRM and CRM has to do
with whether the score is compared with other in-
dividuals’ scores (norm referencing) or to some
specified standard or set of standards (criterion re-
ferencing). In either case we wish to infer from a
test score to the domain that the test samples.
Only in rare cases can we do this so precisely that
we can estimate the percentage of items known
for the entire domain. That would be the ideal
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goal with respect to content validity. What we can
do is to make sure the test, whether norm- or cri-
terion-referenced, covers an identiftable content.

CONSTRUCTING NORM- AND
CRITERION-REFERENCED
ACHIEVEMENT TESTS

There are times when we do wish to differentiate
among individuals. At other times, however, it is
not necessary, and perhaps not even advisable, to
do so at all degrees of achievement. We may sim-
ply want to find out whether individuals have
achieved a specific set of objectives. In other
words, we reference a person’s score to a crite-
rion. Thus, there are really two different goals or
objectives in achievement testing : (1) to discrim-
inate among all individuals according to their de-
grees of achievement and (2) to discriminate be-
tween those who have and have not reached set
standards (or to determine whether each person
has achieved [at a sufficiently high level] a specific
set of objectives).

Traditional test theory and techniques of test
construction have been developed on the assump-
tion that the purpose of a test is to discriminate
among individuals. If the purpose of a test is to
compare each individual to a standard, then it is
irrelevant whether or not the individuals differ
from each other. Thus, some of the criteria of a
measuring instrument considered essential for a
norm-referenced measure are not important for
criterion-referenced measures (see Popham &
Husek, 1969). What one looks for in item analy-
sis, reliability, and some types of validity are dif-
ferent in a criterion-referenced measure.

For many aspects of test construction, how-
ever, such as considering the objectives, preparing
test blueprints, and wording the items, there are
more similarities than differences in the prepara-
tion of norm- and criterion-referenced zests. For
example, criterion-referenced tests emphasize that
items measure certain specified objectives; a
norm-referenced instrument should do the same

thing. As mentioned earlier, a test intended for
criterion-referenced interpretation typically sam-
ples a more limited number of objectives more
thoroughly than a norm-referenced one.

Differences and similarities between the two
approaches pertaining to test blueprints, item
writing, item analysis, reliability, and validity will
be further discussed later in the text.

USES FOR NORM-REFERENCED
MEASUREMENT

Most actual testing as well as the traditional or
“classical” theory of testing, have been based on a
norm-referenced approach. Such an approach is
useful in aptitude testing where we wish to make
differential predictions. It is also often very useful
to achievement testing. For many purposes the
role of a measuring device is to give us as reliable
a rank ordering of the pupils as possible with re-
spect to the achievement we are measuring. Stu-
dents will learn differing amounts of subject mat-
ter even under a mastery learning approach. It may
happen that all students, or at least a high percent-
age of them, learn a significant enough portion of
a teacher’s objectives to be categorized as having
“mastered” the essentials of the course or unit.
But some of these students have learned more than
others, and it seems worthwhile to employ mea-
surement techniques that identify these pupils. In
the first place, students want and deserve recog-
nition for accomplishment that goes beyond the
minimum. If we gave only a minimum-level mas-
tery test, those students who achieve at a higher
level would lose an important extrinsic reward for
learning—recognition for such accomplishments.

Perhaps a more important reason for normative
testing than student recognition is in its benefits
for decision making. Often, for vocational or ed-
ucational planning, students wish to know how
they compare to others with similar plans. Norm
referencing is also necessary in selection deci-
sions. If two physicians have mastered surgery,
but one has mastered it better, which one would
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you want to have operate on you? If two teachers
have mastered the basics of teaching, but one is a
much better teacher, which one do we hire? If two
students have mastered first-semester algebra, but
one has learned it much more thoroughly, which
one should receive more encouragement to con-
tinue in mathematics? We probably all agree on
the answers. If, however, we have not employed
measurement techniques that allow us to differ-
entiate between the individuals, we cannot make
these types of decisions. Certainly, norm-refer-
enced measures are the more helpful in fixed-
quota selection decisions. For example, if there
were a limited number of openings in a pilot train-
ing school, the school would want to select the
best of the applicants—even though all may be
above some “mastery level” (see Hunter &
Schmidt, 1982).

Because standardized NRTs are often broader
in focus than CRTs, they are more useful for pro-
viding a broad overview of the achievement levels
in a given subject matter. They are better for mon-
itoring the general progress of a student, class-
room, or school. Although some individuals be-
lieve that general norm-referenced tests are
insensitive to instruction, they do in fact show
gains from grade to grade. Recall, however, that a
score from any test, broad or narrow in focus, can
be either norm-referenced or criterion-refer-
enced.

Norm-referenced testing is often considered a
necessary component of program evaluation. We
have mentioned that CRT's are often narrower in
focus than NRTs. Some view this narrow focus as
advantageous in program evaluation. We can con-
struct 2 CRT over the particular program objec-
tives to see if they have been achieved. In evalu-
ating a program, however, we would also wish to
know how effective the program is in comparison
to other possible programs. Without random as-
signment of students to programs (which is sel-
dom possible in schools), the comparison needs to
be through some norm-referenced procedure that
compares the performance of the pupils in the
program with a norm group. Moreover, the more

narrow focus of a CRT may not be an unmitigated
blessing. At times we desire to evaluate broader
outcomes (see Cronbach, 1963).

USES FOR CRITERION-REFERENCED
MEASUREMENT

The support for criterion-referenced measure-
ment originated in large part from the emphasis on
behavioral objectives, the sequencing and individ-
ualization of instruction, the development of pro-
grammed materials, the learning theory that sug-
gests that almost anybody can learn almost
anything if given enough time, the increased in-
terest in certification, and the belief that norm re-
ferencing promotes unhealthy competition and is
injurious to low-scoring students’ self-concepts.
The principal uses of criterion-referenced
measurement have been in mastery tests within
the classroom; for minimum competency tests, for
example, high school graduation; and for licensure
tests. A mastery test is a particular type of crite-
rion-referenced test. Mastery, as the word is typ-
ically used, connotes an either/or situation. The
person has either achieved (mastered) the objec-
tive(s) satisfactorily or has not. Criterion-refer-
enced testing in general could also measure de-
grees of performance. Mastery tests are used in
programs of individualized instruction, such as the
Individually Prescribed Instruction (IPI) program
(Lindvall & Bolvin, 1967) or the mastery learning
model (Bloom, 1968). These programs are com-
posed of units or modules, usually considered hi-
erarchical, each based on one or more instruc-
tional objectives. Each individual is required to
work on the unit until he has achieved a specified
minimum leve] of achievement. Then he is consid-
ered to have “mastered” the unit. In such pro-
grams instructional decisions about a student are
not dependent on how his performance compares
to others. If he has performed adequately on the
objectives, then the decision is to move on to the
next unit of study. If he has not, then he is re-
quired to restudy the material (perhaps using a dif-
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ferent procedure) covered by the test until he per-
forms adequately, that is, “masters” the material.
If instructional procedures were organized so that
time is the dimension that varies and degree of
mastery is held constant, then mastery tests would
be used more frequently than they are now.

Mastery testing requires the tester to set a cut-
off score. There should be a careful rationale and
procedure for choosing that point. No very useful
information can be obtained regarding degree of
proficiency above or below the cutting score.

A related use of criterion-referenced testing is
minimum competency testing. As mentioned in
Chapter 1, we will discuss this issue in Chapter
22. Minimum competency testing is one area
where cutting scores are set, and degrees of per-
formance above the cutoff are not considered in
making promotion, graduation, or certification de-
cisions.

Licensure tests for teachers are considered cri-
terion-referenced. The purpose of a licensure test
is to ensure that the public health, safety, and wel-
fare will be protected. Thus, licensure tests are to
help determine whether individuals have minimal
competence to practice their profession. Thus, a
cutting score must be established.

Employing the individually prescribed instruc-
tion or mastery model of learning, minimum com-
petency testing and licensure are not the only uses
for criterion-referenced measures; one may also
use such measures to help evaluate (make deci-
sions about) instructional programs. In order to
determine whether specific instructional treat-
ments or procedures have been successful, it is
necessary to have data about the outcomes on the
specific objectives the program was designed to
teach. A measure comparing students to each
other (norm referencing) may not present data as
effectively as a measure comparing each student’s
performance to the objectives.

Criterion-referenced measurements also offer
certain benefits for instructional decision making
within the classroom. The diagnosis of specific dif-
ficulties accompanied by a prescription of certain
instructional treatments is necessary in instruction

whether or not the teacher uses a mastery ap-
proach to learning.

Because criterion-referenced tests are often
narrower in scope, there may be enough items on
a given objective to make inferences about an in-
dividual’s general performance on that objective.
This cannot typically be done on a traditional
norm-referenced test because there are too few
items on any specific objective.

Finally, criterion-referenced tests can be useful
in broad surveys of educational accomplishments
such as the National Assessment of Educational
Progress or state or local assessment programs.

COMPARING THE TWO MEASURES

All measurement specialists agree that both NRM
and CRM are sometimes necessary for effective
decision making. When to use norm-referenced
and criterion-referenced interpretations depends
on the kind of decision to be made. For guidance
decisions, we should employ both NR and CR in-
terpretations. For selection decisions, an NRT is
preferred. For classification decisions, one might
use both. For placement and certification deci-
sions, one might well primarily use a CRT. For
instructional decisions, it depends mostly on the
instructional procedures employed. If instruction
is structured so that time is the variable, and a stu-
dent keeps at a task until he has mastered it, then
we should use mastery testing. This type of in-
struction is often employed in individualized in-
struction. If instruction is structured so that time
of exposure is constant, then students will achieve
at different levels, and we should attempt to detect
this differential achievement with a test that dis-
criminates, although we might well want to attach
both normative and criterion-referenced meaning
to the score. Which instructional procedure
should be used depends on the structure and im-
portance of the subject matter being taught.
There are some subjects so hierarchical in
structure that it is futile to teach higher concepts
until basic ones have been mastered. For example,
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students cannot do long division until they can
subtract and multiply at some basic level (although
precisely at what level is unknown). This is cer-
tainly not the case for all subjects, however. We
do not really need to have mastered (or even have
read) A Tale of Two Cities before reading Catcher
in the Rye, or vice versa.

Likewise, as mentioned earlier, there may well
be some skills or knowledge so important that all
students should master them, regardless .of how
long it takes. Knowing how to spell one’s name
probably fits in this category. But, again, this is not
true of all subjects. As Ebel stated:

We.might be willing to allow one student a week to
learn what another can learn in a day. But sum these
differences over the myriads of things to be learned.
Does anyone, student, teacher, or society, want to
see one person spend 16 or 24 years getting the same
elementary education another can get in eight?
Should it be those least able to learn quickly who
spend the largest portion of their lives in trying to
learn? Our present practice is quite the reverse.
Those who are facile in learning make a career of it.
Those who are not find other avenues of service, ful-
fillment and success (1969, p. 12).

Gronlund (1985, p. 27) made a distinction be-
tween instructional objectives that should be mas-
tered by all students and those that provide for
maximum development. For the former, one
would want to employ criterion-referenced test-
ing; for the latter, norm-referenced testing. Thus,
for instructional decision making, there is a place
for both mastery (criterion-referenced) and dis-
criminative (norm-referenced) testing. Mastery
testing is probably more important in the early el-
ementary grades than later in school.

Finally, we should mention again that many
tests are amenable to both norm- and criterion-
referenced interpretation. Publishers of some
standardized achievement tests, for example, re-
port a norm-referenced score on each subtest and
within each subtest report whether a pupil an-
swered each item correctly, as well as the per-
centage of pupils in the classroom, building, dis-

trict, and national norm group who got the item
correct. These item statistics are also frequently
summarized over items for each objective.

B SUMMARY

The principal ideas, conclusions, and implications
of this chapter are summarized in the following
statements:

1. Norm referencing is used to interpret a score
of an individual by comparing it with those of
other individuals.

2. Criterion referencing is used to interpret a
person’s performance by comparing it to
some specified behavioral domain or crite-
rion. :

3. To be most meaningful, a test score should be
related to both norms and criteria,

4. An achievement test should have content va-
lidity whether norm or criterion referencing
is employed.

5. A pure criterion-referenced test (more accu-
rately called a domain-referenced test) is one
consisting of a sample of questions drawn
from a domain in such a fashion that one may
estimate the proportion of questions from the
total domain a student knows, based on the
proportion correct in the test. Few tests fit
this narrow definition.

6. Typically, the objectives sampled in a crite-

rion-referenced test are more narrow in focus

but sampled more thoroughly than the objec-
tives sampled in a norm-referenced test.

Presently, the principal uses of criterion-ref-

erenced measurement is in mastery, minimum

competency, and licensure testing.

8. In mastery testing, one is concerned with
making an either/or decision. The person has
either achieved (mastered) the objective sat-
isfactorily or has not.

9. Mastery tests are probably most useful for
subjects at the early elementary school level.

10. There are limitations to both norm-refer-

enced tests and criterion-referenced tests.

bl
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If students differ from each other in achieve-
ment levels, this normative information can
often assist in decision making.
Norm-referenced testing is often considered
a substantial component of program evalua-
tons.

Whether one uses norm- or criterion-refer-
enced measurement depends upon the kind of
decision one wishes to make.
Norm-referenced measurement is necessary
to make differential predictions.

POINTS TO PONDER

If you were going to implement a mastery-
learning-mastery-testing approach to elev-
enth-grade English literature, how would you

(a) determine the domain, (b) build a test such
that the domain was sampled, and (c) determine
what percentage of the domain indicated mas-

tery?

. Most criterion-referenced tests sample from a

narrow domain whereas many norm-refer-
enced tests sample from a broad domain. Why
do you suppose this distinction exists?

. Some people have made statements as follows:

“I do not believe in norm-referenced grading
because I do not believe we should fail any-
one.” What is wrong with the logic of that
sentence?

. In making a judgment about whether a 14-

month-old child “walks adequately,” would
you want norm-referenced or criterion-refer-
enced data?
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Chapter 3

The Role of Objectives
in Educational

Evaluation

Definition of Terms

Evaluation

“Would you tell me, please, which way I ought to go
from here?”

“That depends a good deal on where you want to
get to0,” said the Cat.

“I don’t much care where—"" said Alice.

“Then it doesn’t matter which way you go,” said
the Cat.

“—so long as I get somewhere,” Alice added as an
explanation.

“Oh, you're sure to do that,” said the Cat, “if you
only walk long enough” (Carroll, 1916, p. 60).

Teaching consists of five steps: (a) defining goals
or instructional objectives, or outcomes, (b)

Why Have Goals or Objectives?

Approaches to Determining (Selecting) Objectives
Approaches to Stating (Communicating) Goals

Making Objectives Amenable to Measurement and Evaluation
Objectives for Criterion Referenced Tests

Unanticipated and/or Unmeasurable Outcomes

An Example of Stating Objectives for Instruction and

choosing content, (c) selecting the appropriate in-
structional strategy(ies), (d) teaching, and (e) mea-
suring the results. In this chapter, we are con-
cerned with the first of these—instructional
objectives.

The role of objectives in education has been a
controversial topic. Some of you may wonder why
you just can’t go to the next chapter and learn how
to write test items. Writing instructional objec-
tives is not an easy task and is time-consuming.
But we strongly believe that the time spent in
writing good instructional objectives (what we
mean by “good” will be discussed later in the

27
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chapter) will reap bountiful rewards in making
you a more effective teacher and a better test-
maker. In this chapter we define some terms, dis-
cuss the importance of objectives, cover ap-
proaches to determining and communicating edu-
cational objectives, explain how objectives can be
made amenable to evaluation, discuss objectives
for criterion-referenced tests, cover the topic of
unanticipated and/or unmeasurable outcomes, and
present an example of how to state objectives for
instruction and evaluation.

After studying this chapter, you should be able’
to:

1. Understand the basic terms used in discussing
objectives.

2. Recognize several purposes of objectives.

3. Recognize some factors that must be consid-
ered in determining objectives.

4. Know some sources of information about ob-
jectives.

5. Appreciate the necessity for communicating
objectives to different groups of people.

6. Comprehend that objectives are stated differ-
ently, depending on the purpose of the com-
munication.

. 7. Recognize the advantages and disadvantages
of different ways of stating objectives.

8. Judge whether an objective has been written
in behavioral terms.

9. Appreciate the value (and potential dangers)
of making objectives behavioral.

10. Effectively determine, communicate, and
evaluate objectives in your own areas of
teaching.

"We recognize that the objectives stated here and at the begin-
ning of each chapter are 7ot behavioral. They are similar in
format to Gronlund and Linn’s (1990) general “instructional
objectives.” Behavioral objectives are essential in evaluation
and may well be useful in planning instructional strategies. It
may not afways be best to communicate specific behavioral ob-
jectives to the student. You will understand why as you read
this chapter.

DEFINITION OF TERMS

Part of the controversy concerning objectives is
due to semantic problems. Terms such as zeeds,
goals, behavioral goals, aims, outcomes, objectives, in-
structional objectives, and bebavioral or performance
objectives have been used almost synonymously by
some writers but with sharply different meanings
by others. We do not wish to suggest that each of
these terms must be defined by everyone in the
same fashion—but it would be beneficial to the
readers trying to formulate their own opinions as
to, say, the importance of behavioral objectives if
they could be certain as to how writers were using
the term. When and if objectives are either poorly
defined, or not defined, we won’t know what we
should be measuring, and unless we can measure,
it will be very difficult, if not impossible, to tell
whether or not, and to what degree, our objectives
have been realized by the students. The definitions
we are using are stated below:

What occurs as a result of an ed-
ucational experience.

A general aim or purpose. A
broad outcome.

(Also called Instructional Objec-
tive) A stated desirable outcome
of education. More specific than
a goal but may be broad enough
to contain several outcomes.
The discrepancy between an ob-
jective and the present level of
performance.

A statement that specifies what
observable performance the
learner should be engaged in
when we evaluate achievement

Outcome:
Goal:

Objective:

Need:

Bebavioral (or
Performance)
objective:*

*The phrase “behavioral objectives” should not be confused
with behaviorist psychology. Cognitive psychologists also infer
learning from behavior or performance. The potential confu-
sion has resulted in increased use of the term performance in
lieu of behavior.
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of the objective. Behavioral ob-
jectives require action verbs
such as discuss, write, and read.
Verbs such as understand or ap-
preciate are 7ot considered be-
havioral because one cannot ob-
serve a person ‘“‘understanding”
or “appreciating.”

WHY HAVE GOALS OR OBJECTIVES?

A fanatic has been defined as one who, having lost
sight of his goals, redoubles his efforts. The oc-
casionally heard statement that there are too many
fanatics in education is not without some truth. It
is absolutely necessary to establish goals in edu-
cation, for without them we would have no way
of knowing in which direction to head.

Educational goals are many and varied. They
are not easy to specify or agree upon. Indeed, ed-
ucators have long been faced with choosing be-
tween competing, if not conflicting, goals. Not all
worthwhile goals will be attained, nor should they
all be striven for with equal fervor.

Priorities must be established. What and how
much should students learn? Should schools strive
for excellence or equality, diversity or conform-
ity? Should schools be more concerned with
teaching the three R’s, developing character, or
instilling good self-concepts? Ordering, or attach-
ing values to goals or objectives, precedes many
other educational decisions, such as which in-
structional strategies should be employed.

Traditionally, educational measurement has
been more helpful in determining the degree to
which certain outcomes have been achieved than
in determining the goals of education and in set-
ting priorities. But, as we pointed out in Chapter
1, there is a circular relationship among objec-
tives, instruction, and evaluation, and thus mea-
surement has played some part in the determina-
tion of objectives. The importance of stating
educational objectives and determining their pri-
orities has been stressed by those responsible for

measurement, and this emphasis has provided the
impetus for others to consider objectives.

Why state objectives? As we have already sug-
gested, objectives give direction to education:
They tell us which way to head, a decision nec-
essary before taking the first step on an educa-
tional journey. Specifically, objectives help a
teacher plan instruction, guide student learning,
and provide criteria for evaluating student out-
comes. Furthermore, once stated, they provide a
public record of intent and therefore facilitate
open discussion of their appropriateness and ade-
quacy.

Not only do objectives aid in suggesting a par-
ticular instructional strategy(ies), and in evalua-
tion, but evaluation assists in examining objectives
and the teaching strategy(ies) as well. Measure-
ment specialists have pointed out that the mea-
surement of what education Aas achieved may be
useful for determining what education should
achieve (Dyer, 1967). Thus, the specification and
measurement of objectives are cyclical. One needs
to set tentative objectives, employ a strategy to
reach those objectives, measure the degree of at-
tainment, and then reevaluate both objectives and
strategy.

In addition to stressing the importance of ob-
jectives and the cyclical nature of objective speci-
fication and evaluation, educational psychologists
have suggested certain approaches to choosing ob-
jectives and methods of wording them.

APPROACHES TO DETERMINING
(SELECTING) OBJECTIVES

Two considerations in setting objectives are the
relevance and feasibility of the goals. We will also
discuss assigning priorities to goals and some
sources of information about them, giving partic-
ular attention to various existing taxonomies. Fi-
nally, in this section we will discuss two types of
objectives (minimum and developmental) and pro-
vide a checklist for consideration in selecting or
developing objectives.
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Relevance of Goals

Goal relevance is dependent upon both the needs
of society and the needs of the learner (Tyler,
1950). In the satirical story of The Saber-Tooth
Curriculum (Peddiwell, 1939), a society was de-
scribed in which the major tasks necessary for sur-
vival were catching fish to eat, clubbing horses,
and scaring away the saber-tooth tigers. The
school in this society set up a curriculum ideal for
the society’s needs, that is, teaching a course in
each of those three areas. But the environment
changed; the stream dried up, and the horses and
tigers went away. The new society was faced with
different tasks necessary for survival, but strangely
enough the school curriculum did not change!

Teachers, school districts, and the entire “ed-
ucational establishment” must continually reex-
amine the goals of education in view of society’s
needs. What kinds of marketable skills do pres-
ent-day students need to be taught? Should edu-
cation be job-oriented or more general in nature?
Do we need to teach individuals what to do with
their leisure time? Should we be stressing achieve-
ment or affiliation? Questions such as these can be
answered on both philosophical and empirical
bases (Flanagan & Russ-Eft, 1975).

The psychological needs of the learner must
also be considered when specifying relevant goals.
The need to achieve, for example, is related to the
probability of success. Students’ aspirations vary,
depending upon how they perceive their chances
of success and whether they were successful on a
previous task. (A series of successes or failures
will have a cumulative effect on level of aspira-
tion.) Needs such as affiliation, self-worth, and
nurturance may help determine the goals of edu-
cation.

Realism of Goals

As Dyer (1967, p. 20) suggested, knowledge of
present outcomes should help in setting realistic
objectives. Realism can relate to either the age of
the children or to the time available for teaching.
For instance, the objective, “Will sit quietly for

ten minutes,” is wnrealistic for five-year-old kin-
dergarten children. Setting unrealistic goals is a
sure way to discourage both students and teachers.
The psychological and developmental nature of
individuals delimits to a large extent what teachers
should and should not expect.

Other delimiting factors in goal attainment in-
clude the facilities of the school. Given a set of
teachers with certain qualifications, a certain num-
ber of hours available to devote to a given objec-
tive, certain constraints due to lack of equipment,
and so forth, certain goals may be quite unrealistic.
In short, we should strive for goals that are in har-
mony with what educational psychologists know
about how children develop, how they learn, and
how they differ from one another, as well as the
availability of resources necessary to reach those
goals successfully.

Priorities of Goals

The term needs assessment is popular among those
who advocate the systems approach to education.
It is based on the notion that the relevance of ed-
ucation must be empirically determined and
should identify the discrepancy between “what is”
and “what should be” (Kaufman, 1971). Klein
(1971) suggested that needs assessments should
include four basic activities:

1. Listing the full range of possible goals (or ob-
jectives) that might be involved in the needs as-
sessment;

2. Determining the relative importance of the
goals (or objectives);

3. Assessing the degree to which the important
goals (or objectives) are being achieved by the
program (i.e., identifying discrepancies be-
tween desired and actual performance);

4. Determining which of the discrepancies be-
tween present and desired performance are the
ones most important to correct.

In preparing sets of goals we should, of course,
consult with teachers, students, parents, and the
general public. If such groups are included from
the very beginning, however, the process of build-
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ing goals can be very frustrating. Klein (1971) sug-
gested that it is most efficient to first have a team
of experts construct a full set of objectives that
might be included in a needs assessment. These
experts should not, at this stage, be concerned
with what should be accomplished but rather with
what might be. After a full set of potential objec-
tives is drawn up, this total list could be presented
to teachers, students, parents, and others for the
process of selecting and ordering a subset of the
objectives most relevant for that particular school
district.

Sources of Information About Goals

Although establishing objectives for a school, a
class, or even a single student is certainly not an
easy task, one does not have to start from scratch.
Many published statements of educational goals
can serve as guidelines. Some of these, such as The
Seven Cardinal Principles of Secondary Education
(Commission, 1918) and a classical eight-year
study (Aikin, 1942), while helpful in spelling out
why schools exist in a very general or philosoph-
ical sense, are somewhat too vague to be of much
help for the specific purpose of guiding instruc-
tion. For example, one of the general objectives of
the former is “to offer civic education.” The prin-
ciple of “good citizenship” does not really present
an adequate guideline for classroom instructional
practices.

A source of objectives that presents more de-
tailed statements is the National Assessment of
Educational Progress (NAEP), whichin 1969 began
testing students at ages 9, 13, and 17 (in 1983-
1984, the project began sampling students in
grades 4, 8, and 12 as well as by age). Originally,
NAEP published separate booklets of objectives
for ten subject-matter areas’: art, occupational de-

*Today, only instructional booklets in math, reading, science,
and writing are published regularly every five years. Objectives
booklets in other areas such as basic life science, computer
competency, career and occupational development are pub-
lished infrequently since these areas are not on a regular as-
sessment schedule.

velopment, citizenship, literature, mathematics,
music, reading, science, social studies, and writ-
ing. The objectives in each of these areas had to
meet three criteria: They had to be ones that (a)
the schools were currently seeking to attain, (b)
scholars in the field considered authentic to their
discipline, and (c) thoughtful lay persons consid-
ered important. Initially, this third criterion was
the unique aspect of the National Assessment ap-
proach. Today, however, with state competency-
testing programs, more of these published lists of
objectives meet the first two criteria and are being
scrutinized by members of the public before pub-
lication.

Two other major sources for specific objectives
include the Instructional Objectives Exchange and
the Westinghouse collection. At the time of this
writing, the Instructional Objectives Exchange
had thousands of instructional objectives and test
items. There are different collections of behav-
ioral objectives covering a range of subject matter.
Most objectives are accompanied by six test items,
which may be used to assess whether the objective
has been achieved.* The Westinghouse collection
contains more than 4,000 behavioral objectives
covering language arts, social sciences, mathemat-
ics, and sciences for grades 1-12. In addition,
Westinghouse has published four volumes con-
taining over 5,000 learning objectives for individ-
ualized instruction in the same four areas for basic
college and precollege courses (Westinghouse
Learning Press, 1975a, 1975b, 1975¢, 1975d).

Some other sources of instructional objectives
are state curriculum guidelines (which often in-
clude objectives), the Greater Phoenix Curricu-
lum Council, the University of Massachusetts Ob-
jectives and Items Co-Op, and the Northwest
Regional Educational Laboratory Clearinghouse
for Applied Performance Testing (CAPT). (We
believe that the CAPT is the most comprehensive
source for performance testing.) In addition, the
special reports issued by various professional or-

*A current description of available objectives can be obtained
from the Instructional Objectives Exchange, Box 24095, Los
Angeles, Calif. 90025.
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ganizations, such as the National Council of
Teachers of Mathematics, the National Science
Teachers Association, and the National Council of
Teachers of English, are good sources. Still an-
other source is selected yearbooks of the National
Society for the Study of Education. Obviously, a
variety of sources are available for lists of instruc-
tional objectives. There are, however, some prob-
lems in using these lists.

One of the limitations of many national sources
of objectives is that they do not provide for local
options. Obviously, there are objectives not listed
in these sources toward which school districts,
classrooms, and individual pupils should strive.
We wish to stress that this limitation is not an ar-
gument for ignoring the aforementioned publica-
tions. But local educators should not accept them
as definitive guides; educators still have the obli-
gation of stating, teaching toward, and evaluating
objectives that may be unique to their communi-
ties. Another limitation is the variability in how
the objectives are stated, whether as very specific
or very general. Some will be stated in terms of
what pupils are to do, while others are stated in
terms of teacher activities. Some are stated in be-
havioral terms, while others are written in non-
behavioral terms. This suggests that teachers may
first wish to develop their own preliminary lists of
instructional objectives and only use outside
sources for support.

Major textbooks can be quite useful in deter-
mining objectives for specific courses. It is possi-
ble, however, to be too dependent upon a textbook
when developing objectives. Such a source is often
an inadequate guide for developing affective ob-
jectives (those related to the development of atti-
tudes and appreciations). Other specific aids
would be publications of the local curriculum and
previously developed course syllabi, classroom ex-
periences and observations, and previously used
tests.

Although the teacher has access to a variety of
sources for help in identifying appropriate objec-
tives, the ultimate responsibility for selecting and
implementing these objectives rests with the
teacher.

Taxonomies of Educational Objectives

Educational psychologists have assisted in speci-
fying (as well as communicating and evaluating)
goals by constructing taxonomies of educational
objectives. These taxonomies classified the goals
of education and are useful as a means both of
communicating goals and of understanding some
relationships among them. Original plans for one
classification system called for the development of
taxonomies in three domains—cognitive, affec-
tive, and psychomotor. The Cognitive Domain,
Handbook I, was published in 1956 (Bloom, 1956)
and Handbook II, The Affective Domain, in 1964
(Krathwohl et al., 1964). Simpson (1966), Kibler
et al. (1970), and Harrow (1972) among others,
have published taxonomies in the psychomotor
domain. Derr (1973) published a taxonomy of so-
cial purposes of public schools. He felt that such
a taxonomy would serve the purpose of identify-
ing various options and pointing out their possible
advantages and disadvantages, in order to facilitate
efforts in judging the social role of the schools.

The cognitive domain “includes those objec-
tives which deal with the recall or recognition of
knowledge and the development of intellectual
abilities and skills” (Bloom, 1956, p. 7). The cog-
nitive taxonomy contains six major classes of ob-
jectives arranged in hierarchical order on the basis
of the complexity of the task (knowledge, com-
prehension, application, analysis, synthesis, and
evaluation). Knowledge (the simplest) is defined as
the remembering of previously learned material.
Comprebension is defined as the ability to under-
stand the meaning of material. Application is de-
fined as the ability to use learned material in new
situations. Analysis refers to the ability to break
material down into specific parts so that the over-
all organizational structure may be comprehended.
Synthesis is the ability to put parts together to
form a whole. Fvaluation (the most complex) re-
fers to the ability to judge the worth of material
for a given purpose. Each of these six classes is
subdivided further (see Table 3-1).

The affective domain (developed by Krathwohl
et al., 1964) describes objectives related to emo-



TABLE 3-1

Instrumentation of the Taxonomy of Educational Objectives: Cognitive Domain

Taxonomy
Classification

Key Words

Examples of Infinitives

Examples of Direct Objects

1.00
1.10

1.20

1.21

1.22

1.23

1.24

1.25

2.00
2.10

2.20

Knowledge
Knowledge of
specifics
Knowledge of
terminology

Knowledge of
specific facts

Knowledge of ways
and means of dealing
with specifics
Knowledge of
conventions

Knowledge of trends,
sequences

Knowledge of
classifications and
categories
Knowledge of
criteria
Knowledge of
methodology
Knowledge of
universals and
abstractions in a field
Knowledge of
principles,
generalizations
Knowledge of
theories and
structures
Comprehension
Translation

Interpretation

To define, to distinguish, to
acquire, to identify, to recall, to
recognize

To recall, to recognize, to acquire,
to identify

To recall, to identify, to
recognize, to acquire

To recall, to recognize, to acquire,
to identify

To recall, to recognize, to acquire,
to identify

To recall, to recognize, to acquire,
to identify

To recall, to recognize, to acquire,
to identify

To recall, to recognize, to acquire,
to identify

To recall, to recognize, to acquire,
to identify

To translate, to transform, to give
in words, to illustrate, to
prepare, to read, to represent,
to change, to rephrase, to
restate

To interpret, to reorder, to
rearrange, to differentiate, to
distinguish, to make, to draw,
to explain, to demonstrate

Vocabulary, terms, terminology, meaning(s),
definitions, referents, elements

Facts, factual information, (sources),
(names), (dates), (events), (persons),
(places), (time periods), properties,
examples, phenomena

Forms(s), conventions, uses, usage, rules,
ways, devices, symbols, representations,
style(s), format(s)

Action(s), processes, movement(s),
continuity, development(s), trend(s),
sequence(s), causes, relationship(s), forces,
influences

Area(s), type(s), feature(s), class(es), set(s),
division(s), arrangement(s),
classification(s), category/categories

Criteria, basics, elements

Methods, techniques, approaches, uses,
procedures, treatments

Principle(s), generalization(s), proposition(s),
fundamentals, laws, principal elements,
implication(s)

Theories, bases, interrelations, structure(s),
organization(s), formulation(s)

Meaning(s), sample(s), definitions,
abstractions, representations, words,
phrases

Relevancies, relationships, essentials,
aspects, new view(s), qualifications,
conclusions, methods, theories,

abstractions .
(Continued)
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(Continued)

Taxonomy
Classification

Key Words

Examples of Infinitives

Examples of Direct Objects

2.30

3.00

4.00
4.10

4.20

4.30

5.00
5.10

5.20

5.30

6.00

6.10

6.20

Extrapolation

Application

Analysis
Analysis of elements

Analysis of
relationships

Analysis of
organizational
principles
Synthesis
Production of a
unique
communication

Production of a plan,
or proposed set of
operations
Derivation of a set of
abstract relations

Evaluation
Judgments in terms
of internal evidence

Judgments in terms
of external criteria

To estimate, to infer, to conclude,
to predict, to differentiate, to
determine, to extend, to
interpolate, to extrapolate, to
fill in, to draw

To apply, to generalize, to relate,
to choose, to develop, to
organize, to use, to employ, to
transfer, to restructure, to
classify

To distinguish, to detect, to
identify, to classify, to
discriminate, to recognize, to
categorize, to deduce

To analyze, to contrast, to
compare, to distinguish, to
deduce

To analyze, to distinguish, to
detect, to deduce

To write, to tell, to relate, to
produce, to constitute, to
transmit, to originate, to
modify, to document

To propose, to plan, to produce,
to design, to modify, to specify

To produce, to derive, to develop,
to combine, to organize, to
synthesize, to classify, to
deduce, to develop, to
formulate, to modify

To judge, to argue, to validate, to
assess, to decide

To judge, to argue, to consider, to
compare, to contrast, to
standardize, to appraise

Consequences, implications, conclusions,
factors, ramifications, meanings,
corollaries, effects, probabilities

Principles, laws, conclusions, effects,
methods, theories, abstractions, situations,
generalizations, processes, phenomena,
procedures

Elements, hypothesis/hypotheses,
conclusions, assumptions, statements (of
fact), statements (of intent), arguments,
particulars

Relationships, interrelations, relevance/
relevancies, themes, evidence, fallacies,
arguments, cause-effect(s), consistency/
consistencies, parts, ideas, assumptions

Form(s), pattern(s), purpose(s), point(s) of
view(s), techniques, bias(es), structure(s),
theme(s), arrangement(s), organization(s)

Structure(s), pattern(s), product(s),
performance(s), design(s), work(s),
communications, effort(s), specifics,
composition(s)

Plan(s), objectives, specification(s),
schematic(s), operations, way(s),
solution(s), means

Phenomena, taxonomies, concept(s),
scheme(s), theories, relationships,
abstractions, generalizations, hypothesis/
hypotheses, perceptions, ways, discoveries

Accuracy/accuracies, consistency/
consistencies, fallacies, reliability, flaws,
€errors, precision, exactness

Ends, means, efficiency, economy/
economies, utility, alternatives, courses of
action, standards, theories, generalizations

SOURCE: Reprinted from N. Metfessel, W. B. Michael, and D. A. Kirsner, “Instrumentation of Bloom's and Krathwohl’s Tax-
onomies for the Writing of Behavioral Objectives,” Psychology in the Schools, 1969, 6, 227-231. With permission of the publisher.
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tions, feelings, values, or attitudes and is con-
cerned with changes in interest, attitudes, and val-
ues and the development of appreciations and
adjustment. It is divided into five major classes ar-
ranged in hierarchical order on the basis of level
of involvement (receiving, responding, valuing,
organization, and characterization by a value). Re-
cetving is the ability of the student to be attentive
to particular stimuli. Responding refers to the stu-
dent being an active participant. Va/uing, like eval-
uation in the cognitive domain, concerns the
worth the student attaches to some entity. Orga-
nization 1s concerned with bringing together
things into a whole. Va/ue refers to an individual’s
life style that has been built on his/her value sys-
tem and that controls his/her behavior.

The psychomotor domain includes objectives re-
lated to muscular or motor skill, manipulation of
material and objects, and neuromuscular coordi-
nation. It has been found the most difficult to cat-
egorize since all but the simplest reflex actions in-
volve cognitive and affective components.

The psychomotor domain’s taxonomy devel-
oped by Harrow (1972) is especially useful for el-
ementary school teachers and for teachers of
dance or physical education and those courses that
involve considerable movement. The categories
vary depending on which taxonomy is used. Har-
row (1972) has the following categories: reflex
movements, basic-fundamental movements, per-
ceptual abilities, physical abilities, skilled move-
ments, and nondiscursive communication. Simp-
son (1972) on the other hand has the following
classification scheme: perception, set, guided re-
sponse, mechanism, complex overt response, ad-
aptation, and origination.

The taxonomies have provided a common basis
or “jargon” for communicating about objectives
and have been of assistance in helping educators
think about goals for their students, the relation-
ships among these goals, and how different assess-
ment procedures need to be established to evaluate
these various goals. Educators have a tendency to
spend an inordinate amount of time teaching and
testing for the lower-level objectives in the cog-
nitive domain, such as knowledge, comprehen-

sion, and application. The taxonomies call atten-
tion to the higher-level cognitive and affective
objectives and thereby assist teachers in reaching
a better balance of objectives.

We have not discussed any of the taxonomies
in so great detail as to obviate the need for a seri-
ous student to turn to them directly. To condense
and incorporate in this book all the useful material
in those sources would be impossible. In the last
few pages we have tried to alert the reader to gen-
eral sources of information useful in formulating
objectives and also to several taxonomies useful in
formulating and communicating objectives as well
as helpful in determining instructional and diag-
nostic procedures. In Chapter 4 we will discuss
some uses of the taxonomies in test-construction
procedures.

Minimum (Mastery) versus
Developmental Objectives

Generally, objectives can be divided into those
that all students should master (minimum objec-
tives) and those that provide for maximum indi-
vidual development (Gronlund & Linn, 1990). In
determining or selecting objectives, one must de-
termine which should be minimum objectives to
be achieved by everyone and which should be clas-
sified as maximum development objectives (those
that are unlikely to be fully achieved). If one con-
siders only minimum objectives, the teaching/
learning tasks will tend to focus on fairly low-level
objectives that typically are concerned with rela-
tively simple knowledge and skill outcomes such
as “adds two-digit numbers with carrying.” Un-
fortunately, the better students will not be chal-
lenged. This is why some people worry about
minimum objectives and fear that “the minimums
will become maximums.” We should not allow the
total set of educational objectives to be set so low
that @// students will master them. Likewise, there
is a danger of ignoring minimum-level objectives
and stressing only higher-level developmental ob-
jectives. This may cause teachers to neglect those
students who have not learned the minimum, pre-
requisite objectives.



36 TEACHER-MADE EVALUATION TOOLS

In general, when an objective is essential to the
learning of subsequent important objectives or
considered an important skill to have as an adult,
it should be considered a minimum objective. Ex-
amples might be knowing the alphabet, telling
time, and knowing the rank order of the numerals.
When objectives are not prerequisites to learning
subsequent important objectives or essential in
their own right, they need not be mastered by ev-
eryone. Examples would include knowledge of the
“soul” struggles in Browning’s plays, ability to dif-
ferentiate functions, and understanding French
history prior to WWI. Of course, it is probably
reasonable to expect everyone who does take cal-
culus to be able to differentiate some basic func-
tions. But some individuals will probably learn to
differentiate more complex functions than others.
Thus, even within specific classes and specific
units within classes, it may well be appropriate to
have both minimum and developmental objectives.

While we cannot be specific in helping you de-
cide which of your objectives should be minimal
and which should be developmental, we urge you
to think seriously about it. The decision will affect
your teaching and therefore your testing.

A Checklist for Selecting or Developing
Objectives

1. Are the objectives relevant?

2. Are the objectives feasible given student and
teacher characteristics and school facilities?

3. Are all relevant objectives included?

4. Are the objectives divided into minimal and de-
velopmental levels?

5. Are the objectives stated in terms of student
behavior (the product or outcome of instruc-
tion) rather than the teacher’s learning or
teaching activities?

APPROACHES TO STATING
(COMMUNICATING) GOALS

Not all ways of wording goals aid communication.
For example, in 1947 the report of the President’s

Commission on Higher Education contained the
following paragraph:

The first goal in education for democracy is full,
rounded, and continuing development of the person.
The discovery, training, and utilization of individual
talents is of fundamental importance in a free soci-
ety. To liberate and perfect the intrinsic powers of
every citizen is the central purpose of democracy,
and its furtherance of individual self-realization is its
greatest glory (1947, p. 9).

As Dyer (1967) pointed out, this is an example
of word magic—an ideal that many Americans
would enthusiastically support without knowing
what the words are saying. Educational goals—no
matter how appropriate—that do not communi-
cate clearly are relatively worthless. Many such
goal statements serve more as political documents
designed to placate the public rather than as guides
in directing and guiding the work of the schools.

To Whom Must Educators Communicate
Goals?

Many individuals and groups need to be told the
goals of education in words they can understand.
Consider the goals that Mr. Howe, a ninth-grade
social studies teacher, has for his students. Stu-
dents, other teachers, the principal, the school
board, parents, and indeed the whole taxpaying
public have both a need and a right to know what
goals Mr. Howe has set for his students. If he can-
not articulate them, we may have doubt if he even
has any!

Logic and research studies (e.g., Dallis, 1970;
Huck & Long, 1972; Morse & Tillman, 1972) tell
us that students are more apt to learn what the
teacher expects them to learn if they are told just
what those things are. Other teachers should
know what Mr. Howe expects the students to
learn so they will not duplicate that material in
their classes or skip some important complemen-
tary material; in turn, Mr. Howe needs to be aware
of their objectives. If curricula are to be coordi-
nated, it is obvious that the tenth-grade history
teacher needs to know the goals of the ninth-grade
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and eleventh-grade social studies teachers. The
principal and school board members need to know
goals so that they can evaluate both the goals and
the degree to which they are being reached. They
also have responsibility for curriculum coordina-
tion and need to know goals for that reason. Par-
ents, and the public in general, also have a right to
know what the schools are attempting to accom-
plish so that they can understand and evaluate the
objectives and judge how well they are being ac-
complished.

While it may seem ridiculous to say so, Mr.
Howe also needs to communicate his goals to him-
self. Most teachers believe that they know what
their goals are. But only if they can articulate them
clearly will they find them useful in planning cur-
riculum and instructional strategies.

How Should Goals Be Communicated?

There is no single best way to state goals; it de-
pends on whom you are communicating with and
the purpose of the communication. For example,
goals should be stated one way for helping plan
instructional strategies and another for informing
taxpayers. The format for evaluation purposes dif-
fers from that used to explain the school’s goals at
a PTA meeting. In this book, we are not interested
in stating instructional objectives in terms of
teaching strategies. Rather, we are primarily inter-
ested in discussing how objectives should be
stated for evaluation purposes. Stating objectives
in a form functional for evaluation, however, is
not necessarily the best procedure to follow for
the purposes of communicating objectives.

In this section we will discuss some general
considerations in stating objectives for communi-
cation purposes. In the next section we will dis-
cuss specifically how one states objectives so that
they serve as adjuncts to the evaluation process.

Teacher- or Learner-Focused Goals can be
stated either in terms of what teachers are going
to do or in terms of the outcomes they expect
from their students. Most educational psycholo-
gists feel it is more fruitful to state the goals in

terms of expected student outcomes of the in-
struction rather than the teaching activity or pro-
cess. This is in keeping with the generally ac-
cepted definition of teaching as an activity for
which the goal is to induce learning or change be-
havior.

Eisner was one of the leading spokesmen for
those who do not think @/ goals need to be stated
in terms of student outcomes. He distinguished
between establishing a direction and formulating
an objective and said “much in school practice
which is educational is a consequence of establish-
ing directions rather than formulating objectives”
(Eisner, 1969, p. 13). Eisner thus argued for two
kinds of objectives. He agreed that some objec-
tives should be stated as student outcomes. (He la-
beled these instructional objectives.) He also be-
lieved there is a place in education for what he
called expressive objectives. These are objectives
that describe educational encounters.

Eisner contended that “instructional objectives
emphasize the acquisition of the known; while ex-
pressive objectives, its elaboration, modification,
and, at times, the production of the utterly new”
(Eisner, 1969, p. 17). He used the following as an
example of appropriate expressive objectives: A
teacher may want her suburban class to visit a
slum, but may be either unable or unwilling to for-
mulate specific outcomes for the multiplicity of
potential learning experiences the students will
undergo. Strong believers in the value of stating
all objectives in terms of student outcomes might
argue that the teacher should not provide the stu-
dents with the experience unless she is willing to
specify anticipated, desirable behavioral changes
in the students.

We believe that teachers should strive to ex-
press as many goals as possible in terms of student
outcomes, but that, on occasion, the wish to ex-
pose students to an experience may in and of itself
constitute an objective even though specific out-
comes of the exposure may not be identifiable.
Thus, we are, in general, arguing against wording
objectives like the following:

The teacher will lead a discussion on ecology.
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A better wording would be:

The students will be able to accurately describe the
U.S. conditions with respect to air and water pollu-
tion.

Immediate versus Ultimate Goals The wel-
fare of our nation depends upon what people are
able and willing to do. Everything we teach in
school is intended to have a permanent effect on
the learner. Granted, testing for immediate objec-
tives is easier than testing for ultimate ones. For
example, in a science course, it is much easier to
measure students’ knowledge of valence than it is
to measure their appreciation for science. We, as
educators, however, are interested in the ultimate
behavior of our students. In our society, they
should be—among other things—informed vot-
ers, able to handle their own finances, and capable
of holding jobs.

It is certainly appropriate to communicate these
ultimate goals, but a generalized statement is in-
sufficient for several reasons. Generalizations of
ultimate goals are not adaptable to the processes of
meaningful evaluation. Certainly, education of the
past can be evaluated in a very general sense by
looking at today’s society, and we will be able to
evaluate today’s education some time in the future.
But this evaluation is far too broad-—it cannot be
applied to a particular teacher’s instructional pro-
cedure or even to a general curriculum. Ultimate
goals are not sufficient guidelines for the admin-
istrator, teacher, or student.

In communicating goals, then, we should also
talk about immediate goals. When setting these
immediate goals, we should consider how their
achievement will relate to the ultimate goals, and
we should communicate this relationship.

As Lindquist pointed out, “Unfortunately this
ideal relationship among ultimate objectives, im-
mediate objectives, and the content and methods
of instruction has only rarely been approximated
in actual practice” (1951, p. 121). The same un-
fortunate circumstance exists today, but educators
should continue to emphasize such relationships.
Although the empirical support for such relation-

ships is admittedly difficult to build, the logical re-
lationships should at least be clear. For example,
we could probably successfully argue that some
basic knowledge of our governmental structure is
necessary (although not sufficient) for a person to
be an informed voter. Also, some basic knowledge
about arithmetic processes is necessary for a per-
son to make purchases, to balance a checkbook
and, generally, to function as a consumer in our
society.

General or Specific Educational goals and ob-
jectives can be written at very general or very spe-
cific levels. The earlier quote by the President’s
Commission would be an example of an extremely
general goal, one so general as to be vague and
therefore meaningless. Also, words like under-
stands and appreciates may be too general and am-
biguous to permit evaluation. A goal (behavioral
objective) that Johnny will answer “ewo” when
asked “What is one plus one?” is a very specific
goal. That goal is certainly not vague, but the de-
gree of meaning is limited. Certainly, it would be
ineflicient to communicate goals to anyone—stu-
dent, parent, or other teacher—at that level of
specificity. It would be much better to state that
Johnny should be able to add all combinations of
single-digit numbers, or two-digit numbers, or
whatever. Popham (1981, 1984), an early advocate
of using very specific objectives in the same way
as Mager (1962), has recognized the inappropri-
ateness of communicating very specific objectives.

Of course, when evaluating Johnny’s ability to
add, we will ask him to add several specific com-
binations. The tasks we ask Johnny to perform in
a test are objectives stated in a highly specific fash-
ion, so we are not denying that specific objectives
are relevant. But we wish to generalize from ob-
serving Johnny’s addition performance on a lim-
ited number of combinations to his ability to add
other combinations. If we had communicated to
Johnny which specific combinations we were
going to test, we would be unable to infer or gen-
eralize about his ability to add other combinations.

This is not always a well-understood point by
educators. The philosophy of stating goals, teach-
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ing toward them, and then assessing their attain-
ment has confused some people. They argue as
follows: “If we really want students to know cer-
tain things, we should tell them which specific
things we wish them to learn, teach those things,
and then test over those same things.” This way
of looking at the teaching-learning process and
communicating objectives is accurate only if the
objectives communicated are all-inclusive. Other-
wise, students will concentrate on those objectives
communicated and ignore those that are not. In
such a situation we cannot generalize from the
achievement of those specifics to what the stu-
dents know about the subject matter as a whole.

Very specific objectives (e.g., test questions)
should not be communicated in advance of assess-
ment unless those specifics are indeed absolutely
essential or when we have such a small set of goals
that all specifics can be defined. Communicating
specific objectives may be appropriate for almost
any training program of limited duration. The
goals are probably essential and few enough so
that they can all be specified. However, when ed-
ucation—as opposed to training—is taking place,
the number of specific goals that may be appro-
priate is too large. A/ specific objectives cannot be
communicated. In courses like ninth-grade social
studies or college sophomore educational psy-
chology, one has to communicate at a more gen-
eral level. Giving examples of specific goals is ap-
propriate, but the students should be told that
these objectives are only sample ones and that
their learning should not be restricted to those
specifics.

A further difficulty with very detailed objec-
tives is that they may actually complicate the mea-
surement process. Often it is the wording of the
objective, and #zot the intent of the objective that
dictates the form of the test items. This type of
objective wording is counterproductive.

Of course, it is easy to be too general in the
communication of goals. To say that a student
should “understand mathematics” or “understand
music” is not adequate. Many measurement spe-
cialists prepare different levels of objectives. For
example, Krathwohl and Payne (1971) advocate

three levels of objectives. The first level contains
very broad objectives, the second level more spe-
cific, and the third level quite specific objectives.
A fourth level would be the test items themselves:
very specific objectives usually zor communicated
in advance of instruction. One could communicate
all the objectives at the first or second level. At
times, samples of third-level objectives and test
questions would be useful for communication pur-
poses.

Single-Course versus Multiple-Course Ob-
jectives Some educational objectives, such as
those dealing with knowledge of subject matter
(e.g., what is the valence of iron, or what is the
meaning of strabismus), are unique to only a single
course and any other educational experiences will
have little or no effect on their realization.

On the other hand, there are some instructional
objectives, such as problem-solving skills, that are
shared by many teachers and many courses.
Teachers must therefore be cognizant in their
evaluation process of the fact that objectives may
be specific to a single course or shared by two or
more courses.

Behavioral (Performance) versus Nonbehav-
ioral Objectives Perhaps one of the more
heated controversies with respect to the commu-
nication of goals is whether or not they must be
stated in behavioral terms. A behavioral goal (usu-
ally called an objective) specifies what the learner
will be doing when we evaluate whether or not he
has attained the goal. (Thus, a behavioral objective
would read “the student will add” instead of “the
student will understand how to add.”) Behavioral
objectives use action verbs, whereas nonbehav-
ioral objectives do not. There is no disagreement
that when we evaluate whether students have met
certain goals, we must also evaluate their behav-
iors. There is some disagreement, however, about
whether we should, before the evaluation, specify
our goals in behavioral terms or, indeed, whether
all goals are required to be adaptable to evaluation
processes.

Some of the controversy in this area cuts across
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two other dimensions we have discussed: degree
of specificity and whether the goals focus on the
teacher or the learner. Behavioral objectives focus
on learner outcomes; nonbehavioral objectives
may focus on learner outcomes or teacher activi-
ties. Behavioral objectives in the past have tended
to be more specific than nonbehavioral objectives.
This last point has contributed to the controversy
about behavioral objectives. Advocates of behav-
ioral objectives originally preferred to state the
objectives very precisely, even to the point of de-
tailing what conditions must exist while the behav-
ior is being performed and of specifying the cr-
teria that must be met in order to conclude that the
objective has been atuained satisfactorily. For ex-
ample, a nonbehaviorally worded objective might
be the following:

1. The students will understand how to take the
square root of 69,

The behavioral counterpart would be the follow-
ing:

2. The students will compute the square root of
69. :

Many advocates of behavioral objectives might
have argued that this statement is still not specific
enough. They would prefer even more detail such
as,

3. The students will compute the square root of
69 without the use of tables, slide rules, or any
mechanical device. They will use paper and
pencil, show all work, finish within 60 sec-
onds, and be accurate to the nearest hundredth.

Again, conditions and criteria must be specified
for evaluation, but currently most educators do
not feel it necessary to communicate specific be-
havioral objectives prior to instruction. Few
would specify as much detail as is presented in the
third statement for planning instruction. We
should keep in mind, however, that the debate
about using behavioral terms is often intertwined
with the debate about how specific our commu-
nication of goals needs to be.

Advocates of behavioral objectives state that

they are clearer and less ambiguous than nonbe-
haviorably stated objectives. Behavioral objectives
are supposedly a better aid in curriculum planning,
promoting student achievement, and improving
evaluation (Dallis, 1970; Huck & Long, 1972).
Supposedly, teachers better “understand” behav-
iorally stated objectives and therefore ‘“know”
more about how to teach.

It is certainly true that the following statements
of objectives are ambiguous: a student will uznder-
stand how to add, subtract, multiply, and divide;
or appreciate classical music; or enjoy physical ac-
tivity; or comprebend the workings of an internal
combustion engine; or relish literature. What do
we mean by understand, appreciate, enjoy, com-
prehend, or relish? It is difficult, if not impossible,
to tell when a child is relishing great literature.
One way we can explain what we mean by “un-
derstand” is to describe how a person who under-
stands behaves differently from one who does not
understand. If a person who “appreciates” classi-
cal music does not behave any differently from one
who does not appreciate classical music, then the
goal of classical music appreciation is not worth
working for.

Thus, we argue that every worthwhile goal of
education is, in principle, capable of being stated
in behavioral terms. But it does not necessarily
follow that behavioral statements are the best way
to communicate goals to all people. We in educa-
tion often do have what Waks (1969) called men-
talistic aims. We actually do want students to ap-
preciate, comprehend, understand, and think
creatively. The fact that we can evaluate these
goals only through the observation of behaviors
does not mean that the behaviors, per se, are our
goals.

As a matter of fact, if we tell our students what
behaviors we are going to observe to infer “appre-
ciation,” the inference may no longer be correct.
(This seems to be more of a problem if our goal is
affective rather than cognitive.)

We could specify, for example, that a person
who appreciates classical music, in contrast to one
who does not appreciate such music, will (1)
spend more time listening to classical music than,
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say, to “rock” on the radio, (2) be more attentive
while listening, and (3) buy more classical than
“pop” records. We could make a long, but not ex-
haustive, list of such behaviors. These would be
the behaviors from which we would infer appre-
ciation. But if we to/d our students that our goals
were the behaviors listed, they might engage in
those behaviors only during the time period in
which the teacher was doing the evaluation with-
out ever appreciating classical music at all! The
students would not be performing the behaviors
under natural conditions.

Stating objectives in behavioral terms is neces-
sary to evaluate objectives. Behavioral objectives
may also be desirable in planning instructional
strategies. Stating objectives in behavioral terms
forces teachers to think clearly, and in some detail,
about just what they are trying to accomplish.
Thus, behavioral objectives serve valuable func-
tions. But we are suggesting that there are poten-
ttal problems of communication in using behav-
ioral objectives. One of these problems is to
mistake the product or behavior as an end in itself
rather than as evidence that the end has been

achieved. A related problem is that one may mis-
take a set of stated behavioral objectives as ex-
haustive when, in fact, they are only a sample of
the behaviors we wish the student to be able to
exhibit.

By suggesting that there are problems in com-
municating via behavioral objectives, we are not
suggesting that adequate communication can al-
ways take place without them. If your instructor
tells you that you are to “understand” the concept
of reliability in measurement, what does she
mean? Does she want you to be able to define it,
compute it, or list factors that affect reliability? If
she wants you to understand correlation, does she
wish you to be able to compute a correlation co-
efficient, interpret one, determine its statistical
significance, derive the formula, or list common
errors of interpretation? If the teacher means all
of these by “understand,” she should say so. If she
means only certain ones, she should so state. Stu-
dents have a right to know, in general, what types
of behaviors the teacher expec{s them to exhibit
when they are being evaluated. But if we expect a
student to derive an equation, it is not likely that
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the derivation, per se, is our goal. Rather, we wish
to infer some mental process such as understand-
ing from that act. If we teach a particular deriva-
tion and the student memorizes it, we may end up
making an incorrect inference of understanding
rather than memory.

The problems that result from confusion as to
whether a behavioral objective is really our main
objective or only an indicant of it can usually be
minimized by employing the levels approach dis-
cussed in the previous section. If we start with the
broader goal statements and develop our behav-
ioral objectives (usually third-level objectives)
from them, it will typically be clear whether they
are main intents or only indicants. Further, we
wish to emphasize that it is preferable to start
with the broader goals. Although it occasionally
may help clarify goals by first attempting to list all
the possible specific behaviors, it is likely to be
more beneficial to work the other way around
{McAshan, 1974, pp. 47-48). And thinking of be-
haviors first does put the cart before the horse. As
important as evaluation is, it should not determine
the goals of education.’

A General Approach to Goal
Communication: A Summary

Ordinarily, goals or objectives should be stated in
terms of learner outcomes, not teacher processes.
We should communicate both immediate and ul-
timate goals. Goals should be specific enough that
they are not vague, yet general enough to com-
municate efficiently. Very specific goals are almost
always only samples of what we want students to
have learned. When listing specific goals, we
should make clear that these are samples only.
Neither teachers nor students should concentrate
on these specifics to the exclusion of other mate-
rial. We can infer the accomplishment of goals
only through observing behavior. Specifying the
type of behavior we will accept as evidence that

SThere is somewhat of a heated discussion about whether test-
ing (and hence evaluation) is (or should be) driving the curric-
ulum or vice versa.

the student has reached the goal is helpful. Some-
times the behavior itself is the goal. At other times
it is only an indicant of the goal. This is an im-
portant distinction. Behavior is an indicant of the
accomplishment of a mentalistic aim only when
performed under natural conditions. If a teacher
or student concentrates on the specific behavior as
the goal, it can no longer be interpreted as an in-
dicant that the desired goal has been attained. By
listing objectives in levels and by listing only sam-
ples of third-level objectives and fourth-level test
items, it should be clear when specific behaviors
are our objectives and when they are only indi-
cants.

An Anecdote

By way of summarizing the importance of com-
municating goals, we present the following anec-
dote:

At a parent-teachers conference the teacher
complained to Mr. Bird about the foul language of
his children. Mr. Bird decided to correct this be-
havior. At breakfast he asked his older son, “What
will you have for breakfast?” The boy replied,
“Gimme some of those damn cornflakes.” Imme-
diately Mr. Bird smashed the boy on the mouth.
The boy’s chair tumbled over and the boy rolled
up against the wall. The father then turned to his
second son and politely inquired, ‘“What would
you like for breakfast?”” The boy hesitated, then
said, “I don’t know, but I sure as hell don’t want
any of those damn cornflakes!”” Moral: If you want
someone to change his behavior, tell him your
goals.

MAKING OBJECTIVES AMENABLE TO
MEASUREMENT AND EVALUATION

1. Objectives should begin with an action verb.
The key to making an objective behavioral and
therefore subject to measurement lies in the verb
used. General objectives such as to “become cog-
nizant of,” “familiar with,” “knowledgeable
about,” “mature,” or “self-confident” are not be-
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havioral. They do not tell us what the learner will
be doing when demonstrating his achievement of
the objective. For behavioral objectives, action
verbs are needed. Claus (1968) suggested that one
use only imperative sentences in stating educa-
tional objectives. These sentences begin with a
verb and are a call to action. Claus compiled a list
of 445 “permissible” verbs and placed them in
various categories. Examples from the list are pre-
sented in Table 3-2. These may assist teachers
who are trying to decide what student behaviors
are required for one to infer understanding, cog-
nizance, or maturity. Table 3-1 presents some ex-
amples of infinitives that relate to Bloom’s taxo-
nomic classification of cognitive objectives.

2. Objectives should be stated in terms of observ-
able changes in bebavior. For example, an objective
written as, “Always considers the views/opinions
of others” is zot stated in behavioral terms. Why?
Can’t we observe this over time and see if there’s
a change? Yes. However, one can’t “always” ob-
serve anything. Another poor-objective is, “Prac-
tices good citizenship.” Why is this poor? Be-
cause many of the types of behavior that exemplify
realization of this behavior occur outside of school
and hence the teacher can’t observe them.

Although there are certain techniques of word-
ing objectives in order to make them behavioral,
the major problem in writing them is in thinking
through what behaviors are reasonable indicants
of their nonbehaviorally stated objectives. Writ-
ing objectives that are amenable to measurement
requires considerable knowledge about the subject
matter being taught and about the changes in be-
havior likely to result.

Certainly, it is more difficult to word objectives
behaviorally in some areas than in others. Affec-
tive objectives are particularly hard to specify be-
haviorally. As we stated before, this is because the
behaviors themselves are often not our objectives,
but are the indicants of the particular affect that
we are trying to instill.

Besides specifying the performance or behavior
of the learner, it is often helpful to specify the con-
ditions that will be imposed upon the learner while
demonstrating ability to perform the objective. It

is one thing to compute a square root on an elec-
tronic calculator and quite another to do it by
hand. Computing the volume of a sphere requires
different knowledge if one needs to know the for-
mula from that needed if the formula is available.

Some advocates of behavioral objectives also
suggest specifying the criterion, or standard, by
which the behavior is evaluated. This is clearly
necessary if by “standard” one means the criterion
that will be used in evaluating, for example, the
goodness of a bead in welding or the quality of a
vocal solo. One cannot evaluate unless there are
criteria that can be used to differentiate quality of
behavior. However, if by “standard” one means
setting an arbitrary cutoff determination of
whether one can weld or sing, the advisability of
setting a criterion becomes more debatable. Usu-
ally, there are degrees of performance. It is not par-
ticularly wise to think of an objective as being ei-
ther met or not met. More often the degree to
which the objective has been achieved is the in-
formation desired.

3. Objectives should be stated in unambiguous
terms. The previous example, “Practices good cit-
izenship,” is poor because the word “good” can
mean different things to different people. To one
teacher, it may mean that the students are willing
to serve on the student council. To another
teacher, it may mean that the students vote in
school elections.

4. Objectives should be stated so that they are
content-free.

Can divide fractions in arithmetic.
Can divide fractions.

Poor:
Better:

By keeping objectives content-free, we are able
to use them as models for different specifics. For
example, in our “better” division objective, we
could use it in arithmetic or science. And, in arith-
metic, we could use it for decimals, fractions,
whole numbers, mixed numbers, and so forth.

S. Objectives should be unitary; that is, each
statement should relate to only a single process. For
instance, the objective “understands the digestive
process and is willing to accept dieting when nec-
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TABLE 3-2 Index Verborum Permissorum*

“CREATIVE” BEHAVIORS

Alter Paraphrase
Change Question
Design Reconstruct
Generalize Reorganize

Rephrase
Restructure
Synthesize
Vary

GENERAL DISCRIMINATIVE BEHAVIORS

Collect Discriminate
Define Identify
Describe Isolate
Differentiate List
LANGUAGE BEHAVIORS
Abbreviate Outline
Alphabetize Punctuate
Capitalize Recite
Edit Speak
MUSIC BEHAVIORS

Blow Harmonize
Clap Hum
Compose Play
Finger Plunk
ART BEHAVIORS

Assemble Draw
Brush Form
Carve Illustrate
Cut Mold
MATHEMATICAL BEHAVIORS
Bisect Extract
Calculate Graph
Derive Interpolate
Estimate Measure

Match
Order
Select
Separate

Spell
Syllabicate
Translate
Write

Practice
Sing
Strum
Whistle

Paint
Sculpt
Sketch
Varnish

Plot
Solve
Tabulate
Verify

COMPLEX, LOGICAL, JUDGMENTAL

BEHAVIORS

Analyze Criticize
Combine Deduce
Conclude Defend
Contrast Evaluate
SOCIAL BEHAVIORS
Agree Discuss
Aid Forgive
Contribute Interact
Cooperate Invite
“STUDY” BEHAVIORS
Arrange Diagram
Cartegorize Itemize
Compile Mark
Copy Name
PHYSICAL BEHAVIORS
Arch Hit

Bat Hop
Climb March
Face Run
DRAMA BEHAVIORS

Act Enter
Direct Express
Display Pantomime
Emit Perform

Formulate
Generate
Infer

Plan

Participate
Praise
React
Volunteer

Organize
Quote
Reproduce
Underline

Ski
Skip
Swim
Swing

Respond
Show
Start
Turn

LABORATORY SCIENCE BEHAVIORS

Apply Dissect
Calibrate Manipulate
Convert Operate
Demonstrate Report

GENERAL APPEARANCE, HEALTH, AND SAFETY BEHAVIORS

Button Dress
Clean Empty
Comb Fasten
Cover Lace

Tie
Wash
Wear
Zip

Reset
Set
Transfer
Weight

SOURCE: C. K. Claus, “Verbs and Imperative Sentences as a Basis for Stating Educational Objectives.” Paper given at a meeting

of the National Council on Measurement in Education, Chicago, 1968.

*In contrast, Sullivan (1969) states that most, if not all, cognitive learning outcomes in the school are encompassed by only six

action verbs: identify, name, describe, order, construct, and demonstrate.
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essary,” contains two processes—a cognitive pro-
cess of the recall and understanding of digestion
and an affective process of the acceptance of diet-
ing.

One more point should be mentioned. Writing
behavioral objectives is a difficult task. Most edu-
cators do not do this task nearly so well as the the-
orists suggest (see Ammons, 1964). As a partial
help for teachers who recognize the need for be-
havioral objectives, but who have neither the time
nor desire to develop a comprehensive list of their
own, the sources listed earlier (e.g., Popham,
1970; Flanagan et al., 1971; NAEP, 1969) may be
helpful. Also, several small books have been writ-
ten by educational psychologists to teach educa-
tors how to write objectives (see Mager, 1962;
Yelon & Scott, 1970; Burns, 1972; Vargas, 1972,
McAshan, 1974; Gronlund, 1978; Kibler et al.,
1981).

OBJECTIVES FOR CRITERION-
REFERENCED TESTS

As mentoned in Chapter 2, the advocates of cri-
terion-referenced testing emphasize the impor-
tance of operationally defining the domain of con-
tent or behavior the test is to measure. (We hope
you also recall that whenever one wishes to gen-
eralize from a sample of items to a broader do-
main, the domain has to be defined. This is true in
either a norm-referenced or a criterion-referenced
test. Criterion-referenced testing advocates stress
this idea more but, on occasion, inappropriately
claim it as a concern unique to their kind of test.)
Historically, a domain has been defined through
content outlines and statements of behavioral ob-
jectives. Often, tables of specifications or test
blueprints are used to assist in communicating the
domain. We will discuss these more in Chapter 4.
Some proponents of criterion-referenced testing,
however, argue that this type of approach is too
subjective and leads to an ambiguous definition, al-
lowing item writers too much freedom. Different
writers could well develop items of quite different

levels of difficulty covering the same ill-defined
domain, thus making any inference from the per-
centage of items answered correctly to the per-
centage of domain the person knows suspect.
What is needed, they claim, is an unambiguous def-
inition of a domain and a set of item-writing rules
for generating the items so that different test-mak-
ers could construct equivalent sets of items.

Popham (1980, 1984) has described four differ-
ent strategies the Instructional Objectives Ex-
change has tried since 1968. First, the staff tried
bebavioral objectives, but decided they were too
terse and left too many decisions to the writers.
Next, they tried item forms, which were very spe-
cific and detailed rules for creating test items. Pop-
ham reports, however, that they ended up with too
many item forms and too few writers willing to
pay attention to the details. Next they tried ampli-
fred objectives, more elaborate behavioral objectives
that compromised between behavioral objectives
and item forms. They found that these also al-
lowed item writers too much latitude. Their cur-
rent approach is to use what they call test specifi-
cations. Separate test specifications are written for
each set of items that measure the same class of
student performance. Generally, this involves a
delimited and clearly defined achievement domain
and a set of test specification components. These
test specification components consist of: a general
description, that is, a one- or two-sentence sum-
mary of what the test measures, a sample item, a
set of response attributes, and, at times, a set of
specification supplements (see Popham 1980,
1984, for details).

Although such detailed test specifications may
be time-consuming to prepare, if carefully pre-
pared, the specifications will indicate what student
performance is being measured and the character-
istics of items to be prepared. Such a procedure is
invaluable in developing item pools where one
wishes to have test items that are measuring the
same skills, knowledge, and the like. Additionally,
such detailed specifications can be of great value
to the test user because they indicate what the test
scores represent, that is, what the test measured.

Berk (1979) reviewed these and three other ap-
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proaches: item transformations, algorithms, and
mapping sentences. He suggested, and we would
agree, that the rigor and precision of these strate-
gies are inversely related to their practicability.
While research should continue to be done on
these approaches, and while some large test-build-
ers can use them with some success, the typical
educator should feel no shame for preferring to
develop items from the third level of performance
objectives described earlier. Since this allows for
some flexibility in item writing, we cannot make
any absolute statements with respect to the per-
centage of a domain one knows. Such is the state
of our art.

UNANTICIPATED AND/OR
UNMEASURABLE OUTCOMES

Most educators will admit that stating objectives
is not a panacea for existing weaknesses and lim-
itations of educational evaluation. Lists of objec-
tives will always be incomplete. There will be un-
anticipated outcomes, and these too should be
evaluated. Also, while in principle every objective
is measurable, we must admit that in practice it is
not so.® Eisner’s example of a teacher taking her
suburban children to visit a slum is a good illustra-
tion of an educational procedure with both unan-
ticipated and unmeasurable outcomes. The same
holds true of any encounter with students; there
will always be unanticipated and unmeasurable
outcomes. Educators should be alert in seeking
clues to unanticipated outcomes and attempting to
evaluate them. These clues may be obtained in
many ways, such as by interviewing students or
parents and by carefully observing classroom,
lunchroom, and recess situations. There are prob-
ably not so many “unmeasurable outcomes” as
many educators suppose. By employing a variety

®This can be seen if learning is defined as the predisposition to
respond in a certain way under certain environmental condi-
tions. The evaluator may simply not have the environmental
conditions sufficiently under control to make an evaluation of
whether learning has occurred.

of measurement techniques, many of the outcomes
considered unmeasurable can be measured. Cer-
tainly, a fair number of outcomes cannot be mea-
sured via the traditional paper-pencil achievement
test, but such procedures as observations, anec-
dotal records, sociometric devices, and attitude in-
ventories can be used to obtain evidence for many
of these outcomes.

AN EXAMPLE OF STATING
OBJECTIVES FOR INSTRUCTION AND
EVALUATION

In writing instructional objectives, one begins by
stating a general learning outcome. For this state-
ment such nonaction verbs as “applies,” “compre-
hends,” “knows,” and “understands” are permis-
sible. (These may be first- and/or second-level
objectives.) Examples of objectives for this chap-
ter, stated as general learning outcomes, would be

as follows:

1. Knows some sources of information about ob-
jectives;

2. Comprehends that objectives are stated differ-
ently, depending on the purpose of the com-
munication;

3. Appreciates the value of making objectives be-
havioral.

Once all general outcomes are stated, the next
task is to make a representative list of explicit stu-
dent behaviors that can be used as evidence that
the general objective has been achieved. Since
making affective objectives behavioral is the most
challenging, let us try to specify some behavioral
objectives for the general statement 3 listed above.

a. Completes a nonrequired assignment on writ-
ing behavioral objectives;

b. Gives a report on one of the texts mentioned
on behavioral objectives;

c. Enrolls in a one-hour seminar devoted solely to
writing behavioral objectives;

d. Proselytizes the need for behavioral objectives
with other students;
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e. Completes favorably a confidential rating scale
on the importance of behavioral objectives;

f. Asks for further information about affective
behavioral objectives.

This sample of specific learning outcomes
could be made much more complete. Only time,
divergent thinking, an understanding of the word
appreciates, and an awareness of the multiple ways
to measure them are necessary. These behaviors,
if performed under natural conditions, are ones
from which we can reasonably infer positive af-
fect. Of course, it is always possible to fzke affect.
This is one reason we advance for not considering
a student’s affect in a course when reporting his
level of achievement. (See Chapter 20, “Marking
and Reporting the Results of Measurement,” for a
fuller discussion of this issue.)

B SUMMARY

The principal ideas, conclusions, and implications
of this chapter are summarized in the following
statements:

1. One of the important tasks of educators is to
determine the goals of education.

2. Goals (objectives) help an instructor to plan
instruction, guide student learning, and pro-
vide a criterion for evaluating student out-
comes. '

3. Two considerations in selecting goals are
their relevance and their feasibilicy. After
they are selected, their priorities must be de-
termined.

4, Many published statements can serve as
guidelines for the teacher involved in deter-
mining goals.

5. The cognitive, affective, and psychomotor
taxonomies have been of assistance in helping
educators determine and communicate about
goals. They are also helpful in preparing as-
sessment devices.

6. Once goals are selected, they need to be com-
municated to a variety of people. There is no
one best way to communicate educational
goals; it depends upon the intended audience
and the purpose of the communication.

7. It is generally better to state goals in terms of
student outcomes than in terms of teaching
processes.

8. We should communicate both immediate and
ultimate goals and the relationships between
them.

9. Most educational goals can be more effi-
ciently communicated in somewhat general
terms. At times, however (e.g., in specific
training programs within an educational set-
ting), it is appropriate and expedient to com-
municate very specific objectives.

10. Some instructional objectives are the shared
responsibility of several teachers (courses).

11. Where feasible, objectives should be stated so
they are content-free.

12. A behavioral objective is one that specifies
what the learner will be doing when we eval-
uate whether or not he has attained the goal.
Hence, statements of behavioral objectives
make use of action verbs.

13. Stating objectives in behavioral terms is nec-
essary if we are to evaluate those objectives.
Such behavioral statements are also typically
helpful in planning instructional strategies.

14. One potential problem of behavioral objec-
tives is confusion of the behavior with the ob-
jective. At times, the behavior is the objective.
At other times, it is only an indicant of an ob-
jective.

15. Various new approaches to defining domains
and building tests have been tried by advo-
cates of criterion-referenced tests. These are
generally difficult techniques for the class-
room teacher to use.

16. Stating objectives through a levels approach
has much to recommend it. First, one states
general learning outcomes, often in nonbe-
havioral terms. Then one lists under each of
those outcomes a representative sample of the
specific types of behavior that indicates at-
tainment of the objective.

17. Objectives should begin with an action verb,
be stated clearly in terms of observable
changes, be unitary, and represent intended
outcomes of the teaching-learning process.

18. Unanticipated and/or unmeasurable out-
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comes do occur as a result of education. If
there are too many of these, it may well in-
dicate that insufficient thought went into
specifying the original objectives and plan-
ning the instruction and evaluation proce-
dures.

POINTS TO PONDER

Suppose you are given the task of conducting
a needs assessment in a school district. How
would you proceed?

. What proportion of a teacher’s efforts should

be directed toward students’ achievements of
minimum versus developmental objectives?
Support your answer.

. Is it reasonable to expect a relationship be-

tween all immediate objectives and ultimate
goals? Why or why not?

. Why would a teacher wish to keep striving to-

ward some goals even if they were not measur-
able?

. What instructional objectives are the shared

responsibility of several teachers (courses)?
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Bl Factors to Consider When Selecting an Item Format
B Additional Details in Test Planning

M General Considerations in Writing Test Items

B What Does It Take to Be a Good Item Writer?

B Constructing Criterion-Referenced Tests

Despite the ever increasin,; use of portfolios, sam-
ples, and performance tests to assess student prog-
ress, teacher-made achievement tests are fre-
quently the major basis for evaluating students’
progress in school (Herman & Dorr-Bremme,
1984; Stiggins & Bridgeford, 1985). One would
have greart difficulty in conceptualizing an educa-
tional system where the child is not exposed to
teacher-made tests. Although the specific purposes
of the tests and the intended use of the results may
vary from one school to another or from one
teacher to another, it is essential that we recognize
the part that test results can play in the life of the
student, parent, teacher, counselor, and other ed-
ucators.

Classroom evaluation instruments are 7ot re-
stricted to conventional pencil-and-paper achieve-
ment tests. Stiggins and Bridgeford (1985) re-
ported that while elementary teachers preferred
observations, secondary teachers preferred test-
ing. This of course, is to be expected, especially
for primary teachers, who seldom (if ever) use
pencil-and-paper tests because some of their more
important instructional objectives cannot be eval-
uated by a pencil-and-paper test. Rather, they
must use rating scales, checklists, and other obser-
vational techniques. Rogers (1985), Stiggins and
Bridgeford (1985), and Anderson (1987) reported
that teachers believe observations of student per-
formance and product rating are desirable supple-
ments to pencil-and-paper tests. Herman and
Dorr-Bremme (1984) reported that nonformal test
procedures were the teachers’ most important
source of information for making decisions about
graduation, initial placement, and moving students
from one instructional group to another. The dis-
cussion in this and the next four chapters is con-
cerned with teacher-constructed achievement
tests. Other teacher-made evaluation instruments
will be considered in more detail in Chapter 9.

After studying this chapter, you should be able
to:

1. Discuss the advantages of teacher-made tests
over commercially published tests.

2. Understand the major problems associated
with teacher-made tests.

3. Classify teacher-made achievement tests ac-
cording to item format, nature of stimulus,
and purpose.

4. Explain how purposes, content, method, tim-
ing, test length, item difficulty, and test blue-
prints relate to the planning of an evaluation
procedure.

5. Construct a test blueprint.

6. Understand the importance of, and be able to
construct, an item that matches an instruc-
tional objective.

7. Understand the differences between essay
and objective tests.

8. Evaluate the strengths and weaknesses of
essay and objective items.

9. Understand the factors to be considered in
selecting a particular item format.

10. Understand the factors to be considered
when deciding upon a test’s length.

11. Define and discuss item difficuley.

12. Follow the guidelines offered for preparing
test items.

13. Discuss the six characteristics (abilities) a
person needs to write good test items.

14. Specify the sources of ideas upon which to
base test items.

15. List the criteria to be met when selecting
ideas for test items.

WHY TEACHER-MADE TESTS?

Teachers have an obligation to provide their stu-
dents with the best instruction possible. This im-
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plies that they must have some procedure(s)
whereby they can reliably and validly evaluate how
effectively their students have learned what has
been taught. The classroom achievement test is
one such tool. But if there are commercially avail-
able achievement tests, why is it so important that
classroom teachers know how to construct their
own tests? Why not use the commercial tests?

Commercially prepared achievement tests are
seldom administered more than once a year.
Teacher-made tests can be and generally are given
with much greater frequency. In addition, teacher-
made tests can be more closely related to a teach-
er’s particular objectives and pupils. Who knows
better than the classroom teachers the needs, back-
grounds, strengths, and weaknesses of their pu-
pils? The classroom teacher, of course, is in the
best position to provide answers to questions such
as, “Does Ilene know how to add a single column
of numbers well enough to proceed to the next in-
structional unit?” or “What relative emphasis has
been placed on the Civil War in contrast to the
Declaration of Independence?” Not only is the
classroom teacher able to “tailor” the test to fit her
particular objectives, but she can also make it “fit”
the class and, if she wishes, “fit”’ the individual pu-
pils. Commercially prepared tests, because they
are prepared for use in many different school sys-
tems with many different curricular and instruc-
tional emphases, are unable to do these things as
well as the teacher-made test.

Also, the content of commercially prepared
tests tends to lag behind, by a few years at least,
recent curricular developments. Teacher-made
tests are more likely to reflect zoday’s curriculum.
This is especially true in subject-matter areas such
as science and social studies, which may change
rather rapidly.

Classroom test results may also be used by the
teacher to help her develop more efficient teaching
strategies. For example, Ms. Atom may feel that
her pupils must understand valence before they
can be introduced to balancing chemical equations.
She could develop her own tests, administer them
to her students as pretests, and then proceed on
the basis of the test results to (a) reteach some of
the information she falsely assumed the students

already knew, (b) omit some of the material
planned to be taught because the students already
know it, and (c) provide some of the students with
remedial instruction while giving other students
some enrichening experiences. She could have ob-
tained this information with a commercial test
only #f that test reflected her particular objectives.
Many times such tests do not.

There are many instances when a teacher wants
to sample thoroughly in a particular area. That 1s,
she is interested in obtaining as much information
as possible from a test in a specific content area
such as refraction, reflection, or valence. Nor-
mally, the commercial test will sample a variety of
skills and knowledge rather than focus on any sin-
gle aspect of the course content. Hence, teachers
who want to sample thoroughly in a particular area
can do this best by preparing their own tests. Even
if a teacher can find a commercial test that sampled
a particular concept to her liking, what would she
do with the remainder of the test? It would be
rather uneconomical to buy the total test for such
a limited purpose. Yet the limited purpose should
be evaluated. It is best evaluated by a well-con-
structed teacher-made test.

Classroom tests, because they can be tailored to
fit a teacher’s particular instructional objectives,
are essental if we wish to provide for optimal
learning on the part of the pupil and optimal teach-
ing on the part of the teacher (see Bejar, 1984).
Without classroom tests, those objectives that are
unique to a particular school or teacher might
never be evaluated. Our emphasis on the desira-
bility and importance of the classroom teachers
being able to construct their own personal,
unique, and relevant tests should 7ot be construed
as a de-emphasis or an implied lack of value of
commercial tests. On the contrary! Both serve a
common function—the assessment of a pupil’s
skills and knowledge. But because they differ in
scope, content, and use, we should capitalize on
how they complement each other rather than
argue that one is better than the other.

A survey by Stiggins and Bridgeford (1985) on
the uses of various types of tests—teacher-made
objective; standardized objective; and structured
(planned and systematically designed to include
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prespecified purposes, exercises, observations,
and scoring procedures) and spontaneous (arises
naturally in the classroom upon which the teacher
makes a judgment of the student’s level of devel-
opment) performance assessment—reported that:

1. For assigning grades and evaluating the effective-
ness of an instructional treatment, teachers said
they give most weight to their own objective
tests. It’s interesting to note that with respect
to grading, the weight given to teacher-made
objective tests and structured performance as-
sessment increases while that given to pub-
lished tests and spontaneous performance as-
sessment decreases as the grade level increases.

2. For diagnosis, teachers give most weight to
teacher-developed objective tests, followed
closely by performance assessments in assist-
ing them to diagnose pupil strengths and weak-
nesses. The former are most often used in sci-
ence and math. Structured and spontaneous
performance assessments are given most
weight in speaking diagnosis and writing as-
sessment, respectively.

3. For reporting achievement to parents, the teach-
ers surveyed said they relied most heavily on
their own objective tests and structured per-
formance assessment.

To this point we have attempted to explain why
teacher-made tests are necessary, even though
there are good commercially prepared achieve-
ment tests available. However, in recent years
there has been an attempt to build up item banks
that can be used by the classroom teacher to pre-
pare her test. Does this imply that teacher-made
tests will be gradually discarded? We think not. At
present these item banks—such as the Instruc-
tional Objectives Exchange, the Clearinghouse for
Applied Performance Testing, the Objectives and
Items Co-Op, and the School Curriculum Objec-
tives-Referenced Evaluation—are zot geared to
provide the kind of service that would be required
if large numbers of teachers were to avail them-
selves of the service. More important, however, is
that such agencies would zot encourage dispens-
ing with teacher-made tests. With few exceptions,

they provide only the raw materials, 7ot the fin-
ished test. Teachers would still have to know how
to build, plan, score, and analyze the test. There is
still a preponderance of schools having local,
unique objectives that would not be measured by
materials contained in these item banks, and teach-
ers would have to write some items. Item banks
can be of value to the classroom teacher. We do
not think, however, that they will replace the need
for the teacher’s having knowledge of the pro-
cesses involved in building a good achievement
test.

DEFICIENCIES IN TEACHER-MADE
TESTS

Students sometimes complain that they are fed up
with tests that are ambiguous, unclear, and irrele-
vant. Student comments such as “I didn’t know
what the teacher was looking for” and “I studied
the major details of the course but was only ex-
amined on trivia and footnotes” are not uncom-
mon. Nor are they necessarily unjustified (see
Planisek & Planisek, 1972; Haertel, 1986; Stig-
gins, 1988; Cohen & Reynolds, 1988). By and
large, teacher-made achievement tests are quite
poor. But that shouldn’t be surprising or unex-
pected. In their pre-service education programs
our teachers are trained to teach and zot to assess
(test) their students (Gullickson, 1986; Gullickson
& Ellwein, 1985; and Marso & Pigge, 1989).

Let us look briefly at some of the major defi-
ciencies commonly associated with teacher-made
achievement tests. The deficiencies discussed
below can be minimized by careful planning, by
meticulous editing and review, and by following
some simple rules of test-item construction.'

'Carter (1986) showed that test-wise students are able to use
secondary clues to deduce the correct answer for faulty multi-
ple-choice items. Possibly more shocking was her finding that
teachers were unaware that they provided any clues such as the
longest foil being the correct answer. Gullikson (1984) and
Stiggins and Bridgeford (1985) reported that teachers felt de-
ficient and needed more training in test construction.
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1. Ambiguous questions. When a statement or
word can be interpreted in two or more ways, we
have ambiguity. In the essay test, words such as
“discuss” and “explain” may be ambiguous in that
different pupils interpret these words differently.
In a true-false test, the item® “It is very hot in
Phoenix in August” might be true or false depend-
ing upon the student’s referent. In comparison to
Siberia, the statement is true. But in comparison
to Death Valley, the statement may be false. In
other words, how “hot” is “hot”’? Students should
not be required to guess at an answer because the
question is ambiguous. The question should be
worded in such a way that it is interpreted in the
same way by &/l students. Differential performance
should be the result of differences in knowledge
of the subject matter, zot of differences in the in-
terpretation of the item. After writing a test item,
ask yourself “Can I make this item any more di-
rect and clear?” Editing and some independent re-
view of the test items by another teacher should
help minimize ambiguity.

2. Excessive wording. Too often teachers think
that the more wording there is in a question, the
clearer it will be to the student. This is not always
so. In fact, the more precise and clear-cut the
wording, the greater the probability that the stu-
dent will not be confused.

3. Lack of appropriate emphasis. More often
than not, teacher-made tests do not cover the ob-
jectives stressed and taught by the teacher and do
not reflect proportionately the teacher’s judgment
as to the importance of those objectives. Fre-
quently, teacher-made achievement tests are heav-
ily loaded with items that only test the student’s
ability to recall specific facts and information,
such as “In what year was the Magna Carta
signed?” Fleming and Chambers (1983) after re-
viewing about 9,000 items written by Cleveland,
Ohio, classroom teachers (we believe they are typ-
ical of classroom teachers) found that nearly 80

Item and question are used interchangeably. Item format re-
fers to the type of item, such as true-false or multiple-choice.

percent of the items dealt with facts and knowl-
edge. Only a minimal number of the items re-
quired students to apply their knowledge.

We do not negate the value of knowing certain
specific facts and details, such as the multiplication
tables. We feel that knowledge of such informa-
tion should be tested. But this is markedly differ-
ent from having the student quote the first five
lines from “To be or not to be . ...” Why are so
few of the test items constructed by classroom
teachers devoted to measuring the higher mental
processes of understanding and application? Pri-
marily because it is so much easier to prepare
items that measure factual recall than it is to write
test items that measure comprehension, synthesis,
and evaluation. Also, students don’t like items that
measure higher-order thinking skills; they believe
they are more difficult (S. B. Green et al., 1989).

4. Use of inappropriate item formats. Some
teachers use different item formats (such as true-
false or essay) solely because they feel that change
or diversity is desirable. But the need for diversity
should 7ot govern the type of item to be used.
There are, as will be discussed in later chapters,
advantages and limitations associated with each
type of item format. Teachers should be selective
and choose the format that is most effective for
measuring a particular objective.

CLASSIFICATION OF TEACHER-
MADE TESTS

There are a variety of ways in which teacher-made
tests (or, for that matter, commercially published
tests) can be classified. One type of classification
is based upon the type of item format used—essay
versus obfective. Another classification is based
upon the type of stimulus material used to present
the problems to the student—uverbal or nonverbal.
Still other classifications may be based upon the
purposes of the test and the use of the test re-
sults—criterion-referenced versus norm-referenced,
achievement versus performance; and formative
versus summative evaluation. We will now con-
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sider the various classification schemes in greater
detail.

It should be recognized at the outset that these
classification schemes are not mutually exclusive.
For example, a test may be of the essay type, but
the student may be required to react to a picture
he sees or music he hears, and the results may be
designed to assist the teacher in correctly placing
him at an appropriate step in the learning (instruc-
tional) sequence.

Classification by Item Format

There are several ways in which items have been
classified by format—supply and selection type;
free answer and structured answer; essay and ob-
jective. (See Lien, 1976; Thorndike & Hagen,
1977, Ebel & Frisbie, 1986; Gronlund & Linn,
1990.) Some prefer to make the distinction in for-
mat as free response (supply) versus choice re-
sponse (select), and scoring is dichotomized as ob-
jective versus subjective. Accordingly, questions
can be classifed as follows:

Response Format

Free Choice

Objective

Scoring

Subjective

We will classify item types into two major cat-
egories—essay and objective—and place the short-
answer form under objective rather than essay pri-
marily because short-answer items can generally
be scored more objectively than essay questions.’

It 1s not possible to classify tests solely on the
basis of whether or not subjectivity is involved.
Subjectivity is involved when any test is con-
structed—deciding upon the purpose(s) of the
test, deciding upon the kinds of questions to ask,
deciding upon the difficulty level of the test, de-
ciding upon whether or not a correction formula

*Objectivity of scoring refers to the extent to which the per-
sonal judgment of the scorer affects the score credited to a par-
ticular response.

should be used—and hence one cannor say that an
objective test does not involve some degree of
subjectivity on the part of the test-maker. Also,
even though some educators argue that essay tests
are more susceptible to subjectivity in scoring
than are objective tests, techniques are available
(see Chapter 5) to make essay scoring more objec-
tive. At any rate, objective and essay* tests do dif-
fer quite markedly in the degree to which they are
amenable to objective scoring. It is primarily for
this reason that we favor the classification of
teacher-made achievement tests shown below:’

A. Essay type:
1. Short-answer or restricted response (about
one-half of an 8% X 11-inch page);
2. Discussion or extended response (about 2
to 3 pages);
3. Oral.
B. Objective type:
1. Short-answer;
a. Single word, symbol, formula;
b. Multiple words or phrase;
c. One to three complete sentences;
2. True-false (right-wrong, yes-no);
3. Multiple-choice;
4. Matching.

Classification by Stimulus Material

We generally think of tests in terms of a series of
verbal problems that require some sort of verbal
response. There are many instances, however,
where the stimulus material used to present the
problem to the student need not be verbal. In a
humanities or art course, the stimulus materials
can be pictorial. In a music course, it could be a
recording. In a woodworking course, the stimulus
material might be the tools. In a pathology course,

*The oral examination, which is less popular today, could be
classified as being of the essay type.

*We recognize that if we adopted a supply vs. select type clas-
sification for the essay and objective type, respectively, short-
answer items would be found under what we presently call
“‘essay.”



CLASSROOM TESTING: THE PLANNING STAGE 55

it could be the specimen viewed through the mi-
croscope. Nevertheless, the student is still being
tested to see what abilities, skills, and knowledge
he possesses. Although nonverbal stimulus mate-
rial items are infrequently used in the classroom,
this does not mean that they are not a good me-
dium to use.

Classification by Purpose

Teacher-made, or for that matter, standardized
achievement tests can also be classified in terms of
their purpose or use.

Criterion versus Norm-Referenced Inter-
pretation As discussed in Chapter 2, the test
score in a criterion-referenced interpretation is
used to describe the status of the individual. Does
Maxwell know how to add a single column of fig-
ures? Does Allan know how to balance an equa-
tion? A norm-referenced interpretation of the test
score permits the teacher to make meaningful
comparisons among students in terms of their
achievement. Hence, if the teacher wants to com-
pare Maxwell’s performance in arithmetic to that
of his peers, she would use norm-referenced in-
terpretation.

Achievement versus Performance The edu-
cational process is ot restricted to achievement in
such areas as reading, science, social studies, or
mathematics. There are many instances where
teachers are just as, if not more, concerned with
what the pupil can &o. For example, an art teacher
might be as interested in seeing how well students
can draw or paint as she is in whether they know
the distinction between form and symmetry. And
a woodworking teacher might be more concerned
with ascertaining whether her students can oper-
ate a lathe than she is in knowing whether they
know the parts of a lathe. Education is concerned
with both what we know in an academic sense and
how well we are able to apply our knowledge. For
this reason, teachers could use achievement tests,
performance tests, or a combination of the two,
depending upon the subject matter. In Chapters 5

through 7, we will concern ourselves with
teacher-made achievement tests. In Chapter 9, we
will discuss other teacher-made evaluation proce-
dures.

Formative versus Summative Evaluation
The way test results are used determines whether
we are engaging in formative or summative eval-
uation. If tests are given frequently during the
course of instruction and the data are used to mod-
ify and direct learning and instruction, we are en-
gaged in formative evaluation. If the test is given
at the end of the unit, chapter, or course to deter-
mine how well the students have mastered the
content, we have engaged in summative evalua-
tion. Summative evaluation is often used as a basis
for assigning final course grades.

The item format used and the types of items
written generally do not differ for tests used for
formative and summative evaluation. What do dif-
fer are the frequency of testing and the table of
specifications (see p. 58). Since formative evalua-
tion is designed to provide the teacher with con-
tinuous and immediate feedback so that she can
govern her instructional strategy, such evaluation
is more frequent. With respect to the table of
specifications, for formative evaluation as in the
case of criterion-referenced and diagnostic tests,
there will be a very thorough sampling of a limited
content area. In summative evaluation, there will
be a more restricted sampling across a larger con-
tent area.

PLANNING THE TEACHER-MADE
TEST

Although more elaborate and detailed planning
goes into the development of a large-scale stan-
dardized test than we would expect in a teacher-
made test, this does zot imply that teacher-made
tests should be or are hastily constructed without
any kind of planning.

Good tests do not just happen! They require
adequate and extensive planning so that the in-
structional objectives, the teaching strategy to be
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employed, the textual material, and the evaluative
procedure are all related in some meaningful fash-
ion. Most teachers recognize the importance of
having some systematic procedure for ascertaining
the extent to which their instructional objectives
have been realized by their pupils. And yet, one of
the major errors committed by teachers when pre-
paring classroom tests is inadequate planning. Too
often, teachers feel that they can begin thinking
about the preparation of their test one or two
weeks before it is to be administered. More often
than not, they leave it until the last possible mo-
ment and rush like mad to prepare something.
This is indeed unfortunate, for the test produced
may contain items that are faulty, for example, the
items are ambiguous, not scorable, or too difficult.
Professional item writers are seldom able to write
more then ten good items per day. It would there-
fore seem unrealistic to expect the ordinary class-
room teacher to be able to prepare a 50-item test
if she begins thinking abourt her test only a few
days before it is scheduled. The solution to the
problem lies in adequate planning and in spreading
out the item-writing phase over a long period of
time.

Ideally, every test should be reviewed critically
by other teachers to minimize the deficiencies
noted earlier. All the deficiencies discussed earlier
are related in one way or another to inadequate
planning. This is not to imply that careful plan-
ning will 7pso facto remove these deficiencies;
rather, without adequate and careful planning, one
can be fairly certain that one’s test will not be very
good. We agree with Tinkelman (1971, p. 46)
who wrote, “At the very least, inattention to plan-
ning can lead to waste and to delay due to failure
to coordinate properly the various phases of test
construction.”

Developing the Test Specifications

Before the classroom teacher (or, for that matter,
the professional item writer) sits down to write
her test items, she must develop a set of test spec-
ifications. (NOTE: The test specifications differ
from the table of specifications/test blueprint/2-

way grid to be discussed in the next section.) The
sine qua non of initial test planning is developing
the test specifications. They should be so com-
plete and explicit that two classroom teachers op-
erating independently but using these specifica-
tions would produce equivalent tests differing
only in the sampling of questions from the content
domain. In some sense, the test specifications con-
sist of a series of questions. The two most general
questions the classroom teacher must consider are
(a) What do [ want to do? and (b) What is the best
way in which I can accomplish my goal? Table 4-
1 sets forth the kind of questions that should be
asked by the classroom teacher in the test-plan-
ning stage. In subsequent sections of this chapter
we will consider the first nine questions contained
in the checklist. In the succeeding chapters we
will concentrate on answers to the remaining
questions—the techniques of writing essay and
objective test items, assembling, reproducing, ad-
ministering, scoring, and analyzing the test.

Purpose of the Test The most crucial decision
the test constructor has to make is “Why am I test-
ing?” You will recall that in Chapter 1 we dis-
cussed the many ways in which evaluation can aid
both the pupil and the teacher. To be helpful,
classroom tests must be related to the teacher’s in-
structional objectives, which in turn must be re-
lated to the teacher’s instructional procedures, and
eventually to the use of the test result. But what
are the purposes of the test> Why is the test being
administered? How will the test results be used by
the pupil, teacher, counselor, administrator, and
parents?

Classroom achievement tests serve a variety of
purposes, such as (a) judging the pupils’ mastery
of certain essential skills and knowledge, (b) mea-
suring growth over time, (c) ranking pupils in
terms of their achievement of particular instruc-
tional objectives, (d) diagnosing pupil difficulties,
(e) evaluating the teacher’s instructional method,
(f) ascertaining the effectiveness of the curricu-
lum, (g) encouraging good study habits, and (h)
motivating students. These purposes are not mu-
tually exclusive. A single test can and should be
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TABLE 4-1

Checklist for the Planning Stage in Preparing Classroom Tests

Have I prepared a table of specifications?
. Do the test items match the objectives?

. How long should the test be?
. How difficult should the test be?

0 =1 N vk v N

—
o e

. How will I arrange the various item formats?

—_——
BN

booklet?

What is the purpose of the test? Why am [ giving it?
. What skills, knowledge, attitudes, and so on, do I want to measure?
. Have I clearly defined my instructional objectives in terms of student behavior?

. How will I arrange the items within each item formar?
. What do I need to do to prepare students for taking the test?
. How are the pupils to record their answers to objective items? On separate answer sheets? On the test

. What kind of test (item format) do I want to use? Why?

. Whar should be the discrimination level of my test items?

14. How is the objective portion to be scored? Hand or machine?
15. How is the essay portion to be graded? Global or analytical?
16. For objective items, should guessing instructions be given? Should a correction for guessing be applied?

17. How are the test scores to be tabulated?

18. How are scores (grades, or level of competency) to be assigned?

19. How are the test results to be reported?

used to serve as many purposes as possible. For
example, a classroom achievement test in fifth-
grade arithmetic can be used to diagnose student
strengths and weaknesses, to rank pupils, and to
evaluate a particular instructional strategy. This,
however, should 7ot be construed as de-emphasiz-
ing the need for every classroom teacher to spec-
ify in advance the purposes to which her test re-
sults will be put. The classroom teacher should
not hope that because a test can serve many mas-
ters, it will automatically serve her intended pur-
pose(s). The teacher must plan for this in advance.

A test can serve many purposes, but it cannot
do so with equal effectiveness. It is essential that
teachers know the major use of the test results.
Otherwise, we fear that they will not be able to
prepare a test that will be most useful to them or
their pupils.

What Is to Be Tested? The second major
question that the classroom teacher, now turned
test-constructor, must ask herself is “What is it
that I wish to measure? What knowledge, skills,

and attitudes do I want to measure? Should I test
for factual knowledge or should I test the extent
to which my students are able to apply their factual
knowledge? The answer to this depends upon the
teacher’s instructional objectives and what has
been stressed in class. If the teacher emphasized
the recall of names, places, and dates, she should
test for this. On the other hand, if in twelfth-grade
chemistry she has stressed the interpretation of
data, then her test, in order to be a valid measure
of her teaching, should emphasize the measure-
ment of this higher mental process. In this stage
of thinking about the test, the teacher must con-
sider the relationships among her objectives,
teaching, and testing. The following checklist
should assist the teacher in her role as test-con-
SLructor:

. Specify the course or unit content.

. List the major course or unit objectives.

3. Define each objective in terms of student be-
havior.

4. Discard unrealistic objectives.

N -
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TABLE 4-2 Two-Way Table of Specifications for a Final Examination in Natural Science

Objectives*

Comprehension
(Translation,
Interpretation,

Course Content Knowledge Extrapolation) Application Analysis Total
1. Methods of science;
hypotheses concerning the
origin of the solar system 5 2 3 10
2. Minerals and rocks S 1 10
3. Changes in land features 4 4 2 10
4. Interpretation of land features 2 2 6 10
5. Animal classifications 2 4 4 10
6. Plants of the earth 4 4 2 10
7. Populations and the
mechanisms of evolution 3 4 10
8. Variation and selection 1 L1 4 10
9. Facts of evolution and the
theory that explains them 2 2 6 10
10. Evolution, genetics, and the
races of man 3 4 3 10
Total 25 30 25 20 100

*Objectives are based on Bloom’s taxonomy.

SOURCE: C. H. Nelson, 1958, Let’s Build Quality into Our Sciemce Tests. Washington, D.C.: National Science Teachers

Association.

5. Prepare a table of specifications.

6. Prepare test items that match the instructional
objectives.

7. Decide on the type of item format to be used.®

Then, in order to further relate testing to
teaching, the teacher should:

8. Evaluate the degree to which the objectives
have been learned by the pupils.

9. Revise the objectives and/or teaching material
and/or test on the basis of the test results.

*We recognize that only the first five points are directly related
to the “what is to be tested?”. Because the “what” helps deter-
mine the “bow” and because testing should be related to teach-
ing, we have chosen to include the additional points at this
time.

Specifying the Course Content An important
first step for the teacher in determining what is to
be tested is to specify or outline the content of the
course or unit. Tables 4-2 and 4-3 present in gen-
eral terms the outline for a college freshman
course in natural science and a third-grade test on
subtraction of fractions, respectively.

Specifying the Major Course Objectives
The second, and for teachers, undoubtedly the
most difficult step in determining what to test is to
define and delineate the objectives of instruction.
Yet this is essential, for without objectives the
teacher is at a loss to know both what is to be
taught and hence what is to be measured. It is vital
that the teacher, individually but preferably in
consultation with other teachers (using a variety
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of sources such as those discussed in Chapter 3),
specify in advance the major course objectives for
her pupils. Then the teacher can develop appro-
priate measurement tools to determine the extent
to which her pupils have achieved her objectives.
For example, one of the objectives in seventh-
grade science might be “to understand the oper-
ating principles of a four-cycle internal com-
bustion engine.” The teacher who accepts this ob-
jective must not only teach this material but also
must test her pupils for their understanding of the
principles involved in the operation of the four-
cycle engine. We realize that it may be difficult to
delineate all major course objectives. We also are
aware that circumstances beyond the teacher’s
control might result in some of her instructional
objectives not being taught. However, those objec-
tives for which learning experiences are provided
must be subjected to some form of testing and eval-
uation.

Defining Behavioral Objectives One of the
major deficiencies in teacher-made tests results
from inadequate attention being paid to the ex-
pression of instructional objectives in terms of
student behavior. Too often, objectives are ex-
pressed as vague generalities, such as effective cit-
izenship, critical thinking ability, or writing abil-
ity. Vague, general goals often do not offer
adequate direction to the teacher. As pointed out
in Chapter 3, objectives should provide direction

to the teacher so she can prepare and organize ap-
propriate learning experiences for her pupils. A
good rule of thumb in writing objectives is to ask
yourself, “Can my students do these things?” For
example, can they

1. change Fahrenheit temperatures to Celsius?

2. explain how an internal combustion engine
works?

3. divide with carrying?

4. describe the three major branches of the fed-
eral government, and explain their duties and
powers?

5. quote the Declaration of Independence from
memory?

6. read a wet-bulb thermometer?

It matters little whether goal 6 involves a skill,
goal 5 concerns memory, or goal 2 measures un-
derstanding. What does matter is that each of
these goals is very precise, observable, and mea-
surable. Each of these very fine or specific subdi-
visions of some larger whole pertains to some as-
pect of human behavior. With goals phrased or
expressed in this matter, the teacher knows both
what to teach and what to test for.

To help in developing a test that has adequate
content validity, the teacher should develop some
scheme whereby instructional objectives are re-
lated to course content and eventually to the kinds
of test questions she proposes to use for measur-
ing the degree of student mastery of these objec-

TABLE 4-3 Table of Specifications for a Chemistry Unit on Hydrogen

Instructional (Behavioral) Objectives

Recall of Understanding Application in New Total,

Content, Percent Information Concepts Situations Percent
Physical properties 8 6 6 20
Chemical properties 12 9 9 30
Preparation 4 3 3 10
Uses 16 12 12 40
Total 40 30 30 100
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tives. Such a scheme is referred to as a table of
specifications.

Table of Specifications’

One of the major complaints that students make
of teacher-made tests is that they are often invalid.
Students may not use the technical term validity,
but their comments—‘“We were tested on minute,
mundane facts,” “The material we were tested on
wasn’t covered in class”—all point out that the
test lacked content validity. We recognize that
there may be some instances where students are
only displaying a “sour grapes” attitude and com-
plaining for the sake of complaining. But we know
from looking at a plethora of teacher-made
achievement tests that there is some justification
for the complaints made. Although a table of spec-
ifications is no guarantee that the errors will be
corrected, such a blueprint should help improve
the content validity of teacher-made tests.

How often have you seen a plumber or electri-
cian work without referring to some type of blue-
print? How often have you seen a tailor make a
suit without a pattern? Very seldom, we bet! But
we have seen some tests constructed by teachers
and college professors who did not use any type
of plan or guide or blueprint, and their tests re-
flected it.

The purpose of the table of specifications is to
define as clearly as possible the scope and empha-
sis of the test, to relate the objectives to the con-
tent, and to construct a balanced test.

When to Prepare Specifications Ideally, to
be of most benefit, the table of specifications
should be prepared be¢fore beginning instruction.
Why? Because these “specs” may help the teacher
be a more effective teacher. They should assist the
teacher in organizing her teaching material, her
outside readings, her laboratory experiences (if
necessary)—all the resources she plans on using in

"The table of specifications is sometimes called the test blue-
print, test grid, or content-validity chart.

teaching the course. In this way, the specs can
help provide for optimal learning on the part of
the pupils and optimal teaching efficiency on the
part of the instructor. In a way, then, the specs
serve as a monitoring device and can help keep the
teacher from straying off her instructional track.

Preparing the Table of Specifications Once
the course content and instructional objectives
have been specified, the teacher is ready to inte-
grate them in some meaningful fashion so that the
test, when completed, will be an accurate measure
of the students’ knowledge. Table 4-2 contains the
course content in natural science that simulta-
neously relates to the course content to Bloom’s
(1956) taxonomy.

One could, of course, delineate the course con-
tent into finer subdivisions. Whether this needs to
be done depends upon the nature of the content
and the manner in which the course content has
been outlined and taught by the teacher. A good
rule of thumb to follow in determining how de-
tailed the content area should be is to have a suf
Sficient number of subdivisions to ensurve adequate
and detailed coverage. The more detailed the blue-
print, the easier it is to get ideas for test items.

You will notice in Table 4-2 that there are
numbers in certain cells and blanks in other cells.
Now, what do all these numbers mean? The num-
ber 100 in the bottom right-hand corner is the
total percentage (it can be, however, related to the
number of items on the test) or point value of the
test. The numbers at the bottom of each column
indicate the percentage of the test devoted to a
particular objective. Hence, in this hypothetical
test, 25 percent of the test items measured knowl-
edge, 30 percent of the items measured compre-
hension, and so forth. The numbers in the last col-
umn signify the percentage of test items that were
allocated to each content area. The boldface num-
ber 5 in the first column and first row tells you that
5 percent of the total test was devoted to the mea-
surement of “knowledge” in methods of science.
At this point you might ask, “Who determines the
weights?”’—that is, who determines the propor-
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tion of items that are designed for each content
area and for each objective?

Determination of Weights You will recall
that one of the major advantages of the teacher-
made versus commercially published test is that
the teacher-made test can be tailor-made to fit the
teacher’s unique and/or particular objectives. In
this way, Ms. Molecule, who stresses the gas laws
in eleventh-grade physics, can do so while Ms. El-
ement, who stresses heat and mechanics, is also at
liberty to do so. Each teacher can prepare a test
that 1s valid for her students. Because the class-
room teacher—more so than any other person—
knows the relative emphasis placed upon the var-
ious instructional objectives, it naturally follows
that she should have the major responsibility in as-
signing the various weights to the cells in Table 4-
2. There is no hard-and-fast rule that can be pre-
scribed for the teacher to use in determining the
weights to be assigned to the various cells in the
table of specifications. The weights assigned
should reflect the relative emphasis used by the
teacher when she taught the course.

As an example, we give a very simplified illus-
tration of how a classroom teacher can initially
determine the weights to be assigned to a partic-
ular cell in the table of specifications. Assume that
Ms. Atom will spend five class periods on a unit
in hydrogen, and she wants to prepare a test on
this unit. Ms. Atom plans to spend one period (20
percent of the time) discussing the physical prop-
erties of hydrogen; one and one-half periods (30
percent) on the chemical properties of hydrogen;
one-half period (10 percent) on the preparation of
hydrogen; and two periods (40 percent) discussing
the uses of hydrogen. These values are repre-
sented as the row totals in Table 4-3. In teaching
this unit, Ms. Atom will be concerned with three
instructional objectives: the pupils’ ability to (a)
recall information; (b) apply information, con-
cepts, and principles in new situations; and (c) un-
derstand basic concepts and principles. The rela-
tive emphasis placed on each of these instructional
(behavioral or performance) objectives will be 40,

30, and 30 percent, respectively. These values are
represented as the column totals. Ms. Atom must
now assign values to each of the 12 cells. This
could be done by multiplying the row totals by the
column totals. For example, the cell involving re-
call of information in physical properties would
have a weight of .20 X 40 = 8 percent; the cell
incorporating application and uses would have a
weight of .40 X 30 = 12 percent. This procedure
is repeated for each cell and is illustrated in Table
4-3. Ms. Atom now has a blueprint (table of spec-
ifications) to guide her both in teaching this unit
and in constructing a test on this unit.

Table 4-4 illustrates a table of specifications for
a 35-item test dealing with subtraction of frac-
tions.

How firm should the assignment of weights in
each cell be? We believe that the initial weights in
each cell of the table of specifications should be
considered as temtative. It is only after the course
has been taught that the weights can be considered
definite. And, because conditions may vary from
one class to another, the final weights may be
somewhat different for different classes taught by
the same teacher. This, however, does not mean
that the teacher should depart from her original
“specs” because she finds it difficult to write items
designed to measure the higher mental processes.
As Tinkelman (1971, p. 56) wrote: “If a test blue-
print rests upon a sound judgmental basis, the test
constructor has the professional obligation to ob-
tain items of satisfactory quality and in sufficient
numbers to satisfy blueprint specifications.”
Without a well-thought-out and prepared table of
specifications, there is a great possibility that the
test, when finally constructed, will lack content
validity.

Tables of Specifications for Criterion-
Referenced Tests

As mentioned in Chapter 2, the major difference
between criterion- and norm-referenced tests is in
terms of score interpretation—whether we inter-
pret a person’s score by comparing it with a spec-
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TABLE 4-4 Table of Specifications for a Test on Subtraction of Fractions

Instructional Objectives

Subtracts Fractions Subtracts
Subtracts and Mixed Mixed Total
Content Fractions Numbers Numbers Items
Denominators are unlike with
common factor 3 3 4 10
Denominators are unlike with
uncommon denominator 3 4 3 10
Denominators are alike 5 L1 1 15
Total items 11 12 12 35

ified behavioral criterion of proficiency (90 per-
cent of the items answered correctly) or by
comparing it with the scores of other people
(Allan did better than Ilene). However, both norm-
and criterion-referenced test scores are related to
content; therefore, in building an achievement test
whose scores will be norm-referenced, we must
be as concerned with content validity as when
building a test whose scores will be criterion-ref-
erenced. In both cases, there is a domain of rele-
vant tasks or behaviors from which we wish to
sample. In both cases, we should use a table of
specifications to ensure that our sample of test
items is representative of the domain of behaviors.
The major difference is that for the specific types
of instructional decisions where one usually finds
criterion referencing to be of more value, the con-
tent domain is quite limited in focus. For those ed-
ucational decisions where one is likely to make a
normative interpretation of the score, the domain
of tasks is usually more broad. Thus, when build-
ing a test whose scores will be interpreted by com-
parison with some specified criterion, we may
well have only one cell in the table of specifica-
tions. The domain is so narrow that it need not be
subdivided. For example, we might build a crite-
rion-referenced test on the task of adding two sin-
gle-digit whole numbers. A table of specifications

for such a test would not need to be subdivided. If
a test had a broader focus—that is, was designed
to measure addition of whole numbers, fractions,
and decimals—then one would build a table of
specifications so that each subtype of addition
problem was represented. This would be true
whether one wished to interpret the scores in an
absolute or relative fashion.

Distributing the Table of Specifications
The table of specifications should be given to the
students (especially those in the upper elementary
grades and above) at the beginning of the instruc-
tion and should be discussed thoroughly with
them. This can help minimize, if not eliminate, fu-
ture misconceptions, misunderstandings, and
problems. This would also allow students to voice
their opinions concerning the course content and
the relative emphasis. If changes are made as a re-
sult of this interaction, the pupils should be given
a revised set of “specs.”

Using the Table of Specifications We have
already discussed how the table of specifications
can assist the teacher. Especially since the “age of
accountability,” there has been some concern
voiced by educators that teachers will be prone to
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“teach for the test.” As we said in Chapter 3, if
the teacher has an appropriate set of instructional
objectives, she should teach her pupils to realize
these objectives. It is zot wrong to “teach for the
test” in this sense. In fact, we would be most
pleased if teachers would take the time to develop
appropriate instructional objectives, teach them,
and then test to see the extent to which they were
realized by their pupils. This is markedly different
from teaching the test items per se. Also, teaching
to a teacher-made test is different than teaching to
a standardized test because of the different do-
mains and different inferences drawn (Mehrens,
1984a; Mehrens & Kaminski, 1989).

In summary, the use of a test blueprint or table
of specifications will help ensure that (1) only
those objectives actually involved in the instruc-
tional process will be assessed, (2) each objective
will receive a proportional emphasis on the test in
relation to the emphasis placed on that objective
by the teacher, and (3) no important objective or
content area will be inadvertently omitted. Much
time and effort are (or can be) expended in pre-
paring a table of specifications, but in the long run,
the time and effort expended will be worthwhile.
The table of specifications can aid immensely in
the preparation of test items, in the production of
a valid and well-balanced test, in the clarification
of objectives to both teacher and students, and in
assisting the teacher to select the most appropriate
teaching strategy. Remember: The “table” is only
a guide; it is zot designed to be adhered to strictly.

Relating the Test Items to the
Instructional Objectives

Obtaining a “match” between a test’s items and
the test’s instructional objectives is zot guaranteed
by a test blueprint or table of specifications. The
test blueprint only indicates the number or pro-
portion of test items to be allocated to each of the
instructional objectives specified. Following are
some examples of learning outcomes expressed in
terms of specific behavioral objectives, with ac-
companying test items designed to measure the
learning outcome.

Example 1
Learning outcome (L.0.): The student will be able to
define (in one or two sentences) the following terms:
dividend, divisor, product, quotient, sum.

Test item (T.1): In one or two sentences, define the
following terms:

. Dividend
Divisor
Product
Quotient
Sum

B N e

Do we have a “match” between the learning out-
come and test item?

Example 2
Learning outcome (L.0.): The student will be able to
identify living and nonliving things.
Test item (T.1.): Which one of the following is a non-
living thing?

1. Bear
2. Ice Cube
3. Rose
4. Yeast

Do we have a “match”?

Example 3
Learning outcome (L.0.): The student can identify the
path in an electrical circuit.
Test item (T.1): Design a circuit for a light with two
switches at different locations.

Do we have a “match”?

Example 4
Learning outcome (L.0.): The student can perform
mouth-to-mouth resuscitation on a drowning victim.
Test item (T.1): Describe the correct procedure for
administering mouth-to-mouth resuscitation on a
drowning victim.

Do we have a “match”?

Of the four examples given, only the first and
second examples display a “match” between the
learning outcome (L.O.) and the test item (T.I.)
The third is not a “match” because the student
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could perform the L.O. but yet be unable to per-
form the T.I. In the fourth example there is 7o
match because describing something is not valid
evidence that the person can db something. On the
surface, one might say that those examples illus-
trating the lack of a “match” between the test item
and learning outcome illustrate minor, insignifi-
cant, semantic differences between the 1.O. and
the T.I. However, even the smallest difference is
unacceptable if one wishes to be a “stickler” and
say that to have a valid measure of a L.O., there
must be a perfect match.

Wherever possible, there must be a “match.”
Where would we be willing to deviate? Example
4 illustrates a situation where one could 7ot match
the T.I. to the L.O. How can one demonstrate
whether he is able to correctly apply mouth-to-
mouth resuscitation on a drowning victim unless
he happens to come upon a drowning victim? It is
readily evident that you can’t go out and drown
someone. But you could have a simulated situation
and ascertain whether the student can demonstrate
his knowledge. In any event, where it is impossi-
ble to obtain a “match” because of situations be-
yond the examiner’s control, it is important that
the student perform the main intent despite the ar-
tificiality of the situation.

The major step, then, in preparing relevant test
items is to carefully analyze the behavior called for
in the learning outcome. Is the learning outcome to
have the student demonstrate his knowledge of or
ability to name, identify, compute? Is it to reflect
knowledge at a lower mental process level (recall
or recognition or application) or at a higher level
of mental process such as synthesis or evaluation?
In the examples given above, the learning out-
comes were very specific. One can, if she wishes,
have a more general learning outcome-—one that
is not specifically related to course content—a
content-free learning outcome, an example of
which is:

The student will be able to identify (recognize) the
function of a given tool.

The “shell” of such an item would be, “The stu-
dent will be able to (tnsert L.O. verb) the function
of (insert name of tool or apparatus).”

The virtue of having content-free learning out-
comes is that they can serve as models upon which
content-specific learning outcomes can be written.
In other words, they are a frame or shell upon
which the item is then built. A major limitation of
the content-free learning outcome is that it may
result in the item writer losing sight of the fact
that before a test item can be written, the learning
outcome(s) must be made very specific; otherwise
the item may not ““match” the instructional objec-
tive. [For a more detailed discussion of matching
items with objectives, see Mager (1962) and
Gronlund (1985, 1988).]

Selecting the Appropriate Item Format

Now that the teacher has decided on the purpose
of the test and what she is interested in measur-
ing—both in terms of the objectives and the con-
tent—she must decide on the best way of measur-
ing her instructional objectives. This, of course,
does not preclude “mixing” different, but appro-
priate, item types on a test. In fact, Ackerman and
Smith (1988) and Murchan (1989), among others,
recommend a combination of essay and objective
items because different skills and abilities are mea-
sured by each.

As will be evident in our discussions of the var-
ious item formats, some are less appropriate than
others for measuring certain objectives. For ex-
ample, if the objective to be measured is stated as
“the student will be able to organize his ideas and
write them in a logical and coherent fashion,” it
would be inappropriate to have him select his an-
swer from a series of possible answers. And, if the
objective is to obtain evidence of the pupil’s fac-
tual recall of names, places, dates, and events, it
would not be efficient to use a lengthy essay ques-
tion. For true-false and short-answer questions,
one can use either an oral or a written medium,
but the oral approach is definitely 7ot recom-
mended for the multiple-choice or matching for-
mat. In those instances where the instructional ob-
jective can be measured by different item formats,
the teacher should select the least complicated one
and the one with which she feels most comfortable
and adept.
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The discussion of the advantages and limita-
tions of the various item formats as well as the ac-
tual preparation of essay and objective test items
will be found in Chapters 5 through 7. Inasmuch
as it 1s important for the classroom teacher to give
some thought to whether she should use an essay
or objective test before she actually sits down to
write test items (i.e., she must engage in some sort
of item-format planning), we will at this time dis-
cuss some of the more general factors the class-
room teacher should consider when deciding upon
the type of test to use. But before doing so, let us
look at the differences between an essay and ob-
jective test.

DIFFERENCES BETWEEN THE ESSAY
AND OBJECTIVE TEST

Ebel and Frisbie (1986, pp. 130-131) noted the
following differences between the two major
types of teacher-made tests—essay and objective.

1. Essay tests require an individual to organize and
express his answers in his own words. In the
essay or “free response” item, the student is not
restricted to a list of responses from which he is
to select the answer. Objective tests, on the other
hand, require that the individual either supply a
brief answer (one or two words) or choose the
correct answer from among several alternatives.
Many people seem to think that admitting this dif-
ference implies the superiority of essay exams,
but this is not necessarily so. Nevertheless, we do
occasionally wish to measure ability to organize
and to write cogently, and essay tests are superior
for that purpose.

2. An essay test consists of fewer questions but calls
for more lengthy answers. An objective test has
more questions but ones taking less time to an-
swer. Sampling adequacy, efficiency, and reliabil-
ity are therefore likely to be superior in objective
tests.

3. Different skills and processes are involved in tak-
ing the tests (see Ward et al., 1980). In the essay
test, the student spends most of his time thinking
and writing. In the objective test (especially the
multiple-choice), most of the student’s time is
spent on reading and thinking.

4. The quality of the essay test is dependent largely
on the skill of the reader (the person grading the
answer); that of an objective test, on the skill of
the test constructor.

5. Essay tests are relatively easy to prepare but more
difficult to grade accurately since they are graded
by humans (who may be subjective) rather than by
impersonal machines. Some teachers believe that
essay questions can be prepared while they are on
their way to school and may then be written on
the blackboard. Although this may be possible, it
does not lead to the preparation of good ques-
tions.

6. Essay tests afford both the student and grader the
opportunity to be individualistic. Objective tests
afford this freedom of expression (item writing)
only to the test-maker.

7. On objective tests the examinees’ tasks and the
scorers’ criteria tend to be more explicit. Al-
though the task for the examinee and the criteria
for grading may be made more explicit in essay
tests, they seldom are.

8. Objective tests are more susceptible to guessing;
essay tests are more susceptible to bluffing. The
seriousness of both problems, however, has been
grossly overestimated.

9. The score distribution in the essay test may vary
from one reader (scorer) to another; on the objec-
tive test, the distribution is determined almost
completely by the test.

Two popular misconceptions #zot supported by
the empirical evidence are that (a) essay tests as-
sess certain skills such as analysis and critical
thinking better than objective tests and (b) essay
tests contribute to better pupil study and work
habits.

Misconceptions of the different types of item
formats have resulted in much debate about the
relative merits of one type of examination over an-
other. Look at the following example that illus-
trates that higher-order thinking skills can be mea-
sured by a multiple-choice item.

Ruth bought 6 balloons. She bought at least 1 green,
1 red, and 1 yellow balloon. She bought 3 more yel-
low than red balloons. How many yellow balloons
did she buy?

1. One
2. Two
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3. Three
4. Four

Rather than argue whether essay tests are better
than objective tests, or vice versa, we should un-
derstand the strengths and weaknesses associated
with each type (essay and objective) and capitalize
on their strengths.

FACTORS TO CONSIDER WHEN
SELECTING AN ITEM FORMAT

If a classroom teacher were to ask us, “Which
item format would you recommend?” we would
say, “It depends on many things.” Although we
are unable to provide you with a definite set of
rules, we are able to give some suggestions for
your consideration in deciding which item format
to use. Factors to consider include the following:
(a) the purpose of the test, (b) the time available to
prepare and score the test, (c) the number of pu-
pils to be tested, (d) skill tested, (e) difficulty de-
sired, (f) the physical facilities available for repro-
ducing the test, (g) the age of the pupils, and
(h) your skill in writing the different types of
items.

1. Purpose of the test. The most important fac-
tor to be considered is what you want the test to
measure. To measure written self-expression, you
would use the essay; for spoken self-expression,
the oral. To measure the extent of the pupil’s fac-
tual knowledge, his understanding of principles,
or his ability to interpret, we prefer the objective
test because it is more economical and tends to
possess higher score reliability and content valid-
ity. If your purpose is to use the test results to
make binding decisions for grading purposes or
admission to college, we recommend the objective
test because of greater sampling of content and
more objective scoring. To see whether the pupils
can produce rather than recognize the correct an-
swer, you would use the completion or short-an-
swer supply type rather than the matching, or
true—false, or multiple-choice recal/ type objective
test.

2. Time. Tt will take less time to prepare 5 ex-
tended-response essay questions for a two-hour
twelfth-grade history test than it would to prepare
75 multiple-choice items for that same test. How-
ever, the time saved in preparing the essay test
may be used up in reading and grading the re-
sponses. The time element becomes of concern in
relation to when the teacher has the time. If she is
rushed before the test is to be administered but
will have sufficient time after it has been given, she
might choose to use an essay examination. But, if
she must process the results within two or three
days and has no additional readers, she should use
the objective test, provided she has sufficient time
to write good objective items. We should also
consider the long-term vs. short-term time invest-
ment. Over an extended period of time, one would
have to write many essay items because of loss of
security but could, in that same time, have built up
an extensive item bank of objective-type items.

3. Numbers tested. If there are only a few pu-
pils to be tested and if the test is not to be reused,
then the essay or oral test is practical. However, if
a large number of pupils are to be tested and/or if
the test is to be reused at a later time with another
group, we recommend the objective test. It’s much
harder to remember 75 objective items than it is
to remember § or 6 essay topics.

4. Skill tested. Hanson et al. (1986) showed that
certain item formats worked better for one skill
than for another. They also provided a design that
could be used to determine the specific combina-
tion and number of items that should be included
in a CRT for each skill to be tested.

S. Difficulty desired. Early research consistently
indicated that use of different formats had little ef-
fect on pupils’ ranking but did have a differential
effect on item-difficulty levels (Heim & Watts,
1967; Traub & Fisher, n.d.). Multiple-choice for-
mats were consistently found easier to answer
than constructed formats.

6. Physical facilities. If stenographic and repro-
duction facilities are limited, the teacher is forced
to use either the essay test, with the questions
written on the board, or the oral test; or she can
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use the true-false or short-answer item by reading
the questions aloud. However, multiple-choice
items must (because of their complexity and/or
amount of material to be remembered) be mimeo-
graphed or reproduced mechanically. We believe
that all tests should be mechanically reproduced if
possible.

7. Age of pupils. Unfortunately, there are still
some teachers who believe that a good test is char-
acterized by many different item formats. They no
doubt feel that this introduces an element of nov-
elty or that a change of pace will result in keeping
the pupils’ motivation high. This may be true for
older pupils, but is definitely zot so for younger
pupils. In fact, we believe that changing item for-
mats with accompanying changes in directions to
be followed will, for younger children especially,
result in confusion in adapting to new instruc-
tions, and whatever novelty might be introduced
will be at the expense of valid and reliable test re-
sults.

TABLE 4-5 Evaluation of Various Item Types

8. Teacher’s skill. Teachers may be prone ini-
tially to more frustration and disappointment
when writing test items of one item format than
another. As will be seen in later sections, some
item formats are easier to write than others, and
teachers do a better job with one type than an-
other. In fact, Ebel (1975a) found that teachers are
able to write more discriminating multiple-choice
items than true—false items.

Because of the differences in teachers’ skills in
writing different types of items, we urge you to
try your hand at writing all item formats. Item
writing is a skill that can be improved with prac-
tice. However, to write good items requires care-
ful construction, but, even more important, it also
requires careful planning.

The various item formats are compared in
Table 4-5. The (+) indicates a slight advantage;
the (+ +) a marked advantage; the (— —) a
marked disadvantage; and the (—) a slight disad-
vantage of that item type for that factor.

Essay Short- True-False, Matching,

Factor or Oral Answer Muitiple-Choice
Measures pupil’s ability to select, organize, and

synthesize his ideas and express himself

coherently. + + + -
Discourages bluffing. - - - + +
Potential diagnostic value. - — — + +
Answer cannot be deduced by process of elimination. + + + + -
Can be rapidly scored. - = + + +
Can be scored by machine or untrained person. - = - + +
Scoring is reliable. - = - + +
Independent of verbal articulation (fluency). - = + + +
Provides for good item pool. - - + + +
Takes relatively little time to prepare. + + -
Measures higher mental processes. + + - + +
Provides for broad content sampling. - = + + +
Measures application in novel situations. + + + + +
Provides for adequate sampling of objectives. - = + + +
Measures originality. + + + - -

SOURCE: Adapted with permission from R. L. Thorndike and E. Hagen, Measurement and Evaluation in Psychology and Education
(3d ed.). New York: Wiley, 1969, p. 71. By permission of John Wiley & Sons, Inc.
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ADDITIONAL DETAILS IN TEST
PLANNING

Once we have decided on the purpose of the test
and have at least tentatively decided on the item
format(s) to be used, we still must answer five
questions before we are able to sit down and begin
writing test items and administer the test. They
are (a) How long should the test be? (b) How dif-
ficult should the test be? (¢) When and how often
should tests be given? (d) Should the nature of the
stimulus (the item) be pictorial, verbal, or of some
other type? (e) Should the test (exam) be open- or
closed-book?

Test Length

There is no readymade formula to tell the teacher
how many items should be used. Suffice to say that
the total number of items should be large enough
to provide for an adequate sample of student be-
havior across objectives and content areas. Al-
though the teacher’s intent, especially on CRTs is
to allow each student sufficient time to demon-
strate his knowledge of the subject, there must be,
for practical reasons, a time limit imposed on all
classroom tests. The length of the test will vary
according to its purpose, the kinds of items used,
the reliability desired, the age and ability of the
pupils tested, the time available for testing, the
length and complexity of the item, the amount of
computation required, and the instructional objec-
tive tested.

1. Purpose. If the test is only for a unit or chapter
of work rather than for the total term’s or
year’s work, it will require fewer items. For di-
agnostic (rather than prognostic) purposes,
there will generally be a need for more items,
inasmuch as the teacher is concerned with a
more thorough and intensive coverage in a di-
agnostic test than she would be in a survey
achievement test. The length of a test will also
be dictated by whether the test is to be used for
formative evaluation (where there is frequent
testing) or for summative evaluation.

2. Kinds of items used. The essay question will re-
quire more time than the objective item. Short-
answer items will require more time than true-
false items. True—false items will require less
time than multiple-choice items (Frisbie,
1971). Some general guidelines that we can
offer about test length in relation to the kind of
item format used are as follows:

A. For the four- or five-response multiple-
choice item used in the higher elementary
and senior high grades, the majority of stu-
dents should be able to respond to the item
in about 75 seconds. Hence, if the testing
period is 50 minutes, the teacher can plan
on using 35 five-response multiple-choice
items. Although only about 44 minutes are
used for actual testing, the remaining time
is needed to distribute and collect the test,
give directions, and answer any questions
that the students might have. Naturally, the
complexity of the subject matter and objec-
tives being measured, the fineness of the
discrimination needed, and the number of
alternatives will affect the time needed for
the pupil to respond to the item (Frisbie,
1971).}

B. For a short-essay response (about a half-
page), most students can answer about six
questions in a one-hour testing period.
These estimates, of course, would vary ac-
cording to the nature of the questions, the
content area, and the students’ age.

C. For the longer essay (two or three pages),
most junior and senior high pupils can an-
swer about three questions in one hour.
For students in the fourth or fifth grade,
one might only be able to ask two “long”

#Some research has shown that the three-response MC item is
frequently about as good as the four- or five-response MC item
(Ebel & Frisbie, 1986; Haladyna & Downing, 1989a). Hence,
teachers using the three-response format should find that stu-
dents take only about 60 seconds to answer the item and in a
50-minute testing period about 40 such items could be asked
(the additional time is used to distribute and collect the mate-
rials).
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essay questions in a one-hour testing pe-
riod. If the teacher feels that she must use
a longer essay test and if the ability and/or
age of her pupils dictate a shorter testing
time, she should divide the test and admin-
ister it on successive days.

D. For the short-answer, matching, or true-
false item, a rough guideline is that it will
take the pupil about 50 seconds to respond
to each item.

E. For every pair of four-response multiple-
choice questions answered, the student is
able to answer three true—false items (Fris-
bie, 1971).

We strongly recommend that the
teacher consider these times as suggestive
only, and early in the term she should ad-
minister a test to her pupils, record the ac-
tual time required for the majority of her
pupils to complete the test, and govern her-
self accordingly for future tests with these
pupils. Remember—you do not want to
hurry the student, but you must impose
some arbitrary time limits.

3. Reliability desived. In Chapter 12 we point out

that (other things being equal) the longer the
test, the more reliable it tends to be, since ran-
dom errors cancel each other out. Hence, the
degree of reliability desired will influence test
length.

. Pupil’s age. By and large, young children tend
to read, write, and maybe even think slower
than older children. Also, young children tend
to become restless and tire more readily than
older children. Hence, tests for primary grade
pupils cannot be as long as tests for junior and
senior high pupils. A general rule of thumb is
that for pupils in the primary grades, we try to
limit testing time to 30 minutes; for those in
the intermediate elementary grades, we should
make our testing time about 40 minutes; for
junior and senior high school students, tests
can take 90 minutes.

5. Ability level of pupils. Just as young children

6.

7.

8.

need more time to respond to a test item than
do older children, slow-learning children also
require more time than average or gifted chil-
dren. The teacher must know her pupils and be
governed not only by the item format used, but
also by the students’ characteristics insofar as
the length of the test is concerned.

Time available for testing. Most achievement
tests, especially cognitive rather than skill
tests, should be power rather than speed tests.
Accordingly, nearly all of the students taking
the test should be able to attempt every test
item in the time allotted. We can think of few,
if any, situations where speed is a relevant as-
pect of achievement. Remember: In an
achievement test we are typically uying to
learn how much students know and 7ot how fast
they can work.

Length and complexity of the item. The greater
the amount of stimulus material (e.g., map or
graph, tabular material, report of an experi-
ment), the more reading time will be required
and hence the fewer the number of items that
can be asked in a given time. For example, the
instructional objective is “Interpretation of
Data Presented Graphically or in Tables,” and
the test item is as follows:

Cost of 1970 1975 1980 1990
Gas/gal. $ 035 $032 $076 $1.10
Eggs/doz. $ 0.70 $ 0.70 $ 0.60 $ 0.70

Shoes/pair  $40.00 $42.00 $50.00 $95.00

According to the chart, the article that has
had the greatest percentage change in price
from 1970 to 1990 is More
time will be needed for the student to respond
than if the test item were:

“Write the formula for the mean R

Amount of computation required. Somewhat
similar to our previous discussion of the type
of item format used is the fact that if the items
require a great deal of computation time, fewer
items could be asked in a given time in contrast
to items that are only verbal.
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9. Instructional objective tested. Items that only re-
quire recall of factual material can be answered
more quickly than those requiring understand-
ing or the higher-order thinking skills.

It should be readily evident now why we said
that there is no formula the classroom teacher can
use to determine the length of her test. We have
offered some suggestions regarding the time
needed by pupils to read and respond to different
item formats. But these are suggestions only and
must be interpreted in the light of a variety of fac-
tors and conditions. Although more items may im-
prove a test’s reliability, we must realize that fa-
tigue can distort a pupil’s score appreciably. Use
common sense, however. If pupils become rest-
less, unruly, or disinterested, stop for a little
break. Gauging the amount of time needed to
complete a test is something that develops with
experience. Much depends on the nature of the
content and the skill of the teacher in writing
clear, concise, unambiguous items. Each teacher
must, through experience, determine time limits
that are practical for her students and her test.
When in doubt, be overgenerous in setting time
limits. For a more extended discussion on the test
length and setting of passing scores for criterion-
referenced tests, see Millman (1972, 1973), Ham-
bleton et al. (1978), and Hambleton (1984).

Item Difficulty’

Classroom teachers can make their tests very easy,
very difficult, or in between.'® Some teachers feel
that they can purchase the respect of their students

*Ttem difficulty is expressed in terms of the number of exam-
inees who answer an item correctly. This will be discussed
more fully in Chapter 8.

1%Regretfully, most classroom achievement tests are on the easy
side and focus primarily on testing for knowledge via factual
recall (or recognition) items. It is also disappointing to see that
students tend to judge novel, application-type problems as
more difficult than knowledge items despite the fact that they
are of similar difficulty (S. B. Green et al., 1989). If this is so,
we might expect that items measuring higher-order thinking
skills would be judged even more harshly.

by giving them easy tests. They are wrong! Some
other teachers feel that the more difficult the test,
the better; that a difficult test will command re-
spect from pupils and parents. They are also
wrong. About the only positive thing that we
know about difficult tests is that they tend to make
pupils study harder (Sax & Reade, 1964; Marso,
1969). (Actually, it is the pupil’s anticipation of a
hard test that may do this since the pupils have to
study before taking the test.) The concept of diffi-
culty or the decision of how difficult the test
should be depends on a variety of factors: notably,
(a) the purpose of the test, (b) the ability level of
the students, and (c) the age or grade level of the
students. (These are the same factors that must be
considered in planning the number of items as
well as the item format to be used.) We do not
think that it is bad to give a very easy test occa-
sionally if for no other reason than to instill some
feelings of confidence and self-respect in the
slow-learning student. On the other hand, we rec-
ommend the use of an occasional hard test to chal-
lenge the brighter students. There is a time and a
place for the more difficult test—it is especially
valuable for the good students so that they will be
prepared for such exams as the College Boards.
But be careful not to make the difficult test so ex-
cessively difficult that you really frighten the stu-
dents.

The concept of difficulty has more meaning for
the objective type of test than it does for the essay
or oral examination. In the former, the answer is
either right or wrong; in the latter, there can be
varying degrees of correctness. Item difficulty is
also of more concern when we want the test to
discriminate among pupils in terms of their
achievement than if the test is designed to be used
as a diagnostic or mastery test. In a diagnostic
arithmetic test given in an average class, we might
reasonably expect the majority of pupils to do well
and have only a few relatively low scores (an
“easy” test). In a diagnostic test we are not inter-
ested in comparing the relative standing of Ilene
and Lori; rather, we want to know the strengths
and weaknesses of both girls so that we can rec-
ommend appropriate remedial instruction if and
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when it is warranted. In a mastery test we would
also expect the test to be relatively easy because,
presumably, the teacher taught in such a way that
certain minimal essentials (skills and/or knowl-
edge) were learned or mastered by all or by a great
majority of her pupils. If the test is being used as
a pretest (1., given to the students before a par-
ticular unit or concept is introduced) to help de-
velop. effective teaching materials and/or strate-
gies, we would expect most students to do poorly
because they have not as yet been taught the ma-
terial. Hence, for mastery, diagnostic, and most pre-
tests, we are less concerned with difficulty because
it is zot our intent to differentiate or spread out
people according to their achievement level. But
there are many instances where our intent is to
discriminate among pupils. For selection and clas-
stfication purposes, we ordinarily want a test that
produces a spread of scores.

To obtain information that will enable the
teacher to differentiate (discriminate)'' among her
pupils in terms of their relative achievement, the
teacher should prepare questions that, if no guess-
ing occurs, about one-half of the pupils would be
expected to answer the items incorrectly (the test
is then said to be of average difficulty).

We believe that even a test used for discrimi-
nation purposes should contain a few very easy
and a few very difficult items. If this policy were
adopted, the poorer students could be motivated to
continue, especially if the easy items were at the
beginning of the test, while the brighter students
could be challenged. But, by far, the majority of the
items should be of average difficulty.

A very effective way to obtain item-difficulty
estimates is to pilot the items on a group of stu-
dents similar to those for whom the test is de-
signed. Item-analysis techniques (see p. 161) can
then be used to obtain difficulty and discrimina-
tion indices. Because pilot testing is generally im-
possible for the ordinary classroom teacher, sub-

""The extent to which we know how well the students are
being differentiated by the items is referred to as item discrim-
ination. Item discrimination will be discussed in greater detail
in Chapter 8.

jective judgment must often be relied on. We
recommend that teachers only categorize their
items as “difficult, average, or easy.”

In summary, how difficult a test should be de-
pends to a large extent upon its purpose. If the test
results are to be used to describe the status of the
individual pupils (criterion-referenced), item dif-
ficulty will not be a factor in the selection of the
test items. However, if the test results are to be
used to differentiate among pupils in terms of their
achievement, the concept of test and item diffi-
culty has meaning. This is still another reason that
teachers must know what use will be made of the
test results.

When to Test

Teachers often ask, “Should I test every week?
Once or twice a semester?” Some teachers prefer
to test on small segments of the course at frequent
intervals, Other teachers prefer testing less fre-
quently and on large units of the course. The ma-
jority of teachers usually govern themselves by the
marking and reporting schedules of their schools.
As of now, there is no evidence to show that a test
based on a small segment of the course is better
than a test that samples a larger unit of the work.
We prefer frequent testing because it can provide
a more thorough basis for keeping both teachers
and students better informed of student (and
teacher) progress.

Once again, the wuses of the test results will de-
termine the frequency of testing. In most objec-
tive-based instructional programs where formative
evaluation procedures are appropriate, pupils are
(or should be) given short, criterion-referenced
tests frequently to inform the teacher of the pu-
pils’ performance and identify those in need of ad-
ditional or remedial instruction.

The nature of the pupils may also affect the fre-
quency of testing. Teachers dealing with the slow
learner, the child in need of remedial instruction,
and the very bright child may test at frequent in-
tervals. Our opinion is that the teacher should de-
termine the frequency of testing, for she is in the
best position to make this decision. In general, we
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recommend that tests be administered at least
twice a semester and, where feasible, more often
since more frequent evaluation is superior to less
frequent evaluation (Martin & Srikameswaran,
1974; Gallagher & Gay, 1976; Gaynor & Mill-
man, 1976). We realize that too frequent testing
might impinge on instructional time. However,
we disagree with those critics of testing who con-
tend that testing time detracts from teaching time.
This may be so if poor tests are used or if the
teacher does not use the results of the tests to ob-
tain information on the pupils’ strengths and
weaknesses. But if valid tests are used, and if
teachers take the time to analyze the nature of
both the correct and incorrect responses, and if
the test is discussed in class, test results can be an
effective and valuable source of information for
both teachers and learners.

Nature of the Stimulus: Verbal,
Pictorial, or Other?

The nature of the test-item stimulus is highly de-
pendent on the nature of the content being tested
(e.g., a performance test in woodworking lends it-
self better to use of nonverbal stimuli) and the age
of the pupils tested (very young children cannot
read). For young children we recommend using
lots of pictures, a minimum of verbal material (un-
less one is measuring reading or reading readi-
ness), and a simple vocabulary appropriate to the
students’ age and ability, lest the test become a
reading or general aptitude test.

Somewhat related are the questions of “How
should the test items be presented? Should they be
printed in a test booklet or should the items be ad-
ministered by means of a filmstrip, slides, or other
audio-visual methods?” Research has shown that
examinees can be paced in their response rate to
answer more rapidly if the test were administered
by some audiovisual aid than they would working
by themselves in a test booklet. And they could
work faster without any loss in accuracy. A few
years back, audio-visual test administration would
have been unheard of. Today, however, computer-
assisted testing is becoming more and more prev-

alent. (See the special issue of Educational Mea-
surement: Issues and Practice, Vol. 3, No. 2, 1984,
for a comprehensive look at computer testing.)

Open-Book versus Closed-Book
Examinations

Most teachers want to maximize the opportunity
for their students to do their best on classroom
achievement tests. There is some disagreement,
however, as to the best method for achieving this.
There are some teachers who contend that stu-
dents should be able to use any and all external aids
such as notes, their text(s), and other references
when taking an exam. Teachers preferring open-
book exams say that (a) they eliminate cheating;
(b) they do not substitute for studying because the
time required to look through one’s notes or refer-
ences for answers will dissuade pupils from rely-
ing on these sources; (c) there are not too many
instances in life where one cannot look up a for-
mula, or equation, or piece of factual information;
and (d) they make students study for the applica-
tion and comprehension of knowledge rather than
for sheer recall of facts. There are other teachers
who disagree and say that the disadvantages far
outweigh the value of open-book exams and con-
tend that 7o aids should be permitted when taking
an exam. Who is right?

The empirical evidence, although sparse, does
indicate the following: (a) Students prefer open-
book exams, possibly because they are less anxi-
ety-producing. (b) There is very little difference
in performance between students who take open-
book exams and and those who take closed-book
exams. (c) Different abilities are tested by the two
methods. (For example, open-book exams test the
higher mental processes of reasoning and judg-
ment to a greater extent than do closed-book
exams. We do 7ot wish to imply that closed-book
exams do 7ot test higher-order thinking skills.
They do! Our better standardized achievement
and aptitude tests attest to this.) (d) Students pre-
pare differently for the two types. (e) It is more
difficult to discriminate between the better and av-
erage student in an open-book exam. What then?
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It would appear that one’s decision whether to
use an open- or a closed-book exam is heavily de-
pendent on one’s instructional objectives. If the
teacher’s goals are to ascertain whether her stu-
dents have mastered certain factual material (and
there are many instances where it is important for
students to memorize certain facts and details),
then it is appropriate for her to use a closed-book
exam. On the other hand, if the teacher’s goals are
to evaluate the students’ grasp of, understanding
of, and application of concepts; the students’ abil-
ity to retrieve and synthesize information; and the
students’ ability to write a cogent report, then ei-
ther an open- or closed-book exam would be ap-
propriate.

GENERAL CONSIDERATIONS IN
WRITING TEST ITEMS

Regardless of the item format used, the two essen-
tial ingredients of a good test item are that it must
measure what it is designed to measure (validity)
and must do so consistently (reliability). Validity
and reliability of the individual items as well as the
test as a whole can be achieved only when (a) each
test item is expressed in clear, unambiguous lan-
guage; (b) the students are not given any clues to
the correct answer; (c) the scoring is objective;
and (d) a table of specifications has been prepared
and followed.

The different item formats are susceptible to
different types of errors. These specifics will be
dealt with when we consider the preparation of
the essay question and the different types of ob-
jective items in the chapters to follow. However,
there are some general factors that should be dis-
cussed at this time. Some have already been men-
tioned, and some will be elaborated on in Chapters
6 and 7, but we feel that they bear repetition be-
cause of their importance in writing good test
items.

At the outset, we want to caution the reader
that the writing of test items cannot be reduced to
a set of rules that will guarantee that the test is
reliable and has content validity. However, there

are some guidelines and specific suggestions that
should be considered by the classroom teacher
when she changes into an item writer.

Preparing the Test Item'’

1. Carefully define your instructional objectives.
Without well-defined, specific, and clear instruc-
tional objectives, it will be very difficult to provide
for optimal learning on the part of the student and
optimal instruction on the part of the teacher.
And, since a teacher-made test—regardless of the
item format—is prepared specifically to measure
the extent to which the instructional objectives
have been realized, one cannot begin the prepara-
tion of a valid test without carefully defined in-
structional objectives.

2. Prepare a table of specifications, keep it before
you, and continually refer to it as you write the test
item. You will recall that the test blueprint or table
of specifications relates the course objectives to
the subject-matter content. The test item is an
outgrowth of one or more cells of the table of
specifications. Continually refer to your test blue-
print to help ensure that you will have a test with
adequate content validity.

3. Formulate well-defined questions. Some of the
criticisms leveled against tests are the result of
questions that are vague, ambiguous, and too
global. Not only may such questions cause the stu-
dent difficulty in that he is unsure of what the
teacher is looking for, but they may also cause the
teacher problems in reliably scoring the answer
(especially the essay and short answer). In addi-
tion, the test items should be grammatically cor-
rect and free from spelling and typing errors.

4. Avoid excess verbiage. Verbal overload must
be controlled lest the test become one of reading
ability or general intelligence. Teachers, in their
attempt to clarify, too often confuse rather than

'2See Chambers (1984) for the development of an in-service
training package to help teachers improve the quality of their
pencil-and-paper tests.
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elucidate by excessive wording. Avoid needlessly
complex sentences.

5. The test item should be based on information
that the examinee should know (or be able to deduce
from the context) without having to consult a refer-
ence source. The best test contains only a sample of
the possible questions that can be asked. And we
are all aware that no one student can commit all
the course content to memory. We should there-
fore not expect the student to have an encyclope-
dic mind. The course objectives upon which the
test is based should not test minutiae unless those
minute details are vital to meeting the course ob-
jectives. For example, in a course in pharmacology
we should not expect students to memorize the
dosages or limits of normal values of toxicity of
every drug that is on the market. There are, of
course, certain drugs that are frequently used or
dispensed, and we might expect the student to
know the characteristics of them. We should only
test on information that is within the daily work-
ing knowledge of the examinee. Naturally, if cer-
tain formulae, for example, are needed to solve a
problem, and a course objective was not to commit
formulae to memory, they should be provided to
the examinee. The crux of this issue, of course, is
getuing agreement as to what are the basic objec-
tives.

6. Use the most appropriate stimulus. Although
the actual test item may be verbal, if the test is
based on some external stimulus, the stimulus
need not be verbal. There are many instances in
achievement testing where equipment configura-
tions can only be presented pictorially or where
the material in, say, economics might be clearer if
presented in graphic or tabular form than by
means of a verbal description. When this is the
case, the nature of the stimulus is nonverbal. But
the test-constructor must think about the most ef-
fective method of presenting the stimuli before
the item is written. Schwartz (1955) compared il-
lustrated items with written items and found, as
might be expected, that illustrations were better in
the lower grades than the upper grades. Accord-
ingly, we recommend that at least for the lower
elementary grades and for some specialized tech-

nical content areas, serious consideration be given
to using an illustrated stimulus, a minimum of ver-
bal material (unless one is measuring reading or
reading readiness), and a vocabulary that is appro-
priate to the students’ age and ability, lest the test
become a general aptitude or reading test.

7. Try to avoid race and sex bias. Many persons,
both within and outside the education profession,
have criticized tests (primarily standardized tests),
claiming that they exhibit a race and sex bias. We
will discuss this issue more thoroughly in later
chapters when we consider standardized tests and
inventories. Even though bias is seldom a problem
in teacher-made achievement tests, we believe that
teachers should be aware of, and concerned with,
these issues so that they will strive to develop tests
that are as free as possible from race and sex bias.

Not directly related to achievement tests in
general, or teacher-made tests in particular, are
Scheuneman’s (1987) findings. In studying the
Graduate Record Examination, she recommended
that to more favorably reflect the abilities of black
examinees, item writers should (a) use quantitative
language, diagrams, figures, or anything that will
reduce verbiage; (b) try to avoid superlatives like
most or best in the stem unless a definite distinc-
tion must be made between two potentially cor-
rect responses; and (c) avoid items that ask for the
one false response.

We favor taking all possible precautions in
using words or vocabulary that are free from racial
or sexual bias or stereotyping. Teachers must cor-
rectly select words that are not differentially un-
derstood by different ethnic groups or by males
and females. If all the story problems on a teacher-
made mathematics test involved males engaged in
athletic events or females engaged in homemaking
activities, this would be an example of sex stereo-
typing. If one used the vocabulary of black inner-
city youth and if these words were not understood
by other students unfamiliar with this vocabulary,
this would be an example of inappropriate, biased
vocabulary unless one was specifically testing for
the pupils’ knowledge of these words. This last
point needs to be emphasized! If vocabulary
knowledge or understanding of a concept is the
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learning objective being tested and it is seen that
one ethnic or racial or sex group does better on
the test because they really know more or under-
stand better, we would 7ot call the test biased. But,
if one group did better on a test because of the
language used, the test zay be biased. Actually, if
teachers follow the guidelines offered in this and
succeeding chapters for writing test items, there
should be little bias in their tests.

8. Write each test item on a separate card. This
will permit you to record any item-analysis data
(see Chapter 8) directly with the item and will be
the beginning of a test file that can be used for fu-
ture tests. To assist in checking the test items
against the blueprint so as to obtain content valid-
ity, we suggest that the item be keyed to the ob-
jective and content area measured, the key being
placed in either the card’s upper right- or left-
hand corner. Finally, with each item on a separate
card, 1t is easy to sort the cards so that all item
formats are together.

9. Prepare more items than you will actually
need. Every teacher should prepare extra test items
to replace those discarded in the review process.
For an essay test, we suggest that you prepare
about 25 percent overage of items. For an objec-
tive test, we suggest about 25 percent extra items
be written for each cell in the test blueprint. For
example, assume that you wanted a 100-item ob-
jective science test. If 5 percent of the test is de-
voted to knowledge of methods of science, you
should prepare 6 items. We are quite certain that
some of your original items will have to be re-
placed. But even if you are fortunate and have to
replace only 2 or 3 items, the remainder can be
used as the base for a later test.

10. Write and key the test item as soon as possible
after the material has been taught. The best time to
write and key an item dealing with a particular be-
havioral objective (outcome) is immediately after
covering the material in class. At this time the item
appears in its complete context and the relation-
ship of the item to a particular objective is most
clear. Even if the teacher only sketches out two or
three items when the material is presented in class,

over a period of time she will have a sizable pool
of tentative items that can be refined later and in-
corporated into her test. By writing the items over
a long period, the teacher avoids some of the prob-
lems discussed earlier.

11. Prepare the items well in advance to permit
review and editing. Very seldom is an item writer
fortunate enough to prepare a test item that does
not require at least some slight revision or modi-
fication. Ideally, the review phase and subsequent
editing should occur some days after the item has
been written. This will allow the item writer to
look at her items with a fresh perspective so that
hopefully she will be able to see any errors she
may have originally missed. One of the major
faults of poor items is that they often do not com-
municate effectively the item writer’s intent. The
item writer knows implicitly what she is trying to
measure—the pupil must be told explicitly. The
best approach is to have a fellow teacher (one who
teaches the same subject matter) review the test
items and directions.

12. Awoid specific determiners. Don’t give the
test-wise student any undue advantage over the
naive but equally knowledgeable student.

13. Be careful when rewording a faulty item.
The item writer must be very careful in rewording
an item that has been found faulty lest she alter the
“match” between the item and the particular ob-
jective the item was originally written to measure.
Subtle changes in the behavior measured are likely
to occur when we rewrite some of the distractors
in the multiple-choice item (Gronlund & Linn,
1990) and when we change a completion item to
a multiple-choice item, or vice versa (Knapp,
1968).

14. Insert some novelty into your test. In a study
of eighth graders, incorporating humor in test
items had no effect on the test score nor did it
lower test anxiety. However, the students favored
inclusion of humor in tests and thought that the
humorous items were easier (they weren’t). We
agree with McMorris et al. (1985, p. 154) who
said that “if humor helps create a positive affect,
reduces negative affect, and does not depress
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scores, its use is warranted. ... With the inclu-
sion of humor, the whole testing industry could be
somewhat more humane.” This latter point is sig-
nificant considering the public’s as well as stu-
dents’ views of testing.

15. Avoid textbook or stereotyped language.

16. Obtaining the correct answer to one test item
should not be based on having corvectly answered a
prior item.

For those interested in another approach to
item development, Willson (1989) presents an ex-
cellent, although somewhat theoretical, discussion
of the various components to be considered in the
development of aptitude- and achievement-test
items. With respect to the latter, he says that item
writers should pay attention to (a) prior knowl-
edge needed by the test-taker to answer the item,
(b) item features (such as the use of different test
stimuli) perceptible to the test-taker but indepen-
dent of prior knowledge, (c) learner processes in-
volved in the solution of the problem, and (d) re-
sponse qualities to be assessed (e.g., in a multiple-
choice item one could look at the correct answer
only, the distracters selected, or both).

Computer-Assisted Item Writing

Computers are being used to construct tests (Mill-
man & Arter, 1984), to develop test items (Oos-
terhof, 1990; Cronbach, 1990), to administer and
score tests and interpret the results (Millman &
Arter, 1984), to provide feedback (Oosterhof,
1990), and for record-keeping purposes (Hsu &
Nitko, 1983). However, the actual writing of test
items by computer is now only beginning to ap-
pear, with greater frequency on the horizon.
Millman and Westman (1989) present five ap-
proaches (actually there are only four) to com-
puter-assisted item writing that rely heavily on ar-
tificial intelligence. Using a hierarchy of computer
involvement in the actual test-item writing, the
approaches are (a) the author-supplied approach,
(b) the replacement-set procedures, (c) the com-
puter-supplied prototype items, (d) subject-matter

mapping, and (e) discourse analysis. In the first ap-
proach, the author-supplied approach, the item is
written completely by the author, and the com-
puter acts only as a typewriter to print the items
and then store them for later retrieval. Hence, this
is not really an approach or technique as are the
others. In the replacement-set procedures ap-
proach, the items are produced according to al-
gorithms, and the computer acts more as a proces-
sor of the information programmed than an actual
item writer. In the computer-supplied prototype
items, the item writer and computer interact to
write the text for the item. In the subject-matter
mapping approach, the item writer and computer
work interactively to build a frame—a network of
nodes and relations—and using instructions sup-
plied by the item writer, the computer generates
“rough” items for the item writer to review. In
the fifth stage—discourse analysis—algorithms
are used for the analysis and transformation of text
into test questions.

According to Millman and Westman, the most
viable approach is the computer-supplied proto-
type items approach, and they present a detailed
description of how one can use this approach. We
agree with them that this technology will no doubt
be used primarily by commercial test publishers.
However, with more and more school systems
having access to computer facilities, developing
and maintaining their own test files, and becoming
involved in student-competency testing, we envis-
age that computer-assisted item writing will filter
down to classroom teachers in the next decade."”

WHAT DOES IT TAKE TO BE A GOOD
ITEM WRITER?

The process of writing good test items is not sim-
ple—it requires time and effort. It also requires
certain skills and proficiencies on the part of the

A variety of software programs are available today to assist
the classroom teacher. IBM, for example, has the Teacher’s
Quiz Designer, which creates, edits, and administers tests to
students and keeps track of student scores and averages.
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item writer, some of which can be improved by
formal course work; others require considerable
practice. Rules, suggestions, guidelines, and text-
books may be useful, but they are 7ot magic wands
for producing high-quality test items. Just as a sur-
gery course in third-year medical school does not
prepare the student to be a certified surgeon, no
single course in tests and measurements (nor, for
that matter, reading a textbook) will prepare a stu-
dent to be an innovative item writer. There is no
doubt, however, that all the following aids will be
of some assistance, provided the item writer is
willing to devote the necessary time and energy to
the preparation of test items. In the long run, prac-
tice of the rules of item writing will help one
achieve proficiency.

To be a good item writer, one should be pro-
ficient in six areas.

1. Know the subject matter thoroughly. The greater
the item writer’s knowledge of the subject mat-
ter, the greater the likelihood that she will
know and understand bozh facts and principles
as well as some of the popular misconceptions.
This latter point is of considerable importance
when writing the selection type of item in gen-
eral, and the multiple-choice item in particular
(because the item writer must supply plausible
although incorrect answers).

2. Know and understand the pupils being tested.
The kinds of pupils the teacher deals with will
determine in part the kind of item format, vo-
cabulary level, and level of difficulty of the
teacher-made test. For example, primary
school teachers seldom use multiple-choice
items because young children are better able to
respond to the short-answer type. The vocab-
ulary level used for a class of gifted children
will probably be very different from that used
with a class of educable mentally retarded chil-
dren. The classroom teacher who knows and
understands her pupils will generally establish
more realistic objectives and develop a more
valid measurement device than will the teacher
who fails to consider the characteristics of her
students.

3. Be skilled in verbal expression. Some of the
major deficiencies of teacher-made achieve-
ment tests are related to problems of commu-
nication-—ambiguous wording, poor choice of
words, and awkward sentence structure. The
item writer must be scrupulously careful when
expressing herself verbally. It is essential that
the item writer clearly convey to the examinee
the intent of the question.

4. Be thoroughly familiar with various item for-
mats. The item writer must be knowledgeable
of the various item formats—their strengths
and weaknesses, the errors commonly made in
writing this or that type of item—and the
guidelines that can assist her in preparing bet-
ter test items.

5. Be persevering. Writing good test items, re-
gardless of their format, is both an art and a
skill that generally improves with practice.
There are very few, if any, professional item
writers who are so gifted, able, and blessed that
they can write an item that requires absolutely
no editing or rewriting. Classroom teachers
who are trained as teachers rather than as item
writers should be persevering and not give up
hope, even though the task seems overwhelm-
ing.

6. Be creative. The abundance of sterile, pedantic
items normally found on teacher-made
achievement tests results from the reluctance
of teachers to be creative. Tests need not be
somber and imposing. Items can be novel! Oc-
casionally, in the item stem or descriptive ma-
terial (or pictorial) upon which some items are
based, the writer can inject some humor. For
example, in an arithmetic test, why not in a
word problem on addition say “Mr. Adder,”
instead of Mr. Jones? At the same time that we
urge you to be creative, we must caution you
not to become too creative, since your enthu-
siasm might lead to the preparation of items
that no longer test for, or are related to, the
instructional objective for which they have
been written. Also, be careful that in your at-
tempt to become creative you do not become
overly verbose.
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Ideas for the Test Items

While the table of specifications lists the content
areas to be covered and the relative emphasis to be
placed on each area and instructional objective, it
does not directly give the item writer ideas that
she can develop into test items. These the item
writer must supply on her own. Where, then, does
the classroom teacher get ideas? Primarily from
the textbook or syllabus, other tests, journal arti-
cles, and questions raised by her pupils in class. It
is not too difficult to develop ideas for measuring
factual recall of information. It becomes progres-
sively more difficult as one climbs the hierarchy in
the taxonomy (Bloom et al., 1956) and as one tries
to invent appropriate novel situations. The final
selection of ideas to be developed into test items
is dependent on (a) the purpose of the test, (b) the
test blueprint, (c) the importance of specific ma-
terial covered in class, and (d) the items’ ability to
discriminate between those students who do and
do not know the material. Each of these factors
must be considered.

CONSTRUCTING CRITERION-
REFERENCED TESTS

Criterion-referenced tests (CRTs) appeal to class-
room teachers because they can be tailored to
match what is actually being taught, they pro-
vide diagnostic information that is valuable to
both teacher and student, and they may suggest
strategies for program and  instructional
improvement.

The procedures (and principles to be followed)
for writing criterion-referenced test items do not
differ appreciably from those to be considered
when writing norm-referenced test items. In fact,
one cannot distinguish between a criterion-refer-
enced and norm-referenced item merely by in-
spection. Both CRTs and NRTs should be devel-
oped with a table of specifications; 4oth should be
concerned with validity and reliability, and bozh
should help users make decisions about the indi-
vidual, differing only in the context within which
these decisions are made. Generally speaking, we

do not expect CRTs to have norms, but it is not
unusual to find them having some normative data
(Popham, 1978). The major differences between a
well-constructed CRT and NRT is that the CRT
has a more limited focus (fewer objectives but
they are more thoroughly measured by having
more test items per objective) and the CRT has a
well-defined, precise test domain.

The major difficulty but perhaps the most im-
portant steps in constructing CRTs are defining
the test domain and then developing test tasks that
are clearly members of the domain. Two general
approaches frequently used to construct CRTs are
(a) the empirical approach and (b) the universe-de-
fined approach.' In the empirical approach, items
are selected on the basis of their ability to differ-
entiate between pupils who have been taught the
material and those who have not been taught the
material (this will be discussed in greater detail in
Chapter 8). In the universe-defined approach, a
universe or domain is specified and a “pool” of
items is developed. The goal of the universe-de-
fined method is to define the universe of all pos-
sible items in a given domain so that one may be
able to generalize from an individual’s test score
on a representative sample of items to a statement
about his proficiency in the total domain. Associ-
ated with this is developing the set(s) of rules
needed to generate the test items (see Hively et al.
1968; Osburn, 1968.) The Osburn and Hively
methods are similar in that both use the item-form
approach, that is, they generate a population of
items that directly mirror the logical structure of
the subject-matter content in some domain rather
than the learning outcomes of the sort usually em-
bodied in instructional objectives. Hively’s model
differs from Osburn’s in that instructional objec-
tives are clearly transformed into item forms with-
out going through the subject-matter structure.
Thus, for each skill, a series of domains is speci-
fied, and within each domain the skills to be tested

“See Jackson (1970), Millman (1973), Hambleton et al. (1978),
Martuza (1979), Popham (1981), Roid (1984), and Berk (1984)
for reviews of literature on constructing criterion-referenced
tests.
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are listed. For each skill, an item form consisting
of a “general form” and a series of “generation”
rules is developed (see Popham, 1984 for a more
detailed discussion). Unfortunately, there are few
domains other than computational problems in
science and mathematics and possibly certain fac-
ets of reading (such as comprehension) where it
would be possible to specify item-generation rules
of the type Hively proposed. In addition, our tech-
nology, to date, restricts us to measuring the
lower-level mental processes such as recall or
computation. It would appear then that a combi-
nation of the Osburn and Hively models would be
best. Then, the test-constructor will have her do-
main (collection of item forms) from which test
items can be selected, and the teacher will have her
domain that clearly specifies what is to be taught.
Even though there have been tremendous ad-
vances, much work remains to be done before this
becomes feasible for classroom teachers.

In constructing a CRT, one does 7ot want to
have a large spread of scores (variability). In fact,
after the pupils have been taught, we would hope
that nearly all of them answered all the items cor-
rectly.

Most NRTs use multiple-choice or true—false
items. In CRTs where we expect students to
“do”—for example, to balance an equation, to
label a diagram—it has been suggested (Hills,
1981) that items be of the supply-type (short-an-
swer or essay).

Two additional factors that must be considered
when developing CRTs are (a) the number of
items needed to measure reliably each of the in-
structional objectives being tested and (b) the cri-
terion or cutoff score to reliably indicate mastery.
Generally speaking, between § and 20 test items
per behavior is sufficient (Popham, 1978). How-
ever, if significant decisions are to be made on the
basis of the test results, we recommend between
10 and 20 items per instructional objective tested.

B SUMMARY

The principal ideas, conclusions, and recommen-
dations presented in this chapter are summarized
in the following statements:

10.

11.

12.

. Teacher-made test results are often the major

basis for evaluating student progress.

. All teachers have an obligation to assess the

efficacy of their instructional procedures.
The teacher-made test is one procedure for
accomplishing this.

. Although paper-and-pencil tests are the most

frequently used formal evaluation procedure,
some important instructional objectives can
be evaluated only by observational tech-
niques.

Classroom tests, despite some of their limi-
tations, will never be replaced because they
(a) tend to be more relevant, (b) can be tai-
lored to fit a teacher’s particular instructional
objectives, and (c) can be adapted better to fit
the needs and abilities of the students than can
commercially published tests.

. A major deficiency of teacher-made tests is

that they suffer from inadequate planning.

. Teacher-made tests may be classified on the

basis of item format, nature of stimulus ma-
terial, and purpose.

Classroom tests may be classified as either
essay or objective. Objective tests may be
classified as supply or select type.

. In the test-planning stage, one must consider

two general questions: (a) What is the pur-
pose of the test? (b) What is the best means
whereby the purpose can be achieved?

In developing a specific measuring instru-
ment, the first task is to review the instruc-
tional objectives. Following this, the objec-
tives are expressed in terms of student
behavior. Then, a table of specifications
should be constructed.

The table of specifications ideally should re-
late the content to the instructional objec-
tives.

There should be a match between every item
and every instructional objective.

The essay test is especially appropriate for
measuring the pupil’s ability to synthesize his
ideas and express them logically and coher- .
ently in written form. Its major limitations
are that it has limited content sampling and
low scorer reliability.
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13.

14.

15.

16.

17.

18.

19.

20.
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The objective test permits the teacher to ob-
tain a broader sampling of content in a given
time, has higher scorer reliability, and is less
susceptible to bluffing than is the essay test.
Both the objective and essay test have impor-
tant roles to play in evaluating pupil achieve-
ment.

In the planning stage, before a test item is
written, a variety of factors—such as the
test’s purpose, type of item format, length, dif-
ficulty, and nature of the stimulus material—
must be considered.

The determination of appropriate item diffi-
culty depends on the purpose of the test. In
general, achievement tests should be of aver-
age difficulty. A test that is either too difficult
or too easy provides the teacher with little
meaningful information.

The two major considerations that item writ-
ers must consider relate to (a) clarity of com-
munication from the item writer to the ex-
aminee and (b) writing the item so that the
answer is not given away.

Skilled item writers know their subject mat-
ter thoroughly, understand their pupils, are
skilled in verbal expression, and are familiar
with the various item formats. '
Criterion-referenced item writers employ
procedures and principles essentially similar
to those used by norm-referenced item writ-
ers.

The two most commonly used approaches for
constructing criterion-referenced tests are
the empirical approach and the universe-de-
fined approach. In the former, items are se-

lected on the basis of their ability to discrim-
inate between pupils who have been taught
the material and those who have not. In the
latter, items are generated on the basis of
item-generation rules.

B POINTS TO PONDER

1.

Discuss the four major deficiencies of teacher-
made tests. Point out what step(s) can be taken
to help overcome each of the deficiencies.
Prepare a table of specifications for a 20-item
test on Chapter 4 of this text.

What are the major factors that one must con-
sider in the planning stage of the test?

If a teacher wishes to determine whether her
pupils can synthesize, should she use an objec-
tive-type test? Why?

Under what circumstances should item diffi-
culty and item discrimination be a considera-
tion when planning a test?

Discuss the empirical and universe-defined ap-
proaches in the construction of a criterion-ref-
erenced test.

. Do you believe that the time will come when

teacher-made achievement tests will be re-
placed? Defend your answer.

Should achievement tests in a school system be
developed by the individual teacher or by a
committee? Discuss the pros and cons of each
approach.

. How would you defend your use of objective-

type tests to a group of parents who were op-
posed to these tests?
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The Essay Test:
Preparing the
Questions and
Grading the Responses

WHY COULDN'T SHE HAVE GIVEN
US A MILTIPLE-CHOICE TEST ?

I HATE IT (WHEN YOU HAVE
TO KNOW WHAT YOU'RE
WRITING ABOUT...
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Grading Essays
The Oral Question

In Chapter 4, our activities in the development of
a high-quality, accurate test of pupil achievement
focused on what might be referred to as the “get
ready” or planning stage. It is in this planning
stage that the purposes of the test are set forth, the
table of specifications (which relates the course
content to the instructional objectives) is pre-
pared, thought is given to the kind of item format
to be used, and decisions are made about the
length and difficulty of the test. The next step is
to write test items. We must now translate our be-
havioral objectives into test questions that will
elicit the types of behavior we are interested in
measuring. One type of test item is the essay ques-
tion.

With the exception of the oral test, the essay is
the oldest test format in use today. The distinctive
features of the essay question are: (1) the examinee
is permitted freedom of response, and (2) the an-
swers vary in degree of quality of correctness
(Stalnaker, 1951).

Because for many teachers the essay examina-
tion is the one used most frequently (whether ap-
propriately or inappropriately), it seems advisable
to try to develop procedures that will maximize
the advantages and at the same time minimize the
limitations of essay examinations. In this chapter
we consider (1) the two major types of essay ques-
tions, (2) the advantages and limitations of the
essay question, (3) the reasons that essay tests are
still so popular with teachers despite the many
criticisms leveled at them, (4) some suggestions on
how to prepare and grade the essay question, and
(5) the oral question.

After studying this chapter, you should be able
to:

Classification of the Essay Question

Advantages and Limitations of the Essay Test

Why Are Essay Tests Still Popular?

Suggestions for Preparing Good Essay Tests

An Example of the Development of a Good Essay Question

1. Understand the differences between the re-
stricted- and extended-response essay ques-
tion.

2. List the two most serious limitations of essay
questions and discuss methods of combating
these limitations.

3. Discuss the reasons that essay tests are so pop-
ular, pointing out which reasons are supported
by empirical research and which are mainly
hearsay.

4. Follow the guidelines offered when construct-
ing essay questions.

5. Differentiate between global and analytical
scoring.

6. Follow the guidelines offered when grading
essay questions.

7. Discuss the similarities between the essay and
oral question.

8. Appreciate the value of, and need for, the essay
question in classroom tests.

9. Do a better job in constructing and grading the
essay question.

CLASSIFICATION OF THE ESSAY
QUESTION

Essay questions are subdivided into two major
types—extended and restricted response—depend-
ing on the amount of latitude or freedom given the
student to organize his ideas and write his answer.

Extended Response

In the extended-response type of essay question
virtually no bounds are placed on the student as to
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the point(s) he will discuss and the type of orga-
nization he will use. This advantage, unfortu-
nately, is counterbalanced by the fact that flexibi/-
ity and freedom of choice contribute to (1) the essay
being an inefficient format for measuring specific
instructional objectives and (2) scorer unreliability
(this will be discussed later in the chapter). An ex-
ample of an extended-response essay question for
students in a measurement course would be:

Describe what you think should be included in a
school testing program. Illustrate with specific tests,
giving reasons for your test selection. Your essay
should be about 300 to 400 words in length (2 to 3

pages).

An example for students in twelfth-grade litera-
ture is:

Do you believe that the portrayal of Shylock sup-
ports the claim made by some that Shakespeare was
anti-Semitic? Support your answer. Your essay
should be about 2 to 3 pages long (300 to 400
words).

An example for fifth-grade students is:

What keeps a hot-air balloon from falling to the
ground?

In answering the first question, the student may
select those aspects of the school testing program
that he thinks are most important, pertinent, and
relevant to his argument; and he may organize the
material in whichever way he wishes. In short, the
extended-response type of essay question permits
the student to demonstrate his ability to (1) call on
factual knowledge, (2) evaluate his factual knowl-
edge, (3) organize his ideas, and (4) present his
ideas in a logical, coherent written fashion. It is at
the levels of synthesis and evaluation of writing
skills (style, quality) that the extended-response
essay question makes the greatest contribution.

Restricted Response

In the restricted-response essay question, the stu-
dent is more limited in the form and scope of his
answer because he is told specifically the context
that his answer is to take. An example of the re-

stricted-response essay question for high school
or college students is:

Pavlov found that sometimes dogs he had previously
conditioned to salivate when a bell rang failed to do
so later on. How do you account for this? Your an-
swer should be about one-half page in length.

An example for the upper elementary or middle
school is:

Tell how plants make food. Your answer should be
about one-half page long.

These questions are 7zore restrictive than the
example given for the extended-response essay in
that the student must only address himself to one
specific area rather than discuss a variety of alter-
natives.

By aiming the student at the desired response
we minimize somewhat the problems of unreliable
scoring, and we may possibly make scoring easier.
But by restricting the student’s response we give
up one of the major advantages of the essay ques-
tion—a measure of the student’s ability to synthe-
size his ideas and express them in a logical, coher-
ent fashion. Because of this, the restricted-
response type of essay is of greatest value for mea-
suring learning outcomes at the comprehension,
application, and analysis level, and its use is best
reserved for these purposes.

Examples of Different Types of Essay
Questions

One can make a more elaborate classification of
essay questions on the basis of the types of mental
activities required of the pupil. Weidemann
(1933, p. 82) classified the essay examination into
11 major categories. Arranged from the simple to
higher mental processes, these categories are as
follows: (1) what, who, when, which, and where; (2)
list; (3) outline; (4) describe; (5) contrast; (6) com-
pare; (7) explain; (8) discuss; (9) develop; (10) sum-
marize; and (11) evaluate. In Monroe and Carter’s
(1923) 20-category scheme, the question itself de-
scribes specifically the nature of information to be
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recalled by the student in answering the question.
However, it is very difficult to classify each of
Monroe and Carter’s 20 categories as either re-
stricted or extended, since the nature of the ques-
tion posed will, in many instances, determine
whether it calls for a restricted or an extended re-
sponse. What is more important, however, are the
kinds of questions that can be posed.

It will be readily evident when you read the ex-
amples given below that some of the classifications
are related more to the restricted response; others,
to the extended response.

1. Comparison of two things:
Compare norm- and criterion-referenced measure-
ment.
2. Causes or effects:
Why did fascism develop in Italy and Germany but
not in the United States or England?
3. Analysis:
Does the Gulf of Tonkin resolution suffice as an ex-
planation of U.S. involvement in Indochina? Sup-
port your answer with reasons.
4. Discussion:
Discuss Canadian Confederation under the follow-
ing headings:
a. The important reasons for a union
. The Confederation Conference
. The reasons for a choice of a federal union
. The important terms of the B.N.A. Act
. The division of powers between the Domin-
ion and Provincial governments
5. Reorganization of facts:
Trace the development of the industrial (in contrast
to the laboratory) preparation of nitric acid.
6. Formulation of new question (problems and ques-
tions raised):
Assuming that (1) the East and West will con-
tinue in their arms buildup, (2) more of the
smaller nations will develop nuclear arms, and
(3) minor skirmishes will be on the increase, what
are some of the problems that people will have to
Jace in the next decade? Discuss at least three such
problems.
7. Criticism (as to the adequacy, correctness, or rel-
evance of a printed statement):
Criticize or defend the statement: “The central con-
Slict in Barometer Rising is between Geaffrey Wain
and Neil Macrae.”

o Q.o T

ADVANTAGES AND LIMITATIONS OF
THE ESSAY TEST

The advantages of the essay examination most fre-
quently cited are that (1) it is easier to prepare an
essay test than to prepare a multiple-choice test;
(2) it is the only means that we have to assess an
examinee’s ability to compose an answer and pre-
sent it in effective prose (Ebel & Damrin, 1960);
(3) it tests the pupil’s ability to supply rather than
select the correct answer; (4) it helps induce a
“good” effect on student learning; (5) many stu-
dents prefer essay over multiple-choice tests; (6)
open-ended and free-response items would “. ..
allow . .. inferences about the thought-processes
contributing to an answer” (Alexander & James,
1987); and (7) they possess ecological validity or
present a realistic situation (How many real-life
problems present themselves in a multiple-choice
format? Do we not generally work out the solu-
tion to a problem in a supply-type atmosphere?).

The two most serious limitations of essay tests
are (1) their poor (limited) content sampling, es-
pecially in the extended-response type of essay,
and (2) their low reader reliabilicy. Regardless of
the thoroughness with which an essay test is con-
structed, you cannot sample the course content as
well with 6 lengthy essay questions as you could
with 90 multiple-choice questions. Not surpris-
ingly, some students do better on some questions
while others do better on others (Godshalk et al.,
1966; Gosling, 1966). Thus, a student’s raw score
(and relative score) will depend to some extent on
the particular questions asked. The more ques-
tions, the less likely a student’s score will suffer
because of inadequate sampling of content and the
greater the likelihood that the test will be reliable.
Therefore, essay tests that contain several ques-
tions requiring short answers are preferable to a
test that asks only one or two questions requiring
a lengthy answer.

The second major problem, that of reader reli-
ability, can be minimized by careful construction
of the questions and by setting up specified scor-
ing procedures. To give you some idea as to the
magnitude of the problem of reader reliability, let
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us relate the study of Falls (1928), which, though
a study of reader reliability of an actual essay re-
sponse, gave results highly similar to results of
essay tests. In 1928, Falls had 100 English teachers
grade copies of an essay written by a high school
senior. The teachers were required to assign both
a numerical grade to the essay as well as to indicate
what grade level they thought the writer was in.
The grades varied from 60 to 98 percent and the
grade level varied from fifth grade to a junior in
college! With this type of variation across readers,
it is no wonder that measurement specialists are
concerned about the adequacy of essays (or essay
tests) as evaluation procedures. If a score is so de-
pendent on who reads the paper rather than on the
quality of the written exposition, it is probably not
a very accurate reflection of the student’s achieve-
ment.'

A third problem or limitation of essay tests is
that the student does not always understand the
questions and therefore is not sure how to re-
spond. (This problem also occurs in objective
items but to a much less degree.)

A fourth limitation of the essay examination re-
lates to the amount of time needed to read and
grade the essay. Reading essays is very time-con-
suming and laborious. Unlike objective items, es-
says can be read only by the teacher and/or com-
petent professionals. This is still the case, even
though there was earlier research conducted to
study the feasibility of grading essays by computer
(Page, 1966, 1967, 1972; Whalen, 1971).

We do not deny that some valid criticisms can
be leveled at essay tests. True, the questions may
be ambiguous, the students may be able to bluff
their way through an essay test, and the grading
may be dependent as much on the idiosyncracies
of the reader as on the quality of the response.
This does 7ot mean that the essay test question

'See also Eells (1930), who showed that teachers scoring the
same set of papers on a several month interval between read-
ings did not agree with their original judgments of the papers’
quality. See also Starch and Elliott (1912), Marshall (1967), and
Coffman and Kurfman (1968).

should be removed from either teacher-made or
commercially published tests. The fault lies in the
construction and scoring of the essay examination
and is 7oz inherent in the essay item, per se. It
would indeed be unfortunate if essay questions
were abolished from achievement tests, because
they perform an important function in measuring
one of our more important educational objec-
tives—the ability to select and synthesize ideas
and express oneself in writing.
French stated the point well when he said:

So, if we psychometricians can encourage testing
and further clarification of those aspects of writing
that objective tests cannot measure, encourage the
use of readers who favor grading the particular qual-
ities that are desirable to grade, and see to it that the
students are aware of what they are being graded on,
we can enlighten rather than merely disparage the
polemic art of essay testing (1965, p. 596).

WHY ARE ESSAY TESTS STILL
POPULAR?

As Coffman (1971) pointed out, “Essay examina-
tions are still widely used in spite of more than a
half century of criticism by specialists in educa-
tional measurement.” Reintroduction of an essay
question into the 1977 College Board English
Composition Test, after a six-year lapse, and its
inclusion in the new ETS Basic Skills Assessment
Program and in some state testing programs
should be interpreted cautiously. However, this
does 7ot indicate that an expanded use of essay
questions in general is underway, because in these
programs, essays are actually being used as writing
tests rather than as a testing format for a content
area.

Given the potential disadvantages of essay
tests—limited content sampling, scorer unreliabil-
ity, and scoring costs—why are they still in use,
especially since there is a fairly high relationship
(correlation) between direct (essay) and indirect
(objective) measures of writing skill? Many rea-
sons have been advanced for their popularity and
importance in classroom testing. Perhaps one rea-
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son is that teachers are unaware of their limita-
tions. However, there are other reasons—some
with which we agree and others with which we
disagree.

Acceptable Claims-Supporting
Evidence

1. Essay tests can indivectly measure attitudes,
values, and opinions. The student may be more
likely to reveal his true feelings in an extended-
response essay than if he responded on an attitude
scale because, in the latter, he might consciously
provide a socially acceptable answer. There is
some evidence that the extended-response essay
serves as a projective technique (Sims, 1931).

2. Good essay tests are more easily prepared than
are good objective tests. It is easier, per unit of test-
ing time, to prepare a good essay examination be-
cause only a few essay questions are needed for an
essay test, in comparison to the number of objec-
tive items needed for an objective test.

No doubt the factors of cost, time, and diffi-
culty in writing multiple-choice test items to mea-
sure the higher mental processes make and keep
the essay test popular.

3. Essay tests provide good learning experiences.
Developing one’s ability to select ideas, organize
them, synthesize them, and express them in writ-
ten form is an important educational objective. By
writing essays, students are given practice in or-
ganizing their ideas, expressing their thoughts,
and thinking through solutions to problems. Essay
tests are a good learning experience for students
(Vallance, 1947), especially when teachers take
time to write comments on the papers. However,
we do not feel that this is a very good or efficient
way to teach writing skills because of artificial
time constraints. Rather, we encourage teachers to
use take-home projects, term papers, and the like.
We believe they are a superior measure of writing
skill. :

4. The use of essay tests may serve as an incentive
Jfor teachers to engage in more thorough and effective

instruction in good writing skills. That is, the type
of test, as well as the content, drive instruction.

Rejected Claims—Justifying Evidence

1. The essay test and only the essay test can be
used to measure the higher mental processes of anal-
ysis and evaluation. Although different skills are
measured by essay and objective items, we can cite
no evidence to substantiate proponents’ claims
that the essay test is superior to the objective test
for measuring learning outcomes involving the
higher mental processes. Ackerman and Smith
(1988) found, for example, that procedural type
writing skills are better measured by the direct
methods while indirect methods were better for
testing declarative-type writing skills.

This does not mean that essay tests are useless
and should be abolished from our classroom test-
ing programs. Essay tests are probably the best
procedure for measuring some characteristics,
such as writing ability, and the ability to create,
synthesize, and evaluate ideas. But some objectives
such as analysis and comprehension can perhaps
be better (more objectively) measured by using a
type of free-response (see Ackerman & Smith,
1988) or the objective-type item. As an example,
we use two questions cast in different formats but
measuring the same skills with each item format.

The Setting or Background Information

A little mining town in Pennsylvania gets all of its
water from a clear mountain stream. In a cabin on the
bank of the stream above the town one of two camp-
ers was sick with typhoid fever during the winter.
His waste materials were thrown on the snow. In the
spring the melting snow and other water ran into the
stream. Several days after the snow melted, typhoid
fever and death struck the town. Many of the people
became sick and 144 people died.?

?Louis M. Heil et al., “The Measurement of Understanding in
Science,” in The Measurement of Understanding, 45th Year-
book of the National Society for the Study of Education, Part
1. Nelson B. Henry, ed. (Chicago: University of Chicago Press,
1946), pp. 129-130.
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Essay Question

Does the incident described above show how the ill-
ness of one person caused the illness and death of
many people? Support your answer using scientific
facts or principles. (Your answer should be about
300 to 400 words in length [2 to 3 pages].)

Objective Question’

Part A. Directions: Below is a list of statements
about the story. If you were to say that the man’s
sickness caused the sickness and death in the town,
you may believe some or all of the statements. If a

Part A
I believe the
statement is true.

Yes No

statement says something that an intelligent person
should believe, then mark it as true.

Part B. Directions: If you were to decide that the
man’s sickness caused the sickness and death in the
town, you would want to be sure about several things
before you made that decision. Read the statements
below again and check (/) the three which you be-
lieve are the most important to be sure about before
you decide that the man’s sickness caused the sick-
ness and death in the town. Do not check more than
three.

Statements Part B

Water in mountain streams usually becomes pure as it runs over
rocks.

Typhoid fever germs in drinking water may cause typhoid fever. b
All of the drinking water of a small town like this one came from c
the mountain stream.
In a small town like this one there would not be nearly so many d
people sick at the same time with typhoid as the story tells.

E. Typhoid germs were the only kind of germs in the water. -

F. There was no other possible way of getting typhoid—such asan
impure milk supply in the town.

G. Typhoid fever germs did not get into the stream from some ___ g
source other than the sick man.

H. A person by himself, like the camper, can get typhoid. — h

2. Essay tests promote move effective study habits
than do objective tests. As of now, there is 7o proof
that essay tests are superior to objective tests in-
sofar as motivation and study habits are con-
cerned. Earlier research showed only that differ-
ent skills are involved when the student supplies
rather than selects the answer and that the study
habits differ depending on whether one is writing
an essay or objective exam.

*Heil et al. (1946), p. 130

SUGGESTIONS FOR PREPARING
GOOD ESSAY TESTS

You will recall that the essay test places a premium
on the student’s ability to produce, integrate, and
express his ideas and allows the student to be orig-
inal and creative. These are the major distinguish-
ing factors between the essay and objective item
insofar as the purpose(s) of the test is concerned.
A well-prepared essay question should give the
student the opportunity to reveal those skills and
abilities that you are interested in measuring.
Merely writing a question in the essay format does
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not guarantee that these skills will be tapped. For
example, the question “Compare the extended-
and restricted-response essay item” will require
very little-on the examinee’s part other than the
regurgitation of factual material.

Although we cannot give any “pat” answers to
the question “In a given amount of testing time,
how can the essay test yield the most accurate
sample of an examinee’s achievement?” we can
offer some suggestions that, if followed, may help
make this goal attainable.

1. The essay question should be used only to assess
those instructional objectives that cannot be satisfac-
torily measured by objective items. There are many
instances where an essay test is used to measure
factual recall or simple understanding of a concept
or principle. No doubt you are all familiar with
items such as “Define valence.” “What are muta-
tions?” “What is a pronoun?” and so forth. This
is a poor use of the essay examination. It is not
appropriate to use the essay examination for the
“who, where, when” situation (the objective test
is vastly superior from the standpoint of adequate
content sampling and reliable scoring). The major
advantage of the essay examination is that it gives
the student the opportunity to decide for himself
what he wants to say (select ideas that he feels are
most relevant to his discourse), how he wants to
say it (organization of ideas), and then present his
thoughts in his own words. If one of our instruc-
tional objectives is “the student will be able to se-
lect, integrate, and write effectively,” the only way
that we are able to measure the student’s achieve-
ment is to have him write on a number of different
topics and then grade his performance. For this
objective, the essay is the most appropriate and
valid medium. It boils down to this: If you want to
see how well a student is able to express himself
(be it on a writing sample in English composition
or a discourse on the inevitability of the Civil
War), by all means use the essay test. If you are
concerned with his thoughts or feeling about an
issue and how he defends them, to explain meth-
ods and procedures, by all means use the essay
test. If you are interested in measuring the stu-

dent’s ability to criticize, to state cause-and-effect
relationships, to apply principles in a novel situa-
tion, you could use either the essay or objective
test. But do not use the essay test to measure rote
memory of facts or definitions.

2. Give adequate time and thought to the prepa-
ration of essay questions. In a given testing time one
can ask fewer essay than objective items. Hence,
“goofs” made in preparing essay questions loom
greater than those committed in an objective test.
(One or two ambiguous questions in a 100-item
objective test will have significantly less effect on
the pupil’s score than would one poor essay ques-
tion worth 20 points.) Faults, such as failure to de-
limit the problem, ambiguity of wording, and the
global nature of the quesdon, are all directly re-
lated to inadequate thought being given to the
preparation of essay questions. Although the idea
for an essay question and the preliminary wording
may come more quickly than for a true-false or
multiple-choice item, the teacher should allow
herself sufficient time to edit each question so that
she is satisfied that (1) it is measuring the intended
objective, (2) the wording is simple and clear to
the students, and (3) it is reasonable and can be
answered by the students. Unless adequate time
has elapsed from the preliminary planning to the
final writing of the essay question, it is very doubt-
ful that the teacher can prepare a valid essay ex-
amination.

3. The question should be written so that it will
elicit the type of behavior you want to measure. On
the surface, this statement appears to be both ob-
vious and easy to do. It is not. If a teacher is in-
terested in learning the extent to which her his-
tory class students understand the difference
between the League of Nations and the United
Nations, she should not frame a question such as
“What do you think of the United Nations in
comparison to the League of Nations?” Framed
this way, she will elicit the students’ opinions
rather than their understanding of the two orga-
nizations. If she is interested in measuring under-
standing, she should not ask a question that will
elicit an opinion.
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4. A well-constructed essay question should estab-
lish a framework within which the student operates.
We recognize that there must be a “tradeoff” of
some sort in making questions sufficiently specific
and detailed to remove any possible sources of
ambiguity* and yet give the student sufficient lati-
tude to demonstrate his abilities. Latitude of re-
sponse should not be interpreted as complete free-
dom of response. The teacher preparing essay
tests must carefully tread the path between highly
specific essay questions and too-general questions
that confuse the student and for which no answer
can be adequately given in the allotted time. We
recognize that in our attempts to “aim” the stu-
dent, we might remove one of the virtues of the
essay examination—to measure the student’s abil-
ity to select, integrate, and express his ideas. We
take the position that we would rather remove
some of the uniqueness of the essay test if by
doing so we would be able to prepare essay ques-
tions that tell the student what direction his an-
swer should take.

Quite often, it is this lack of a framework that
gives rise to the difficulty encountered by the stu-
dent in knowing exactly what it is the teacher ex-
pects him to do. And absence of a framework
makes it more difficult for the teacher to grade the
response fairly, since she may get a variety of an-
swers to the same question, depending upon how
the students interpreted it. This lack of a frame-
work is primarily responsible for the common be-
lief that you can bluff your way through an essay
exam.

Among the many ways in which a framework
to guide the student may be established are (a) de-
limiting the area covered by the question, (b) using
words that themselves give directions, (c) giving
specific directions, or “aiming” the student to the
desired response, and (d) indicating clearly the
value of the question and the time suggested for
answering it.

*To measure attitudes and values, we might want some ambi-
guity, but 7oz to measure achievement,

a. Delimit the area covered by the question. A
high school chemistry teacher could ask an essay
item such as “Describe the operation of a fire ex-
tinguisher.” If she did, she might receive answers
describing the operation of a soda-acid extin-
guisher or a foam type of extinguisher. The an-
swers might be based on the chemical changes that
take place, on the physical manipulations involved,
or a combination of these and other factors. Some
students might illustrate their answer with chem-
ical equations, some might prepare a labeled dia-
gram of the fire extinguisher, some might do both,
and some students might do neither. The students
should know exactly what they are to do. If, for
example, the chemistry teacher is interested in
learning the extent to which her pupils understand
and can explain the operation of the soda-action
type of fire extinguisher, she should rephrase her
question as follows:

With the aid of a diagram, explain the operation of
the soda-acid type of fire extinguisher. Label the di-
agram. Write the equation(s) showing the reaction
that takes place when the extinguisher is put into op-
eration.

b. Use clear, descriptive words. Words such as
“define,” “outline,” “select,” “illustrate,” “clas-
sify,” and “summarize” are reasonably clear in
their meaning. On the other hand, “discuss” can
be ambiguous. If “discuss” is used, there should be
specific instructions as to what points should be
discussed. Otherwise, differences in response to
an essay question may reflect differences in seman-
tic interpretation rather than differences in knowl-
edge of the material among the pupils tested.

The vocabulary used should be as clear and as
simple as possible so that the task required of the
examinee will be as clear as possible. Although
some students may not know the answer, all stu-
dents taking the test should have a clear idea of
what it is they are being asked to do.

c. “Aim” the student to the desired response. For
the restricted-response essay, the teacher should
write the question so that the student’s task is de-
fined as completely and specifically as possible.
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That is, the student is “aimed” at the response. He
knows the specific factors the teacher wishes him
to consider and discuss in his answer. Some might
interpret this as being contradictory to the point
raised earlier that “the essay question gives the
student freedom of response” (see p. 82). We do
not think so. The student must still select, inte-
grate, and express his ideas, even though his range
may be more restricted. All we are really doing
when we aim the student to the desired response
is to say, in effect, “we would like you to do your
thinking and organization along these lines.” We
feel that the student is still permitted latitude even
though he has been “aimed.” An example of a
question that does not “aim” the student is dis-
cussed in an interesting fashion by Calandra
(1964).° We quote in part:

Some time ago, I received a call from a colleague
who asked if I would be the referee on the grading
of an examination question.

*Special permission granted by Current Science, published by
Xerox Education Publication, © 1964, Xerox Corp.
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It seemed that he was about to give a student a
zero for his answer to a physics question, while the
student claimed he should receive a perfect score and
would do so if the system were not set up against the
student. The instructor and the student agreed to
submit this to an impartial arbiter, and I was selected.

I went to my colleague’s office and read the ex-
amination question which was, “Show how it is pos-
sible to determine the height of a tall building with
the aid of a barometer.”

The student’s answer was, “Take the barometer
to the top of the building, attach a long rope to it,
lower the barometer to the street, and then bring it
up, measuring the length of the rope. The length of
the rope is the heighr of the building.”

Now, this is a very interesting answer, but should
the student get credit for it?

I pointed out that the student really had a strong
case for full credit, since he had answered the ques-
tion completely and correctly.

On the other hand, if full credit were given, it
could well contribute to a high grade for the student
in his physics course. A high grade is supposed to
certify that the student knows some physics, but the
answer to the question did not confirm this.

With this in mind, I suggested that the student
have another try at answering the question. ...
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Acting in terms of the agreement, I gave the stu-
dent six minutes to answer the question, with the
warning that the answer should show some knowl-
edge of physics. At the end of five minutes, he had
not written anything.

I asked if he wished to give up, since I had an-
other class to take care of, but he said no, he was not
giving up. He had many answers to this problem; he
was just thinking of the best one. I excused myself
for interrupting him, and asked him to please go on.

In the next minute, he dashed off his answer
which was:

“Take the barometer to the top of the building
and lean over the edge of the roof. Drop the barom-
eter, timing its fall with a stopwatch. Then using the
formula, § = % - AT squared, calculate the height of
the building.”

At this point, [ asked my colleague if he would
give up. He conceded.

In leaving my colleague’s office, I recalled that the
student had said he had other answers to the prob-
lem, so I asked him what they were.

“Oh, yes,” said the student. “There are many
ways of getting the height of a tall building with the
aid of a barometer. For example, you could take the
barometer out on a sunny day and measure the height
of the barometer, the length of its shadow, and the
length of the shadow of the building, and by the use
of simple proportion, determine the height of the
building.”

“Fine,” I said, “And the others?”

“Yes,” said the student. “There is a very basic
measurement method that you will like. In this
method, you take the barometer and begin to walk
up the stairs. As you climb the stairs, you mark off
the length of the barometer along the wall. You then
count the number of marks, and this will give you
the height of the building in barometer units. A very
direct method.

“Of course, if you want a more sophisticated
method, you can tie the barometer to the end of a
string, swing it as a pendulum, and determine the
value of g at the street level and at the top of the
building.

“From the difference between the two values of
g the height of the building can, in principle, be cal-
culated.”

Finally he concluded, “If you don’t limit me to
physics solutions to this problem, there are many
other answers, such as taking the barometer to the

basement and knocking on the superintendent’s
door. When the superintendent answers, you speak
to him as follows: ‘Dear Mr. Superintendent, here I
have a very fine barometer. If you will tell me the
height of this building I will give you this barom-
eter.””

The intent of this humorous parable was to
convey the message, “Ask a stupid question (one
so ambiguous and nondirective that nearly any
type of answer would be acceptable), and you get
a stupid answer.”

Assume that a twelfth-grade teacher of Cana-
dian history is interested in measuring the extent
to which her pupils know and understand the
terms of the Quebec Act, how it was received by
various groups, and the permanent effect of the
act. We seriously doubt that she would elicit this
response were she to frame the question as, “Dis-
cuss the Quebec Act of 1774,” even though most
of her students might know the answer. The ques-
tion as written is so ambiguous that almost any an-
swer could be given, including “it was one of the
most important acts in Canadian history.” On the
other hand, one student might concentrate on the
terms of the act; another might discuss the reac-
tions of the clergy or habitants to the act; and still
another might discuss the permanent effects of the
act. Each treatment might be well done and appro-
priate, but how are the answers to be graded?

The “better” example given below illustrates
how this same essay question could be written so
that it aims the student and still permits him some
freedom of response and an opportunity to evalu-
ate his ideas.

Discuss the statement “The Quebec act of
1774 has been described as one of the most
important measures in Canadian history.”
In your answer, refer to (1) the terms of the
act; (2) how the act was received by a) the
French clergy, b) the seignors, c) the habi-
tants, d) the Thirteen Colonies, and e) the
British; and (3) the long-range effects of the
act. Your answer should be about 300 to
400 words in length (2 to 3 pages).

Better:

Note: Don’t be afraid to use long instructions
or even give hints if this might help “aim” the stu-



92 TEACHER-MADE EVALUATION TOOLS

dent to the desired response. For the extended-re-
sponse essay, the amount of structuring will vary
from item to item, depending upon the objective
being measured. The student should be given as
much latitude as possible to demonstrate his syn-
thesis and evaluation skills, but the item should give
enough direction so that it is evident to the student
that the question elicits these skills.

d. Indicate the value of the question and the time
to be spent in answering it. The student should be
given an approximate time limit for answering
each question, as well as the value of the question
in relation to the total test score. The student can
then govern himself accordingly in deciding
where he should place his emphasis in responding
to the various essay questions.

5. Decide in advance what factors will be consid-
ered in evaluating an essay response. At this time we
are not concerned with the substantive material
desired in an essay response. This will be dis-
cussed in “Grading Essays.” What we are con-
cerned with here is whether or not spelling, punc-
tuation, composition, grammar, quality of
handwriting, and clarity of expression are to be
considered in evaluating a pupil’s response and,
hence, in the score assigned to that response. If
they are, this should be made very clear to the stu-
dents before they begin their examination. An ex-
ample of such directions is as follows:

These questions are a test of your judgment, knowl-
edge, and ability to present such knowledge in an ap-
propriate manner. Give specific facts to substantiate
your generalizations. Be as specific as possible in il-
lustrating your answers. Do not neglect to give dates
where they are necessary for a fuller understanding
of your response. Clearness of organization as well
as the quality of your English will be factors consid-
ered in scoring your answers (Solomon, 1965, p.
149).

Our contention is that the “ground rules” of
the test, especially the weighting of the questions
and the subparts of the question(s), as well as in-
formation on the general criteria to be used in
grading the test response, should be made known

to the student beforehand with sufficient time so
that he can organize and plan his study habits more
effectively.

We feel strongly that, with the exception of an
English or composition test, a student should zoz
be marked down for misspelled words, faulty
grammar, and poor handwriting. Similarly, he
should 7zot be given extra marks for displaying
proficiency in these factors. This does 7oz mean
that teachers should not correct spelling, grammar,
and punctuation errors and comment on the qual-
ity of handwriting. They should! What it does
mean is that unless that is an explicit course ob-
jective, it should not be considered in grading the
pupil’s answer.

6. Do not provide optional questions on an essay
test. Students like optional questions because it
gives them an opportunity to select those ques-
tions they know most about. However, three
major reasons can be given why optional questions
should zot be given on an essay test: (a) it is diffi-
cult to construct questions of equal difficulty; (b)
students do not have the ability to select those
questions upon which they will be able to do best;
and (c) the good student may be penalized because
he is challenged by the more difficult and complex
questions. Unless all pupils “run the same race” by
answering the same questions, it will not be pos-
sible to make valid comparisons of achievement
among them (Swineford, 1956; DuCette & Wolk,
1972; Futcher, 1973).

Should the teacher be more lenient in grading
those students who have selected the more diffi-
cult questions? Should she rate more severely the
students who have answered the easy questions? It
is not possible to compare students who have
taken different tests.® Another reason against per-
mitting a choice of questions is that if the students
know this, they will be less motivated to study «//
the material, reasoning (whether correctly or in-

®Only if the items are scaled through a process such as item-
response theory can students be compared to each other on dif-
ferent items.
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correctly depends upon what they studied and the

questions asked) that if they have a choice of ques-
tions, they should be able to find seme questions
that they will be able to answer moderately well.

With some possible exceptions (discussed in
the next paragraph), we find no compelling rea-
sons or arguments to support the claim that per-
mitting students a choice of questions will be
fairer because it will permit each student equal op-
portunity to do well. All factors considered, it is
not beneficial to the student to give him options.
Remember—the purpose of a test is not to show
how well a student can do if allowed to select his
own questions; rather, it is to ascertain his profi-
ciency when responding to a representative set of
questions.

There are, of course, circumstances where a
partial choice of questions is justified. Although
Ms. Molecule might be teaching Chemistry I to
four classes, there may be some classes where the
students are not presented with or taught common
materials. For example, a high school chemistry
class where the method of instruction was inde-
pendent study might contain some students who
spent the whole year working on the gas laws,
some who worked on organic derivatives, and
some who studied the toxicological effects of
DDT. Or there may be five chemistry classes
taught by team-teaching wherein there are devia-
tions from the common syllabus. Depending on
the nature of the course content, there may be a
set of common questions for all students to an-
swer, but there may also be a choice of questions
to accommodate inter- and intraclass variations.

7. Use a relatively large number of questions re-
quiring short answers (about ome-half page) rather
than just a few questions involving long answers (2
to 3 pages). We prefer having many short, re-
stricted-response essay questions, for a variety of
reasons: (a) They will provide for a broader sam-
pling of content, thereby reducing the error asso-
ciated with limited sampling. (b) They tend to dis-
courage bias on the part of the teacher who grades
for quantity, rather than quality. (c) The teacher
will be able to read the answers more rapidly and

more reliably because she has a mental set of what
she should be looking for. (d) It is easier to “aim”
the student to the desired response.

8. Don’t start essay questions with such words as
“list,” “who,” “what,” “whether.” These words
tend to elicit responses that require only a regur-
gitation of factual information. If this is the only
way that you can begin the question, it is likely to
be a short-answer (one or two lines) recall ques-
tion and not an essay question as we have defined
it.

9. Adapt the length of the response and the com-
plexity of the question and answer to the maturity
level of the student. A common fault of teachers
using essay questions is that they expect too much
from their students. The depth and breadth of dis-
cussion anticipated for sixth- and tenth-graders
should be markedly different for the two groups.
We might give a doctoral candidate a six-hour ex-
amination on only one item, such as “Discuss the
Civil War.” But you would surely agree that this
topic is too complex for undergraduate history
majors (even if they were also given six hours to
answer the question).

10. Use the novel type of question wherever fea-
sible. To answer a question discussed in the text-
book or in class requires little more than a good
memory. But, to apply that same principle or
thought process to a new situation requires a
higher level of learning. Too many teachers think
that they are measuring understanding and appli-
cation when, in reality, they are only measuring
factual recall.

Summary

‘We have suggested that 1t is essential to control all
elements in the structure of the essay test that have
no relevance to the pupil’s performance if we
hope to obtain a fair measure of his competence.
To accomplish this, we should restrict the use of
the extended-response essay and “aim” the stu-
dent in the direction that we wish him to take in
answer