SIMPLE REGRESSION AND CORRELATION

10.1 IN 'I‘RODUC‘TION

T’pe term regression was introduced by the English biometrician, Sir Francis Galtop (1822-191 1)
to describe a Phenomenon which he observed in analyzing the heights of children and their parents. He
| 8h tall parents have tall children and short parents have short children, the average height

of children tends to step pacy Or to regress toward the average height of aj] men. This tendency toward
the average height of all mep was called a regression by Galton.
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Today, the word regression is used i
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< and the
ssion relation. When we study able on a
single independent variable, it is called a simple or two-variable regression. When the dependence of a
variable on two or more than two independent variables is studied, it is called multiple regression.
Furthermore, when the dependence is Tepresented by a straight line equation, the regression is saiq to be
 linear, otherwise it is said to be curvilinear.

R ——
- Itis relevant to note that in regression study, a variable whose variation we try to explain is a
| dependent variable while an independent variable is a variable that is used to explain the variation in the
dependent variable.

Some more terminology: The dependent variable is also called the regressand, the predictand, the

nse or the explained variable whereas the independent or the non-random variable is also referred to
Sthe regressor, the predictor, the regression variable or the explanatory variable.

102 DETERMINISTIC AND PROBABILISTIC RELATIONS OR MODELS

The telationship among variables may or may not be governed by an exact physical law. For
- Menience, Jet g consider a set of # pairs of observation (X, Y)). If the relation between the variables is
ely linear, then the mathematical equation describing the linear relation is generally written as

Yi=a+bX,

:;::Za ‘ e value of ¥ when equals zero and is called the Y-intercept, and b indicates the Cha]:'ie u:v :
J % c;r;l;mt change in X and is called the slope of the line. Substituting a value for X in '('he :aczzatlo nl;e a
! Y ' jon i is
d%f"fs e Qetermine g unique value of Y. The linear relation in such a case
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for the inexact relationship between the v da te’minim
probabilistic model as : ¢y
——— T Yi =aq+ bX; + €,

;
(i=12,...n)

where ¢;’s are the unknown random errors.

10.3 SCATTER DIAGRAM

A first step in finding whether or not a reIat101'15 ' st
pair of independgnt-dependent observations {(X;, 1),/ = lc,l 2, - n} as 'fllp);:nnt on graph pape, Il)zls?t
X-axis for the regression variable and the Y'-ax15 .for the dependent variable. Such a diagran, i canlg %
scatter diagram or a scatter plot. If a relationship between the yanables exists, then the ot lleg ,
scatter diagram will show a tendency to cluster around' a str.alght line or Some curve. Such g Jjp, orm be
around which the points cluster, is called the regression line or regression curve which o

estimate the expected value of the random variable Y from the values of the nonrandom vari,
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The scatter diagrams shown below reveal that the relationship between two varj
positive and linear, in (b) is negative and linear, in (c) is curvilinear and in (d) there is no re]
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T iability in Y, the lenet .
A value of r* =0.958 indicates that 95.8% _01;1 tthﬁn\tfﬁ‘ralzp;;t; ngth of the spry, i
demonstrated by its linear relationship w1thX, the weight 0

10.5 CORRELATION

Correlation, like covariance, is a measure of the degree to which any two variables vary togethe;
In other words, two variables are said to be correlated if they tend to SImultapeogsly Vary in sop,
_direction. If both the variables tend to increase (or decrease) together, the.Correlanon 1s said t(? be direcy
or positive, e.g. the length of an iron bar will increase as .the temperature increases. If One variable tep,
to increase as the other variable decreases, the correlation is said to !)e negative or inverse, eg
volume of gas will decrease as the pressure increases. It is worth ren;arkmg that in correlation, we aggeg
the strength of the relationship (or interdependence) between two variables; both the variables are rando
variables, and they are treated symmetrically, i.e. there is no dlstlnctlc.)n. between dependent g
independent variable. In regression, by contrast, we are interested in deterrrumng the dgpendence of one
variable that is random, upon the other variable that is non-random or fixed, and in predicting the average
value of the dependent variable by using the known values of the other variable.

10.5.1 Pearson Product Moment Correlation Co—efﬁcient.(_A numerical measure of strength in

- the linear relationship between any two variables is called the Pearson’s product moment correlatipy

co-gfficient or sometimes, the coefficient of simple correlation or total correlation) The sample linesr
correlation coefficient for 1 pairs of observations (X;,Y;) usually denoted by the letter r, is defined by -

_ XX —“X)(Y— }7)— i e
VEX - X2 X(Y - T)?

The population correlation co-efficient for a bivariate distribution, denoted by p, has already been
defined as

___Cov(Xx,) '\%\5 )
JVar(X)Var(y) ¥ »
For computational purposes, we have an alternative f;)rm of r as
. TXY-(ZX)(EY)in
VEX* X IV —(ry? 1y
nEXY-TXTY S =9
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[nZXZ—(ZX)Z][nZY2~(ZY)2] \/'
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is no relationship at all. For example, if all

on-linear relationship betw 1
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por o4 p € variables

It is important to note that r = 0 does not mean that there
the observed values lie exactly on a circle, there js a perfect
put r will have a value of zero as r only measures the linear ¢

The linear correlation co-efficient, is also the s

’ y-—-9 = blX-X)
Y=Y +b5(X-X)

quare root of the linear co-efficient of determination

We have
or Y-Y = bX-X)
Squaring both sides, we get
(Y-Y )y =64X-X
Substituting in the ratio, we find
S(-V)2 _ B E(X - XY
-y}  Z(r-vy

_ Z(X—Y)Z[Z(X—k“) -9
(-9l wx-x)?
Yx-DHE-n_|_,
Y —FF I -X)

Example 10.5 Calculate the product moment co-efficient of correlation between X"and Y from the
llowing data

X [4 22 8. w45
piry-s - 3 8

(P.U., B.A./B.Sc. 1973)

/

The calculations needed to compute r are given below:

X v | w-X)| @-X0 | (¢7-7) | (r-Y | x=-X)(v-¥)
RN [ 4 -3 9 6

21 & ¥ 1 0 0 0

3 3 0 0 ) 4 0

Y18 1 1 3 9 3
SR " I I . S
Bl o 10 0 26 13




