Bayesian Statistics
It is an approach to statistics in which estimates are based on a synthesis of a prior distribution and current sample data. Bayesian statistics is not a branch of statistics; it is in fact, a self-contained paradigm providing tools and techniques for all statistical problems. The Bayesian approach gives prime importance to how a given procedure performs for the actual data observed in a given situation. The essence of the Bayesian approach is to provide a mathematical rule explaining how you should change your existing beliefs in the light of new evidence. It allows scientists to combine new data with their existing knowledge or expertise. Bayesian Statistics deals with the concept of Subjective Probability.
Bayesian statistics is named after “Reverend Thomas Bayes”, he first discovered the Bayes theorem. It was written up in a paper “An Essay Towards Solving a Problem in the Doctrine of Chances”. This paper was found after his death by his friend Richard Price, who had it published posthumously in the Philosophical Transactions of the Royal Society in 1763. His methods were adopted by Laplace and other scientist in 19th century, but had largely fallen from favor by the early 20th century. By mid 20th century, interest in Bayesian methods was renewed by De Finetti, Jeffreys, Savage and Lindley, among others (Bolstad, 2004). 

In Bayesian statistics, the key operation is to implement Bayes’ theorem and then to derive relevant inferences or decisions from the posterior distribution. In very simple problems, these tasks can be done algebraically, but this is not possible in even moderately complex problems. Until the 1990s, the Bayesian method might have been interesting, but they found little practical application, because the necessary computational tools and software had not been developed. Anyone who wanted to do any serious statistical analysis, had no alternative but to use frequentist methods. In little over a decade, that position has been turned round dramatically. Computing tools were developed specially for Bayesian analysis that are more powerful than available for frequentist methods, in the sense that Bayesians can now tackle enormously intricate problems that frequentist cannot begin to address.
Difference between Bayesian and Frequentist Statistics
There are two major statistical paradigms. The first is often referred to as the frequentist or classical paradigm. Procedures are developed by looking at how they perform over all possible random samples. The probabilities don’t relate to the particular random sample that was obtained. In many ways this indirect method places the “cart before the horse”.


The other is Bayesian paradigm. It applies the law of probability directly to the problems. This offers many fundamental advantages over the more commonly used frequentist approach. 

Frequentist approach is based upon the idea that parameters, the numerical statistics of the population, are fixed but unknown constants. Here probabilities are always interpreted as long run relative frequency and statistical procedures are judged by how well they perform in the long run over an infinite number of hypothetical repetitions of the experiments. However, under Bayesian statistics since we are uncertain about the true value of the parameters we consider them a random variable. Here the rules of probability are used directly to make inference about the parameters.


In frequentist approach, as the probability statements are only allowed for random quantities and the unknown parameters are fixed (not random), so probability statements cannot be made about their values. Instead, a sample is drawn from the population and a sample statistic is calculated. The probability distribution of the statistic over all possible random samples from the population is determined and is known as the sampling distribution of the statistic. The parameter of the population will also be the parameter of the sampling distribution. The probability statement that can be made about the statistics based upon its sampling distribution is converted to a confidence statement about the parameter and the confidence is based on the average behavior of the procedure under all samples. While, under Bayesian statistics, the probability statements about parameter must be interpreted as “degree of belief”. The prior distribution must be subjective. Each person can have his own prior, which contains the relative weights that person gives to every possible parameter value. It measures how “plausible” the person considers each parameter value to be before observing the data. Here we revise our belief about parameter after getting the data by using the Bayes theorem. This gives us the posterior distribution which gives the relative weights we give to each parameter value after analyzing the data. The Bayes theorem is the only consistent way to modify our beliefs about the parameter given the data that actually occurred. This means that the inference is based on the actual occurring data, not all possible data sets that might have occurred, but did not! Bayesian statistics also has a general way of dealing with nuisance parameters, while the frequentist statistics does not have general procedure for dealing with them. Bayesian statistics are predictive unlike conventional frequentist statistics. This means that we can easily find the conditional probability distribution of the next observation given the sample data.


In frequentist inference, tests of significance are performed by supposing that a hypothesis is true (the null hypothesis) and then computing the probability of observing a statistic at least as extreme as the one actually observed during hypothetical future repeated trials (This is the P-value). In other words, frequentist statistics examines the probability of the data given a model (hypothesis), while Bayesian statistics examine the probability of a model given the data.
In Bayesian paradigm, model comparisons of nested or non nested models are easily entertained via Bayes factors or model selection criteria. Exact computations of Bayes factors or model selection criteria can be obtained via the Gibbs sampler. In the frequentist paradigm, there is no unified methodology for comparing non-nested models and comparisons of nested models usually require asymptotic arguments. Other data analysis tools such as predictive distributions and residuals can be more easily calculated for survival models under the Bayesian paradigm. Missing covariate or response data in other area for which the Bayesian paradigm has clear advantages over the frequentist paradigm, since the missing values essentially get treated as parameters in the Bayesian framework and only add one extra layer in the Gibbs sampler. Thus, the computational algorithms change slightly in the presence of missing data under the Bayesian paradigm. 

 In contrast, frequentist methods for missing data usually involve more computationally intensive methods than those needed in complete data settings, and often can be quite complicated. In missing data problems, variance estimates are generally quite tricky to compute and require new derivations, whereas in the Bayesian paradigm, they are a by-product of the Gibbs sampler.
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