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## Preface

Over the last two decades, there has been a dramatic increase in the study of physical and biological systems at the nanoscale. In fact, this millenium has been referred to as the "nanomillenium." The fields of nanoscience and nanoengineering have been fuelled by recent spectacular discoveries in mesoscopic physics, a new understanding of DNA sequencing, the advent of the field of quantum computing, tremendous progress in molecular biology, and other related fields. A fundamental understanding of physical phenomena at the nanoscale level will require future generations of engineers and scientists to grasp the intricacies of the quantum world and master the fundamentals of quantum mechanics developed by many pioneers since the 1920 s. For electrical engineers, condensed matter physicists, and materials scientists who are involved with electronic and optical device research, quantum mechanics will assume a special significance. For instance, progress in the semiconductor industry has tracked Gordon Moore's prediction in 1965 regarding continued downscaling of electronic devices on a chip [1]. The density of transistors in a semiconductor chip has increased ever since in a geometric progression, roughly doubling every 18 months. In state-of-the-art semiconductor chips, the separation between the source and drain in currently used fin field effect transistors (FinFETs) is below 10 nm . All future devices for semiconductor chip applications are likely to be strongly affected by the laws of quantum mechanics, and an understanding of these laws and tenets must be added to the repertoire of a device engineer and scientist [2].

Another challenge is to understand the quantum mechanical laws that will govern device operation when the projected density of $10^{13}$ transistors per $\mathrm{cm}^{2}$, anticipated by 2017, is finally reached. Density increase, however, comes with a cost: if energy dissipation does not scale down concomitantly with device dimensions there will be thermal runaway, resulting in chip meltdown. This doomsday scenario has been dubbed the "red brick wall" by the International Technology Roadmap for Semiconductors [3]. The foremost challenge is to find alternatives to the current semiconductor technology that would lead to a drastic reduction in energy dissipation during device operation. Such a technology, if and when it emerges, will very likely draw heavily on quantum mechanics as opposed to classical physics. Alternatives based on semiconductor heterostructures employing AlGaAs/GaAs or other III-V or II-VI materials have been investigated for several decades and have led to myriad quantum mechanical devices and architectures exploiting the
special properties of quantum wells, wires, and dots [4-7]. Future device engineers, applied physicists, and material scientists will therefore need to be extremely adept at quantum mechanics.

The need for reform in the teaching of quantum mechanics at both the undergraduate and graduate levels is now evident [8], and has been discussed in many articles over the last few years $[9-16]$ and at dedicated conferences on the subject, including many recent Gordon Research conferences. There are already some efforts under way at academic institutions to better train undergraduate students in this area. Many curricula have been modified to include more advanced classes in quantum mechanics for students in the engineering disciplines [10, 11]. This initiative has been catalyzed by the recent enthusiasm generated by the prospects of quantum computing and quantum communication [17]. This is a discipline that embraces knowledge in four different fields: electrical engineering, physics, materials science, and computer science.

Many textbooks have been written on quantum mechanics [18-30]. Only a few have dealt with practical aspects in the field suitable for a wide audience comprised of device engineers, applied physicists, and materials scientists [31-44]. In fact, quantum mechanics is taught very differently by high energy physicists and electrical engineers. In order for the subject to be entertaining and understandable to either discipline, they must be taught by their own kind to avoid a culture shock for the uninitiated students. Carr and McKagan have recently discussed the significant problems with graduate quantum mechanics education [13]. Typically, most textbooks are inadequate or devote too little time to exploring topics of current exciting new research and development that would prepare graduate students for the rapidly growing fields of nanoscience, nanoengineering and nanotechnology. As pointed out by Carr and McKagan, from a purely theoretical point of view, the history of quantum mechanics can be divided into four periods. In the first ten years following the 1926 formulation of the famous equation by Schrödinger, the early pioneers in the field developed the formalism taught in many undergraduate classes, including wave mechanics, its matrix formulations, and an early version of its interpretation with the work of Bohm and Bohr, among others. Then, until the mid 1960s, new concepts were developed, mostly addressing many-body aspects, with landmark achievements such as a formulation of density functional theory. This was accompanied by quantum electrodynamics and a successful explanation of low temperature superconductivity by Bardeen, Cooper, and Schrieffer. The third period began in 1964 with the pioneering work of Bell. The question of interpretation of quantum mechanics reached a deeper level with many theoretical advances, which eventually led to the fourth period in the field starting with the pioneering work of Aspect et al. in 1982 and the first successful experimental proof of Bell's inequality. Fundamental research in quantum mechanics now includes the fields of quantum computing and quantum communication, which have progressed in large strides helped by the rapid technological advances in non-linear optics, spintronic devices, and other systems fabricated with sophisticated techniques such as molecular beam epitaxy, metal organic chemical vapor deposition, atomic layer epitaxy, and various self-assembly techniques. The tremendous progress in the field has also been accelerated with the development of new characterization techniques including scanning
and tunneling electron microscopy, atomic force microscopy, near field scanning optical microscopy, single photon detection, single electron detection, and others.

Many books dedicated to problems in quantum mechanics have appeared over the years. Most of them concentrate on exercises to help readers master the principles and fundamentals of the theory. In contrast, this work is a collection of problems for students, researchers, and practitioners interested in state-of-the-art material and device applications. It is not a textbook filled with precepts. Since examples are always better than precepts, this book is a collection of practical problems in quantum mechanics with solutions. Every problem is relevant either to a new device or a device concept, or to topics of current material relevant to the most recent research and development in practical quantum mechanics that could lead to new technological developments. The collection of problems covered in this book addresses topics that are covered in quantum mechanics textbooks but whose practical applications are often limited to a few end-of-the-book problems, if even that.

The present book should therefore be an ideal companion to a graduate-level textbook (or the instructor's personal lecture notes) in an engineering, condensed matter physics, or materials science curriculum. This book can not only be used by graduate students preparing for qualifying exams but is an ideal resource for the training of professional engineers in the fast-growing field of nanoscience. As such, it is appealing to a wide audience comprised not only of future generations of engineers, physicists, and material scientists but also of professionals in need of refocusing their areas of expertise toward the rapidly burgeoning areas of nanotechnology in our everyday life. The student is expected to have some elementary knowledge of quantum mechanics gleaned from modern physics classes. This includes a basic exposure to Planck's pioneering work, Bohr's concept of the atom, the meaning of the de Broglie wavelength, a first exposure to Heisenberg's uncertainty principle, and an introduction to the Schrödinger equation, including its solution for simple problems such as the particle in a box and the analysis of tunneling through a simple rectangular barrier. The authors have either organized or served on panels of many international conferences dedicated to the field of nanoscience and nanotechnology over the last 25 years. They have given or organized many short courses in these areas and given many invited talks in their field of expertise spanning nanoelectronics, nano-optoelectronics, nanoscale device simulations, spintronics, and vacuum nanoelectronics, among others. They also routinely teach graduate classes centered on quantum mechanical precepts, and therefore have first-hand experience of student needs and where their understanding can fall short.

The problems in this book are grouped by theme in 13 different chapters. At the beginning of each chapter, we briefly describe the theme behind the set of problems and refer the reader to specific sections of existing books that offer some of the clearest exposures to the material needed to tackle the problems. The level of difficulty of each problem is indicated by an increasing number of asterisks. Most solutions are typically sketched with an outline of the major steps. Intermediate and lengthy algebra steps are kept to a minimum to keep the size of the book reasonable. Additional problems are suggested at the end of each chapter and are extensions of or similar to those solved explicitly.

Each chapter contains a section on further reading containing references to articles where some of the problems treated in this book were used to investigate specific practical applications. There are several appendices to complement the set of problems. Appendix A reviews the postulates of quantum mechanics. Appendix B reviews some basic properties of the one-dimensional harmonic oscillator. Appendix C reviews some basic definitions and properties of quantum mechanical operators. Appendix D reviews the concept of Pauli matrices and their basic properties. Appendix E is a derivation of an analytical expression for the threshold voltage of a high electron mobility transistor. Appendix F is a derivation of Peierl's transformation, which is crucial to the study of the properties of a particle in an external electromagnetic field. Finally, Appendix G contains some of the Matlab code necessary to solve some of the problems and generate figures throughout the book.

The problems in this book have been collected by the authors over a period of 25 years while teaching different classes dealing with the physics and engineering of devices at the submicron and nanoscale levels. These problems were solved by the authors as part of several classes taught at the undergraduate and graduate levels at their respective institutions. For instance, some of the exercises have been assigned as homework or exam questions as part of first-year graduate courses on High-Speed Electronic Devices and Quantum Systems taught by M. Cahay at the University of Cincinnati. Since 2003, M. Cahay has also taught a class on Introduction to Quantum Computing with his colleagues in the Physics Department at the University of Cincinnati. S. Bandyopadhyay has taught a multi-semester graduate level course in Quantum Theory of Solid State Devices in three different institutions: University of Notre Dame, University of Nebraska, and Virginia Commonwealth University.

Should this edition be a success, we intend to upgrade future editions of this book with solutions to all the suggested problems. This book could not obviously cover all aspects of current research. For instance, topics left out are quantization of phonon modes, Coulomb and spin blockaded transport in nanoscale devices, and carrier transport in carbon nanotubes and graphene, among others. Future editions will include new sets of problems on these topics as well as others based on suggestions by readers, keeping pace with the most recent topics which will, without a doubt, bloom in the exciting fields of nanoscience, nanoengineering, and nanotechnology.

The contents of this book are as follows:

Chapter 1: General Properties of the Schrödinger Equation This chapter describes some general properties of the time-independent effective mass Schrödinger equation (EMSE), which governs the steady-state behavior of an electron in a solid with spatially varying potential profile. The solid may consist of one or more materials (e.g., a heterostructure or superlattice); hence the effective mass of the electron may vary in space. The EMSE is widely used in studying the electronic and optical properties of solids. This chapter also discusses some general properties of the EMSE, including the concepts of linearly independent solutions
and their Wronskian. It is shown that in the presence of a spatially varying effective mass, the Ben Daniel-Duke boundary conditions must be satisfied. The concept of quantum mechanical wave impedance is introduced to point out the similarity between solutions to the time-independent Schrödinger equation and transmission line theory in classical electrodynamics and microwave theory.

Chapter 2: Operators All quantum mechanical operators describing physical variables are Hermitian. This chapter derives several useful identities involving operators. This includes derivations of the shift operator, the Glauber identity, the Baker-Hausdorff formula, the hypervirial theorem, Ehrenfest's theorem, and various quantum mechanical sum rules. The concept of unitary transformation is also introduced and illustrated through a calculation of the polarizability of the one-dimensional harmonic oscillator. Usage of the operator identities and theorems derived in this chapter is illustrated in other chapters. Some general definitions and properties of operators are reviewed in Appendix C, which the reader should consult before trying out the problems in this chapter.

Chapter 3: Bound States The problems in this chapter deal with onedimensional bound state calculations, which can be performed analytically or via the numerical solution of a transcendental equation. These problems give some insight into more complicated three-dimensional bound state problems whose solutions typically require numerically intensive approaches.

Chapter 4: Heisenberg Principle This chapter starts with three different proofs of the generalized Heisenberg uncertainty relations followed by illustrations of their application to the study of some bound state and scattering problems, including diffraction from a slit in a screen and quantum mechanical tunneling through a potential barrier.

Chapter 5: Current and Energy Flux Densities This set of problems introduces the current density operator, which is applied to the study of various tunneling problems, including the case of a general one-dimensional heterostructure under bias (i.e., subjected to an electric field), the tunneling of an electron through an absorbing one-dimensional delta scatterer and potential well, and the calculation of the dwell time above a quantum well (QW). The dwell time is the time that an electron traversing a QW potential, with energy above the well's barrier, lingers within the well region. This chapter also includes an introduction to a quantum mechanical version of the energy conservation law based on the concept of quantum mechanical energy flux derived from the Schrödinger equation. Some basic tunneling problems are revisited using the conservation of energy flux principle.

Chapter 6: Density of States This chapter introduces the important concept of density of states (DOS) going from bulk to quantum confined structures.

Applications of DOS expressions are illustrated by studying the onset of degeneracy in quantum confined structures, by calculating the intrinsic carrier concentration in a two-dimensional electron gas, and by establishing the relation between the three- and two-dimensional DOS. We also illustrate the use of the DOS concept to calculate the electron density due to reflection from an infinite potential wall, the electron charge concentration in a QW in the presence of carrier freeze-out, and the threshold voltage, gate capacitance, and current-voltage characteristics of a high electron mobility transistor. Finally, the DOS concept is applied to study the properties of the blackbody radiation in three- and one-dimensional cavities.

Chapter 7: Transfer Matrix In this chapter, the use of the transfer matrix approach to solving the time-independent Schrödinger equation is illustrated for simple examples such as tunneling through a one-dimensional delta scatterer and through a square potential barrier. Using the cascading rule for transfer matrices, a general expression for the reflection and tunneling coefficient through an arbitrary potential energy profile is then derived in the presence of an applied bias across the structures. A derivation of the Floquet and Bloch theorems pertaining to an infinite repeated structure is then given based on the transfer matrix technique. The approach is also used to develop the Kroenig-Penney model for an infinite lattice with an arbitrary unit cell potential. Properties of the tunneling coefficient through finite repeated structures are then discussed, as well as their connection to the energy band structure of the infinite periodic lattice. The chapter concludes with the connection between the bound state and the tunneling problem for an arbitrary one-dimensional potential energy profile and a calculation of the dwell time above an arbitrary potential well.

Chapter 8: Scattering Matrix The concept of a scattering matrix to solve tunneling problems is first described, including their cascading rule. Explicit analytical expression of the scattering matrix through a one-dimensional delta scatterer, two delta scatterers in series separated by a distance $L$, a simple potential step, a square barrier, and a double barrier resonant tunneling diode are then derived. The connection between transfer and scattering matrices is then discussed, as well as applications of these formalisms to the study of electron wave propagation through an arbitrary one-dimensional energy profile.

Chapter 9: Perturbation Theory This chapter starts with a brief introduction to first-order time-independent perturbation theory and applies it to the study of an electro-optic modulator and calculation of band structure in a crystal. It then introduces Fermi's Golden Rule, which is a well-known result of time-dependent perturbation theory, and applies it to calculate the scattering rate of electrons interacting with impurities in a solid. Such rates determine the carrier mobility in a solid at low temperatures when impurity scattering dominates over phonon scattering. Fermi's Golden Rule is also applied to calculate the electron-photon interaction rate in a solid, and the absorption coefficient quantifying absorption of light as a function of light frequency.

Chapter 10: Variational Approach Another important approach to finding approximate solutions to the Schrödinger equation is based on the Rayleigh-Ritz variational principle. For a specific problem, if the wave function associated with the ground or first excited states of a Hamiltonian cannot be calculated exactly, a suitable guess for the general shape of the wave functions associated with these states can be inferred using some symmetry properties of the system and the general properties of the Schrödinger equation as studied in Chapter 1. In this chapter, we first briefly describe the Rayleigh-Ritz variational procedure and apply it to the calculation of the energy of the ground and first excited states of problems for which an exact solution is known. Next, some general criteria for the existence of a bound state in a one-dimensional potential with finite range are derived.

Chapter 11: Electron in a Magnetic Field Many important phenomena in condensed matter physics, such as the quantum Hall effect, require an understanding of the quantum mechanical behavior of electrons in a magnetic field. In this chapter, we introduce the concept of a vector potential and gauge to incorporate magnetic fields in the Hamiltonian of an electron. We then study quantum confined systems and derive the eigenstates of an electron in such systems subjected to a magnetic field, an example being the formation of Landau levels in a two-dimensional electron gas with a magnetic field directed perpendicular to the plane of the electron gas. The effect of a magnetic field (other than lifting spin degeneracy via the Zeeman effect) is to modify the momentum operator through the introduction of a magnetic vector potential. We study properties of the transformed momentum operator and conclude by deriving the polarizability of a harmonic oscillator in a magnetic field.

## Chapter 12: Electron in an Electromagnetic Field and Optical Properties

 of Nanostructures This chapter deals with the interaction between an electron and an electromagnetic field. We derive the electron-photon interaction Hamiltonian and apply it to calculate absorption coefficients. Some problems dealing with emission of light are also examined, concluding with the derivation of the Schrödinger equation for an electron in an intense laser field.Chapter 13: Time-Dependent Schrödinger Equation This chapter examines several properties of one-dimensional Gaussian wave packets, including a calculation of the spatio-temporal dependence of their probability current and energy flux densities and a proof that their average kinetic energy is a constant of motion. An algorithm to study the time evolution of wave packets based on the CrankNicholson scheme is discussed for the cases of totally reflecting and absorbing boundary conditions at the ends of the simulation domain.

This book should be of interest to any reader with a preliminary knowledge of quantum mechanics as taught in a typical modern physics class in undergraduate curricula. It should be a strong asset to professionals refocusing their expertise on
many different areas of nanotechnology that affect our daily life. If successful, future editions of the book will be geared toward practical aspects of quantum mechanics useful to chemists, chemical engineers, and researchers and practitioners in the field of nanobiotechnology.

This book will be an ideal companion to a graduate-level textbook (or the instructor's personal lecture notes) in an engineering, physics, or materials science curriculum. It can not only be used by graduate students eager to better grasp the field of quantum mechanics and its applications, but should also help faculty develop teaching materials. Moreover, it will be an ideal resource for the training of professional engineers in the fast-growing fields of nanoscience, nanoengineering, and nanotechnology. As such it should be appealing to a wide audience of future generations of engineers, physicists, and material scientists.
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## Chapter 1: General Properties of the Schrödinger Equation

The following set of problems deals with the time-independent effective-mass Schrödinger equation (EMSE), which governs the steady-state behavior of an electron in a solid with spatially varying potential profile. The solid may consist of one or more materials (e.g., a heterostructure or superlattice); hence, the effective mass of the electron may vary in space. The EMSE is widely used in studying the electronic and optical properties of solids. The reader should first consult textbooks on EMSE if unfamiliar with the concept $[1,2]$. The concept of quantum mechanical wave impedance is introduced to point out the similarity between solutions to the time-independent Schrödinger equation and transmission line theory in classical electrodynamics [3] and microwave theory [4-6].

* Problem 1.1: The effective mass Schrödinger equation for arbitrary
spatially varying effective mass $\boldsymbol{m}^{*}(\boldsymbol{z})$ and potential $\boldsymbol{E}_{\boldsymbol{c}}(\boldsymbol{z})$ profiles
(a) Consider an electron in a solid, which could be a semiconductor or an insulator. We will exclude a metal since the potential inside a metal is usually spatially invariant as a metal cannot sustain an electric field. The potential that an electron sees inside a semiconductor or insulator is the conduction band profile. We will assume that it is time independent and varies only along one direction, which we call the $z$-direction (see Figure 1.1). The effective mass also varies along that direction.

Show that the stationary solutions of the Schrödinger equation obey the equation

$$
\begin{align*}
- & \frac{\hbar^{2}}{2 m^{*}(z)}\left(\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+\frac{\mathrm{d}^{2}}{\mathrm{~d} y^{2}}\right) \psi(x, y, z)-\frac{\hbar^{2}}{2} \frac{\mathrm{~d}}{\mathrm{~d} z}\left[\frac{1}{m^{*}(z)} \frac{\mathrm{d}}{\mathrm{~d} z}\right] \psi(x, y, z) \\
& +E_{\mathrm{c}}(z) \psi(x, y, z)=E \psi(x, y, z) \tag{1.1}
\end{align*}
$$

where $E_{\mathrm{c}}(z)$ is the conduction band edge and $E$ is the total energy of the electron, which is independent of $z$ because the total energy is a good quantum number in the absence of dissipation. In Equation (1.1),

$$
\begin{align*}
E & =E_{\text {kin }}(z)+E_{\mathrm{c}}(z) \quad \text { and } \\
E_{\text {kin }}(z) & =\frac{\hbar^{2}}{2 m_{\mathrm{c}}^{*}}\left(k_{z}^{2}(z)+k_{\mathrm{t}}^{2}\right), \tag{1.2}
\end{align*}
$$

where $k_{z}$ and $k_{\mathrm{t}}=\sqrt{k_{x}^{2}+k_{y}^{2}}$ are the longitudinal and transverse components of the electron's wave vector, respectively, while $m_{\mathrm{c}}^{*}=m^{*}(0)$ is the effective mass in the


Figure 1.1: Illustration of electron impinging on the left on an arbitrary conduction band energy profile under bias. $V_{\text {bias }}$ is the potential difference between the two contacts.
contacts. Since the potential varies only in the $z$-direction, $k_{\mathrm{t}}$ is spatially invariant, but $k_{z}$ varies with the $z$-coordinate.
(b) Because the potential does not vary in the $x-y$ plane, the transverse component of the wave function is a plane wave and we can write the wave function in Equation (1.1) as

$$
\begin{equation*}
\psi(x, y, z)=\phi(z) \mathrm{e}^{i \overrightarrow{k_{t}} \cdot \vec{\rho}} \tag{1.3}
\end{equation*}
$$

Show that the $z$-component of the wave function $\phi(z)$ satisfies the following EMSE:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} z}\left[\frac{1}{\gamma(z)} \frac{\mathrm{d}}{\mathrm{~d} z}\right] \phi(z)+\frac{2 m_{\mathrm{c}}^{*}}{\hbar^{2}}\left[\left(E_{\mathrm{p}}+E_{\mathrm{t}}\left[1-\gamma^{-1}(z)\right]-E_{\mathrm{c}}(z)\right)\right] \phi(z)=0 \tag{1.4}
\end{equation*}
$$

where $\gamma(z)=\frac{m^{*}(z)}{m_{\mathrm{c}}^{*}}, E_{\mathrm{t}}=\frac{\hbar^{2} k_{\mathrm{t}}^{2}}{2 m_{\mathrm{c}}^{*}}$, and $E_{\mathrm{p}}=\frac{\hbar^{2} k_{z}^{2}}{2 m_{\mathrm{c}}^{*}}$.

Solution: Taking into account a spatially varying effective mass along the $z$ direction, the time-dependent Schrödinger equation describing an electron moving in an arbitrary potential $E_{\mathrm{c}}(z)$ is given by

$$
\begin{align*}
& {\left[-\frac{\hbar^{2}}{2 m^{*}(z)}\left(\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+\frac{\mathrm{d}^{2}}{\mathrm{~d} y^{2}}\right)-\frac{\hbar^{2}}{2} \frac{\mathrm{~d}}{\mathrm{~d} z}\left(\frac{1}{m^{*}(z)} \frac{\mathrm{d}}{\mathrm{~d} z}\right)+E_{\mathrm{c}}(z)\right] \Psi(x, y, z, t)} \\
& \quad=i \hbar \frac{\mathrm{~d} \Psi(x, y, z, t)}{\mathrm{d} t} \tag{1.5}
\end{align*}
$$

Since all quantities on the left-hand side are time independent by virtue of the fact that the potential is time invariant, we can write the wave function in a product form:

$$
\begin{equation*}
\Psi(x, y, z, t)=\psi(x, y, z) \xi(t) \tag{1.6}
\end{equation*}
$$

Substitution of this form in Equation (1.5) immediately yields that $\xi(t)=\mathrm{e}^{-i E t / \hbar}$, and $\psi(x, y, z)$ obeys Equation (1.1).

Next, we note that in Equation (1.5) no quantity in the Hamiltonian on the left-hand side (i.e., the terms within the square brackets) depends on more than one coordinate $(x, y$, or $z)$. Hence, the wave function $\psi(x, y, z)$ can be written as the product of an $x$-dependent term, a $y$-dependent term, and a $z$-dependent term. Furthermore, no quantity depends on the $x$ or $y$ coordinate. Therefore, the $x$-dependent and $y$-dependent terms must be plane waves. The $z$-dependent term will not be a plane wave since both $E_{\mathrm{c}}(z)$ and $m^{*}(z)$ depend on the $z$-coordinate. Consequently, we write $\psi(x, y, z)$ as

$$
\begin{equation*}
\psi(x, y, z)=\mathrm{e}^{i k_{x} x} \mathrm{e}^{i k_{y} y} \phi(z) \tag{1.7}
\end{equation*}
$$

Plugging this last expression into Equation (1.1) leads to the EMSE for the envelope function $\phi(z)$ :

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 m^{*}(z)}\left(k_{x}^{2}+k_{y}^{2}\right)+\frac{\hbar^{2}}{2} \frac{\mathrm{~d}}{\mathrm{~d} z}\left(\frac{1}{m^{*}(z)} \frac{\mathrm{d}}{\mathrm{~d} z}\right)\right] \phi(z)=\left[E-E_{\mathrm{c}}(z)\right] \phi(z) . \tag{1.8}
\end{equation*}
$$

Multiplying both sides of the equation by $\frac{2 m_{c}^{*}}{\hbar^{2}}$, we obtain

$$
\begin{equation*}
\left[-\frac{2 m_{\mathrm{c}}^{*}}{\hbar^{2}} \frac{E_{\mathrm{t}}}{\gamma(z)}+\frac{\mathrm{d}}{\mathrm{~d} z}\left(\frac{1}{\gamma(z)} \frac{\mathrm{d}}{\mathrm{~d} z}\right)\right] \phi(z)=\frac{2 m_{\mathrm{c}}^{*}}{\hbar^{2}}\left(E-E_{\mathrm{c}}(z)\right) \phi(z) . \tag{1.9}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} z}\left[\frac{1}{\gamma(z)} \frac{\mathrm{d}}{\mathrm{~d} z} \phi(z)\right]+\frac{2 m_{\mathrm{c}}^{*}}{\hbar^{2}}\left[E-\frac{E_{\mathrm{t}}}{\gamma(z)}-E_{\mathrm{c}}(z)\right] \phi(z)=0 \tag{1.10}
\end{equation*}
$$

where $E=E_{\mathrm{t}}+E_{\mathrm{p}}, E_{\mathrm{p}}=\frac{\hbar^{2} k_{z}^{2}}{2 m_{c}^{*}}$ is the longitudinal kinetic energy (i.e., the kinetic energy associated with the $z$-component of the motion), and $E_{\mathrm{t}}=\frac{\hbar^{2}\left(k_{x}^{2}+k_{y}^{2}\right)}{2 m_{c}^{*}}$ is the transverse kinetic energy.

## Problem 1.2: The Ben Daniel-Duke boundary condition

Starting with the one-dimensional EMSE derived in the previous problem, show that in addition to the continuity of the wave function required by the postulates of quantum mechanics (see Appendix A), the following quantity must be continuous when taking into account the spatial variation of the effective mass:

$$
\begin{equation*}
\frac{1}{m^{*}(z)} \frac{\mathrm{d} \phi(z)}{\mathrm{d} z} . \tag{1.11}
\end{equation*}
$$

The continuity of this quantity generalizes the continuity of the first derivative of the wave function typically used in solving quantum mechanical problems. Together with the continuity of the wave function, imposing continuity of this quantity is referred to as the Ben Daniel-Duke boundary conditions [7]. The application of these boundary conditions will be illustrated in several problems throughout the book.

Solution: Our starting point is the time-independent effective one-dimensional Schrödinger equation derived in the previous problem:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} z}\left[\frac{1}{\gamma(z)} \frac{\mathrm{d}}{\mathrm{~d} z} \phi(z)\right]+\frac{2 m_{\mathrm{c}}^{*}}{\hbar^{2}}\left[E-\frac{E_{\mathrm{t}}}{\gamma(z)}-E_{\mathrm{c}}(z)\right] \phi(z)=0 \tag{1.12}
\end{equation*}
$$

where $E=E_{\mathrm{t}}+E_{\mathrm{p}}, E_{\mathrm{p}}=\frac{\hbar^{2} k_{z}^{2}}{2 m_{c}^{*}}$ is the longitudinal kinetic energy, $\gamma(z)=m^{*}(z) / m_{\mathrm{c}}^{*}$, where $m_{\mathrm{c}}^{*}$ is the effective mass in the contacts, and $E_{\mathrm{t}}=\frac{\hbar^{2}\left(k_{x}^{2}+k_{y}^{2}\right)}{2 m_{\mathrm{c}}^{*}}$ is the transverse kinetic energy.

Assuming that both $\gamma(z)$ and $E_{\mathrm{c}}(z)$ are either continuous or have finite jumps for all $z$, we integrate the last Schrödinger equation on both sides from $z_{0}^{-}=z_{0}-\epsilon$ to $z_{0}^{+}=z_{0}+\epsilon$, where $\epsilon$ is a small positive quantity. This leads to

$$
\begin{equation*}
\left.\frac{1}{\gamma(z)} \frac{\mathrm{d} \phi(z)}{\mathrm{d} z}\right|_{z=z_{0}^{-}}=\left.\frac{1}{\gamma(z)} \frac{\mathrm{d} \phi(z)}{\mathrm{d} z}\right|_{z=z_{0}^{+}} \tag{1.13}
\end{equation*}
$$

As $\epsilon \rightarrow 0$, this last equation shows that the quantity $\frac{1}{m^{*}(z)} \frac{\mathrm{d} \phi(z)}{\mathrm{d} z}$ is continuous everywhere [7].

When the effective mass varies in space, the correct boundary condition (involving the spatial derivative of the wave function) to use has been a hotly debated topic. There is some controversy regarding the appropriate form of the Hamiltonian to use in the case of spatially varying effective mass, and the reader is referred to the literature on this topic [8-10].

## Preliminary: Linearly independent solutions of the Schrödinger equation

We consider the three-dimensional time-independent Schrödinger equation associated with an electron moving in an arbitrary potential energy profile (such as the conduction band of a semiconductor structure) $E_{\mathrm{c}}(z)$ varying along the z-direction only, as shown in Figure 1.1. If the effective mass of the electron is assumed to be independent of $z$, the Schrödinger equation for the envelope function component along the $z$-direction is given by (see Problem 1.1)

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m^{*}} \ddot{\phi}(z)+E_{\mathrm{c}}(z) \phi(z)=E_{\mathrm{p}} \phi(z) \tag{1.14}
\end{equation*}
$$

where $\ddot{\phi}(z)$ stands for $\frac{\mathrm{d}^{2}}{\mathrm{~d} z^{2}} \phi(z)$, the second derivative with respect to $z$, and $E_{\mathrm{p}}$ is the longitudinal kinetic energy, i.e., the kinetic energy component associated with motion in the $z$-direction.

The general solution of this second-order differential equation for $\phi(z)$ can be written as a linear combination of two linearly independent solutions [11]. Two solutions $\phi_{1}(z)$ and $\phi_{2}(z)$ of a differential equation are linearly independent if the equality $c_{1} \phi_{1}(z)+c_{2} \phi_{2}(z)=0$ cannot be satisfied for all $z$ for any choice of $\left(c_{1}, c_{2}\right)$ except for $c_{1}=c_{2}=0$. If non-zero solutions $\left(c_{1}, c_{2}\right)$ exist, then $\phi_{1}(z)$ and $\phi_{2}(z)$ are said to be linearly dependent.

Concept of Wronskian: If $\phi_{1}$ and $\phi_{2}$ are linearly dependent, then $c_{1} \phi_{1}(z)+$ $c_{2} \phi_{2}(z)=0$ and $c_{1} \dot{\phi}_{1}(z)+c_{2} \dot{\phi}_{2}(z)=0$, where the dot stands for the first derivative with respect to $z$. Hence, in matrix form, we have

$$
\left[\begin{array}{ll}
\dot{\phi}_{1}(z) & \dot{\phi}_{2}(z)  \tag{1.15}\\
\phi_{1}(z) & \phi_{2}(z)
\end{array}\right]\left[\begin{array}{l}
c_{1} \\
c_{2}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

This means that the Wronskian $W(z)=\dot{\phi}_{1}(z) \phi_{2}(z)-\phi_{1}(z) \dot{\phi}_{2}(z)$, which is the determinant of the $2 \times 2$ matrix in the last equation, must be identically zero since otherwise only the trivial solution $c_{1}=c_{2}=0$ in the last equation would be admissible. Stated differently, for two solutions to be linearly independent, their Wronskian must be non-zero for all $z$.

Even if $E_{\mathrm{c}}(z)$ has finite discontinuities, it is obvious from Equation (1.14) that $\ddot{\phi}(z)$ exists throughout and, hence, $\phi(z)$ and $\dot{\phi}(z)$ must be continuous.

Since $\phi_{1}(z), \phi_{2}(z)$ satisfy the Schrödinger equation in Equation (1.14), it is easy to see that

$$
\begin{equation*}
\ddot{\phi}_{1}(z) \phi_{2}(z)-\ddot{\phi}_{2}(z) \phi_{1}(z)=0 \tag{1.16}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} z}\left[\dot{\phi}_{1}(z) \phi_{2}(z)-\dot{\phi}_{2}(z) \phi_{1}(z)\right]=\frac{\mathrm{d} W}{\mathrm{~d} z}=0 \tag{1.17}
\end{equation*}
$$

Thus, $W(z)$ is a constant independent of $z$. It is obviously independent of $z$ when it is zero, but it is also independent of $z$ when it is non-zero.

In summary, if the Wronskian $W(z)=0$, then $\left(\phi_{1}, \phi_{2}\right)$ are linearly dependent, and, if $W(z) \neq 0$, they are are linearly independent. If we can find these two linearly independent solutions, their linear combination is the most general solution to the Schrödinger equation. This general solution is

$$
\begin{equation*}
\phi(z)=c_{1} \phi_{1}(z)+c_{2} \phi_{2}(z) \tag{1.18}
\end{equation*}
$$

Typically, two solutions $\phi_{1}(z)$ and $\phi_{2}(z)$ of the Schrödinger equation are found such that they obey the boundary conditions

$$
\begin{equation*}
\phi_{1}(0)=0, \quad \dot{\phi}_{1}(0)=1, \tag{1.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{2}(0)=1, \quad \dot{\phi}_{2}(0)=0 . \tag{1.20}
\end{equation*}
$$

These solutions are indeed linearly independent since their Wronskian, which is independent of $z$, is equal to

$$
\begin{equation*}
W(z)=W(0)=\dot{\phi}_{1}(0) \phi_{2}(0)-\phi_{1}(0) \dot{\phi}_{2}(0)=1 . \tag{1.21}
\end{equation*}
$$

In Chapter 7, we will show that the concept of Wronskian and linearly independent solutions can be used to introduce the concept of a transfer matrix, which is a very powerful approach to solving both bound state and tunneling problems in spatially varying potentials.

## ** Problem 1.3: General properties of the one-dimensional time-independent Schrödinger equation

Suppose two wave functions $\phi_{1}(z)$ and $\phi_{2}(z)$ satisfy the following two EMSEs:

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m^{*}} \ddot{\phi}_{1}(z)+E_{\mathrm{c} 1}(z) \phi_{1}(z)=E_{1} \phi_{1}(z) \tag{1.22}
\end{equation*}
$$

and

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m^{*}} \ddot{\phi}_{2}(z)+E_{\mathrm{c} 2}(z) \phi_{2}(z)=E_{2} \phi_{2}(z) \tag{1.23}
\end{equation*}
$$

respectively.
First, multiply Equation (1.22) by $\phi_{2}(z)$ and Equation (1.23) by $\phi_{1}(z)$, then subtract one from the other, and finally integrate the difference from $z_{1}$ to $z_{2}$. This will yield

$$
\begin{align*}
& {\left[\phi_{2}(z) \phi^{\prime}{ }_{1}(z)-\phi_{1}(z) \phi^{\prime}{ }_{2}(z)\right]_{z_{1}}^{z_{2}}} \\
& \quad=\frac{2 m^{*}}{\hbar^{2}} \int_{z_{1}}^{z_{2}}\left[\left(E_{2}-E_{\mathrm{c} 2}(z)\right)-\left(E_{1}-E_{\mathrm{c} 1}(z)\right)\right] \phi_{1}(z) \phi_{2}(z) \mathrm{d} z \tag{1.24}
\end{align*}
$$

Starting with the last equation, prove the following statements [11]:
(a) If $E_{2}-E_{\mathrm{c} 2}(z) \geq E_{1}-E_{\mathrm{c} 1}(z)$, there is a node of $\phi_{2}(z)$ between any two nodes of $\phi_{1}(z)$.
(b) If $E_{\mathrm{c} 2}(z)=E_{\mathrm{c} 1}(z)=E_{\mathrm{c}}(z), E_{2}>E_{1}$, and $\phi_{1,2}( \pm \infty)=\phi_{1,2}^{\prime}( \pm \infty)=0$, then $\phi_{2}$ has more nodes than $\phi_{1}$.
(c) If $\phi_{1}$ and $\phi_{2}$ are solutions of Equations (1.22)-(1.23) with eigenvalues $E_{1}$ and $E_{2}$, respectively, and are such that $\phi_{1}, \phi^{\prime}{ }_{1}, \phi_{2}$, and $\phi^{\prime}{ }_{2}$ vanish at either $+\infty$ or $-\infty$, and $\phi_{1}$ and $\phi_{2}$ are linearly independent, then $E_{1} \neq E_{2}$.

## Solution:

(a) We prove these assertions indirectly. Let us assume that $z_{1}$ and $z_{2}$ are the locations of two consecutive nodes of $\phi_{1}(z)$ and that $\phi_{2}(z)$ has no node in the interval $\left[z_{1}, z_{2}\right]$. Since the wave functions can have nodes, both $\phi_{1}(z)$ and $\phi_{2}(z)$ must be real (since no solution of the Schrödinger equation that has an imaginary component can vanish anywhere). Furthermore, let us assume (without loss of generality) that $\phi_{1}(z)$ and $\phi_{2}(z)$ are both positive within the interval $\left[z_{1}, z_{2}\right]$ (the proofs for the cases when one is positive and the other negative, or both are negative, are no different from what follows and can be worked out by the reader following the derivation that ensues). Since $\phi_{1}\left(z_{1}\right)=\phi_{1}\left(z_{2}\right)=0$ by assumption, Equation (1.24) leads to

$$
\begin{align*}
& \phi_{2}\left(z_{2}\right) \phi_{1}^{\prime}\left(z_{2}\right)-\phi_{2}\left(z_{1}\right) \phi_{1}{ }_{1}\left(z_{1}\right) \\
& \quad=\frac{2 m^{*}}{\hbar^{2}} \int_{z_{1}}^{z_{2}}\left[\left(E_{2}-E_{\mathrm{c} 2}(z)\right)-\left(E_{1}-E_{\mathrm{c} 1}(z)\right)\right] \phi_{1}(z) \phi_{2}(z) \mathrm{d} z . \tag{1.25}
\end{align*}
$$

Now, since $\phi_{1}(z)$ vanishes at $z_{1}$ and $z_{2}$, and in between these two locations is positive, clearly $\phi_{1}\left(z_{1}+\epsilon\right)-\phi_{1}\left(z_{1}\right)>0$ and $\phi_{1}\left(z_{2}\right)-\phi_{1}\left(z_{2}-\epsilon\right)<0$, where $\epsilon$ is an infinitesimally small positive quantity. Therefore the spatial derivatives $\phi_{1}^{\prime}\left(z_{1}\right)$ and $\phi^{\prime}{ }_{1}\left(z_{2}\right)$ are, respectively, positive and negative. Consequently, the left-hand side of the last equation will be negative while the right-hand side is positive, which leads to a mathematical contradiction. Since our original assumption leads to this contradiction, the statement (a) above is proved by reductio ad absurdum.
(b) The conditions $\phi_{1}( \pm \infty)=0$ and $\phi^{\prime}{ }_{1}( \pm \infty)$ imply that the particle is confined to a finite region of the $z$-axis. The corresponding states are called bound states. Letting $E_{\mathrm{c} 2}(z)=E_{\mathrm{c} 1}(z)$ in Equation (1.25), we get

$$
\begin{equation*}
\phi_{2}\left(z_{2}\right) \phi_{1}^{\prime}\left(z_{2}\right)=\frac{2 m^{*}}{\hbar^{2}}\left(E_{2}-E_{1}\right) \int_{z_{1}}^{z_{2}} \phi_{1}(z) \phi_{2}(z) \mathrm{d} z \tag{1.26}
\end{equation*}
$$

If $z_{1}=-\infty$ and $z_{2}$ is the first node of $\phi_{1}(z)$ from the left, we can, without loss of generality, take $\phi_{1}(z)>0$ in the interval ] $\left.-\infty, z_{2}\right]$. Since $\phi_{1}\left(z_{2}\right)=0$ (it is a node) and $\phi_{1}\left(z_{2}-\epsilon\right)>0(\epsilon$ is an infinitesimally small positive quantity), obviously the spatial derivate of $\phi_{1}$ at $z_{2}$ is negative, i.e., $\phi^{\prime}{ }_{1}\left(z_{2}\right)<0$.

If $\phi_{2}(z)$ did not have a node in the interval $\left.]-\infty, z_{2}\right]$, then its sign will not change within that interval, i.e. the sign will be constant. Since $\phi_{1,2}( \pm \infty)=\phi_{1,2}^{\prime}( \pm \infty)=0$ and $\phi_{1}\left(z_{2}\right)=0$, we obtain

$$
\begin{equation*}
\phi_{2}\left(z_{2}\right) \phi_{1}^{\prime}\left(z_{2}\right)=\frac{2 m^{*}}{\hbar^{2}}\left(E_{2}-E_{1}\right) \int_{-\infty}^{z_{2}} \phi_{1}(z) \phi_{2}(z) \mathrm{d} z . \tag{1.27}
\end{equation*}
$$

Let us assume that the constant sign of $\phi_{2}(z)$ in the interval is positive. Then, since $\phi^{\prime}{ }_{1}\left(z_{2}\right)<0$, the left-hand side of the last equation becomes negative while the right-hand side remains positive, leading to an absurdity. The reader can verify that the same absurdity would have arisen if we had assumed that the constant sign of $\phi_{2}(z)$ in the interval was negative, instead of positive. Therefore, the assumption that $\phi_{2}(z)$ has a constant sign in the interval ] $-\infty, z_{2}$ ] is invalid. As a consequence, the wave function $\phi_{2}(z)$ must have at least one node to the left of the first node of $\phi_{1}(z)$. According to part (a), there must be at least one node of $\phi_{2}(z)$ between any two nodes of $\phi_{1}(z)$. In a similar fashion, it can be shown that there is at least one node of $\phi_{2}(z)$ to the right of the last node of $\phi_{1}(z)$. Thus, $\phi_{2}(z)$ has at least one more node than $\phi_{1}(z)$, and part (b) is proved.
(c) Suppose $E_{1}=E_{2}$. Then, since $\phi_{1}(z)$ and $\phi_{2}(z)$ are solutions of the same EMSE with the same energy $E_{1}=E_{2}$, we can define a Wronskian $W$. Furthermore, since $\phi_{1}(z)$ and $\phi_{2}$ are linearly independent, their Wronskian, $W(z)=\phi^{\prime}{ }_{1}(z) \phi_{2}(z)-$ $\phi_{1}(z) \phi^{\prime}{ }_{2}(z)$, is a constant different from zero. But $W$ is independent of the $z$ coordinate and, because either $W(+\infty)$ or $W(-\infty)$ vanishes, $W$ must be exactly zero. Once again, we have a contradiction, which tells us that our original assumption must have been incorrect and therefore $E_{1} \neq E_{2}$. Two (or more) linearly independent states having the same energy eigenvalues are said to be degenerate. This last property shows that bound states of a particle in a one-dimensional potential are always non-degenerate.

## * Problem 1.4: Bound states of a particle moving in a one-dimensional potential of even parity

Show that the bound state solutions of the one-dimensional Schrödinger equation in a one-dimensional potential of even parity have either odd or even parity.

Solution: If the one-dimensional potential energy profile has even parity, then it is symmetric about $z=0$, i.e., $E_{\mathrm{c}}(z)=E_{\mathrm{c}}(-z)$. In that case, if $\phi(z)$ is solution of the one-dimensional EMSE in Equation (1.14), then clearly so is $\phi(-z)$.

Any wave function $\phi(z)$ can be written as a sum of a symmetric part $\phi_{+}(z)$ and an antisymmetric part $\phi_{-}(-z)$ :

$$
\begin{equation*}
\phi(z)=\frac{1}{2}[\phi(z)+\phi(-z)]+\frac{1}{2}[\phi(z)-\phi(-z)]=\phi_{+}(z)+\phi_{-}(-z) . \tag{1.28}
\end{equation*}
$$

For an even $E_{\mathrm{c}}(z)$, since both $\phi(z)$ and $\phi(-z)$ are solutions of Equation (1.14), so must be $\phi_{+}(z)$ and $\phi_{-}(z)$ since they are linear combinations of $\phi(z)$ and $\phi(-z)$.

From the results of Problem 1.3, the bound states of a general one-dimensional $E_{\mathrm{c}}(z)$ are non-degenerate. Hence, the bound states of a particle moving in an even $E_{\mathrm{c}}(z)$ must have a definite parity, i.e., must be either odd (antisymmetric) or even (symmetric).

## * Problem 1.5: Quantum measurement

The "particle in a one-dimensional box" problem is one of the simplest problems in quantum mechanics. It refers to an electron confined within a one-dimensional box with infinite barriers. The eigenstates (or allowed wave functions) of the electron are given by (see Problem 3.5):

$$
\begin{equation*}
\phi_{n}(z)=\sqrt{\frac{2}{W}} \sin \left(\frac{n \pi z}{W}\right), \tag{1.29}
\end{equation*}
$$

where $n$ is an integer $(n=1,2,3, \ldots)$ and $W$ is the width of the box. Each value of $n$ defines an eigenstate.

The corresponding energy eigenvalues are given by

$$
\begin{equation*}
E_{n}=n^{2} \frac{\hbar^{2} \pi^{2}}{2 m^{*} W^{2}} \tag{1.30}
\end{equation*}
$$

and they are all distinct or non-degenerate, in keeping with what was proved in Problem 1.2.

For an electron injected into a quantum box of width $W$ at time $t=0$ in the state

$$
\begin{equation*}
\phi(0)=A\left[i \sqrt{2} \sin \left(\frac{3 \pi z}{W}\right)-\sin \left(\frac{7 \pi z}{W}\right)+2 \sin \left(\frac{9 \pi z}{W}\right)\right] \mathrm{e}^{i\left(k_{x} x+k_{y} y\right)} \tag{1.31}
\end{equation*}
$$

where the plane of the quantum well is the $(x, y)$ plane:
(a) Find the value of $A$.
(b) Find the wave function at time $t$.
(c) What is the expectation value of the electron's energy?

Solution: (a) Normalization of the wave function requires $A^{2} \frac{W}{2}(2+1+4)=1$, hence $A=\sqrt{\frac{2}{7 W}}$.
(b) The wave function at time $t$ is

$$
\begin{align*}
\phi(t)= & \sqrt{\frac{2}{7 W}}\left[i \sqrt{2} \sin \left(\frac{3 \pi z}{W}\right) \mathrm{e}^{\frac{i E_{3} t}{\hbar}}-\sin \left(\frac{7 \pi z}{W}\right) \mathrm{e}^{\frac{i E_{7} t}{\hbar}}\right. \\
& \left.+2 \sin \left(\frac{9 \pi z}{W}\right) \mathrm{e}^{\frac{i E_{9} t}{\hbar}}\right] \mathrm{e}^{i\left(k_{x} x+k_{y} y\right)}, \tag{1.32}
\end{align*}
$$

where $E_{n}$ is given by Equation (1.30).
(c) The expectation value of the energy is independent of time and given by

$$
\begin{align*}
\langle E\rangle & =\frac{2 E_{3}+E_{7}+4 E_{9}}{7} \\
& =\frac{\hbar^{2}}{14 m^{*}}\left[2 \times 3^{2}+7^{2}+4 \times 9^{2}\right]\left(\frac{\pi}{W}\right)^{2} \\
& =\frac{391 \hbar^{2}}{14 m^{*}}\left(\frac{\pi}{W}\right)^{2} . \tag{1.33}
\end{align*}
$$

## ** Problem 1.6: Concept of quantum mechanical wave impedance

Starting with Problem 1.1, show that the Schrödinger equation for a particle moving in a general potential energy profile $E_{\mathrm{c}}(z)$ (assuming constant effective mass)

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} z^{2}} \phi(z)+\beta^{2} \phi(z)=0 \tag{1.34}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta^{2}=\frac{2 m^{*}}{\hbar^{2}}\left[E-E_{\mathrm{c}}(z)-\frac{\hbar}{2 m^{*}}\left(k_{x}^{2}+k_{y}^{2}\right)\right] \tag{1.35}
\end{equation*}
$$

and $\left(k_{x}, k_{y}\right)$ are the components of the transverse momentum, can be rewritten as two first-order differential equations

$$
\begin{equation*}
\frac{\mathrm{d} v(z)}{\mathrm{d} z}=-Z u(z) \tag{1.36}
\end{equation*}
$$
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and

$$
\begin{equation*}
\frac{\mathrm{d} u(z)}{\mathrm{d} z}=-Y v(z) \tag{1.37}
\end{equation*}
$$

if we introduce the two variables

$$
\begin{equation*}
u=\phi(z) \tag{1.38}
\end{equation*}
$$

and

$$
\begin{equation*}
v=-\frac{2 \hbar}{m^{*} i} \frac{\mathrm{~d} \phi}{\mathrm{~d} z} \tag{1.39}
\end{equation*}
$$

What are the expressions for $Z$ and $Y$ ?
This is equivalent to defining a quantum mechanical wave impedance $Z(z)$ as follows [12]:

$$
\begin{equation*}
Z(z)=\frac{v(z)}{u(z)}=\left(\frac{2 \hbar}{i m^{*}}\right) \frac{\frac{\mathrm{d} \phi(z)}{\mathrm{d} z}}{\phi(z)} \tag{1.40}
\end{equation*}
$$

Solution: Based on the definitions in Equations (1.38) and (1.39), we get

$$
\begin{equation*}
\frac{\mathrm{d} u}{\mathrm{~d} z}=\frac{\mathrm{d} \phi}{\mathrm{~d} z}=-\frac{m^{*}}{2 i \hbar} v \tag{1.41}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{d} v}{\mathrm{~d} z}=-\frac{2 i \hbar}{m^{*}} \frac{\mathrm{~d}^{2} \phi}{\mathrm{~d} z^{2}}=\left(\frac{2 i \hbar \beta^{2}}{m^{*}}\right) u \tag{1.42}
\end{equation*}
$$

which can be recast as

$$
\begin{equation*}
\frac{\mathrm{d} v}{\mathrm{~d} z}=-Z u \tag{1.43}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{d} u}{\mathrm{~d} z}=-Y v \tag{1.44}
\end{equation*}
$$

by introducing the quantities

$$
\begin{equation*}
Y=\frac{m^{*}}{2 i \hbar} \tag{1.45}
\end{equation*}
$$

and

$$
\begin{equation*}
Z=-\frac{2 i \hbar \beta^{2}}{m^{*}} \tag{1.46}
\end{equation*}
$$

Equations (1.43) and (1.44) look similar to the transmission line equations in electromagnetic field theory [3-5] if we use the transformations

$$
\begin{equation*}
V(z) \rightarrow-\frac{2 i \hbar}{m^{*}} \frac{\mathrm{~d} \phi}{\mathrm{~d} z} \tag{1.47}
\end{equation*}
$$

and

$$
\begin{equation*}
I(z) \rightarrow \phi(z) \tag{1.48}
\end{equation*}
$$

The Schrödinger Equation (1.34) is therefore equivalent to two first-order coupled differential equations:

$$
\begin{align*}
\frac{\mathrm{d} v(z)}{\mathrm{d} z} & =-Z I(z)  \tag{1.49}\\
\frac{\mathrm{d} I(z)}{\mathrm{d} z} & =-Y V(z) . \tag{1.50}
\end{align*}
$$

This is equivalent to defining a quantum mechanical wave impedance $Z_{\mathrm{QM}}(z)$ as follows [12]:

$$
\begin{equation*}
Z_{\mathrm{QM}}(z)=\frac{2 \hbar}{i m^{*}} \frac{(\mathrm{~d} \phi(z) / \mathrm{d} z)}{\phi(z)} \tag{1.51}
\end{equation*}
$$

The quantity $Z_{\mathrm{QM}}(z)$ does not have the unit of ohms (it has the unit of velocity), but is a useful concept to solve some bound state and tunneling problems, as illustrated in Chapter 7.

## Suggested problems

- Consider a particle with the one-dimensional wave function

$$
\begin{equation*}
\phi(z)=N\left(a^{2}+z^{2}\right)^{-1 / 2} \mathrm{e}^{\frac{i p_{0} z}{\hbar}} \tag{1.52}
\end{equation*}
$$

where $a, p_{0}$, and $N$ are real constants.
(1) Find the normalization constant $N$.
(2) Determine the probability of finding the particle in the interval $-(a / \sqrt{5})$ $\leq z \leq(a / \sqrt{5})$.
(3) What is the expectation value of the momentum?

- Consider a particle in a box defined by the potential profile:

$$
V(z)=0 \text { if }|z| \leq W \text { and } V(z)=\infty \text { if }|z| \geq W
$$

At time $t=0$ the wave function $\phi_{0}(z)$ is an even function of $z$.
(1) What are the possible values resulting from a measurement of the kinetic energy?
(2) How soon after $t=0$ will the particle return to its initial state if left undisturbed? (If the particle is left undisturbed, it periodically visits the initial state. This is known as Poincaré recurrence).

- Consider a particle described by the one-dimensional harmonic oscillator Hamiltonian (see Appendix B)

$$
\begin{equation*}
H=\frac{p^{2}}{2 m^{*}}+\frac{1}{2} m^{*} \omega^{2} z^{2} \tag{1.53}
\end{equation*}
$$

At time $t=0$, the particle is described by the following wave function:

$$
\begin{equation*}
\phi(z)=N\left(1+3 \alpha^{2} z^{2}\right) \mathrm{e}^{-\frac{1}{2} \alpha^{2} z^{2}} \tag{1.54}
\end{equation*}
$$

where $\alpha=m^{*} \omega / \hbar^{1 / 2}$ and $N$ is the normalization constant.
(1) Find the value of $N$.
(2) What are the possible outcomes of the measurement of the total energy of the particle and with what probabilities?
(3) Write down the analytical expression of the wave function of the particle at time $t$.

- When the mass of a particle varies with position, the mass and momentum operators do not commute. The kinetic operator must be modified. Von Ross proposed the following kinetic operator [10]:

$$
\begin{equation*}
T(z)=\frac{1}{4}\left(m^{\alpha} p m^{\beta} p m^{\gamma}+m^{\gamma} p m^{\beta} p m^{\alpha}\right) \tag{1.55}
\end{equation*}
$$

with $\alpha+\beta+\gamma=-1$.
In this case, show that the Schrödinger equation becomes

$$
\begin{align*}
& \frac{\mathrm{d}^{2}}{\mathrm{~d} z^{2}} \phi(z)-\frac{m^{\prime}(z)}{m(z)} \frac{\mathrm{d}}{\mathrm{~d} z} \phi(z) \\
& \quad+\left[\frac{1}{2}\left(r m^{\prime \prime}-s \frac{m^{\prime 2}}{m^{2}}\right)+\frac{2 m(z)}{\hbar^{2}}\left(E-E_{\mathrm{c}}(z)\right)\right] \phi(z)=0 \tag{1.56}
\end{align*}
$$

where $r=\alpha+\gamma, s=\alpha(\gamma+2)-\gamma(\alpha+2)$. Furthermore, $m^{\prime}=\frac{\mathrm{d} m}{\mathrm{~d} z}$ and $m^{\prime \prime}=\frac{\mathrm{d}^{2} m}{\mathrm{~d} z^{2}}$.

- Starting with the results of the previous problem, show that the first derivative of $\phi(z)$ can be eliminated by making the transformation $\phi(z)=\sqrt{m(z)} \psi(z)$. Show that the resulting effective Schrödinger equation for $\psi(z)$ is given by

$$
\begin{align*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} z^{2}} \phi(z) & +\left[( 1 + r ) \left\{\frac{m^{\prime}(z)}{2 m(z)}\right.\right. \\
& \left.-\left(\frac{3}{4}+\frac{s}{2}\right) \frac{m^{\prime 2}}{m^{2}}+m\left(E-E_{\mathrm{c}}(z)\right\}\right] \psi(z)=0 \tag{1.57}
\end{align*}
$$
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## Chapter 2: Operators

Some general definitions and properties of operators are reviewed in Appendix C, which the reader should consult before trying out the following set of problems.

## ** Problem 2.1: Operator identities

If $A$ and $B$ are general operators (which do not necessarily commute), show that the following identities hold:
(a) $\mathrm{e}^{-A} B^{n} \mathrm{e}^{+A}=\left(\mathrm{e}^{-A} B \mathrm{e}^{A}\right)^{n}$, where $n$ is an integer.
(b) $B^{-1} \mathrm{e}^{A} B=\mathrm{e}^{B^{-1} A B}$.
(c) $\mathrm{e}^{\xi A} F(B) \mathrm{e}^{-\xi A}=F\left(\mathrm{e}^{\xi A} B \mathrm{e}^{-\xi A}\right)$, where $F$ is any arbitrary function and $\xi$ is an arbitrary complex number.

Solution: (a)

$$
\begin{equation*}
\mathrm{e}^{-A} B^{n} \mathrm{e}^{A}=\left(\mathrm{e}^{-A} B \mathrm{e}^{A}\right)\left(\mathrm{e}^{-A} B \mathrm{e}^{A}\right) \cdots\left(\mathrm{e}^{-A} B \mathrm{e}^{A}\right)\left(\mathrm{e}^{-A} B \mathrm{e}^{A}\right), \tag{2.1}
\end{equation*}
$$

because $\mathrm{e}^{-A} \mathrm{e}^{A}=I$, where $I$ is the identity operator.
Therefore

$$
\begin{equation*}
\mathrm{e}^{-A} B^{n} \mathrm{e}^{A}=\left(\mathrm{e}^{-A} B \mathrm{e}^{A}\right)^{n} \tag{2.2}
\end{equation*}
$$

(b)

$$
\begin{equation*}
\mathrm{e}^{B^{-1} A B}=\sum_{n=0}^{\infty} \frac{1}{n!}\left(B^{-1} A B\right)^{n}=\sum_{n=0}^{\infty} \frac{1}{n!}\left(B^{-1} A B\right)\left(B^{-1} A B\right) \cdots\left(B^{-1} A B\right) . \tag{2.3}
\end{equation*}
$$

Making use of the fact that $B B^{-1}=I$, we obtain

$$
\begin{equation*}
\mathrm{e}^{B^{-1} A B}=B^{-1}\left(\sum_{n=0}^{\infty} \frac{1}{n!} A^{n}\right) B=B^{-1} e^{A} B \tag{2.4}
\end{equation*}
$$

(c) If $F(\xi)$ has an expression of the form $\sum_{n} f_{n} \xi^{n}$, then

$$
\begin{equation*}
F\left(\mathrm{e}^{\xi A} B \mathrm{e}^{-\xi A}\right)=\sum_{n} f_{n}\left(\mathrm{e}^{\xi A} B \mathrm{e}^{-\xi A}\right)\left(\mathrm{e}^{\xi A} B \mathrm{e}^{-\xi A}\right) \cdots\left(\mathrm{e}^{\xi A} B \mathrm{e}^{-\xi A}\right) . \tag{2.5}
\end{equation*}
$$

Using the results of parts (a) and (b), we get

$$
\begin{equation*}
F\left(\mathrm{e}^{\xi A} B \mathrm{e}^{-\xi A}\right)=\mathrm{e}^{\xi A}\left(\sum_{n} f_{n} B^{n}\right) \mathrm{e}^{-\xi A}=\mathrm{e}^{\xi A} F(B) \mathrm{e}^{-\xi A} \tag{2.6}
\end{equation*}
$$
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## ** Problem 2.2: More identities

If $A$ and $B$ both commute with the commutator [ $A, B]$, prove the following equalities [1, 2]:

$$
\begin{equation*}
[A, F(B)]=[A, B] F^{\prime}(B) \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
[G(A), B]=[A, B] G^{\prime}(A) \tag{2.8}
\end{equation*}
$$

Solution: We first prove the following equality by induction:

$$
\begin{equation*}
\left[A, B^{n}\right]=n[A, B] B^{n-1} \tag{2.9}
\end{equation*}
$$

Using the operator identity in Appendix B, we get

$$
\begin{align*}
{\left[A, B^{n}\right] } & =\left[A, B B^{n-1}\right]=[A, B] B^{n-1}+B\left[A, B^{n-1}\right] \\
& =[A, B] B^{n-1}+(n-1) B[A, B] B^{n-2} \tag{2.10}
\end{align*}
$$

Hence,

$$
\begin{equation*}
\left[A, B^{n}\right]=[A, B] B^{n-1}+(n-1)[A, B] B^{n-1}=n[A, B] B^{n-1} \tag{2.11}
\end{equation*}
$$

Since, by Taylor series expansion, $F(B)=F(0)+\frac{1}{1!} F^{\prime}(0) B+\frac{1}{2!} F^{\prime \prime}(0) B^{2}+\cdots$, we get

$$
\begin{equation*}
[A, F(B)]=[A, B] F^{\prime}(0)+[A, B] F^{\prime \prime}(0) B+\frac{1}{2!}[A, B] F^{\prime \prime \prime}(0) B^{2}+\cdots \tag{2.12}
\end{equation*}
$$

Furthermore, since

$$
\begin{equation*}
F^{\prime}(B)=F^{\prime}(0)+\frac{1}{1!} F^{\prime \prime}(0) B+\frac{1}{2!} F^{\prime \prime \prime}(0) B^{2}+\cdots, \tag{2.13}
\end{equation*}
$$

we have

$$
\begin{equation*}
[A, F(B)]=[A, B] F^{\prime}(B) \tag{2.14}
\end{equation*}
$$

Now, using this relation, we get

$$
\begin{equation*}
[G(A), B]=-[B, G(A)]=-[B, A] G^{\prime}(A)=[A, B] G^{\prime}(A) \tag{2.15}
\end{equation*}
$$

## ** Problem 2.3: Glauber identity

If $A$ and $B$ both commute with $[A, B]$, prove that the following relation is true [1]:

$$
\begin{equation*}
\mathrm{e}^{A} \mathrm{e}^{B}=\mathrm{e}^{A+B} \mathrm{e}^{\frac{1}{2}[A, B]} \tag{2.16}
\end{equation*}
$$

Solution: Defining

$$
\begin{equation*}
F(t)=\mathrm{e}^{A t} \mathrm{e}^{B t} \tag{2.17}
\end{equation*}
$$

where $t$ is a real variable, we have

$$
\begin{equation*}
\frac{\mathrm{d} F}{\mathrm{~d} t}=A \mathrm{e}^{A t} \mathrm{e}^{B t}+\mathrm{e}^{A t} B \mathrm{e}^{B t}=\left(A+\mathrm{e}^{A t} B \mathrm{e}^{-A t}\right) F(t) . \tag{2.18}
\end{equation*}
$$

Since $B$ commutes with the commutator $[A, B]$ by assumption, and since

$$
\begin{equation*}
[G(A), B]=[A, B] G^{\prime}(A) \tag{2.19}
\end{equation*}
$$

we have

$$
\begin{equation*}
\left[\mathrm{e}^{A t}, B\right]=t[A, B] \mathrm{e}^{A t} . \tag{2.20}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\mathrm{e}^{A t} B=B \mathrm{e}^{A t}+t[A, B] \mathrm{e}^{A t} . \tag{2.21}
\end{equation*}
$$

Multiplying both sides of the above equation by $\mathrm{e}^{-A t}$, we obtain

$$
\begin{equation*}
\frac{\mathrm{d} F}{\mathrm{~d} t}=(A+B+t[A, B]) F(t) \tag{2.22}
\end{equation*}
$$

Since $A$ and $B$ commute with $[A, B]$ by assumption, we can integrate the last differential equation as if these were numbers. This yields

$$
\begin{equation*}
F(t)=F(0) \mathrm{e}^{(A+B) t+\frac{1}{2}[A, B] t^{2}} . \tag{2.23}
\end{equation*}
$$

Setting $t=0$ in Equation (2.17) we get $F(0)=I$, and hence

$$
\begin{equation*}
F(t)=\mathrm{e}^{(A+B) t+\frac{1}{2}[A, B] t^{2}} \tag{2.24}
\end{equation*}
$$

Finally, setting $t=1$, we get from Equations (2.17) and (2.24) Glauber's identity (2.16).

## * Problem 2.4: Unitary operators

Prove that if $H$ is Hermitian, $U=\mathrm{e}^{i H}$ is unitary, i.e., $U^{\dagger} U=U U^{\dagger}=U^{-1} U=$ $U U^{-1}=I$.

Solution: By definition,

$$
\begin{equation*}
U=\mathrm{e}^{i H}=1+\frac{i H}{1!}-\frac{1}{2!} H^{2}-\frac{i}{3!} H^{3} \cdots \tag{2.25}
\end{equation*}
$$

Hence,

$$
\begin{align*}
U^{\dagger} & =1-\frac{i H}{1!}-\frac{1}{2!} H^{2}-\frac{i}{3!} H^{3} \cdots \\
& =1+\frac{-i H}{1!}+\frac{1}{2!}(-i H)^{2}+\frac{1}{3!}(-i H)^{3} \cdots=\mathrm{e}^{-i H} \tag{2.26}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
U^{\dagger} U=\mathrm{e}^{-i H} \mathrm{e}^{i H} \tag{2.27}
\end{equation*}
$$

and using Glauber's identity (Problem 2.3), we get

$$
\begin{equation*}
U^{\dagger} U=\mathrm{e}^{-i H} \mathrm{e}^{i H}=\mathrm{e}^{-i H+i H}=I \tag{2.28}
\end{equation*}
$$

which proves that $U$ is unitary.

## * Problem 2.5: Useful identity to perform unitary transformations

Prove the following identity [1]:

$$
\begin{equation*}
\mathrm{e}^{\xi A} B \mathrm{e}^{-\xi A}=B+\xi[A, B]+\frac{\xi^{2}}{2!}[A,[A, B]]+\frac{\xi^{3}}{3!}[A,[A,[A, B]]]+\cdots \tag{2.29}
\end{equation*}
$$

This identity is very useful when performing unitary transformations on some Hamiltonians to find their energy spectrum (see Problem 2.12).

Solution: By definition,

$$
\begin{equation*}
\mathrm{e}^{\xi \hat{A}}=\sum_{n}^{\infty} \frac{1}{n!} \xi^{n} A^{n} \tag{2.30}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\mathrm{e}^{\xi A} B \mathrm{e}^{-\xi A}=\left[\sum_{n=0}^{\infty} \frac{1}{n!} \xi^{n} A^{n}\right] B\left[\sum_{k=0}^{\infty} \frac{1}{k!} \xi^{k} A^{k}\right] . \tag{2.31}
\end{equation*}
$$

Expanding, we get after regrouping the terms in increasing power of $\xi$,

$$
\begin{equation*}
\mathrm{e}^{\xi A} B \mathrm{e}^{-\xi A}=A^{0} B A^{0}+\xi(A B-B A)+\frac{\xi^{2}}{2!}\left(A^{2} B-2 A B A+B A^{2}\right)+\cdots \tag{2.32}
\end{equation*}
$$

i.e.,

$$
\begin{align*}
\mathrm{e}^{\xi A} B \mathrm{e}^{-\xi A} & =B+\xi[A, B]+\frac{\xi^{2}}{2!}(A[A, B]+[B, A] A)+\cdots \\
& =B+\xi[A, B]+\frac{\xi^{2}}{2!}[A[A, B]]+\cdots \tag{2.33}
\end{align*}
$$

Higher-order terms can be worked out using lengthy but straightforward algebra and shown to be of the generic form given in Equation (2.29).

## * Problem 2.6: The shift operator

If $z, p_{z}$ are the position and the corresponding conjugate (momentum) operators for motion of a particle along the $z$-direction, their commutator satisfies

$$
\begin{equation*}
\left[z, p_{z}\right]=i \hbar \tag{2.34}
\end{equation*}
$$

According to the result of the previous problem, the operator $U=\mathrm{e}^{\frac{i}{\hbar} \xi p_{z}}$ (with $\xi$ real) is unitary because $p_{z}$ is a Hermitian operator, and performing the operation $U F(z) U^{-1}$ on any operator $F(z)$ is a "unitary transformation." Show that

$$
\begin{equation*}
\mathrm{e}^{\frac{i}{\hbar} \xi p_{z}} F(z) \mathrm{e}^{-\frac{i}{\hbar} \xi p_{z}}=F(z+\xi) . \tag{2.35}
\end{equation*}
$$

This is why the unitary operator $\mathrm{e}^{\frac{i}{\hbar} \xi p_{z}}$ is called the shift operator.

Solution: Using the result of the previous problem, we get

$$
\begin{equation*}
\mathrm{e}^{\frac{i}{\hbar} \xi p_{z}} z \mathrm{e}^{-\frac{i}{\hbar} \xi p_{z}}=z+\frac{i \xi}{\hbar}\left[p_{z}, z\right]+\cdots, \tag{2.36}
\end{equation*}
$$

where all higher-order terms are zero. Hence,

$$
\begin{equation*}
\mathrm{e}^{\frac{i}{\hbar} \xi p_{z}} z \mathrm{e}^{-\frac{i}{\hbar} \xi p_{z}}=z+\xi \tag{2.37}
\end{equation*}
$$

Using the results of Problem 2.1(c) leads to the desired result:

$$
\begin{equation*}
\mathrm{e}^{\frac{i}{\hbar} \xi p_{z}} F(z) \mathrm{e}^{-\frac{i}{\hbar} \xi p_{z}}=F\left(\mathrm{e}^{\frac{i}{\hbar} \xi p_{z}} z \mathrm{e}^{-\frac{i}{\hbar} \xi p_{z}}\right)=F(z+\xi) . \tag{2.38}
\end{equation*}
$$

## ** Problem 2.7: Additional unitary operators

(a) Show that the operator $U=\mathrm{e}^{-\lambda\left(a_{z}-a_{z}^{\dagger}\right)}$ is unitary, where $\lambda$ is real and $a_{z}$ and $a_{z}^{\dagger}$ are annihilation and creation operators that are Hermitian conjugates of each other. The dagger ( $\dagger$ ) stands for Hermitian conjugate.
(b) If $A$ is an $M \times M$ matrix of the form $A=i \alpha[a]$, where $\alpha$ is a real parameter and $[a]$ is an $M \times M$ matrix with all its elements equal to unity, prove that $U=\mathrm{e}^{A}$ is unitary and is given by

$$
\begin{equation*}
U=I+\frac{\left(\mathrm{e}^{i \alpha M}-1\right)}{M}[a], \tag{2.39}
\end{equation*}
$$

where I is the $M \times M$ identity matrix. This exercise will be used in Chapter 8 when studying scattering from a two-dimensional delta scatterer in a quantum wave guide formed in a two-dimensional electron gas.

Solution: (a) To prove that $U=\mathrm{e}^{-\lambda\left(a_{z}-a_{z}^{\dagger}\right)}$ is unitary, we just need to prove that the operator in the exponent is of the form $i H$, where $H$ is a Hermitian operator (see Problem 2.4). We rewrite $-\lambda\left(a_{z}-a_{z}^{\dagger}\right)$ as $i \mu\left(a_{z}-a_{z}^{\dagger}\right)$, where $\mu=i \lambda$ is purely imaginary. Next, we show that the operator $=H=\mu\left(a_{z}-a_{z}^{\dagger}\right)$ is Hermitian.

The Hermitian adjoint of $H$ is

$$
\begin{equation*}
H^{\dagger}=\left(\mu a_{z}\right)^{\dagger}-\left(\mu a_{z}^{\dagger}\right)^{\dagger}=\mu^{*} a_{z}^{\dagger}-\mu^{*} a_{z}=\mu a_{z}-\mu a_{z}^{\dagger}=H, \tag{2.40}
\end{equation*}
$$

where we used the fact that, $\mu$ being purely imaginary, $\mu^{*}=-\mu$.

This completes the proof that the operator $U$ is unitary.
(b) We start with the following definition of $\mathrm{e}^{A}$ :

$$
\begin{equation*}
\mathrm{e}^{A}=I+A+\frac{A^{2}}{2!}+\frac{A^{3}}{3!}+\cdots \tag{2.41}
\end{equation*}
$$

For $A=i \alpha[a]$, we have

$$
\begin{equation*}
A^{n}=(i \alpha)^{n}[a]^{n}=(i \alpha)^{n} M^{n-1}[a], \tag{2.42}
\end{equation*}
$$

as can easily be shown by induction (remember that all the elements of $[a]$ are 1 ).
So,

$$
\begin{equation*}
\mathrm{e}^{i \alpha[a]}=I+i(\alpha M) \frac{[a]}{M}+\frac{(i \alpha M)^{2}}{2!} \frac{[a]}{M}+\cdots \tag{2.43}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\mathrm{e}^{i \alpha[a]}=I+\left[(i \alpha) M+\frac{1}{2!}(i \alpha M)^{2}+\cdots\right] \frac{[a]}{M} \tag{2.44}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
U=\mathrm{e}^{i \alpha[a]}=I+\frac{\left(\mathrm{e}^{i \alpha M}-1\right)}{M}[a] . \tag{2.45}
\end{equation*}
$$

To prove that $U$ is unitary, we must show that $U^{\dagger} U=I$.

$$
\begin{equation*}
U^{\dagger}=I+\frac{\left(\mathrm{e}^{-i \alpha M}-1\right)}{M}[a], \tag{2.46}
\end{equation*}
$$

so

$$
\begin{equation*}
U^{\dagger} U=\left(I+\frac{1}{M}\left(\mathrm{e}^{-i \alpha M}-1\right)[a]\right)\left(I+\frac{1}{M}\left(\mathrm{e}^{i \alpha M}-1\right)[a]\right) \tag{2.47}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
U^{\dagger} U= & I+\frac{1}{M}\left(\mathrm{e}^{i \alpha M}+\mathrm{e}^{-i \alpha M}-2\right)[a] \\
& +\frac{1}{M^{2}}\left(\mathrm{e}^{-i \alpha M}-1\right)\left(\mathrm{e}^{i \alpha M}-1\right) M[a] \tag{2.48}
\end{align*}
$$

or

$$
U^{\dagger} U=I+\frac{1}{M}(2 \cos (\alpha M)-2)[a]+\frac{2}{M}(1-\cos (\alpha M))[a]=I
$$

which proves the unitarity of $U$.

## *** Problem 2.8: Virial theorem

Consider the Hamiltonian in one dimension

$$
\begin{equation*}
H=\frac{p_{z}^{2}}{2 m^{*}}+V(z) \tag{2.49}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{z}=\frac{\hbar}{i} \frac{\mathrm{~d}}{\mathrm{~d} z} \tag{2.50}
\end{equation*}
$$

and

$$
\begin{equation*}
V(z)=\lambda z^{n} \tag{2.51}
\end{equation*}
$$

where $\lambda$ is real and $n$ is an integer.
First prove the following result:

$$
\begin{equation*}
\left[H, z p_{z}\right]=i \hbar-\left[2\left(\frac{p_{z}^{2}}{2 m^{*}}\right)+\lambda n z^{n}\right], \tag{2.52}
\end{equation*}
$$

where $H$ is the Hamiltonian above.
Starting with the results of the previous step, prove that if $|\phi\rangle$ is an eigenstate of $H$, the following is true:

$$
\begin{equation*}
2\langle T\rangle=n\langle V\rangle, \tag{2.53}
\end{equation*}
$$

where $\langle\cdots\rangle$ stands for the expectation value in the state $|\phi\rangle$ and $T$ is the kinetic energy operator expressed as

$$
\begin{equation*}
T=\frac{-\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} z^{2}} . \tag{2.54}
\end{equation*}
$$

Equation (2.53) is known as the virial theorem.

Solution: Preliminary lemma: If $|\phi\rangle$ is an eigenstate of $H$, then $\langle\phi \mid[H, A] \phi\rangle$ $=0$, for any quantum mechanical operator $A$.

The expectation value of any quantum mechanical operator represents the average value of the corresponding physical variable which we expect to measure in an experiment. Therefore, the expectation value of a quantum mechanical operator must be real (we cannot measure an imaginary quantity). Since the expectation value of any Hermitian operator is always real (see Appendix C), all legitimate quantum mechanical operators are Hermitian.

Since $|\phi\rangle$ is an eigenstate of $H$, the following relation holds: $H|\phi\rangle=E|\phi\rangle$, where $E$ is the eigenenergy. Recalling that both $H$ and $A$ are Hermitian and that $E$ is real, we obtain

$$
\begin{align*}
\langle\phi \mid[H, A] \phi\rangle & =\int \mathrm{d}^{3} \vec{r} \phi^{*}(\vec{r})(H A-A H) \phi(\vec{r}) \\
& =\int \mathrm{d}^{3} \vec{r}\left\{[A H \phi(\vec{r})]^{*} \phi(\vec{r})-\phi^{*}(\vec{r}) A H \phi(\vec{r})\right\} \\
& =E \int \mathrm{~d}^{3} \vec{r}\left\{\phi^{*}(\vec{r}) A \phi(\vec{r})-\phi^{*}(\vec{r}) A \phi(\vec{r})\right\}=0 . \tag{2.55}
\end{align*}
$$

This property will be used below.

22 Problem Solving in Quantum Mechanics

Starting with the operator identity (see Appendix C)

$$
\begin{equation*}
[A, B C]=[A, B] C+B[A, C] \tag{2.56}
\end{equation*}
$$

we get

$$
\begin{equation*}
\left[H, z p_{z}\right]=[H, z] p_{z}+z\left[H, p_{z}\right] \tag{2.57}
\end{equation*}
$$

Substituting the Hamiltonian given in Equation (2.49) in the preceding equation leads to

$$
\begin{align*}
{\left[H, z p_{z}\right] } & =\left[\left(\frac{p_{z}^{2}}{2 m^{*}}+\lambda z^{n}\right), z\right] p_{z}+z\left[\left(\frac{p_{z}^{2}}{2 m^{*}}+\lambda z^{n}\right), p_{z}\right] \\
& =\left[\frac{p_{z}^{2}}{2 m^{*}}, z\right] p_{z}+\lambda\left[z^{n}, z\right] p_{z}+\frac{z}{2 m^{*}}\left[p_{z}{ }^{2}, p_{z}\right]+z\left[\lambda z^{n}, p_{z}\right] \tag{2.58}
\end{align*}
$$

The second and third commutators are equal to zero. Furthermore,

$$
\begin{equation*}
\left[p_{z}, z^{n}\right]=-i \hbar n z^{n-1}, \tag{2.59}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[z, p_{z}{ }^{2}\right]=2 i \hbar p_{z} . \tag{2.60}
\end{equation*}
$$

Using these results, we get

$$
\begin{align*}
{\left[H, z p_{z}\right] } & =\frac{1}{2 m^{*}}\left(-2 i \hbar p_{z}\right) p_{z}+\lambda z\left(i \hbar n z^{n-1}\right) \\
& =\frac{1}{2 m^{*}}\left(-2 i \hbar p_{z}\right) p_{z}+i \lambda \hbar n z^{n} \\
& =i \hbar\left[-2\left(\frac{p_{z}^{2}}{2 m^{*}}\right)+\lambda n z^{n}\right] \tag{2.61}
\end{align*}
$$

Since $|\phi\rangle$ is an eigenstate of $H$, we can apply the preliminary lemma derived earlier and get

$$
\begin{equation*}
\left\langle\left[H, z p_{z}\right]\right\rangle=0=i \hbar(-2\langle T\rangle+n\langle V\rangle) \tag{2.62}
\end{equation*}
$$

In other words,

$$
\begin{equation*}
2\langle T\rangle=n\langle V\rangle \tag{2.63}
\end{equation*}
$$

Problem 2.9: Generalized version of the virial theorem
For an arbitrary $V(z)$, show that

$$
\begin{equation*}
\langle T\rangle=\frac{1}{2}\left\langle z \frac{d V}{d z}\right\rangle \tag{2.64}
\end{equation*}
$$

where the average is taken over an eigenstate $|\phi\rangle$ of the Hamiltonian $H=T+V(z)$.

Solution: From the previous problem, we get

$$
\begin{align*}
{\left[H, z p_{z}\right] } & =\left[\frac{p_{z}{ }^{2}}{2 m^{*}}+V(z), z\right] p_{z}+z\left[\frac{p_{z}{ }^{2}}{2 m^{*}}+V(z), p_{z}\right] \\
& =\frac{1}{2 m^{*}}\left[p_{z}{ }^{2}, z\right] p_{z}+z\left[V(z), p_{z}\right] \tag{2.65}
\end{align*}
$$

because $z$ and $V(z)$ commute, as do $p_{z}^{2}$ and $p_{z}$. Making use of the identities (see Appendix C)

$$
\begin{equation*}
\left[z, p_{z}{ }^{2}\right]=2 i \hbar p_{z} \tag{2.66}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[p_{z}, V(z)\right]=-i \hbar \frac{\mathrm{~d} V}{\mathrm{~d} z} \tag{2.67}
\end{equation*}
$$

we get

$$
\begin{equation*}
\left[H, z p_{z}\right]=\hbar\left[-2\left(\frac{p_{z}^{2}}{2 m^{*}}\right)+z \frac{\mathrm{~d} V}{\mathrm{~d} z}\right] \tag{2.68}
\end{equation*}
$$

Hence, since $|\phi\rangle$ is an eigenstate of $H$,

$$
\begin{equation*}
\frac{\left\langle\left[H, z p_{z}\right]\right\rangle}{\hbar}=-2\left\langle\frac{p_{z}{ }^{2}}{2 m^{*}}\right\rangle+\left\langle z \frac{\mathrm{~d} V}{\mathrm{~d} z}\right\rangle . \tag{2.69}
\end{equation*}
$$

Since the left-hand side is equal to zero, we finally get the desired result,

$$
\begin{equation*}
\langle T\rangle=\frac{1}{2}\left\langle z \frac{\mathrm{~d} V}{\mathrm{~d} z}\right\rangle . \tag{2.70}
\end{equation*}
$$

## * Problem 2.10: Sum rule

Evaluate the commutator

$$
\begin{equation*}
\left[p_{z},\left[p_{z}, H\right]\right] \tag{2.71}
\end{equation*}
$$

where $p_{z}$ is the $z$-component of the momentum operator and $H=\frac{p^{2}}{2 m^{*}}+V(\vec{r})$ is the Hamiltonian of the system.

Use this result to prove the following sum rule:

$$
\begin{equation*}
\left.\sum_{n}\left(E_{n}-E_{m}\right)\left|\langle n| p_{z}\right| m\right\rangle\left.\right|^{2}=\frac{\hbar^{2}}{2}\langle m| \frac{\partial^{2} V}{\partial z^{2}}|m\rangle \tag{2.72}
\end{equation*}
$$

where $|n\rangle$ and $|m\rangle$ are eigenvectors of $H$ with eigenvalues $E_{n}$ and $E_{m}$, respectively.

Solution: Starting with the relations

$$
\begin{gather*}
H|n\rangle=\left[\frac{p^{2}}{2 m^{*}}+V(\vec{r})\right]|n\rangle=E_{n}|n\rangle  \tag{2.73}\\
{\left[p_{z}, H\right]=-i \hbar \frac{\partial V}{\partial z}} \tag{2.74}
\end{gather*}
$$

and

$$
\begin{equation*}
\left[p_{z},\left[p_{z}, H\right]\right]=-\hbar^{2} \frac{\partial^{2} V}{\partial^{2} z}, \tag{2.75}
\end{equation*}
$$

we get

$$
\begin{align*}
-\hbar^{2}\langle m| \frac{d^{2} V}{d^{2} z}|m\rangle= & \sum_{n}\left(\langle m| p_{z}|n\rangle\langle n|\left[p_{z}, H\right]|m\rangle\right. \\
& \left.-\langle m|\left[p_{z}, H\right]|n\rangle\langle n| p_{z}|m\rangle\right) \tag{2.76}
\end{align*}
$$

But

$$
\begin{align*}
\langle n|\left[p_{z}, H\right]|m\rangle & =\langle n| p_{z} H-H p_{z}|m\rangle \\
& =\langle n| p_{z} E_{m}|m\rangle-\langle n| H p_{z}|m\rangle \\
& =E_{m}\langle n| p_{z}|m\rangle-\langle H n| p_{z}|m\rangle \\
& =E_{m}\langle n| p_{z}|m\rangle-E_{n}\langle n| p_{z}|m\rangle \\
& =\left(E_{n}-E_{m}\right)\langle n| p_{z}|m\rangle, \tag{2.77}
\end{align*}
$$

where we made use of the Hermiticity of $H$ in the third line.
Similarly,

$$
\begin{equation*}
\langle m|\left[p_{z}, H\right]|n\rangle=\left(E_{m}-E_{n}\right)\langle m| p_{z}|n\rangle . \tag{2.78}
\end{equation*}
$$

Because $p_{z}$ is a Hermitian operator,

$$
\begin{equation*}
\langle m| p_{z}|n\rangle=\left\langle p_{z} m \mid n\right\rangle=\langle n| p_{z}|m\rangle^{*}, \tag{2.79}
\end{equation*}
$$

where the asterisk denotes complex conjugate.

Using the last three relations in Equation (2.76), we get

$$
\begin{equation*}
\left.\sum_{n}\left(E_{n}-E_{m}\right)\left|\langle n| p_{z}\right| m\right\rangle\left.\right|^{2}=\frac{\hbar^{2}}{2}\langle m| \frac{\mathrm{d}^{2} V}{\mathrm{~d}^{2} z}|m\rangle \tag{2.80}
\end{equation*}
$$

## Problem 2.11: Generalized sum rule [3]

Prove the following sum rule for any Hermitian operator F:

$$
\begin{equation*}
\left.\sum_{m}\left(E_{m}-E_{n}\right)|\langle n| F| m\right\rangle\left.\right|^{2}=-\frac{1}{2}\langle n|[F,[F, H]]|n\rangle \tag{2.81}
\end{equation*}
$$

where $|n\rangle$ and $|m\rangle$ are eigenvectors of the operator $H$ with eigenvalues $E_{n}$ and $E_{m}$, respectively.

Solution: We have

$$
\begin{equation*}
\left.\sum_{m}\left(E_{m}-E_{n}\right)|\langle n| F| m\right\rangle\left.\right|^{2}=\sum_{m}\left(E_{m}-E_{n}\right)\langle n| F|m\rangle\langle n| F|m\rangle^{*} . \tag{2.82}
\end{equation*}
$$

Hence.

$$
\begin{equation*}
\left.\sum_{m}\left(E_{m}-E_{n}\right)|\langle n| F| m\right\rangle\left.\right|^{2}=\sum_{m}\left(E_{m}-E_{n}\right)\langle n| F|m\rangle\langle m| F^{\dagger}|n\rangle, \tag{2.83}
\end{equation*}
$$

where $F^{\dagger}$ is the Hermitian conjugate of $F$. This last equation can be rewritten as follows (since $H$ is always Hermitian, $H|m\rangle=E_{m}|m\rangle$ and $H|n\rangle=E_{n}|n\rangle$ ):

$$
\begin{align*}
\left.\sum_{m}\left(E_{m}-E_{n}\right)|\langle n| F| m\right\rangle\left.\right|^{2} & =\sum_{m}\langle n|[F H-H F]|m\rangle\langle m| F^{\dagger}|n\rangle \\
& =\sum_{m}\langle n|[F, H]|m\rangle\langle m| F^{\dagger}|n\rangle \tag{2.84}
\end{align*}
$$

Using the normalization condition

$$
\begin{equation*}
\sum_{m}|m\rangle\langle m|=1, \tag{2.85}
\end{equation*}
$$

we finally get

$$
\begin{equation*}
\left.\sum_{m}\left(E_{m}-E_{n}\right)|\langle n| F| m\right\rangle\left.\right|^{2}=\langle n|[F, H] F^{\dagger}|n\rangle . \tag{2.86}
\end{equation*}
$$

If $F$ is a Hermitian operator, then, by definition, $\langle n| F|m\rangle^{*}=\langle m| F|n\rangle$, and hence the summation can be rewritten as

$$
\begin{equation*}
\left.\sum_{m}\left(E_{m}-E_{n}\right)|\langle n| F| m\right\rangle\left.\right|^{2}=\sum_{m}\left(E_{m}-E_{n}\right)\langle n| F|m\rangle\langle m| F|n\rangle . \tag{2.87}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
\left.\sum_{m}\left(E_{m}-E_{n}\right)|\langle n| F| m\right\rangle\left.\right|^{2} & =-\sum_{m}\langle n| F|m\rangle\langle m|[F H-H F]|n\rangle \\
& =-\sum_{m}\langle n| F|m\rangle\langle m|[F, H]|n\rangle \\
& =-\langle n| F[F, H]|n\rangle=\langle n| F[H, F]|n\rangle . \tag{2.88}
\end{align*}
$$

Combining Equations (2.86) and (2.88), and noting that $F^{\dagger}=F$ when $F$ is Hermitian, we obtain the following sum rule for any Hermitian operator $F$ :

$$
\begin{equation*}
\left.\sum_{m}\left(E_{m}-E_{n}\right)|\langle n| F| m\right\rangle\left.\right|^{2}=-\frac{1}{2}\langle n|[F,[F, H]]|n\rangle . \tag{2.89}
\end{equation*}
$$

Since the inception of quantum mechanics, sum rules have been used extensively in various branches of physics, including atomic, molecular, solid state, and particle physics. To delve further into the subject, the reader should utilize the suggested reading section at the end of the chapter.
**** Problem 2.12: Polarizability of one-dimensional harmonic oscillator
Using the concept of unitary transformation, show that the polarizability $\alpha$ of a one-dimensional harmonic oscillator $\frac{1}{2} m^{*} \omega_{0}^{2} z^{2}$ in a uniform external electric field is given by $\alpha=\frac{\mathrm{e}^{2}}{m^{*} \omega_{0}}$.

Some of the basic properties of the one-dimensional harmonic oscillator are listed in Appendix $B$.

Solution: We first rewrite the Hamiltonian of a one-dimensional harmonic oscillator,

$$
\begin{equation*}
H_{0}=\frac{p_{z}^{2}}{2 m^{*}}+\frac{1}{2} m^{*} \omega_{0}^{2} z^{2} \tag{2.90}
\end{equation*}
$$

by introducing the annihilation $a_{z}$ and creation $a_{z}^{\dagger}$ operators:

$$
\begin{equation*}
a_{z}=\frac{1}{\sqrt{2}}\left(\beta_{0} z+\frac{i}{\hbar \beta_{0}} p_{z}\right) \tag{2.91}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{z}^{\dagger}=\frac{1}{\sqrt{2}}\left(\beta_{0} z-\frac{i}{\hbar \beta_{0}} p_{z}\right) \tag{2.92}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{0}=\frac{m^{*} \omega_{0}^{\frac{1}{2}}}{\hbar} \tag{2.93}
\end{equation*}
$$

It is left to the reader to show that operators $a_{z}, a_{z}^{\dagger}$ satisfy the commutation rule

$$
\begin{equation*}
\left[a_{z}, a_{z}^{\dagger}\right]=1 . \tag{2.94}
\end{equation*}
$$

Using the operators $a_{z}$ and $a_{z}^{\dagger}, H_{0}$ can be rewritten as

$$
\begin{equation*}
H_{0}=\hbar \omega_{0}\left(N_{z}+\frac{1}{2}\right) \tag{2.95}
\end{equation*}
$$

where we have introduced the occupation number operator

$$
\begin{equation*}
N_{z}=a_{z}^{\dagger} a_{z} . \tag{2.96}
\end{equation*}
$$

In the presence of an external (uniform) electric field, we must add the Stark interaction to the Hamiltonian $H_{0}$. The total Hamiltonian can then be written as

$$
\begin{equation*}
H=H_{0}-q E_{z} . \tag{2.97}
\end{equation*}
$$

Next, we perform a unitary transform on $H_{0}$ using the unitary operator $U=\mathrm{e}^{S}$ with

$$
\begin{equation*}
S=-\lambda\left(a_{z}-a_{z}^{\dagger}\right) \tag{2.98}
\end{equation*}
$$

$\lambda$ being some real parameter to be determined later. Using this operator, we perform the unitary transform

$$
\begin{equation*}
H=\mathrm{e}^{S} H_{0} \mathrm{e}^{-S} \tag{2.99}
\end{equation*}
$$

Making use of the identity (see Problem 2.5)

$$
\begin{equation*}
\mathrm{e}^{\xi \hat{A}} \hat{B} \mathrm{e}^{\xi \hat{A}}=\hat{B}+\xi[\hat{A}, \hat{B}]+\frac{\xi^{2}}{2!}[\hat{A},[\hat{A}, \hat{B}]]+\frac{\xi^{3}}{3!}[\hat{A},[\hat{A},[\hat{A}, \hat{B}]]]+\cdots \tag{2.100}
\end{equation*}
$$

With $\xi=1, \hat{B}=H_{0}$, and $\hat{A}=S$, the transformed Hamiltonian $H$ becomes

$$
\begin{equation*}
\mathrm{e}^{S} H_{0} \mathrm{e}^{-S}=H_{0}+\left[S, H_{0}\right]+\frac{1}{2!}\left[S,\left[S, H_{0}\right]\right]+\cdots \tag{2.101}
\end{equation*}
$$

First, we calculate $\left[\mathrm{S}, H_{0}\right]$ :

$$
\begin{equation*}
\left[S, H_{0}\right]=\left[-\lambda\left(a_{z}-a_{z}^{\dagger}\right), H_{0}\right] . \tag{2.102}
\end{equation*}
$$

Making use of Equation (2.94), we obtain

$$
\begin{equation*}
\left[S, H_{0}\right]=-\lambda \hbar \omega_{0}\left(a_{z}+a_{z}^{\dagger}\right) . \tag{2.103}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\left[S,\left[S, H_{0}\right]\right]=2 \lambda^{2} \hbar \omega_{0}\left(a_{z}^{\dagger} a_{z}-a_{z} a_{z}^{\dagger}\right)=2 \lambda^{2} \hbar \omega_{0}\left[a_{z}^{\dagger}, a_{z}\right]=2 \lambda^{2} \hbar \omega_{0}, \tag{2.104}
\end{equation*}
$$

where we once again used Equation (2.94).
Since the last commutator is a constant, we conclude that all the terms after the third one in the expansion (2.100) are identically zero.

Grouping the previous results, the transformed Hamiltonian is therefore

$$
\begin{equation*}
H=\mathrm{e}^{S} H_{0} \mathrm{e}^{-S}=H_{0}-\lambda \hbar \omega_{0}\left(a_{z}+a_{z}^{\dagger}\right)+\lambda^{2} \hbar \omega_{0} . \tag{2.105}
\end{equation*}
$$

Since

$$
\begin{equation*}
z=\frac{1}{\sqrt{2} \beta_{0}}\left(a_{z}+a_{z}^{\dagger}\right) \tag{2.106}
\end{equation*}
$$

we deduce that the second term in Equation (2.105) is identical to the Stark shift $-q E z$ if we choose $\lambda$ such that

$$
\begin{equation*}
\lambda=\frac{1}{\sqrt{2 m^{*} \hbar \omega_{0}}} \frac{q E}{\omega_{0}} . \tag{2.107}
\end{equation*}
$$

Equation (2.105) can then be rewritten as

$$
\begin{equation*}
H-\frac{q^{2}}{2 m^{*} \omega_{0}^{2}} E^{2}=H_{0}-q E z . \tag{2.108}
\end{equation*}
$$

In other words, the eigenvalues of $H_{0}-q E z$ are the same as the eigenvalues of $H-\frac{q^{2}}{2 m^{*} \omega_{0}} E^{2}$.

Calling $|n\rangle$ the eigenstates of $H_{0}$, the eigenstates of $H_{0}-q E z$ are given by $\mathrm{e}^{S}|n\rangle$, with the corresponding eigenvalues

$$
\begin{equation*}
E_{n}=E_{n}^{0}-\frac{q^{2}}{2 m^{*} \omega_{0}^{2}} E^{2} \tag{2.109}
\end{equation*}
$$

$E_{n}^{0}$ being the eigenvalues of $H_{0}$, given by

$$
\begin{equation*}
E_{n}^{0}=\hbar \omega_{0}\left(n+\frac{1}{2}\right) \tag{2.110}
\end{equation*}
$$

By definition, the polarizability $\alpha$ of the harmonic oscillator in its ground state is such that

$$
\begin{equation*}
E_{0}=E_{0}^{0}-\frac{1}{2} \alpha E^{2} \tag{2.111}
\end{equation*}
$$

By comparing Equations (2.109) and (2.111), the polarizability $\alpha$ is therefore given by

$$
\begin{equation*}
\alpha=\frac{q^{2}}{m \omega_{0}^{2}} . \tag{2.112}
\end{equation*}
$$

## * Problem 2.13: Decomposition of general $2 \times 2$ matrix in terms of Pauli matrices

A trivial decomposition of any $2 \times 2$ matrix

$$
M=\left(\begin{array}{ll}
m_{11} & m_{12}  \tag{2.113}\\
m_{21} & m_{22}
\end{array}\right)
$$

is obviously

$$
M=m_{11}\left(\begin{array}{cc}
1 & 0  \tag{2.114}\\
0 & 0
\end{array}\right)+m_{12}\left(\begin{array}{cc}
0 & 1 \\
0 & 0
\end{array}\right)+m_{21}\left(\begin{array}{cc}
0 & 0 \\
1 & 0
\end{array}\right)+m_{22}\left(\begin{array}{cc}
0 & 0 \\
0 & 1
\end{array}\right)
$$

The four matrices on the right-hand side form a complete basis for all $2 \times 2$ matrices.
A not so obvious decomposition of any $2 \times 2$ complex matrix $M$ involves the $2 \times 2$ Pauli matrices defined in Appendix D. For a more detailed description of the Pauli matrices, see Chapter 2 in Ref. [4].

Show that any 2×2 matrix $M$ can be expressed as follows:

$$
\begin{equation*}
M=a_{0} I+\vec{a} \cdot \vec{\sigma} \tag{2.115}
\end{equation*}
$$

where

$$
\begin{gather*}
a_{0}=\frac{1}{2} \operatorname{Tr}(M),  \tag{2.116}\\
\vec{\sigma}=\sigma_{x} \hat{x}+\sigma_{y} \hat{y}+\sigma_{z} \hat{z}, \tag{2.117}
\end{gather*}
$$

and

$$
\begin{equation*}
\vec{a}=\frac{1}{2} \operatorname{Tr}(M \vec{\sigma}) \tag{2.118}
\end{equation*}
$$

where $\vec{\sigma}=\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)$, and $\operatorname{Tr}$ stands for the trace of the matrix.

Solution: Starting with the definitions of the Pauli matrices in Appendix D, we can easily show that any $2 \times 2$ matrix can be written as

$$
\begin{equation*}
M=\frac{m_{11}+m_{22}}{2} I+\frac{m_{11}-m_{22}}{2} \sigma_{z}+\frac{m_{12}+m_{21}}{2} \sigma_{x}+i \frac{m_{12}-m_{21}}{2} \sigma_{y}, \tag{2.119}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
M=a_{0} I+\vec{a} \cdot \vec{\sigma}, \tag{2.120}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{0}=\frac{1}{2} \operatorname{Tr}(M) \tag{2.121}
\end{equation*}
$$

and

$$
\begin{equation*}
\vec{a}=\frac{1}{2} \operatorname{Tr}(M \vec{\sigma}) . \tag{2.122}
\end{equation*}
$$

In other words, the four matrices $\left(I, \sigma_{x}, \sigma_{y}, \sigma_{z}\right)$ form a complete set of bases in the space of $2 \times 2$ complex matrices.

Clearly, $M$ is Hermitian if $a_{0}$ and the three components of the vector $\vec{a}$ are real.
The matrix decomposition (2.120) is very useful in studying the properties of the operators associated with quantum gates operating on qubits $[2,4]$.

## * Problem 2.14: Operator identity

Prove that if $\theta$ is real and if the matrix $A$ is such that $A^{2}=I$, the following identity holds:

$$
\begin{equation*}
\mathrm{e}^{i \theta A}=\cos \theta I+i \sin \theta A . \tag{2.123}
\end{equation*}
$$

This is the generalization to operators of the well-known Euler relation for complex numbers: $\mathrm{e}^{i \phi}=\cos \phi+i \sin \phi$.

Solution: From the Taylor series expansion

$$
\begin{equation*}
\mathrm{e}^{x}=\sum_{k=0}^{\infty} \frac{x^{k}}{k!} \tag{2.124}
\end{equation*}
$$

and the definition of the function of an operator, we get

$$
\begin{equation*}
\mathrm{e}^{i \theta A}=I+(i \theta) A+\frac{(i \theta)^{2} A^{2}}{2!}+\frac{(i \theta)^{3} A^{3}}{3!}+\frac{(i \theta)^{4} A^{4}}{4!}+\cdots, \tag{2.125}
\end{equation*}
$$

or

$$
\begin{align*}
\mathrm{e}^{i \theta A}= & \left(1-\frac{\theta^{2}}{2!}+\frac{\theta^{4}}{4!}-\cdots+(-1)^{k} \frac{\theta^{2 k}}{(2 k)!}\right) I \\
& +i\left(\theta-\frac{\theta^{3}}{3!}+\frac{\theta^{5}}{5!}-\cdots+(-1)^{k} \frac{i \theta^{2 k+1}}{(2 k+1)!}\right) A, \tag{2.126}
\end{align*}
$$

which is indeed Equation (2.123) if we use the the Taylor expansions

$$
\begin{equation*}
\sin x=\sum_{k=0}^{\infty}(-1)^{k} x^{2 k+1} /(2 k+1)! \tag{2.127}
\end{equation*}
$$

and

$$
\begin{equation*}
\cos x=\sum_{k=0}^{\infty}(-1)^{k} x^{2 k} /(2 k)! \tag{2.128}
\end{equation*}
$$

This identity is very useful when studying the action of quantum gates on quantum bits in the study of quantum computing $[2,4]$.

## * Problem 2.15: Equality for Pauli spin matrices

Prove the following equality for the Pauli spin matrices:

$$
\begin{equation*}
(\vec{\sigma} \cdot \vec{a})(\vec{\sigma} \cdot \vec{b})=i \vec{\sigma} \cdot(\vec{a} \times \vec{b})+\vec{a} \cdot \vec{b} I, \tag{2.129}
\end{equation*}
$$

where $I$ is the $2 \times 2$ identity matrix and $\vec{a}$ and $\vec{b}$ are any arbitrary three-dimensional vectors in real space $\mathbb{R}^{3}$.

## Solution:

$$
\begin{equation*}
(\vec{\sigma} \cdot \vec{a})(\vec{\sigma} \cdot \vec{b})=\sum_{j, k} \sigma_{j} A_{j} \sigma_{k} B_{k}=\sum_{j, k} A_{j} B_{k}\left[i \sum_{l} \epsilon_{j k l} \sigma_{l}+\delta_{i j} I\right], \tag{2.130}
\end{equation*}
$$

where $\delta_{i j}$ is the Kronecker delta and $\epsilon_{j k l}$ is equal to zero if any two indices are equal, and equal to $+1(-1)$ for a cyclic (non-cyclic) permutation of the indices $(1,2,3)$.

Hence,

$$
\begin{align*}
(\vec{\sigma} \cdot \vec{a})(\vec{\sigma} \cdot \vec{b}) & =i \sum_{l} \sigma_{l}\left[\sum_{j, k} \epsilon_{j k l} A_{j} B_{k}\right]+\sum_{j} A_{j} B_{j} I \\
& =i \vec{\sigma} \cdot(\vec{a} \times \vec{b})+\vec{a} \cdot \vec{b} I \tag{2.131}
\end{align*}
$$

The next problem makes use of the identity (2.129) and is very useful for the Bloch sphere concept, which is a fundamental tenet of the field of spin-based quantum computing [2, 4].

## Preliminary:

The well-known operator for an electron's spin is

$$
\begin{equation*}
\vec{S}_{\mathrm{op}}=\frac{\hbar}{2} \vec{\sigma} \tag{2.132}
\end{equation*}
$$

whose three components $\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)$ are the Pauli spin matrices whose basic properties are described in Appendix D. A measurement of the spin component along an arbitrary direction characterized by a unit vector $\hat{n}$ will yield results given by the eigenvalues of the operator

$$
\begin{equation*}
\vec{S} . \hat{n}, \tag{2.133}
\end{equation*}
$$

and these eigenvalues are $\pm \frac{\hbar}{2}$, irrespective of the direction of the unit vector $\hat{n}$. This last statement is easily proved by starting with the identity derived in the previous problem.

If the vectors $\vec{a}$ and $\vec{b}$ are equal to a unit vector $\hat{n}$, then the identity (2.129) reduces to

$$
\begin{equation*}
(\vec{\sigma} \cdot \hat{n})^{2}=I \tag{2.134}
\end{equation*}
$$

i.e., the square of any component of $\vec{\sigma}$ is equal to the $2 \times 2$ identity matrix. Hence, the eigenvalues of $\vec{\sigma} . \hat{n}$ are $\pm 1$, and therefore the eigenvalues of the operator $\vec{S} . \hat{n}$ must be $\pm \hbar / 2$, which proves the result we were after. In other words, the measurement of the spin angular momentum along any arbitrary axis always yields the values $\pm \hbar / 2$.

## ** Problem 2.16: Eigenvectors of the $\vec{\sigma} \cdot \vec{n}$ operator

Derive the explicit analytical expressions for the eigenvectors of $\vec{\sigma} \cdot \hat{n}$ corresponding to the eigenvalues +1 and -1 [2, 4].

Solution: Consider the operators

$$
\begin{equation*}
\frac{1}{2}(I \pm \vec{\sigma} \cdot \hat{n}) \tag{2.135}
\end{equation*}
$$

which are $2 \times 2$ matrices ( $I$ is the $2 \times 2$ identity matrix) acting on an arbitrary spinor or qubit $|\chi\rangle$. A "spinor" is a $2 \times 1$ column vector describing the spin orientation of a particle with spin. If we operate on that with the operator $(\vec{\sigma} \cdot \hat{n})$, we get

$$
\begin{align*}
(\vec{\sigma} \cdot \hat{n})\left[\frac{1}{2}(I \pm \vec{\sigma} \cdot \hat{n})|\chi\rangle\right] & =\frac{1}{2} \vec{\sigma} \cdot \hat{n}|\chi\rangle \pm \frac{1}{2}(\vec{\sigma} \cdot \hat{n})^{2}|\chi\rangle \\
& = \pm\left[\frac{1}{2}(I \pm \vec{\sigma} \cdot \hat{n})|\chi\rangle\right] . \tag{2.136}
\end{align*}
$$

This means that, for any $|\chi\rangle, \frac{1}{2}(1 \pm \vec{\sigma} \cdot \hat{n})|\chi\rangle$ are eigenvectors of $\vec{\sigma} . \hat{n}$ with eigenvalues $\pm 1$. Making use of the identity

$$
\begin{equation*}
\frac{1}{2}(I \pm \vec{\sigma} \cdot \hat{n})=\frac{1}{2}\left[I \pm \sigma_{z} n_{z} \pm \frac{1}{2}\left(\sigma_{x}+i \sigma_{y}\right)\left(n_{x}-i n_{y}\right) \pm \frac{1}{2}\left(\sigma_{x}-i \sigma_{y}\right)\left(n_{x}+i n_{y}\right)\right], \tag{2.137}
\end{equation*}
$$

where $n_{x}, n_{y}$, and $n_{z}$ are the $x$-, $y$ - and $z$-components of the vector $\hat{n}$, and using spherical coordinates with polar angle $\theta$ and azimuthal angle $\phi$, so that

$$
\begin{equation*}
\left(n_{x}, n_{y}, n_{z}\right)=(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta) \tag{2.138}
\end{equation*}
$$

we get

$$
\begin{equation*}
n_{x} \pm i n_{y}=\sin \theta \mathrm{e}^{ \pm i \phi} \tag{2.139}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\frac{1}{2}(I \pm \vec{\sigma} \cdot \hat{n})=\frac{1}{2}\left[I \pm \cos \theta \sigma_{z} \pm \frac{1}{2}\left(\sin \theta \mathrm{e}^{-i \phi} \sigma_{+} \pm \sin \theta \mathrm{e}^{i \phi} \sigma_{-}\right)\right] \tag{2.140}
\end{equation*}
$$

where the operators $\sigma_{+}$and $\sigma_{-}$are given by $\sigma_{+}=\sigma_{x}+i \sigma_{y}$ and $\sigma_{-}=\sigma_{x}-i \sigma_{y}$, respectively.

Let us define two special spinors as follows:

$$
\begin{align*}
& |0\rangle=\left[\begin{array}{l}
1 \\
0
\end{array}\right] \\
& |1\rangle=\left[\begin{array}{l}
0 \\
1
\end{array}\right] . \tag{2.141}
\end{align*}
$$

Acting with the operators in Equation (2.140) on the spinor $|0\rangle$, we get

$$
\begin{equation*}
\frac{1}{2}(I+\vec{\sigma} \cdot \hat{n})|0\rangle=\cos \frac{\theta}{2}\left[\cos \frac{\theta}{2}|0\rangle+\sin \frac{\theta}{2} \mathrm{e}^{i \phi}|1\rangle\right] \tag{2.142}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{2}(I-\vec{\sigma} \cdot \hat{n})|0\rangle=\sin \frac{\theta}{2}\left[\sin \frac{\theta}{2}|0\rangle-\cos \frac{\theta}{2} \mathrm{e}^{i \phi}|1\rangle\right] . \tag{2.143}
\end{equation*}
$$

The last two spinors can be easily normalized by dividing the first by $\cos \frac{\theta}{2}$ and the second by $\sin \frac{\theta}{2}$. This leads to the spinors

$$
\begin{equation*}
\left|\xi_{n}^{+}\right\rangle=\cos \frac{\theta}{2}|0\rangle+\sin \frac{\theta}{2} \mathrm{e}^{i \phi}|1\rangle \tag{2.144}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\xi_{n}^{-}\right\rangle=\sin \frac{\theta}{2}|0\rangle-\cos \frac{\theta}{2} \mathrm{e}^{i \phi}|1\rangle \tag{2.145}
\end{equation*}
$$

Since we had proved that any spinor $(1 / 2)(1 \pm \vec{\sigma} \cdot \hat{n})|\chi\rangle$ is an eigenvector of $\vec{\sigma} \cdot \hat{n}$ with eigenvalues $\pm 1$, it is obvious that the spinors $\left|\xi_{n}^{+}\right\rangle$and $\left|\xi_{n}^{-}\right\rangle$are eigenspinors of the operator $(\vec{\sigma} \cdot \hat{n})$ with eigenvalues +1 and -1 , respectively.

## * Problem 2.17: Quantum mechanical operators for charge density and velocity

The quantum mechanical operators for charge density and velocity are $q \delta(\vec{r})$ and $-\frac{i \hbar \overrightarrow{\nabla_{r}}}{m^{*}}$, respectively, where $q$ is the charge of the electron and $m^{*}$ is its effective mass. Show that these operators do not commute.

Solution: Let the commutator $\left[-\frac{i \hbar \vec{\nabla}_{r}}{m^{*}}, q \delta(\vec{r})\right]$ operate on a wave function $\psi(\vec{r}, t)$. This will result in:

$$
\begin{equation*}
\left[-\frac{i \hbar \vec{\nabla}_{r}}{m^{*}} q \delta(\vec{r})+q \delta(\vec{r}) \frac{i \hbar \vec{\nabla}_{r}}{m^{*}}\right] \psi(\vec{r}, t)=-\frac{i q \hbar \vec{\nabla}_{r} \delta(\vec{r})}{m^{*}} \psi(\vec{r}, t) \neq 0 . \tag{2.146}
\end{equation*}
$$

Hence, the two operators do not commute.

Physical significance of this result: Classically, the current density is the product of the velocity and the charge density. Therefore, one might assume that the current density operator should be the product of the charge density operator and the velocity operator, and that the order in which the product is taken is immaterial. That is clearly not true. The order matters since the two operators do not commute. Chapter 5 contains a set of problems on the properties of the current density operator.

## ** Problem 2.18: Hermiticity of operators

Show that neither $-\frac{i \hbar}{m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z} q \delta(z)$ nor the operator $q \delta(z) \frac{i \hbar}{m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z}$ is Hermitian, but their symmetric combination is.

That is why the current density operator (see Chapter 5) is written as the symmetric combination of these two operators.

Solution: In the following, the prime denotes the first derivative. Without loss of generality, we will consider a time-independent wave function.

First, consider the operator $\frac{i \hbar}{m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z} q \delta\left(z-z_{0}\right)$ and check if it is Hermitian. Therefore, consider the integral

$$
\begin{align*}
& \int_{-\infty}^{+\infty} \mathrm{d} z \Phi^{*}(z)\left[\frac{i \hbar}{m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z} q \delta\left(z-z_{0}\right)\right] \Psi(z) \\
& \quad=\frac{i q \hbar}{m^{*}} \int_{-\infty}^{+\infty} \mathrm{d} z \Phi^{*}(z)\left[\delta^{\prime}\left(z-z_{0}\right) \Psi(z)+\delta\left(z-z_{0}\right) \Psi^{\prime}(z)\right] \tag{2.147}
\end{align*}
$$

Integrating the first term on the right-hand side (R.H.S.) by parts, we get

$$
\begin{align*}
\text { R.H.S. }= & \frac{i q \hbar}{m^{*}}\left[\left.\Phi^{*}(z) \Psi(z) \delta\left(z-z_{0}\right)\right|_{-\infty} ^{+\infty}-\int_{-\infty}^{+\infty} \mathrm{d} z\left[\Phi^{*}(z) \Psi(z)\right]^{\prime} \delta\left(z-z_{0}\right)\right. \\
& \left.+\int_{-\infty}^{+\infty} \mathrm{d} z \Phi^{*}(z) \Psi^{\prime}(z) \delta\left(z-z_{0}\right)\right] \tag{2.148}
\end{align*}
$$

The first term on the right-hand side of the preceding equation must vanish since the wave function is zero at $\pm \infty$. Hence,
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$$
\begin{align*}
\text { R.H.S. }= & -\frac{i q \hbar}{m^{*}}\left[\int_{-\infty}^{+\infty} \mathrm{d} z \Phi^{*}(z) \Psi^{\prime}(z) \delta\left(z-z_{0}\right)\right. \\
& \left.+\int_{-\infty}^{+\infty} \mathrm{d} z \Phi^{\prime *}(z) \Psi(z) \delta\left(z-z_{0}\right)-\int_{-\infty}^{+\infty} \mathrm{d} z \Phi^{*}(z) \Psi^{\prime}(z) \delta\left(z-z_{0}\right)\right] \tag{2.149}
\end{align*}
$$

Simplifying, we get

$$
\begin{equation*}
\text { R.H.S. }=-\frac{i q \hbar}{m^{*}} \Phi^{\prime *}\left(z_{0}\right) \Phi\left(z_{0}\right)=-\frac{i q \hbar}{m^{*}}\left[\frac{\mathrm{~d}}{\mathrm{~d} z} \Phi^{*}\right]\left(z_{0}\right) \Psi\left(z_{0}\right) \tag{2.150}
\end{equation*}
$$

Next, consider the integral

$$
\begin{align*}
& \int_{-\infty}^{+\infty} \mathrm{d} z\left[\frac{i \hbar}{m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z} q \delta\left(z-z_{0}\right) \Phi(z)\right]^{*} \Psi(z) \\
& \quad=-\frac{i q \hbar}{m^{*}}\left[\int_{-\infty}^{+\infty} \mathrm{d} z \delta^{\prime}\left(z-z_{0}\right) \Phi^{*}(z) \Psi(z)+\delta\left(z-z_{0}\right) \Psi^{\prime *}(z) \Phi(z)\right] \tag{2.151}
\end{align*}
$$

Once again, integrate the first term on the right-hand side by parts to yield

$$
\begin{align*}
\text { R.H.S. }= & -\frac{i q \hbar}{m^{*}}\left[\left.\Phi^{*}(z) \Psi(z) \delta\left(z-z_{0}\right)\right|_{-\infty} ^{+\infty}\right. \\
& \left.+\int_{-\infty}^{+\infty} \mathrm{d} z \delta\left(z-z_{0}\right)\left[\Phi^{*}(z) \Psi(z)\right]^{\prime}-\int_{-\infty}^{+\infty} \mathrm{d} z \delta\left(z-z_{0}\right) \Phi^{\prime *}(z) \Psi(z)\right] . \tag{2.152}
\end{align*}
$$

Hence, proceeding as above,

$$
\begin{equation*}
\text { R.H.S. }=\frac{i q \hbar}{m^{*}} \Phi^{*}\left(z_{0}\right)\left[\frac{\mathrm{d}}{\mathrm{~d} z} \Psi\right]\left(z_{0}\right) . \tag{2.153}
\end{equation*}
$$

Comparing Equations (2.150) and (2.153), we see that

$$
\begin{align*}
& \int_{-\infty}^{+\infty} \mathrm{d} z \Phi^{*}(z)\left[\frac{i \hbar}{m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z} q \delta\left(z-z_{0}\right)\right] \Psi(z) \\
& \quad \neq \int_{-\infty}^{+\infty} \mathrm{d} z\left[\frac{i \hbar}{m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z} q \delta\left(z-z_{0}\right) \Phi(z)\right]^{*} \Psi(z) \tag{2.154}
\end{align*}
$$

Therefore, the operator $-\frac{i \hbar}{m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z} q \delta(z)$ is not Hermitian.
Next, consider the operator $q \delta\left(z-z_{0}\right) \frac{i \hbar}{m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z}$ and check if it is Hermitian. As before, consider the integral

$$
\begin{align*}
& \int_{-\infty}^{+\infty} \mathrm{d} z \Phi^{*}(z)\left[q \delta\left(z-z_{0}\right) \frac{i \hbar}{m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z}\right] \Psi(z) \\
& \quad=\frac{i q \hbar}{m^{*}} \int_{-\infty}^{+\infty} \mathrm{d} z \Phi^{*}(z) \delta\left(z-z_{0}\right) \Psi^{\prime}(z)=\frac{i q \hbar}{m^{*}} \Phi^{*}\left(z_{0}\right)\left[\frac{\mathrm{d}}{\mathrm{~d} z} \Psi\right]\left(z_{0}\right) \tag{2.155}
\end{align*}
$$

and then consider the other integral

$$
\begin{align*}
& \int_{-\infty}^{+\infty} \mathrm{d} z\left[q \delta\left(z-z_{0}\right) \frac{i \hbar}{m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z} \Phi(z)\right]^{*} \Psi(z) \\
& \left.\quad=-\frac{i q \hbar}{m^{*}} \int_{-\infty}^{+\infty} \mathrm{d} z \Phi^{* \prime}(z) \delta\left(z-z_{0}\right)\right) \Psi(z)=-\frac{i q \hbar}{m^{*}} \Psi\left(z_{0}\right)\left[\frac{\mathrm{d}}{\mathrm{~d} z} \Phi^{*}\right]\left(z_{0}\right) \tag{2.156}
\end{align*}
$$

where we used the fact that $\delta^{*}\left(z-z_{0}\right)=\delta\left(z-z_{0}\right)$. Clearly,

$$
\begin{align*}
& \int_{-\infty}^{+\infty} \mathrm{d} z \Psi^{*}(z)\left[\frac{i \hbar}{m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z} q \delta\left(z-z_{0}\right)\right] \Psi(z) \\
& \quad \neq \int_{-\infty}^{+\infty} \mathrm{d} z\left[\frac{i \hbar}{m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z} q \delta\left(z-z_{0}\right)\right] \Psi(z)^{*} \Psi(z) \tag{2.157}
\end{align*}
$$

so that the operator $q \delta\left(z-z_{0}\right) \frac{i \hbar}{m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z}$ is not Hermitian either.
Finally, focus on the symmetric combination and consider the integral

$$
\begin{align*}
& \int_{-\infty}^{+\infty} \mathrm{d} z \Phi^{*}(z)\left[\frac{i \hbar}{m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z} q \delta\left(z-z_{0}\right)+q \delta\left(z-z_{0}\right) \frac{i \hbar}{m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z}\right] \Psi(z) \\
& \quad=\frac{i q \hbar}{m^{*}} \int_{-\infty}^{+\infty} \mathrm{d} z \Phi^{*}(z)\left[\delta^{\prime}\left(z-z_{0}\right) \Psi(z)+2 \delta\left(z-z_{0}\right) \Psi^{\prime}(z)\right] . \tag{2.158}
\end{align*}
$$

Integrate the first term on the right-hand side by parts to yield

$$
\begin{align*}
\text { R.H.S. }= & \frac{i q \hbar}{m^{*}}\left[\left.\Phi^{*}(z) \Psi(z) \delta\left(z-z_{0}\right)\right|_{-\infty} ^{+\infty}-\int_{-\infty}^{+\infty} \mathrm{d} z\left[\Phi^{*}(z) \Psi(z)\right]^{\prime} \delta\left(z-z_{0}\right)\right. \\
& \left.+\int_{-\infty}^{+\infty} \mathrm{d} z 2 \Phi^{*}(z) \Psi^{\prime}(z) \delta\left(z-z_{0}\right)\right] \tag{2.159}
\end{align*}
$$

Hence,

$$
\begin{equation*}
\text { R.H.S. }=\frac{i q \hbar}{m^{*}}\left[\Phi^{*}\left(z_{0}\right) \Psi^{\prime}\left(z_{0}\right)-\Phi^{\prime *}\left(z_{0}\right) \Psi\left(z_{0}\right)\right] . \tag{2.160}
\end{equation*}
$$

Next, consider the other integral

$$
\begin{gather*}
\int_{-\infty}^{+\infty} \mathrm{d} z\left\{\left[\frac{i \hbar}{m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z} q \delta\left(z-z_{0}\right)+q \delta\left(z-z_{0}\right) \frac{i \hbar}{m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z}\right] \Phi(z)\right\}^{*} \Psi(z) \\
\quad=-\frac{i q \hbar}{m^{*}} \int_{-\infty}^{+\infty} \mathrm{d} z\left[\delta^{\prime}\left(z-z_{0}\right) \Phi^{*}(z)+2 \delta\left(z-z_{0}\right) \Phi^{\prime *}(z)\right] \Psi(z) \tag{2.161}
\end{gather*}
$$

Integrate the first term on the right-hand side by parts to yield
R.H.S. $=-\left.\frac{i q \hbar}{m^{*}} \Phi^{*}(z) \Psi(z) \delta\left(z-z_{0}\right)\right|_{-\infty} ^{+\infty}$

$$
\begin{equation*}
+\frac{i q \hbar}{m^{*}} \int_{-\infty}^{+\infty} \mathrm{d} z\left[\Phi^{*}(z) \Psi(z)\right]^{\prime} \delta\left(z-z_{0}\right)-\frac{i q \hbar}{m^{*}} \int_{-\infty}^{+\infty} \mathrm{d} z 2 \Phi^{*}(z) \Psi(z) \delta\left(z-z_{0}\right) \tag{2.162}
\end{equation*}
$$

which reduces to

$$
\begin{equation*}
\text { R.H.S. }=\frac{i q \hbar}{m^{*}}\left[\Phi^{*}\left(z_{0}\right) \Psi^{\prime}\left(z_{0}\right)-\Phi^{\prime *}\left(z_{0}\right) \Psi\left(z_{0}\right)\right] \tag{2.163}
\end{equation*}
$$

Therefore, from Equations (2.160) and (2.163), we infer that

$$
\begin{align*}
& \int_{-\infty}^{+\infty} \mathrm{d} z \Phi^{*}(z)\left[\frac{i \hbar}{m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z} q \delta\left(z-z_{0}\right)+q \delta\left(z-z_{0}\right) \frac{i \hbar}{m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z}\right] \Psi(z) \\
& \quad=\int_{-\infty}^{+\infty} \mathrm{d} z\left\{\left[\frac{i \hbar}{m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z} q \delta\left(z-z_{0}\right)+q \delta\left(z-z_{0}\right) \frac{i \hbar}{m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z}\right] \Phi(z)\right\}^{*} \Psi(z) . \tag{2.164}
\end{align*}
$$

This equality, by definition, implies Hermiticity. Thus, the symmetric combination is Hermitian.

## * Problem 2.19: Sturm-Liouville equation

Any time-dependent wave function can be expanded in a complete orthonormal set and written as a weighted sum of orthonormal functions in the following way:

$$
\begin{equation*}
\Psi(\vec{r}, t)=\sum_{n} R_{n}(t) \phi_{n}(\vec{r}), \tag{2.165}
\end{equation*}
$$

where the $\phi_{n}(\vec{r})$ are orthonormal functions of space but not time. The weights or coefficients of expansion $R_{n}(t)$ depend on time, but not space.

The so-called density matrix is defined as $\rho_{n m}(t)=R_{n}^{*}(t) R_{m}(t)=\left\langle\phi_{n}\right| \rho\left|\phi_{m}\right\rangle$.
Show that the density matrix obeys the equation

$$
\begin{equation*}
i \hbar \frac{\partial \rho(t)}{\partial t}=[H(\vec{r}, t), \rho(t)] \tag{2.166}
\end{equation*}
$$

where $H(\vec{r}, t)$ is the time-dependent Hamiltonian describing an electron whose wave function is $\Psi(\vec{r}, t)$, and the square bracket denotes the commutator.

For a more thorough introduction to the density matrix, see Chapter 5 of Ref. [4].

Solution: Substituting the expansion for the wave function in the time-dependent Schrödinger equation

$$
\begin{equation*}
i \hbar \frac{\partial \Psi(\vec{r}, t)}{\partial t}=H(\vec{r}, t) \Psi(\vec{r}, t) \tag{2.167}
\end{equation*}
$$

we get

$$
\begin{equation*}
i \hbar \frac{\partial \sum_{j} R_{j}(t) \phi_{j}(\vec{r})}{\partial t}=H(\vec{r}, t) \sum_{j} R_{j}(t) \phi_{j}(\vec{r}), \tag{2.168}
\end{equation*}
$$

or

$$
\begin{equation*}
i \hbar \sum_{j} \frac{\partial R_{j}(t)}{\partial t} \phi_{j}(\vec{r})=\sum_{j} R_{j}(t) H(\vec{r}, t) \phi_{j}(\vec{r}), \tag{2.169}
\end{equation*}
$$

where in deriving the last equality we used the fact that the Hamiltonian does not operate on the coefficients $R_{j}(t)$.

Multiplying Equation (2.169) by the "bra" $\left\langle\phi_{m}\right|$ and integrating over all space, we obtain

$$
\begin{equation*}
i \hbar \sum_{j} \frac{\partial R_{j}(t)}{\partial t}\left\langle\phi_{m} \mid \phi_{j}\right\rangle=\sum_{j} R_{j}(t)\left\langle\phi_{m}\right| H(\vec{r}, t)\left|\phi_{j}\right\rangle=\sum_{j} R_{j}(t) H_{m, j}(t), \tag{2.170}
\end{equation*}
$$

where $H_{m, j}=\left\langle\phi_{m}\right| H(\vec{r}, t)\left|\phi_{j}\right\rangle$.
Using the fact that $\left\langle\phi_{m} \mid \phi_{j}\right\rangle=\delta_{m, j}$, we get

$$
\begin{equation*}
i \hbar \sum_{j} \frac{\partial R_{j}(t)}{\partial t} \delta_{m, j}=i \hbar \frac{\partial R_{m}(t)}{\partial t}=\sum_{j} R_{j}(t) H_{m, j}(t) \tag{2.171}
\end{equation*}
$$

Taking the complex conjugate of both sides, we get

$$
\begin{equation*}
-i \hbar \sum_{j} \frac{\partial R_{n}^{*}(t)}{\partial t}=\sum_{j} R_{j}^{*}(t) H_{n, j}^{*}(t)=\sum_{j} R_{j}^{*}(t) H_{j, n}(t) \tag{2.172}
\end{equation*}
$$

where we have used the Hermiticity of the Hamiltonian to derive the last equality, i.e., $H_{n, j}^{*}=H_{j, n}$. Next,

$$
\begin{align*}
i \hbar \frac{\left[\partial R_{n}^{*}(t) R_{m}(t)\right]}{\partial t} & =i \hbar R_{n}^{*}(t) \frac{\partial R_{m}(t)}{\partial t}+i \hbar R_{m}(t) \frac{\partial R_{n}^{*}(t)}{\partial t} \\
& =\sum_{j}\left[R_{n}^{*}(t) R_{j}(t) H_{m, j}(t)-R_{j}^{*}(t) R_{m}(t) H_{j, n}(t)\right] \tag{2.173}
\end{align*}
$$

where we have used Equations (2.171) and (2.172). Then, using the definition of the density matrix, we get

$$
\begin{equation*}
i \hbar \frac{\partial \rho_{m, n}(t)}{\partial t}=\sum_{j}\left[\rho_{j, n} H_{m, j}(t)-\rho_{m, j}(t) H_{j, n}(t)\right] \tag{2.174}
\end{equation*}
$$

or

$$
\begin{equation*}
i \hbar \frac{\partial \rho(t)}{\partial t}=[H(t) \rho(t)-\rho(t) H(t)]=[H(t), \rho(t)] \tag{2.175}
\end{equation*}
$$

which is the Sturm-Liouville equation describing the time evolution of the density matrix.

## * Problem 2.20: Ehrenfest's theorem [5, 6]

Show that the expectation value of any time-dependent operator $A(t)$ obeys the equation

$$
\begin{equation*}
i \hbar \frac{\partial\langle A(t)\rangle}{\partial t}=\langle[A(t), H(t)]\rangle+i \hbar\left\langle\frac{\partial A(t)}{\partial t}\right\rangle \tag{2.176}
\end{equation*}
$$

Solution: The expectation value of an operator is, by definition,

$$
\begin{equation*}
\langle A\rangle=\langle\phi| A|\phi\rangle /\langle\phi \mid \phi\rangle . \tag{2.177}
\end{equation*}
$$

Assuming that the wave function is normalized,

$$
\begin{equation*}
\langle A\rangle=\int \mathrm{d}^{3} \vec{r} \phi^{*}(\vec{r}, t) A \phi(\vec{r}, t) \tag{2.178}
\end{equation*}
$$

Differentiating this last expression with respect to time and remembering that $A$ is time dependent, we get

$$
\begin{equation*}
i \hbar \frac{\partial\langle A\rangle}{\partial t}=\int \mathrm{d}^{3} \vec{r}\left[i \hbar \frac{\partial \phi^{*}}{\partial t} A \phi+\phi^{*} A i \hbar \frac{\partial \phi}{\partial t}+i \hbar \phi^{*} \frac{\partial A}{\partial t} \phi\right] \tag{2.179}
\end{equation*}
$$

Using the Schrödinger equation

$$
\begin{equation*}
i \hbar \frac{\partial \phi}{\partial t}=H \phi \tag{2.180}
\end{equation*}
$$

and its complex conjugate

$$
\begin{equation*}
-i \hbar \frac{\partial \phi^{*}}{\partial t}=H \phi^{*} \tag{2.181}
\end{equation*}
$$

in Equation (2.179), we get

$$
\begin{equation*}
i \hbar \frac{\partial\langle A\rangle}{\partial t}=\int \mathrm{d}^{3} \vec{r}\left[-(H \phi)^{*} A \phi+\phi^{*} A H \phi+i \hbar \phi^{*} \frac{\partial A}{\partial t} \phi\right] \tag{2.182}
\end{equation*}
$$

Since $H$ is Hermitian, the following relation holds:

$$
\begin{equation*}
\int \mathrm{d}^{3} \vec{r}(H \Phi)^{*} A \phi=\int \mathrm{d}^{3} \vec{r} \phi^{*} H A \phi \tag{2.183}
\end{equation*}
$$

Using this result in Equation (2.182), we obtain

$$
\begin{equation*}
i \hbar \frac{\partial\langle A\rangle}{\partial t}=\int \mathrm{d}^{3} \vec{r}\left[A H-H A+i \hbar \frac{\partial A}{\partial t}\right] \phi=\langle[A, H]\rangle+i \hbar\left\langle\frac{\partial A}{\partial t}\right\rangle \tag{2.184}
\end{equation*}
$$

This last equation is referred to as Ehrenfest's theorem.

## * Problem 2.21: Application of Ehrenfest's theorem: The one-dimensional harmonic oscillator

The Hamiltonian of a particle of mass $m^{*}$ in a one-dimensional parabolic potential (the so-called one-dimensional simple harmonic oscillator potential) is

$$
\begin{equation*}
H=-\frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} z^{2}}+\frac{1}{2} m^{*} \omega^{2} z^{2} \tag{2.185}
\end{equation*}
$$

where $\omega$ is the curvature of the parabolic potential (see Appendix C).

Use Ehrenfest's theorem to show explicitly that the velocity of the particle is given by

$$
\begin{equation*}
v=\frac{\mathrm{d}\langle z\rangle}{\mathrm{d} t}=\frac{\langle p\rangle}{m^{*}} . \tag{2.186}
\end{equation*}
$$

You do not need to know the electron's wave function to solve this problem.

Solution: Ehrenfest's theorem states that the time evolution of the expectation value of any operator $A$ obeys the relation

$$
\begin{equation*}
i \hbar \frac{\partial\langle A\rangle}{\partial t}=\langle[A, H]\rangle+i \hbar\left\langle\frac{\partial A}{\partial t}\right\rangle \tag{2.187}
\end{equation*}
$$

where the angular brackets denote expectation value and the square bracket denotes the commutator, i.e., $[A, H]=A H-H A$. Note that the second term on the righthand side vanishes if $A$ is a time-independent operator.

We first have to find the commutator $[z, H]=z H-H z$. Let this commutator be $\Lambda$. Then, the following relation must be satisfied:

$$
\begin{equation*}
(z H-H z) \phi(z)=\Lambda \phi(z) \tag{2.188}
\end{equation*}
$$

Using the Hamiltonian in Equation (2.185), the left-hand side (L.H.S.) of Equation (2.188) becomes

$$
\begin{align*}
\text { L.H.S. } & =\left[-z \frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} z^{2}}+\frac{1}{2} m^{*} \omega^{2} z^{3}+\frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} z^{2}} z-\frac{1}{2} m^{*} \omega^{2} z^{3}\right] \phi(z) \\
& =-z \frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2} \phi(z)}{\mathrm{d} z^{2}}+\frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z}\left[\phi(z)+z \frac{\mathrm{~d} \phi(z)}{\mathrm{d} z}\right] \\
& =-z \frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2} \phi(z)}{\mathrm{d} z^{2}}+\frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d} \phi(z)}{\mathrm{d} z}+\frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d} \phi(z)}{\mathrm{d} z}+z \frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2} \phi(z)}{\mathrm{d} z^{2}} \\
& =\frac{\hbar^{2}}{m^{*}} \frac{\mathrm{~d} \phi(z)}{\mathrm{d} z} \\
& =\Lambda \phi(z) . \tag{2.189}
\end{align*}
$$

Therefore, the commutator $[z, H]=\frac{\hbar^{2}}{m^{*}} \frac{\mathrm{~d}}{\mathrm{~d} z}$. Also note that since $z$ and $t$ are independent variables, i.e., the operator $z$ is not time dependent, we have $\left\langle\frac{\partial z}{\partial t}\right\rangle=0$. Therefore, using the last result in the Ehrenfest theorem, we get

$$
\begin{equation*}
i \hbar \frac{\partial\langle z\rangle}{\partial t}=\langle[z, H]\rangle+0=\left\langle\frac{\hbar^{2}}{m^{*}} \frac{\partial}{\partial z}\right\rangle . \tag{2.190}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\frac{\partial\langle z\rangle}{\partial t}=\frac{\mathrm{d}\langle z\rangle}{\mathrm{d} t}=v=\frac{1}{i \hbar}\left\langle\frac{\hbar^{2}}{m^{*}} \frac{\partial}{\partial z}\right\rangle=\frac{\left\langle-i \hbar \frac{\partial}{\partial z}\right\rangle}{m^{*}}=\frac{\left\langle p_{z}\right\rangle}{m^{*}} . \tag{2.191}
\end{equation*}
$$

* Problem 2.22: Application of Ehrenfest's theorem: Electron in a uniform electric field

The Hamiltonian for an electron in a uniform electric field is given by

$$
\begin{equation*}
H=-\frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} z^{2}}-\alpha z \tag{2.192}
\end{equation*}
$$

Use Ehrenfest's theorem to find $\frac{\mathrm{d}\langle z\rangle}{\mathrm{d} t}$ and $\frac{\mathrm{d}\left\langle p_{z}\right\rangle}{\mathrm{d} t}$.

Solution: Applying Ehrenfest's theorem, we get

$$
\begin{equation*}
i \hbar \frac{\mathrm{~d}\langle z\rangle}{\mathrm{d} t}=\langle z H-H z\rangle \tag{2.193}
\end{equation*}
$$

and

$$
\begin{equation*}
i \hbar \frac{\mathrm{~d}\left\langle p_{z}\right\rangle}{\mathrm{d} t}=\left\langle p_{z} H-H p_{z}\right\rangle . \tag{2.194}
\end{equation*}
$$

Now,

$$
\begin{align*}
{[z H-H z] \phi(z) } & =\left[-z \frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} z^{2}}-\alpha z^{2}+\frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} z^{2}} z+\alpha z^{2}\right] \phi(z) \\
& =-z \frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2} \phi(z)}{\mathrm{d} z^{2}}+z \frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2} \phi(z)}{\mathrm{d} z^{2}}+\frac{\hbar^{2}}{m^{*}} \frac{\mathrm{~d} \phi(z)}{\mathrm{d} z}=\frac{\hbar^{2}}{m^{*}} \frac{\mathrm{~d} \phi(z)}{\mathrm{d} z} . \tag{2.195}
\end{align*}
$$

This implies

$$
\begin{equation*}
\frac{\langle z H-H z\rangle}{i \hbar}=\frac{-i \hbar\left\langle\frac{\mathrm{~d}}{\mathrm{~d} z}\right\rangle}{m^{*}}=\frac{\left\langle p_{z}\right\rangle}{m^{*}} \tag{2.196}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\langle d z\rangle}{d t}=\frac{\left\langle p_{z}\right\rangle}{m^{*}} . \tag{2.197}
\end{equation*}
$$

To calculate the expectation value of the momentum operator, you will, of course, have to know the wave function of the electron in the electric field, but that is a different matter.

Also,

$$
\begin{align*}
{\left[p_{z} H-H p_{z}\right] \phi(z) } & =\left[-i \frac{\hbar^{3}}{2 m^{*}} \frac{\mathrm{~d}^{3}}{\mathrm{~d} z^{3}}-i \hbar \alpha-i \hbar \alpha z \frac{\mathrm{~d}}{\mathrm{~d} z}+i \frac{\hbar^{3}}{2 m^{*}} \frac{\mathrm{~d}^{3}}{\mathrm{~d} z^{3}}+i \hbar \alpha z \frac{\mathrm{~d}}{\mathrm{~d} z}\right] \phi(z) \\
& =-i \hbar \alpha \phi(z) \tag{2.198}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\frac{\left\langle p_{z} H-H p_{z}\right\rangle}{i \hbar}=\frac{\left\langle d p_{z}\right\rangle}{d t}=-\alpha . \tag{2.199}
\end{equation*}
$$

* Problem 2.23: Ehrenfest's theorem from the Sturm-Liouville equation
(a) Show that the average value of an operator $M$ in a state $\phi$ can be calculated as follows:

$$
\begin{equation*}
\langle M\rangle=\operatorname{Tr}(\rho M), \tag{2.200}
\end{equation*}
$$

where $\operatorname{Tr}$ stands for the trace operator.
(b) Using the previous result, the equation for the time evolution of the density matrix in the Sturm-Liouville equation, and the time evolution of the expectation value of an operator given by the Ehrenfest theorem, calculate the time evolution of the expectation value of an operator $M$ and rederive Ehrenfest's theorem.

Solution: (a) Using $\Psi(\vec{r}, t)=\sum_{n} R_{n}(t) \phi_{n}(\vec{r})$, we get

$$
\begin{equation*}
\langle\Psi| M|\Psi\rangle=\sum_{m} \sum_{n} R_{m}^{*}(t) R_{n}(t)\left\langle\phi_{m}\right| M\left|\phi_{n}\right\rangle, \tag{2.201}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\langle\Psi| M|\Psi\rangle=\sum_{m, n} \rho_{m n} M_{m n} \tag{2.202}
\end{equation*}
$$

which we rewrite as

$$
\begin{equation*}
\langle\Psi| M|\Psi\rangle=\sum_{n}\left\langle\phi_{n}\right| \rho\left(\sum_{m}\left|\phi_{m}\right\rangle\left\langle\phi_{m}\right|\right) M\left|\phi_{n}\right\rangle . \tag{2.203}
\end{equation*}
$$

Using the closure relation $\sum_{m}\left|\phi_{m}\right\rangle\left\langle\phi_{m}\right|=I$, we finally get

$$
\begin{equation*}
\langle\Psi| M|\Psi\rangle=\operatorname{Tr}(\rho M) . \tag{2.204}
\end{equation*}
$$

(b) Taking the time derivative of $\operatorname{Tr}(\rho M)$, we get

$$
\begin{align*}
\frac{\mathrm{d}\langle M\rangle}{\mathrm{d} t} & =\frac{\mathrm{d}}{\mathrm{~d} t} \operatorname{Tr}(\rho M) \\
& =\operatorname{Tr}\left(\frac{\mathrm{d} \rho}{\mathrm{~d} t} M\right) \operatorname{Tr}\left(\rho \frac{\mathrm{d} M}{\mathrm{~d} t}\right) . \tag{2.205}
\end{align*}
$$

Using the Sturm-Liouville equation, we get

$$
\begin{align*}
\frac{\mathrm{d}\langle M\rangle}{\mathrm{d} t}= & -\frac{i}{\hbar} \operatorname{Tr}[[H, \rho] M]+\left\langle\frac{\mathrm{d} M}{\mathrm{~d} t}\right\rangle \\
= & -\frac{i}{\hbar} \operatorname{Tr}[H \rho M-\rho H M]+\left\langle\frac{\mathrm{d} M}{\mathrm{~d} t}\right\rangle \\
& -\frac{i}{\hbar} \operatorname{Tr}[\rho M H-\rho H M]+\left\langle\frac{\mathrm{d} M}{\mathrm{~d} t}\right\rangle . \tag{2.206}
\end{align*}
$$

Using the properties of the trace, we obtain $\operatorname{Tr}(A B)=\operatorname{Tr}(B A)$,

$$
\begin{equation*}
\frac{\mathrm{d}\langle M\rangle}{\mathrm{d} t}=-\frac{i}{\hbar} \operatorname{Tr}[\rho[M, H]]+\left\langle\frac{\mathrm{d} M}{\mathrm{~d} t}\right\rangle \tag{2.207}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\mathrm{d}\langle M\rangle}{\mathrm{d} t}=-\frac{i}{\hbar}\langle[M, H]\rangle+\left\langle\frac{\mathrm{d} M}{\mathrm{~d} t}\right\rangle \tag{2.208}
\end{equation*}
$$

which is Ehrenfest's theorem proved in a different way.

## * Problem 2.24: The Cayley approximation to a unitary operator

If the Hamiltonian of a system is time independent and its wave function at time $t=0$ is known, the solution to the time-dependent Schrödinger equation can be calculated as follows:

$$
\begin{equation*}
\psi(\vec{r}, t)=U \psi(\vec{r}, 0)=\mathrm{e}^{-\frac{i}{\hbar} H t} \psi(\vec{r}, 0) \tag{2.209}
\end{equation*}
$$

As shown in Problem 2.4, the operator $U$ is unitary.
In a numerical approach to the Schrödinger equation, the wave function at later times is typically calculated using small time steps $\delta t$ and the following iteration procedure:

$$
\begin{equation*}
\psi(\vec{r}, t+\delta t)=U \psi(\vec{r}, t)=\mathrm{e}^{-\frac{i}{\hbar} H \delta t} \psi(\vec{r}, t) \tag{2.210}
\end{equation*}
$$

Numerically, the following (Cayley) approximation is used for the operator on the right-hand side of Equation (2.210):

$$
\begin{equation*}
\mathrm{e}^{-i \frac{\delta t H}{\hbar}}=\left(1-\frac{i \delta t H}{2 \hbar}\right) /\left(1+\frac{i \delta t H}{2 \hbar}\right) . \tag{2.211}
\end{equation*}
$$

If $\delta t / \hbar$ is selected to be a small quantity, show that the Cayley approximation is unitary to order $(\delta t)^{2}$.

Solution: Performing a Taylor expansion of the operator $1 /\left(1+\frac{i \delta t H}{2 \hbar}\right)$, the righthand side of Equation (2.211) becomes

$$
\begin{equation*}
\text { R.H.S. }=\left(1-\frac{i \delta t H}{2 \hbar}\right) /\left(1-\frac{i}{2} \frac{\delta t H}{\hbar}+\left(\frac{i}{2}\right)^{2} \frac{(\delta t)^{2} H^{2}}{\hbar^{2}}-\cdots\right) \tag{2.212}
\end{equation*}
$$

Expanding this last equation up to order $(\delta t)^{2}$, we get:

$$
\begin{equation*}
\text { R.H.S. }=1-i \frac{\delta t H}{\hbar}-\frac{1}{2} \frac{(\delta t)^{2} H^{2}}{\hbar^{2}}-\cdots \tag{2.213}
\end{equation*}
$$

This is identical to the Taylor expansion of $\mathrm{e}^{-i \frac{\delta t H}{\hbar}}$ to order $\delta^{2}$. Indeed,

$$
\begin{equation*}
\mathrm{e}^{-i \frac{\delta t H}{\hbar}}=1-i \frac{\delta t H}{\hbar}-\frac{1}{2} \frac{(\delta t)^{2} H^{2}}{\hbar}+O\left[(\delta t)^{3}\right] . \tag{2.214}
\end{equation*}
$$

Application: The Cayley approximation described above is used to develop the Crank-Nicholson scheme to solve the time-dependent Schrödinger equation. This scheme ensures the conservation of probability over the simulation domain, i.e., the integration of the probability density associated over the time-varying wave function stays constant as a function of time. In other words, the wave function stays normalized as a function of time if it was properly normalized at time $t=0$. The Crank-Nicholson scheme is studied in detail in Problem 13.6, where the algorithm to solve the one-dimensional time-dependent Schrödinger equation is described in full detail for the case of reflecting and absorbing boundary conditions at the ends of the simulation domain.

## Suggested problems

- Using the commutation relations $\left[x, p_{x}\right]=i \hbar,\left[y, p_{y}\right]=i \hbar$, and $\left[z, p_{z}\right]=i \hbar$, show that $\left[L_{x}, L_{y}\right]=i \hbar L_{z}$, where $L_{x}, L_{y}$, and $L_{z}$ are the components of the angular momentum $\vec{L}=\vec{r} \times \vec{p}$, the cross product of the position and momentum of a particle.
- Prove that the exponential operator containing the first spatial derivative plays the role of a displacement operator, i.e.:

$$
\begin{equation*}
\left(\mathrm{e}^{\alpha \frac{\partial}{\partial z}}\right) f(z)=f(z+\alpha) . \tag{2.215}
\end{equation*}
$$

- Let $A$ be a Hermitian operator with a non-degenerate spectrum, i.e., $A|n\rangle=$ $a_{n}|n\rangle$ with all the $a_{n}$ being distinct. Prove that any arbitrary function of the operator can be expressed as

$$
\begin{equation*}
F(A)=\sum_{n} F\left(a_{n}\right) \prod_{n \neq n^{\prime}} \frac{a_{n^{\prime}} I-A}{a_{n^{\prime}}-a_{n}}, \tag{2.216}
\end{equation*}
$$

where $I$ is the unit operator. This expansion is called Sylvester's formula.

- Apply Sylvester's formula to calculate $\mathrm{e}^{b A}$ for the cases where the $2 \times 2$ matrix $A$ has the two distinct eigenvalues $\lambda_{1}$ and $\lambda_{2}$, and $b$ is a complex number.
- Apply the results of the previous problem to $F\left(\sigma_{z}\right)=\mathrm{e}^{i \theta \sigma_{z}}$ and show that Sylvester's formula agrees with Equation (2.123).
- Using $\vec{F}=\vec{r}$ in Problem 2.11 and the Hamiltonian $H=\frac{p^{2}}{2 m^{*}}+V(\vec{r})$, derive the Thomas-Reiche-Kuhn sum rule:

$$
\begin{equation*}
\left.\sum_{n}\left(E_{n}-E_{m}\right)|\langle n| \vec{r}| m\right\rangle\left.\right|^{2}=\frac{3 \hbar^{2}}{2 m^{*}} \tag{2.217}
\end{equation*}
$$

- Using $F=\mathrm{e}^{i \vec{k} \cdot \vec{r}}$ in Problem 2.11 and the Hamiltonian $H=\frac{p^{2}}{2 m^{*}}+V(\vec{r})$, derive the Bethe-Bloch sum rule:

$$
\begin{equation*}
\left.\sum_{n}\left(E_{n}-E_{m}\right)\left|\langle n| \mathrm{e}^{i \vec{k} \cdot \vec{r}}\right| m\right\rangle\left.\right|^{2}=\frac{\hbar^{2} k^{2}}{2 m^{*}} . \tag{2.218}
\end{equation*}
$$

- Show that any $2 \times 2$ Hermitian operator can be written as a linear combination of the $2 \times 2$ unit matrix and the Pauli matrices.
- Prove that the two eigenspinors $\left|\xi_{n}^{+}\right\rangle$and $\left|\xi_{n}^{-}\right\rangle$are indeed orthogonal, i.e., in Dirac's notation,

$$
\begin{equation*}
\left\langle\xi_{n}^{+} \mid \xi_{n}^{-}\right\rangle=0 \tag{2.219}
\end{equation*}
$$

- If $|\phi(\vec{r})\rangle=\phi_{1}(\vec{r})|0\rangle+\phi_{2}(\vec{r})|1\rangle$ is a normalized state of a spin- $1 / 2$ particle, calculate the probabilities that a measurement of $(\hbar / 2) \sigma_{n}$ will give $\pm 1 / 2 \hbar$.
- If the wave function of a spin- $1 / 2$ electron is not completely known but it is known to be the eigenstate $|0\rangle$ of $\sigma_{z}$ with probability $\left|c_{1}\right|^{2}$ and eigenstate $|1\rangle$ of $\sigma_{z}$ with probability $\left|c_{2}\right|^{2}$, (with $\left|c_{1}\right|^{2}+\left|c_{2}\right|^{2}=1$ ), what are the probabilities that a measurement of the spin component in the $\hat{n}$ direction will be +1 and -1 (in units of $\hbar / 2$ ). Check that the sum of these probabilities is unity.
- Using the fact that

$$
\begin{equation*}
\left[\sigma_{x}, \sigma_{y}\right]=2 i \sigma_{z} \tag{2.220}
\end{equation*}
$$

calculate the commutator $\left[R_{x}\left(\theta_{1}\right), R_{y}\left(\theta_{2}\right)\right.$ ] where the rotation matrices are defined as follows:

$$
\begin{equation*}
R_{x}\left(\theta_{1}\right)=\mathrm{e}^{-i \frac{\theta_{1}}{2} \sigma_{x}} \tag{2.221}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{y}\left(\theta_{2}\right)=\mathrm{e}^{-i \frac{\theta_{2}}{2} \sigma_{y}} \tag{2.222}
\end{equation*}
$$

These operators are very useful to make rotations on the Bloch sphere [2, 4].

- If the state of a spin is given by the qubit

$$
\begin{equation*}
|\Phi\rangle=N[3|0\rangle-i|1\rangle], \tag{2.223}
\end{equation*}
$$

where $|0\rangle$ and $|1\rangle$ are the normalized eigenstates of the $\sigma_{z}$ Pauli matrix (see Appendix D), find the normalization constant $N$ of the qubit.
For an ensemble of spins prepared in the qubit state above, calculate the average value and standard deviation when measuring the component $S_{y}=$ $\frac{\hbar}{2} \sigma_{y}$.

- For any analytical function $f(x)$ with a Taylor expansion, prove that the following equality holds:

$$
\begin{equation*}
f(\theta \vec{\sigma} \cdot \vec{n})=\left[\frac{f(\theta)+f(-\theta)}{2}\right] I+\left[\frac{f(\theta)-f(-\theta)}{2}\right] \vec{\sigma} \cdot \vec{n}, \tag{2.224}
\end{equation*}
$$

where $I$ is the $2 \times 2$ identity matrix. This is a generalization of the identity proven in Problem 2.14.

- Using the properties of the Pauli spin matrices given in Appendix D, calculate $\mathrm{e}^{i \alpha \sigma_{n}}$ with $\sigma_{n}=\lambda \sigma_{x}+\mu \sigma_{y}$ and $\lambda^{2}+\mu^{2}=1$, when $\alpha, \lambda$, and $\mu$ are real.
- All that is known about a spin- $1 / 2$ particle is that it is in a state in which $S_{z}=\frac{\hbar}{2} \sigma_{z}$ has the values $\pm \frac{\hbar}{2}$ with probabilities $\left|c_{1}\right|^{2}$ and $\left|c_{2}\right|^{2}$, respectively, with $\left|c_{1}\right|^{2}+\left|c_{2}\right|^{2}=1$. What are the probabilities to measure $\pm \frac{\hbar}{2}$ for the components of $S_{n}=\frac{\hbar}{2} \vec{\sigma} \cdot \vec{n}$ ?
- For a particle of mass $m^{*}$ subjected to a constant force $F$,
(1) Show that $<p^{2}>-\langle p\rangle^{2}$ is independent of time.
(2) Starting with the Schrödinger equation in momentumm space, find a relation between $\frac{\partial}{\partial t}|\langle p \mid \phi(p)\rangle|^{2}$ and $\frac{\partial}{\partial p}|\langle p \mid \phi(p)\rangle|^{2}$.
(3) Integrate the equation obtained in the previous step. Give a physical interpration to the result of this integration.
- Consider a free particle with mass $m^{*}$ in one dimension.
(1) By applying Ehrenfest's theorem, show that $\langle z\rangle(t)$ is a linear function of time when $\langle p\rangle(t)$ is a constant.
(2) Derive the equations of motion for $\left\langle z^{2}\right\rangle$ and $\left\langle z p_{z}+p_{z} z\right\rangle$ and integrate them.
(3) Show that the following relation holds:

$$
\begin{equation*}
[\Delta z(t)]^{2}=[\Delta z(t=0)]^{2}+\frac{t^{2}}{m^{* 2}}(\Delta p)^{2}(t=0) \tag{2.225}
\end{equation*}
$$
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## Chapter 3: Bound States

The following set of problems deals with one-dimensional bound state calculations, which can be performed analytically or via the numerical solution of a transcendental equation [1]. These problems give some insight into more complicated three-dimensional bound state problems whose solutions typically require numerically intensive approaches.

## ** Problem 3.1: Bound state in a one-dimensional attractive delta scatterer

A "bound state" of a potential is, as the name suggests, a state such that if an electron is in that state, then it is bound to the potential and does not stray too far away from it. Classically, this would mean that the total energy of the particle (kinetic + potential) is negative. A quantum mechanical definition of a bound state is that the wave function associated with that state vanishes at infinite distance from the potential so that the probability of finding an electron infinitely far from the potential is zero.

Find the bound state energy and corresponding normalized eigenfunction in a one-dimensional attractive delta potential (this potential is representative of a strongly screened ionized impurity scatterer in a solid) expressed as

$$
\begin{equation*}
V(z)=-\Gamma \delta(z) \tag{3.1}
\end{equation*}
$$

with $\Gamma>0$.

## Hint:

(a) First, integrate the Schrödinger equation in a small interval around $z=0$ and show that the derivative of the eigenfunction $\phi(z)$ has a discontinuity at $z=0$. Determine the value of the discontinuity in terms of $\Gamma, m^{*}$, and $\phi(0)$. Assume a constant effective mass throughout.
(b) Eigenfunctions describing bound states of a localized potential, i.e., states whose wave functions decay to zero at infinite distances from the potential, must be of the form

$$
\begin{equation*}
\phi(z)=A_{-} \mathrm{e}^{\kappa z}+B_{-} \mathrm{e}^{-\kappa z} \tag{3.2}
\end{equation*}
$$

for $z<0$ and

$$
\begin{equation*}
\phi(z)=A_{+} \mathrm{e}^{\kappa z}+B_{+} \mathrm{e}^{-\kappa z} \tag{3.3}
\end{equation*}
$$

for $z>0$. The quantity $\kappa$ is a positive real constant. Express it as a function of the particle's total energy $E$ and $m^{*}$. Remember that for a bound state $E<0$ (the classical definition of a bound state).

What is the general expression for the transmission matrix $M$ defined as follows:

$$
\begin{equation*}
\binom{A_{+}}{B_{+}}=M\binom{A_{-}}{B_{-}} ? \tag{3.4}
\end{equation*}
$$

Find the explicit expression for the matrix $M$ that will ensure that the bound state wave function is square integrable. Use this result to derive the expression for the bound state energy and its corresponding eigenfunction.
(c) Calculate the width $\Delta z$ (variance) of the wave function associated with the bound state.

## Solution:

(a) Starting with the one-dimensional Schrödinger equation

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m^{*}} \phi^{\prime \prime}(z)-\Gamma \delta(z) \phi(z)=E_{\phi}(z) \tag{3.5}
\end{equation*}
$$

where the superscript " denotes the second derivative with respect to $z$, and integrating it on both sides of the delta potential located at $z=0$ from $z=-\epsilon$ to $z=+\epsilon$ leads to:

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m}\left[\phi^{\prime}(\varepsilon)-\phi^{\prime}(\varepsilon]-\Gamma \phi(0)=E \int_{-\varepsilon}^{\varepsilon} \phi(\mathrm{z}) \mathrm{d} z\right. \tag{3.6}
\end{equation*}
$$

where the superscript ' denotes the first derivative with respect to $z$.
We note from Equation (3.5) that, since $\phi^{\prime \prime}(z)$ has a delta singularity at $z=0$, $\phi^{\prime}(z)$ has a jump discontinuity at $z=0$. Hence, $\phi(z)$ is continuous. With $\varepsilon \rightarrow 0$, Equation (3.6) becomes

$$
\begin{equation*}
\phi^{\prime}(+0)-\phi^{\prime}(-0)=-\frac{2 m^{*} \Gamma}{\hbar^{2}} \phi(0) . \tag{3.7}
\end{equation*}
$$

(b) For $z \neq 0$ and $E<0$, we rewrite the Schrödinger equation as

$$
\begin{equation*}
\phi^{\prime \prime}(z)=-\frac{2 m E}{\hbar^{2}} \phi(z)=-\kappa^{2} \phi(z) \tag{3.8}
\end{equation*}
$$

with

$$
\begin{equation*}
\kappa=\left(\frac{2 m^{*} E}{\hbar^{2}}\right)^{1 / 2} \tag{3.9}
\end{equation*}
$$

where we have taken the positive root.
With solutions of the form

$$
\begin{equation*}
\phi(z)=A_{-} \mathrm{e}^{\kappa z}+B_{-} \mathrm{e}^{-\kappa z}, z<0 ; \quad \phi(z)=A_{+} \mathrm{e}^{\kappa z}+B_{+} \mathrm{e}^{-\kappa z}, z>0 \tag{3.10}
\end{equation*}
$$

the continuity of $\phi(z)$ at $z=0$ requires

$$
\begin{equation*}
A_{-}+B_{-}=A_{+}+B_{+}=\phi(0) \tag{3.11}
\end{equation*}
$$

while Equation (3.7) leads to

$$
\begin{equation*}
\kappa\left(A_{+}-B_{+}-A_{-}+B_{-}\right)=-\frac{2 m^{*} \Gamma}{\hbar^{2}} \phi(0) . \tag{3.12}
\end{equation*}
$$

Defining the parameter

$$
\begin{equation*}
\Lambda=\frac{m^{*} \Gamma}{\hbar^{2} \kappa} \tag{3.13}
\end{equation*}
$$

we obtain, from Equations (3.11) and (3.12),

$$
\binom{A_{+}}{B_{+}}=\left(\begin{array}{cc}
1-\Lambda & -\Lambda  \tag{3.14}\\
\Lambda & 1+\Lambda
\end{array}\right)\binom{A_{-}}{B_{-}} .
$$

Thus the transmission matrix $M$ is given by:

$$
M=\left(\begin{array}{cc}
1-\Lambda & -\Lambda  \tag{3.15}\\
\Lambda & 1+\Lambda
\end{array}\right) .
$$

We search for bound states by insisting that the wave function $\phi(z)$ given by Equation (3.10) vanishes at $z= \pm \infty$. This requires

$$
\begin{equation*}
B_{-}=A_{+}=0 . \tag{3.16}
\end{equation*}
$$

This is possible only if $1-\Lambda=0$ and $A_{-}=B_{+}$. Thus

$$
M=\left(\begin{array}{cc}
0 & -1  \tag{3.17}\\
1 & 2
\end{array}\right) .
$$

Therefore, there is only one bound state since there is only one allowed value of $\Lambda$.
The corresponding wave function is given by (see Equation (3.10))

$$
\begin{equation*}
\phi_{0}(z)=\sqrt{\kappa_{0}} \mathrm{e}^{-\kappa_{0}|z|}, \tag{3.18}
\end{equation*}
$$

where $\kappa_{0}$ is found by setting $\Lambda=1$ in Equation (3.13) and solving for $\kappa_{0}$, which yields

$$
\begin{equation*}
\kappa_{0}=\frac{m^{*} \Gamma}{\hbar^{2}} . \tag{3.19}
\end{equation*}
$$

The factor $\sqrt{\kappa_{0}}$ is needed in Equation (3.18) for normalization of the wave function, i.e., for the probability density integrated over all space to be unity. Indeed,

$$
\begin{equation*}
\int_{-\infty}^{\infty} \phi^{2}(z) \mathrm{d} z=\kappa_{0} \int_{-\infty}^{\infty} \mathrm{e}^{-2 \kappa_{0}|z|} \mathrm{d} z=2 \kappa_{0} \int_{0}^{\infty} \mathrm{e}^{-2 \kappa_{0} z} \mathrm{~d} z=1 . \tag{3.20}
\end{equation*}
$$

The energy of the bound state is given by

$$
\begin{equation*}
E_{0}=\left\langle\phi_{0}(z)\right|-\frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} z^{2}}\left|\phi_{0}(z)\right\rangle=-\frac{\hbar^{2} \kappa_{0}^{2}}{2 m^{*}}=-\frac{m^{*} \Gamma^{2}}{2 \hbar^{2}} . \tag{3.21}
\end{equation*}
$$

Note that the bound state energy is negative. Hence, the quantum mechanical definition of a bound state, i.e., a state whose wave function vanishes at $\pm \infty$, is completely equivalent to the classical definition that it is a state with negative total energy.
(c) By symmetry, $\langle z\rangle=0$. We obtain easily

$$
\begin{equation*}
\left\langle z^{2}\right\rangle=\int_{-\infty}^{\infty} \phi^{2}(z) z^{2} \mathrm{~d} z=\frac{1}{2 \kappa_{0}^{2}} \tag{3.22}
\end{equation*}
$$

Hence, $\Delta z=\left[\left\langle z^{2}\right\rangle-\langle z\rangle^{2}\right]^{1 / 2}=\frac{1}{\sqrt{2} \kappa_{0}}$.

## ** Problem 3.2: One-dimensional Schrödinger equation in momentum representation

Derive the one-dimensional Schrödinger equation for a particle moving in a onedimensional attractive delta scatterer $-\Gamma \delta(z)$, where $\Gamma$ is positive. Solve the resulting equation for the bound state and show that it agrees with the results of the previous problem.

Solution: The wave function $\bar{\phi}(p)$ in momentum space is obtained from a Fourier transform of the wave function $\phi(z)$ in the spatial representation:

$$
\begin{equation*}
\phi(z)=(2 \pi \hbar)^{-1 / 2} \int_{-\infty}^{+\infty} \bar{\phi}(p) \exp \left(\frac{i p z}{\hbar}\right) \mathrm{d} p \tag{3.23}
\end{equation*}
$$

By definition, the one-dimensional delta function can be expressed as

$$
\begin{equation*}
\delta(z)=(2 \pi \hbar)^{-1} \int_{-\infty}^{+\infty} \exp \left(\frac{i p z}{\hbar}\right) \mathrm{d} p . \tag{3.24}
\end{equation*}
$$

Using the last two equations, we get (using the concept of "convolution")

$$
\begin{equation*}
\delta(z) \phi(z)=(2 \pi \hbar)^{-3 / 2} \int_{-\infty}^{+\infty} \mathrm{d} p \int_{-\infty}^{+\infty} \mathrm{d} p^{\prime} \bar{\phi}\left(p-p^{\prime}\right) \exp \left(\frac{i p z}{\hbar}\right) . \tag{3.25}
\end{equation*}
$$

Using the preceding results, the one-dimensional Schrödinger equation becomes:

$$
\begin{align*}
\frac{p^{2}}{2 m^{*}} & \phi(z)-\Gamma \delta(z) \phi(z)-E \phi(z)  \tag{3.26}\\
= & (2 \pi \hbar)^{-1 / 2} \int_{-\infty}^{+\infty} \mathrm{d} p\left[\left(\frac{p^{2}}{2 m^{*}}-E\right) \bar{\phi}(p)\right. \\
& \left.-\frac{\Gamma}{2 \pi \hbar} \int_{-\infty}^{+\infty} \mathrm{d} p^{\prime} \bar{\phi}\left(p-p^{\prime}\right)\right] \exp \left(\frac{i p z}{\hbar}\right)=0 .
\end{align*}
$$

For the last equality to hold, the integrand in the last equation, i.e., the quantity within the square brackets, must be identically zero. This leads to the Schrödinger equation in momentum space:

$$
\begin{equation*}
\left(\frac{p^{2}}{2 m^{*}}-E\right) \bar{\phi}(p)-\frac{\Gamma}{2 \pi \hbar} \int_{-\infty}^{+\infty} \bar{\phi}\left(p-p^{\prime}\right) \mathrm{d} p^{\prime}=0 \tag{3.27}
\end{equation*}
$$

The integral in Equation (3.27) can be written as

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \bar{\phi}\left(p-p^{\prime}\right) \mathrm{d} p^{\prime}=-\int_{-\infty}^{+\infty} \bar{\phi}\left(p-p^{\prime}\right) \mathrm{d}\left(p-p^{\prime}\right)=-\int_{-\infty}^{+\infty} \bar{\phi}(p) \mathrm{d} p=-C \tag{3.28}
\end{equation*}
$$

where, obviously, $C$ is a constant independent of $p$ since the integration is carried out over the variable $p$.

Equation (3.27) therefore has the solution

$$
\begin{equation*}
\bar{\phi}(p)=-\frac{\Gamma C}{2 \pi \hbar} \frac{1}{\left[\frac{p^{2}}{2 m^{*}}-E\right]} . \tag{3.29}
\end{equation*}
$$

The integral in Equation (3.28) converges only for bound states where $\bar{\phi}(p)$ goes to zero at $p= \pm \infty$, i.e., for $E<0$.

For $E<0$, introducing $p_{0}$ such that

$$
\begin{equation*}
E=-\frac{p_{0}^{2}}{2 m^{*}}, \tag{3.30}
\end{equation*}
$$

we get

$$
\begin{equation*}
\bar{\phi}(p)=-\frac{m^{*} \Gamma C}{2 \pi \hbar} \frac{1}{p^{2}+p_{0}^{2}} . \tag{3.31}
\end{equation*}
$$

Using the last result in Equation (3.28), we get

$$
\begin{align*}
-C & =\int_{-\infty}^{+\infty} \bar{\phi}(p) \mathrm{d} p=-\frac{m^{*} \Gamma C}{2 \pi \hbar} \int_{-\infty}^{+\infty} \frac{\mathrm{d} p}{p^{2}+p_{0}^{2}} \\
& =-\frac{m^{*} \Gamma C}{h p_{0}} \times\left.\tan ^{-1}\left(\frac{p}{p_{0}}\right)\right|_{-\infty} ^{\infty} \\
& =-\frac{m^{*} \Gamma C}{\hbar p_{0}} . \tag{3.32}
\end{align*}
$$

The solution of the last equation is obviously $p_{0}=m^{*} \Gamma / \hbar$, leading to the following energy for the bound state:

$$
\begin{equation*}
E_{0}=-\frac{p_{0}^{2}}{2 m^{*}}=-\frac{m^{*} \Gamma^{2}}{2 \hbar^{2}} \tag{3.33}
\end{equation*}
$$

which agrees with the result of Problem 3.1.

## ***** Problem 3.3: The one-dimensional double delta potential

Find the bound state energies of a particle of mass $m^{*}$ moving in the onedimensional potential with a double minimum potential energy profile approximated as two attractive delta scatterers separated by a distance a:

$$
\begin{equation*}
V(z)=-\Gamma[\delta(z)+\delta(z-a)], \Gamma>0 \tag{3.34}
\end{equation*}
$$

Solution: The one-dimensional time-independent Schrödinger equation for this problem is given by:

$$
\begin{equation*}
\phi^{\prime \prime}(z)+\mu \delta(z) \phi(z)+\mu \delta(z-a) \phi(z)=\kappa^{2} \phi(z), \tag{3.35}
\end{equation*}
$$

where we have used the shorthand notation

$$
\begin{equation*}
\mu=\frac{2 m^{*} \Gamma}{\hbar^{2}} \tag{3.36}
\end{equation*}
$$

and $\kappa^{2}=\frac{-2 m^{*} E}{\hbar^{2}}=\frac{2 m^{*}|E|}{\hbar^{2}}$, for $E<0$. As before, a single prime denotes the first derivative and a double prime denotes the second derivative.

The wave function $\phi(z)$ must be continuous, and its spatial derivative at $z=0$ and $z=a$ must satisfy the following conditions:

$$
\begin{equation*}
\phi^{\prime}\left(0_{+}\right)-\phi^{\prime}\left(0_{-}\right)=-\mu \phi(0) \tag{3.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi^{\prime}\left(a_{+}\right)-\phi^{\prime}\left(a_{-}\right)=-\mu \phi(a) \tag{3.38}
\end{equation*}
$$

The solutions of the Schrödinger equation corresponding to bound states are of the form:

$$
\begin{align*}
& \phi(z)=A \mathrm{e}^{\kappa z}, z<0  \tag{3.39}\\
& \phi(z)=B \mathrm{e}^{\kappa z}+C \mathrm{e}^{-\kappa z}, 0<z<a \tag{3.40}
\end{align*}
$$

and

$$
\begin{equation*}
\phi(z)=D \mathrm{e}^{-\kappa z}, z>a \tag{3.41}
\end{equation*}
$$

The requirements that $\phi(z)$ be continuous at $z=0$ and $z=a$, along with the boundary conditions in Equations (3.37) and (3.38), lead to the following set of four equations for the four unknowns $A, B, C$, and $D$ :

$$
\begin{align*}
A=B+C & =\phi(0),  \tag{3.42}\\
B \mathrm{e}^{\kappa a}+C \mathrm{e}^{-\kappa a}=D \mathrm{e}^{-\kappa a} & =\phi(a),  \tag{3.43}\\
\kappa(B-C-A) & =-\mu \phi(0),  \tag{3.44}\\
-D \mathrm{e}^{-\kappa a}-B \kappa \mathrm{e}^{\kappa a}+C \kappa \mathrm{e}^{-\kappa a} & =-\mu \phi(a) . \tag{3.45}
\end{align*}
$$

We rewrite these last equations as follows:

$$
\begin{align*}
A-B-C & =0  \tag{3.46}\\
(\mu-\kappa) A+\kappa B-\kappa C & =0  \tag{3.47}\\
B \mathrm{e}^{\kappa a}+C \mathrm{e}^{-\kappa a}-D \mathrm{e}^{-\kappa a} & =0,  \tag{3.48}\\
-B \kappa \mathrm{e}^{\kappa a}+C \kappa \mathrm{e}^{-\kappa a}+(\mu-\kappa) D \mathrm{e}^{-\kappa a} & =0 . \tag{3.49}
\end{align*}
$$

These four coupled equations can be written in a matrix form:

$$
\left[\begin{array}{cccc}
1 & -1 & -1 & 0  \tag{3.50}\\
\mu-\kappa & \kappa & -\kappa & 0 \\
0 & \mathrm{e}^{\kappa a} & \mathrm{e}^{-\kappa a} & -\mathrm{e}^{-\kappa a} \\
0 & -\kappa \mathrm{e}^{\kappa a} & \kappa \mathrm{e}^{-\kappa a} & (\mu-\kappa) \mathrm{e}^{-\kappa a}
\end{array}\right]\left[\begin{array}{l}
A \\
B \\
C \\
D
\end{array}\right]=0
$$

Non-trivial solutions for $A, B, C$, and $D$ exist only if the following determinant is equal to zero:

$$
\operatorname{det}\left[\begin{array}{cccc}
1 & -1 & -1 & 0  \tag{3.51}\\
\mu-\kappa & \kappa & -\kappa & 0 \\
0 & \mathrm{e}^{\kappa a} & \mathrm{e}^{-\kappa a} & -\mathrm{e}^{-\kappa a} \\
0 & -\kappa \mathrm{e}^{\kappa a} & \kappa \mathrm{e}^{-\kappa a} & (\mu-\kappa) \mathrm{e}^{-\kappa a}
\end{array}\right]=0
$$

Writing out the determinant and setting it equal to zero leads to the following relation:

$$
\begin{equation*}
\mu^{2} \mathrm{e}^{-2 \kappa a}-(\mu-2 \kappa)^{2}=0, \tag{3.52}
\end{equation*}
$$

which must be solved for $\kappa$ to find the energies of the bound states.
We rewrite Equation (3.52) as

$$
\begin{equation*}
\mathrm{e}^{-\xi}= \pm\left(1-\frac{\xi}{\xi_{0}}\right) \tag{3.53}
\end{equation*}
$$

by introducing the new variables $\xi=\kappa a$ and $\xi_{0}=\frac{\mu a}{2}=\frac{m^{*} a \Gamma}{\hbar^{2}}$. The allowed values of $\xi$, and hence the energies of the bound state $E$, correspond to the intersections of the exponential curve $\eta=\mathrm{e}^{-\xi}$ and the straight lines

$$
\begin{equation*}
\eta= \pm\left(1-\frac{\xi}{\xi_{0}}\right) \tag{3.54}
\end{equation*}
$$

The two curves, $\eta=\mathrm{e}^{-\xi}$ and $\eta=-1+\frac{\xi}{\xi_{0}}$, will always have an intersection no matter what the strength $\Gamma$ of the delta potentials is. We call the value of $\xi$ at the intersection $\xi_{\mathrm{s}}$. The curve $\eta=\mathrm{e}^{-\xi}$ intersects the straight line $\eta=1-\frac{\xi}{\xi_{0}}$ at $\xi=0$. This intersection does not represent a bound state since then $E=0$.

A second intersection is possible if and only if

$$
\begin{equation*}
\left.\frac{\mathrm{d}}{\mathrm{~d} \xi} \mathrm{e}^{-\xi}\right|_{\xi=0}<\frac{\mathrm{d}}{\mathrm{~d} \xi}\left(1-\frac{\xi}{\xi_{0}}\right)=-\frac{1}{\xi_{0}}, \tag{3.55}
\end{equation*}
$$

i.e., if $\xi_{0}>1$. We designate this new solution $\xi_{\mathrm{A}}$. Next, we study in more detail the bound states associated with $\xi_{\mathrm{S}}$ and $\xi_{\mathrm{A}}$. We note that the straight lines intercept the $\eta$ axis at $\xi_{0}$. Therefore, since $\mathrm{e}^{-\xi}>0$, we must have $\xi_{\mathrm{S}}>\xi_{0}$ while $\xi_{\mathrm{A}}<\xi_{0}$.

We first consider the solution associated with $\xi_{\mathrm{S}}$. Introducing the new variable $s=\frac{\xi_{\mathrm{s}}}{2 \xi_{0}}$, Equations (3.46)-(3.49) can be rewritten as

$$
\begin{align*}
A-B-C & =0,  \tag{3.56}\\
A(1-s)+s(B-C) & =0,  \tag{3.57}\\
B \mathrm{e}^{\xi_{\mathrm{s}}}+\mathrm{e}^{-\xi_{\mathrm{s}}}(C-D) & =0, \tag{3.58}
\end{align*}
$$

and

$$
\begin{equation*}
-B s \mathrm{e}^{\xi_{\mathrm{s}}}+C s \mathrm{e}^{-\xi_{\mathrm{s}}}+(1-s) D \mathrm{e}^{-\xi_{\mathrm{s}}}=0 \tag{3.59}
\end{equation*}
$$

Once again, we can write the last four equations in a matrix form, set the determinant equal to zero for non-trivial solutions of $A, B, C$, and $D$, and find that the zero determinant condition mandates

$$
\begin{equation*}
\mathrm{e}^{-\xi_{\mathrm{s}}}=-1+2 s \tag{3.60}
\end{equation*}
$$

From Equations (3.58) and (3.59), we obtain

$$
\begin{equation*}
C-D=-B s \mathrm{e}^{2 \xi_{\mathrm{s}}} \tag{3.61}
\end{equation*}
$$

and

$$
\begin{equation*}
D+(C-D) s=B s \mathrm{e}^{2 \xi_{\mathrm{s}}} \tag{3.62}
\end{equation*}
$$

Combining Equations (3.61) and (3.62) leads to

$$
\begin{equation*}
D=2 s B \mathrm{e}^{2 \xi_{\mathrm{s}}} \tag{3.63}
\end{equation*}
$$

and

$$
\begin{equation*}
C=(2 s-1) B \mathrm{e}^{2 \xi_{\mathrm{s}}}=B \mathrm{e}^{\xi_{\mathrm{s}}} \tag{3.64}
\end{equation*}
$$

Substituting Equation (3.64) into Equation (3.56), we get

$$
\begin{equation*}
A(1-s)+s B\left(1-\mathrm{e}^{\xi_{\mathrm{s}}}\right)=0, \tag{3.65}
\end{equation*}
$$

or

$$
\begin{equation*}
A \mathrm{e}^{-\xi_{\mathrm{S}}}-2 s B=0 . \tag{3.66}
\end{equation*}
$$

Equations (3.63) and (3.66) imply

$$
\begin{equation*}
D=A \mathrm{e}^{\xi_{\mathrm{s}}} . \tag{3.67}
\end{equation*}
$$

Equations (3.64) and (3.67) lead to the conclusion that the eigenfunction $\phi_{\mathrm{S}}(z)$ associated with $\xi_{\mathrm{S}}$ is symmetric, i.e.,

$$
\begin{equation*}
\phi_{\mathrm{S}}(z)=\phi_{\mathrm{S}}(z-a) . \tag{3.68}
\end{equation*}
$$

In fact, substituting Equations (3.64) and (3.67) in Equations (3.40)-(3.41) and defining $\kappa_{\mathrm{S}}=\frac{\xi_{\mathrm{S}}}{a}$, we find that the eigenfunctions in different domains of $z$ are given by:

$$
\begin{array}{lr}
\phi(z)=A \mathrm{e}^{-\kappa \mathrm{s}|z|} & (z<0), \\
\phi(z)=B \mathrm{e}^{\kappa \mathrm{s} z}+B \mathrm{e}^{\kappa \mathrm{s}(z-a)} & (0<z<a),  \tag{3.69}\\
\phi(z)=A \mathrm{e}^{-\kappa_{\mathrm{S}}(z-a)} & (z>a) .
\end{array}
$$

The other bound state exists if $\xi_{0}\left(=\frac{m^{*} a \Gamma}{\hbar^{2}}\right)>1$. For this solution, which we called $\xi_{\mathrm{A}}$, we have

$$
\begin{equation*}
\mathrm{e}^{-\xi_{\mathrm{A}}}=1-2 s^{\prime} \tag{3.70}
\end{equation*}
$$

where $s^{\prime}=\frac{\xi_{\mathrm{A}}}{2 \xi_{0}}$. In this case, we obtain equations similar to Equations (3.56)-(3.59) with $\xi_{\mathrm{S}}$ and $s$ replaced by $\xi_{\mathrm{A}}$ and $s^{\prime}$, respectively. We now obtain

$$
\begin{equation*}
C=-B \mathrm{e}^{\xi_{\mathrm{A}}} \tag{3.71}
\end{equation*}
$$

and

$$
\begin{equation*}
D=-A \mathrm{e}^{\xi_{\mathrm{A}}} \tag{3.72}
\end{equation*}
$$

These last two relations imply that the corresponding eigenfunction $\phi_{\mathrm{A}}(z)$ is antisymmetric, i.e.,

$$
\begin{equation*}
\phi_{\mathrm{A}}(z)=-\phi_{\mathrm{A}}(a-z) . \tag{3.73}
\end{equation*}
$$

We note that there is always at least one symmetric bound state with energy

$$
\begin{equation*}
E_{\mathrm{S}}=-\frac{\hbar^{2} \kappa_{\mathrm{S}}^{2}}{2 m^{*}} \tag{3.74}
\end{equation*}
$$

The antisymmetric bound state, when it exists, is less bound than the symmetric state because $\kappa_{\mathrm{S}}>\kappa_{\mathrm{A}}$.

Application: The results of the previous problem can serve as a simple theory of the binding of two nuclei to form an ionized molecule containing a single electron, such as $\mathrm{H}_{2}^{+}$. The attraction due to the formation of the symmetric bound state is opposed by the repulsion of the two ions. The energy associated with the latter is given by $\frac{\mathrm{e}^{2}}{4 \pi \epsilon a}$, where $\epsilon$ is the dielectric constant of the medium. Hence, the energy of the molecular ion $\mathrm{H}_{2}^{+}$is given by

$$
\begin{equation*}
W=\frac{m V_{0}^{2}}{2 \hbar^{2}}+\frac{\mathrm{e}^{2}}{4 \pi \epsilon a}-\frac{\hbar^{2} k_{\mathrm{S}}^{2}}{2 m}=\frac{m V_{0}^{2}}{2 \hbar^{2}}+\frac{\mathrm{e}^{2}}{4 \pi \epsilon a}-\frac{\hbar^{2} \xi_{\mathrm{S}}^{2}}{2 m a^{2}} \tag{3.75}
\end{equation*}
$$

Since $\xi_{\mathrm{S}}$ is the solution of $\mathrm{e}^{-\xi}=-1+\frac{\xi}{\xi_{0}}$ and $\xi_{0}$ depends on $a$, so does $\xi_{\mathrm{S}}$.
The equilibrium distance $a$ for $\mathrm{H}_{2}^{+}$is obtained when $W$ is a minimum and binding occurs only if $W<0$.

## *** Problem 3.4: Bound state of a one-dimensional scatterer at a heterointerface

We consider the problem of a one-dimensional delta scatterer located at the interface between two dissimilar materials, as shown in Figure 3.1. Find an analytical expression for the energy of the bound state $E^{*}$ of the delta scatterer and show that this bound state disappears when the height of the potential step $\Delta E_{\mathrm{c}}$ is equal to four times the magnitude $E_{0}$ of the energy of the bound state of the delta scatterer corresponding to $\Delta E_{\mathrm{c}}=0$. In Problem 3.1, $E_{0}$ was shown to be given by

$$
\begin{equation*}
\left|E_{0}\right|=\frac{m^{*} \Gamma^{2}}{2 \hbar^{2}} \tag{3.76}
\end{equation*}
$$



Figure 3.1: Illustration of the bound state energy $-E^{*}$ of a one-dimensional delta scatterer located at a heterointerface. This energy depends on the magnitude of the potential jump $\Delta E_{\mathrm{c}}$.
where $\Gamma$ is the strength of the delta scatterer. Assume a constant effective mass $m^{*}$ throughout.

Solution: The Schrödinger equation for this problem is given by

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m^{*}} \phi^{\prime \prime}(z)-\Gamma \delta(z) \phi(z)+\Delta E_{\mathrm{c}} \theta(z) \phi(z)=E \phi(z) \tag{3.77}
\end{equation*}
$$

where $\Gamma$ is the strength of the delta scatterer and $\theta(z)$ is the unit step function (also known as the Heaviside function).

We seek the bound state solution of this equation, i.e., a solution with negative energy $E$.

For $z<0$, we have

$$
\begin{equation*}
\phi(z)=A \mathrm{e}^{\kappa z} \tag{3.78}
\end{equation*}
$$

and for $z>0$,

$$
\begin{equation*}
\phi(z)=B \mathrm{e}^{-\kappa^{\prime} z} \tag{3.79}
\end{equation*}
$$

with

$$
\begin{equation*}
\kappa=\frac{1}{\hbar} \sqrt{2 m^{*}|E|} \text { and } \kappa^{\prime}=\frac{1}{\hbar} \sqrt{2 m^{*}\left(|E|+\Delta E_{\mathrm{c}}\right)} . \tag{3.80}
\end{equation*}
$$

At $z=0$, the following conditions must be satisfied:

$$
\begin{equation*}
\phi^{\prime}\left(0_{+}\right)-\phi^{\prime}\left(0_{-}\right)=-\frac{2 m^{*} \Gamma}{\hbar} \phi(0) \tag{3.81}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi\left(0_{+}\right)=\phi\left(0_{-}\right) . \tag{3.82}
\end{equation*}
$$

This leads to the following two equations for the two unknowns $A$ and $B$ :

$$
\begin{equation*}
A=B \tag{3.83}
\end{equation*}
$$

and

$$
\begin{equation*}
\kappa A+\kappa^{\prime} B=\frac{2 m^{*} \Gamma}{\hbar^{2}} B \tag{3.84}
\end{equation*}
$$

Using Equation (3.83), the latter equation becomes

$$
\begin{equation*}
\kappa+\kappa^{\prime}=\frac{2 m^{*} \Gamma}{\hbar^{2}} . \tag{3.85}
\end{equation*}
$$

Substituting in the expressions for $\kappa$ and $\kappa^{\prime}$, we get:

$$
\begin{equation*}
\sqrt{2 m|E|}+\sqrt{2 m\left(|E|+\Delta E_{\mathrm{c}}\right)}=\frac{2 m \Gamma}{\hbar} \tag{3.86}
\end{equation*}
$$

The magnitude of the bound state energy corresponding to $\Delta E_{\mathrm{c}}=0$ is given by $E_{0}=\frac{m^{*} \Gamma^{2}}{2 \hbar^{2}}$ and, squaring Equation (3.86) on both sides, we get

$$
\begin{equation*}
2|E|+\Delta E_{\mathrm{c}}+2 \sqrt{|E|\left(|E|+\Delta E_{\mathrm{c}}\right)}=4 E_{0} . \tag{3.87}
\end{equation*}
$$

Solving for $|E|$ gives the magnitude of the bound state energy $E^{*}$ :

$$
\begin{equation*}
E^{*}=E_{0}\left(1-\frac{\Delta E_{\mathrm{c}}}{4 E_{0}}\right) \tag{3.88}
\end{equation*}
$$

This last equation shows that the step potential reduces the magnitude of the bound state energy of the delta scatterer. Furthermore, the bound state disappears when $\Delta E_{\mathrm{c}}=4 E_{0}$.

## ** Problem 3.5: One-dimensional particle in a box

This is the quintessential problem of bound states in a quantum confined structure. Consider a one-dimensional potential well with infinitely high barriers located between $z=0$ and $z=W$, as shown in Figure 3.2. Find the allowed energies of an electron confined within the well and their corresponding wave functions.

Solution: Since the potential is not changing with time, we will solve the timeindependent Schrödinger equation

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} z^{2}} \phi(z)+E_{\mathrm{c}}(z) \phi(z)=E \phi(z) \tag{3.89}
\end{equation*}
$$

where $E_{\mathrm{c}}(z)$ is assumed to be constant within the interval $[0, W]$. Since potential is always undefined to the extent of an arbitrary constant, we can, without loss of generality, set the potential equal to zero.


Figure 3.2: The one-dimensional particle in a box problem. $E_{\mathrm{c}}(z)=0$ inside the box in the range $[0, W]$ and is $\infty$ otherwise.

The first point to note is that the electron can never penetrate an infinite barrier and hence the probability of finding the electron outside the well is exactly zero. Since the probability is the squared magnitude of the wave function, we can deduce that $\phi(z<0)=\phi(z>W)=0$. Furthermore, since the wave function must be continuous in space, we obtain the boundary conditions $\phi(z=0)=\phi(z=W)=0$, i.e., the wave function vanishes at the boundaries.

We can write Equation (3.89) as

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} z^{2}} \phi(z)+k^{2} \phi(z)=0 \tag{3.90}
\end{equation*}
$$

where $k=\sqrt{2 m^{*} E} / \hbar$. The solution of the above second-order differential equation is

$$
\begin{equation*}
\phi(z)=A \cos (k z)+B \sin (k z) \tag{3.91}
\end{equation*}
$$

Since $\phi(z=0)=0, A=0$; hence, $\phi(z)=B \sin (k z)$.
Now, since $\phi(z=W)=0$, the following condition must be satisfied:

$$
\begin{equation*}
B \sin (k W)=0 \tag{3.92}
\end{equation*}
$$

The above equation can be satisfied if and only if either $B=0$ or $k W=n \pi$, where $n$ is an integer. Making $B=0$ will make the wave function vanish everywhere, and therefore that is not a non-trivial solution. Thus, we must have $k=\frac{n \pi}{W}$, and the possible wave functions for the particle in a box are:

$$
\begin{equation*}
\phi_{n}(z)=B \sin \left(\frac{n \pi z}{W}\right) \tag{3.93}
\end{equation*}
$$

We can find $B$ from the normalization condition, i.e.,

$$
\begin{equation*}
\int_{0}^{W} \phi^{*}(z) \phi(z) \mathrm{d} z=1 \tag{3.94}
\end{equation*}
$$

which yields $B=\sqrt{\frac{2}{W}}$. Therefore, the particle in a box wave functions are

$$
\begin{equation*}
\phi_{n}(z)=\sqrt{\frac{2}{W}} \sin \left(\frac{n \pi z}{W}\right) . \tag{3.95}
\end{equation*}
$$

The kinetic energy associated with each of the allowed wave functions (i.e. for various values of the integer $n$ ) is found by evaluating the expectation value of the kinetic energy operator with the corresponding wave function, but there is a much simpler way. Since $k=\sqrt{2 m^{*} E} / \hbar$ and $k=\frac{n \pi}{W}$, we get directly that

$$
\begin{equation*}
E_{n}=n^{2} \frac{\hbar^{2} \pi^{2}}{2 m^{*} W^{2}} \tag{3.96}
\end{equation*}
$$

## * Problem 3.6: Lowest bound state energies of an impurity located in a one-dimensional quantum well $[2,3]$.

We consider the problem of a one-dimensional attractive delta scatterer (i.e., a scatterer with a negative potential) located in the middle of a one-dimensional box of size $W$, as shown in Figure 3.3. It is assumed that $E_{\mathrm{c}}(z)$ is 0 in the interval $0<z<W$ and $\infty$ outside the box. The effective mass $m^{*}$ of the electron is assumed to be constant throughout.

Find the two lowest bound states of this problem, one with negative energy and one with positive energy. The former can be considered as a modification of Problem 3.1 in which the energy of the delta scatterer is modified because the impurity is


Figure 3.3: Bound state problem for a one-dimensional attractive delta scatterer in the middle of a box of size $W$ with infinite barriers, i.e., $E_{\mathrm{c}}(z)=\infty$ outside the box.
located in a finite box. The latter is obtained as a modification of the ground state of a particle in a box due to the presence of the attractive delta scatterer.

## Solution:

Case a: Bound state with positive energy: The solution of the Schrödinger equation for a particle in a one-dimensional box is one of the simplest problems in quantum mechanics. As shown in the previous problem, the wave functions of the eigenstates are given by

$$
\begin{equation*}
\phi_{n}(z)=\sqrt{\frac{2}{W}} \sin \left(\frac{n \pi z}{W}\right), \tag{3.97}
\end{equation*}
$$

where $n$ is an integer $(n=1,2,3, \ldots)$ and $W$ is the width of the box. The corresponding eigenenergies are given by

$$
\begin{equation*}
E_{n}=n^{2} \frac{\hbar^{2} \pi^{2}}{2 m^{*} W^{2}} \tag{3.98}
\end{equation*}
$$

The presence of the delta scatterer will lower the energy of the ground state $E_{1}$ below the value given by Equation (3.96).

To find the new bound state with positive energy, we write the solutions of the Schrödinger equation inside the box as follows:

$$
\begin{equation*}
\phi_{1}=A \sin (k z) \text { for } z<W / 2, \tag{3.99}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{2}=B \sin [k(W-z)] \text { for } z>W / 2, \tag{3.100}
\end{equation*}
$$

where $k=\frac{1}{\hbar} \sqrt{2 m^{*} E}, E$ being the energy of the new bound state with positive energy. Note that since $E$ is positive, $k$ is real.

At $z=W / 2$, the wave function must be continuous. Hence, we must have $\phi_{1}(W / 2)=\phi_{2}(W / 2)$, leading to $A=B$.

Inside the well, the Schrödinger equation is given by

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \phi^{\prime \prime}(z)-\Gamma \delta\left(z-\frac{W}{2}\right) \phi(z)=E \phi(z) \tag{3.101}
\end{equation*}
$$

Integrating this equation from from $W / 2-\epsilon$ to $W / 2+\epsilon$, with $\epsilon \rightarrow 0$, we get

$$
\begin{equation*}
\phi^{\prime}\left(\frac{W^{+}}{2}\right)-\phi^{\prime}\left(\frac{W^{-}}{2}\right)=-\frac{2 m^{*} \Gamma}{\hbar^{2}} \phi\left(\frac{W}{2}\right) . \tag{3.102}
\end{equation*}
$$

Using the expressions of the wave functions to the left and right of the delta scatterer given above, this last equation becomes

$$
\begin{equation*}
-k B \cos (k W / 2)-k A \cos (k W / 2)=-\frac{2 m^{*} \Gamma}{\hbar^{2}} A \sin (k W / 2) . \tag{3.103}
\end{equation*}
$$

Since $A=B$, we get

$$
\begin{equation*}
\cos \left(\frac{k W}{2}\right)=\frac{m^{*} \Gamma}{k \hbar^{2}} \sin \left(\frac{k W}{2}\right) . \tag{3.104}
\end{equation*}
$$

The bound state energies for $E>0$ are therefore solutions of the transcendental equation

$$
\begin{equation*}
\tan \left(\frac{k W}{2}\right)=\frac{\frac{k W}{2}}{\frac{k_{0} W}{2}}, \tag{3.105}
\end{equation*}
$$

where we have introduced the quantity

$$
\begin{equation*}
k_{0}=\frac{m^{*} \Gamma}{\hbar^{2}} . \tag{3.106}
\end{equation*}
$$

The solutions of this transcendental equation must be obtained graphically (see the list of suggested problems). Since the trigonometric function tan has multiple branches, there are many bound states as long as the straight line given by the right-hand side of Equation (3.105) intersects those branches. There is always an intersection with the lowest branch for $k=0$, which corresponds to a bound state energy with zero energy. This special case is examined further in Problem 3.11.

Case b: Bound state with negative energy: We seek solutions to the bound state problem with $E=-|E|<0$. In this case, since $E$ is negative, $k$ would be imaginary and hence the wave functions are not described by sine functions.

For $z<\frac{W}{2}$, we must have

$$
\begin{equation*}
\phi(z)=A \mathrm{e}^{\kappa z}+B \mathrm{e}^{-\kappa z} . \tag{3.107}
\end{equation*}
$$

For $z>\frac{W}{2}$, we must have

$$
\begin{equation*}
\phi(z)=C \mathrm{e}^{\kappa z}+D \mathrm{e}^{-\kappa z}, \tag{3.108}
\end{equation*}
$$

with $\kappa=\frac{1}{\hbar} \sqrt{2 m|E|}$.
Continuity of $\phi(z)$ at $z=\frac{W}{2}$ requires

$$
\begin{equation*}
A \mathrm{e}^{\frac{\kappa W}{2}}+B \mathrm{e}^{\frac{-\kappa W}{2}}=C \mathrm{e}^{\frac{\kappa W}{2}}+D \mathrm{e}^{\frac{-\kappa W}{2}} . \tag{3.109}
\end{equation*}
$$

Equation (3.102) implies

$$
\begin{gather*}
\left(\kappa C \mathrm{e}^{\frac{\kappa W}{2}}-\kappa D \mathrm{e}^{\frac{-\kappa W}{2}}\right)-\left(\kappa A \mathrm{e}^{\frac{\kappa W}{2}}-\kappa B \mathrm{e}^{\frac{-\kappa W}{2}}\right) \\
=\frac{-2 m \Gamma}{\hbar^{2}}\left(A \mathrm{e}^{\frac{\kappa W}{2}}+B \mathrm{e}^{\frac{-\kappa W}{2}}\right) . \tag{3.110}
\end{gather*}
$$

In addition, we must have

$$
\begin{equation*}
\phi(z=0)=A+B=0 \tag{3.111}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi(z=W)=C \mathrm{e}^{\kappa W}+D \mathrm{e}^{-\kappa W}=0 . \tag{3.112}
\end{equation*}
$$

These last four equations give us four equations with four unknowns $(A, B, C, D)$.

We eliminate $B$ and $C$ by rewriting Equations (3.111) and (3.112) as follows:

$$
\begin{equation*}
B=-A \tag{3.113}
\end{equation*}
$$

and

$$
\begin{equation*}
D=-C \mathrm{e}^{2 \kappa W} \tag{3.114}
\end{equation*}
$$

Plugging these last relations into Equation (3.109) leads to

$$
\begin{equation*}
A=C\left(\frac{1-\mathrm{e}^{\kappa W}}{1-\mathrm{e}^{-\kappa W}}\right) \tag{3.115}
\end{equation*}
$$

and Equation (3.110) becomes

$$
\begin{equation*}
\kappa C \mathrm{e}^{\frac{\kappa W}{2}}+\kappa C \mathrm{e}^{\frac{3 \kappa W}{2}}=A\left[\kappa\left(\mathrm{e}^{\frac{\kappa W}{2}}+\mathrm{e}^{\frac{-\kappa W}{2}}\right)-\frac{2 m \Gamma}{\hbar^{2}}\left(\mathrm{e}^{\frac{\kappa W}{2}}-\mathrm{e}^{\frac{-\kappa W}{2}}\right)\right] \tag{3.116}
\end{equation*}
$$

Finally, using Equation (3.115), we get

$$
\begin{align*}
\kappa \mathrm{e}^{\frac{\kappa W}{2}} C\left(1+\mathrm{e}^{\kappa W}\right)= & C\left(\frac{1-\mathrm{e}^{\kappa W}}{1-\mathrm{e}^{-\kappa W}}\right) \mathrm{e}^{\frac{\kappa W}{2}} \\
& \times\left[\kappa\left(1+\mathrm{e}^{-\kappa W}\right)-\frac{2 m \Gamma}{\hbar^{2}}\left(1-\mathrm{e}^{-\kappa W}\right)\right] \tag{3.117}
\end{align*}
$$

which simplifies to

$$
\begin{equation*}
\kappa\left(1+\mathrm{e}^{\kappa W}\right)=\left(\mathrm{e}^{-\kappa W}-1\right)\left(\kappa-\frac{2 m \Gamma}{\hbar^{2}}\right) . \tag{3.118}
\end{equation*}
$$

A few extra steps finally lead to the transcendental equation for the bound state with negative energy:

$$
\begin{equation*}
\kappa\left[1+\frac{1}{\tanh \left(\frac{\kappa W}{2}\right)}\right]=\frac{2 m^{*} \Gamma}{\hbar^{2}} \tag{3.119}
\end{equation*}
$$

For large values of $W$, the solution of this equation is $\kappa=\frac{m^{*} \Gamma}{\hbar^{2}}$, implying that the magnitude of the energy of an attractive delta scatterer is equal to $\frac{m^{*} \Gamma^{2}}{2 \hbar^{2}}$, as derived in Problem 3.1.

An explicit solution of the transcendental Equation (3.119) is considered in a suggested problem at the end of the chapter.

## ** Problem 3.7: Bound states of a finite quantum well or a one-dimensional square well potential of finite depth [4-7]

This problem is frequently dealt with in most entry-level classes in quantum mechanics and is covered here for the sake of a comparison with a solution to the same problem obtained using the transfer matrix technique to be discussed in Chapter 7. The purpose is to show that the transfer matrix approach leads to a less cumbersome derivation of the final results.


Figure 3.4: A one-dimensional potential well with $E_{\mathrm{c}}(z)$ equal to zero in the interval $[0, W]$ and $\Delta E_{\mathrm{c}}$ outside.

Find the bound state energies of the one-dimensional potential well of depth $\Delta E_{\mathrm{c}}$ and width $W$ as shown in Figure 3.4. Use the bottom of the well as the zero of energy. Assume a constant effective mass $m^{*}$ of the electron throughout.

Solution: We seek solutions of the Schrödinger equation for all $z$ with $E<\Delta E_{\mathrm{c}}$. The solution of the Schrödinger equation in region I $(z<0)$ which vanishes at $-\infty$ (i.e., corresponds to a bound state) is given by

$$
\begin{equation*}
\phi_{\mathrm{I}}(z)=A \mathrm{e}^{-\kappa z}, \tag{3.120}
\end{equation*}
$$

with $\kappa=\frac{1}{\hbar} \sqrt{2 m^{*}\left(\Delta E_{\mathrm{c}}-E\right)}$. In region II $(z<W)$, it is

$$
\begin{equation*}
\phi_{\mathrm{II}}(z)=B \sin \left(k_{0} z\right)+C \cos \left(k_{0} z\right), \tag{3.121}
\end{equation*}
$$

with $k_{0}=\frac{1}{\hbar} \sqrt{2 m^{*} E}$, and, in region III, it is

$$
\begin{equation*}
\phi_{\mathrm{III}}(z)=D \mathrm{e}^{-\kappa z} . \tag{3.122}
\end{equation*}
$$

Matching $\phi$ and $\frac{\mathrm{d} \phi}{\mathrm{d} z}$ at $z=0$ and $z=W$, we obtain the four equations

$$
\begin{align*}
A & =C, \\
A \kappa & =k_{0} B, \\
B \sin \left(k_{0} W\right)+C \cos \left(k_{0} W\right) & =D \mathrm{e}^{-\kappa W}, \\
B k_{0} \cos \left(k_{0} W\right)-k_{0} C \sin \left(k_{0} W\right) & =-D \kappa \mathrm{e}^{-\kappa W} . \tag{3.123}
\end{align*}
$$

Using the last two equations, we get

$$
\begin{equation*}
B \sin \left(k_{0} W\right)+C \cos \left(k_{0} W\right)=-B \frac{k_{0}}{\kappa} \cos \left(k_{0} W\right)+\frac{k_{0}}{\kappa} C \sin \left(k_{0} W\right) . \tag{3.124}
\end{equation*}
$$

Expressing $C$ as a function of $B$ using the preceding equations, we get

$$
\begin{equation*}
B \sin \left(k_{0} W\right)+2\left(\frac{k_{0}}{\kappa}\right) B \cos \left(k_{0} W\right)=\left(\frac{k_{0}}{\kappa}\right)^{2} \sin \left(k_{0} W\right) B \tag{3.125}
\end{equation*}
$$

Multiplying both sides by $\frac{\kappa}{k_{0} B}$, we finally obtain

$$
\begin{equation*}
2 \cos \left(k_{0} W\right)+\left[\frac{\kappa}{k_{0}}-\frac{k_{0}}{\kappa}\right] \sin \left(k_{0} W\right)=0 \tag{3.126}
\end{equation*}
$$

or

$$
\begin{equation*}
2 \cot \left(k_{0} W\right)=\left(\frac{k_{0}}{\kappa}-\frac{\kappa}{k_{0}}\right) . \tag{3.127}
\end{equation*}
$$

This is a transcendental equation that must be solved numerically for $E$. The bound state energies are the solutions of this equation which satisfy the condition $E<\Delta E_{\mathrm{c}}$. The problem of finding the bound state of a symmetric square well is often solved by considering solutions which are either odd or even with respect to the center of the well, since, according to the results of Problem 3.5, this problem has non-degenerate solutions with even and odd parity. The transcendental Equation (3.127) covers both types of solution. The equivalence of the two approaches has been analyzed extensively in the literature (see list of references).

## ** Problem 3.8: Approximate solution for the lowest bound state of a finite one-dimensional quantum well, i.e., a well with finite barrier heights [8]

In the previous problem, we showed that finding the bound state energy levels in a one-dimensional square well potential of finite depth requires the solution of a transcendental equation. Hereafter, a simple physical argument is given to obtain the approximate ground state energy of a finite square well starting with the wellknown results for the one-dimensional particle in a box.

First, calculate the penetration depth of the wave function in one of the barriers on the side of the well as follows:

$$
\begin{equation*}
\delta=N^{2} \int_{0}^{\infty} \mathrm{d} z z \mathrm{e}^{-2 \kappa z} \tag{3.128}
\end{equation*}
$$

where $N$ is the normalization factor required to normalize the wave function. Calculate $N$ assuming that the well width is negligible and use this result to find $\delta$. The latter is an estimate of the penetration depth of the wave function in the regions outside the well.

Next, calculate the energy of the ground state by using the particle in a box result and replacing the well width $W$ by $W+2 \delta$, where $2 \delta$ accounts for the decay of the wave function on either side of the well.

Solution: Neglecting the thickness of the quantum well, the normalization coefficient is found from

$$
\begin{equation*}
1=N^{2} \int_{-\infty}^{0} \mathrm{e}^{2 \kappa z} \mathrm{~d} z+N^{2} \int_{0}^{\infty} \mathrm{e}^{-2 \kappa z} \mathrm{~d} z=2 N^{2} \int_{0}^{\infty} \mathrm{e}^{-2 \kappa z} \mathrm{~d} z=\frac{N^{2}}{\kappa}, \tag{3.129}
\end{equation*}
$$

leading to $N^{2}=\kappa$, with $\kappa=\frac{1}{\hbar} \sqrt{2 m^{*}\left(\Delta E_{\mathrm{c}}-E\right)}$. This leads to $\delta=\frac{N^{2}}{4 \kappa^{2}}=\frac{1}{4 \kappa}$.

Using the expressions for the energy levels of a particle in a box, the energy levels in the well with finite barrier heights are approximated as

$$
\begin{equation*}
E_{n}^{*}=\frac{n^{2} \hbar^{2} \pi^{2}}{2 m^{*}(W+2 \delta)^{2}}=\frac{n^{2} \hbar^{2} \pi^{2}}{2 m^{*}\left(W+\frac{1}{2 \kappa}\right)^{2}}, \tag{3.130}
\end{equation*}
$$

with $\kappa=\frac{1}{\hbar} \sqrt{2 m^{*}\left(\Delta E_{\mathrm{c}}-E_{n}^{*}\right)}$. The last equation is an equation for $E_{n}^{*}$ that must be solved iteratively.

## * Problem 3.9: Features of the wave function of an eigenstate in a finite one-dimensional quantum well

Someone solved the Schrödinger equation in the one-dimensional potential well shown in Figure 3.5 and plotted the wave function of the fifth excited state (which is the sixth eigenstate) as shown. Explain why this solution cannot be correct even qualitatively. Think of as many reasons as you can.

Solution: There are many errors:

- The amplitude of the wave function is larger to the right, implying that there is a higher probability of finding the electron to the right than to the left. However, the potential is deeper to the left and hence the electron will tend to be localized to the left and the amplitude should decrease as we go from left to right.
- The wave function has more wiggles (or higher-frequency oscillations) to the right. This means that the second derivative of the wave function is larger on the right. Since the kinetic energy is proportional to the second derivative, it appears that the electron will have higher kinetic energy (and hence lower potential energy) on the right since the total energy (kinetic + potential) is


Figure 3.5: Erroneously calculated spatial variation of the wave function of an excited state in a one-dimensional heterostructure.
constant in an eigenstate. However, the potential energy is higher on the right. Hence the wave function should have had more wiggles on the left and fewer on the right.

- The penetration of the wave function into the left barrier is more than that into the right barrier. This is not possible given that the left barrier is taller than the right barrier.
- The first derivative of the wave function is discontinuous at the right, which is not permitted.
- The wave function has seven nodes. The number of nodes of the $n$th eigenstate should be $n-1$, which means that the wave function of the sixth eigenstate should have five nodes and not seven.


## ** Problem 3.10: Zero-energy bound states in a quantum well [9]

Show that the Schrödinger equation for a particle in a box of width $W$ containing a repulsive delta scatterer $\Gamma \delta\left(z-z_{0}\right)$ allows a bound state with zero energy. Derive the relation between the parameters $\Gamma, W$, and $z_{0}$ for that bound state to exist. Determine the expression of the normalized wave function associated with this bound state.

Solution: A zero-energy state corresponds to a wave function satisfying the Schrödinger equation

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m^{*}} \phi^{\prime \prime}(z)-\Gamma \delta\left(z-z_{0}\right) \phi(z)=0 \tag{3.131}
\end{equation*}
$$

A solution of that zero energy state corresponds to a wave function of the form

$$
\begin{equation*}
\phi(z)=\alpha z \text { for } z<z_{0} \tag{3.132}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi(z)=\beta(W-z) \text { for } z>z_{0}, \tag{3.133}
\end{equation*}
$$

where $\alpha$ and $\beta$ can both be taken positive.
At $z=z_{0}$, the wave function must be continuous, and integrating Equation (3.131) from $z=z_{0}-\epsilon$ to $z=z_{0}+\epsilon(\epsilon \rightarrow 0)$ leads to

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m}\left[\phi^{\prime}\left(z_{0}^{+}\right)-\phi^{\prime}\left(z_{0}^{-}\right)\right]=-2 k_{0} \phi\left(z_{0}\right) \tag{3.134}
\end{equation*}
$$

where we have introduced the quantity $k_{0}=\frac{m^{*} \Gamma}{\hbar^{2}}$.
This last relation, together with the continuity of the wave function at $z_{0}$, leads to the following equations for $\alpha$ and $\beta$ :

$$
\begin{equation*}
\alpha z_{0}-\beta\left(W-z_{0}\right)=0 \tag{3.135}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha\left(1-2 k_{0} z_{0}\right)+\beta=0 . \tag{3.136}
\end{equation*}
$$

We write these coupled equations in matrix form:

$$
\left[\begin{array}{cc}
z_{0} & z_{0}-W  \tag{3.137}\\
1-2 k_{0} z_{0} & 1
\end{array}\right]\left[\begin{array}{l}
\alpha \\
\beta
\end{array}\right]=0
$$

For non-trivial solutions of $\alpha$ and $\beta$, the determinant of the $2 \times 2$ matrix above should vanish, which leads to the following solution for $k_{0}$ :

$$
\begin{equation*}
k_{0}=\frac{W}{2 z_{0}\left(W-z_{0}\right)} . \tag{3.138}
\end{equation*}
$$

This establishes the relation between the strength $\Gamma$ of the delta scatterer and the parameters $z_{0}$ and $W$ for the existence of the zero-energy bound state.

The normalization of the associated wave function requires

$$
\begin{equation*}
\int_{0}^{z_{0}} \alpha^{2} z^{2} \mathrm{~d} z+\int_{z_{0}}^{W} \beta^{2}(W-z)^{2} \mathrm{~d} z=1 . \tag{3.139}
\end{equation*}
$$

Using Equation (3.135) to relate $\beta$ to $\alpha$ in the above equation, we get

$$
\begin{equation*}
\alpha^{2}\left[\int_{0}^{z_{0}} z^{2} \mathrm{~d} z+z_{0}^{2} \int_{z_{0}}^{W} \mathrm{~d} z\right]=1 \tag{3.140}
\end{equation*}
$$

which yields

$$
\begin{align*}
\alpha & =\sqrt{\frac{3}{W}} \frac{1}{z_{0}}, \\
\beta & =\sqrt{\frac{3}{W}} \frac{1}{W-z_{0}} . \tag{3.141}
\end{align*}
$$

The results of this last problem can be used to establish a correspondence between Poisson and Schrödinger equations [10].

## *** Problem 3.11: Bound states of a quantum well in a semi-infinite space

A particle of mass $m^{*}$ moves in the one-dimensional conduction band energy profile shown in Figure 3.6. Find the energy of the bound states and their corresponding wave functions. Compare your results to those for a potential well of the form

$$
\begin{equation*}
E_{\mathrm{c}}(z)=-\Delta E_{\mathrm{c}} \tag{3.1.12}
\end{equation*}
$$

for $z<|W|$ and $E_{\mathrm{c}}(z)=0$ otherwise. Determine the number of bound states as a function of the well parameters $\Delta E_{\mathrm{c}}$ and $W$.
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Figure 3.6: A one-dimensional potential well in a semi-infinite space.

Solution: The Schrödinger equation for this problem is

$$
\begin{align*}
\phi^{\prime \prime}(z) & =-\alpha^{2} \phi(z) \text { for } 0<z<W  \tag{3.143}\\
\phi^{\prime \prime}(z) & =\beta^{2} \phi(z) \text { for } z>W, \text { and }  \tag{3.144}\\
\phi(z) & =0 \text { for } z<0 \tag{3.145}
\end{align*}
$$

where the following quantities were introduced:

$$
\begin{gather*}
\alpha=\left[\frac{2 m^{*}}{\hbar^{2}}\left(E+\Delta E_{\mathrm{c}}\right)\right]^{1 / 2},  \tag{3.146}\\
\beta=\left(-\frac{2 m^{*} E}{\hbar^{2}}\right)^{1 / 2} \tag{3.147}
\end{gather*}
$$

which are both real for bound states.
Since $\phi(z=0)=0$, bound state solutions with $-\Delta E_{\mathrm{c}}<E<0$ are of the form

$$
\begin{equation*}
\phi(z)=A \sin (\alpha z) \text { for } 0 \leq z \leq W \tag{3.148}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi(z)=B \mathrm{e}^{-\beta z} \text { for } z \geq W \tag{3.149}
\end{equation*}
$$

Enforcing the continuity of $\phi(z)$ and $\phi^{\prime}(z)$ at $z=W$, we get the following two equations:

$$
\begin{equation*}
B=A \mathrm{e}^{\beta W} \sin (\alpha W) \tag{3.150}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta B=-A \mathrm{e}^{\beta W} \alpha \cos (\alpha W) \tag{3.151}
\end{equation*}
$$

Introducing the variables $\xi=\alpha W$ and $\eta=\beta W$, we can combine and write the last two equations as

$$
\left[\begin{array}{cc}
\mathrm{e}^{\eta} \sin \xi & -1  \tag{3.152}\\
\alpha \mathrm{e}^{\eta} \cos \xi & \beta
\end{array}\right]\left[\begin{array}{c}
A \\
B
\end{array}\right]=0
$$

The requirement that non-trivial solutions exist for $A$ and $B$ dictates that the determinant of the $2 \times 2$ matrix vanishes, which results in the following relation:

$$
\begin{equation*}
\xi \cot \xi=-\eta . \tag{3.153}
\end{equation*}
$$

In addition, using Equations (3.146) and (3.147), it is found that the two variables $\xi$ and $\eta$ must also satisfy the relation

$$
\begin{equation*}
\xi^{2}+\eta^{2}=2 m^{*} W^{2} \Delta E_{\mathrm{c}} / \hbar^{2} . \tag{3.154}
\end{equation*}
$$

The bound state solutions can be obtained by solving the last two equations simultaneously for $\eta$ and $\xi$. One approach for accomplishing this is to plot the last two equations in the $(\xi, \eta)$ plane.

The intersection(s) of the circle given by Equation (3.154) and the different branches associated with Equation (3.153) correspond to the bound state solutions. The larger the value of $W^{2} \Delta E_{\mathrm{c}}$, the larger will be the radius of the circle, leading to more possible bound states.

If $\Delta E_{\mathrm{c}}<\frac{\pi^{2} \hbar^{2}}{8 m^{*} W^{2}}$, there is no bound state.
If $\frac{\pi^{2} \hbar^{2}}{8 m^{*} W^{2}}<\Delta E_{\mathrm{c}}<\frac{\pi^{2} \hbar^{2}}{2 m^{*} W^{2}}$, there will be one bound state only.
It is easy to show that the number of bound states is the largest integer less than

$$
\begin{equation*}
\frac{2}{\pi}\left(\frac{2 m^{*} W^{2} \Delta E_{\mathrm{c}}}{\hbar^{2}}\right)^{1 / 2} \tag{3.155}
\end{equation*}
$$

The solutions discussed above are identical to the odd solutions of the potential energy profile given by $E_{\mathrm{c}}(z)=-\Delta E_{\mathrm{c}}$ for $-W<z<W$ and $E_{\mathrm{c}}(z)=0$ otherwise. Indeed, for this problem, the odd solutions satisfy the same equations as in this problem for $z>0$ with $\phi(0)=0$.

## * Problem 3.12: Coupled finite wells

Consider two identical square wells of finite depth separated by a distance 2z ${ }_{0}$, as shown in Figure 3.7. The wells are well separated, but still allow some overlap between the wave functions of the ground states in each well. These are called "coupled wells." The depth of each well is $V_{0}$ and the width of each well is $W$. Let the ground state in each isolated well have an energy $E_{0}$. Find the energies of the ground and first excited states in the coupled well system.


Figure 3.7: Two coupled finite square wells, each of width $W$.

Solution: The time-independent Schrödinger equation describing the coupled well system is

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \frac{\mathrm{~d}^{2} \psi(z)}{\mathrm{d} z^{2}}+V(z) \psi(z)=E \psi(z) . \tag{3.156}
\end{equation*}
$$

The potential $V(z)$ can be written as the sum of the potentials associated with each well:

$$
\begin{equation*}
V(z)=V_{1}(z)+V_{2}(z) \tag{3.157}
\end{equation*}
$$

Since the wells are well separated, the coupling is weak and the wave function of the lowest energy state can be written as a linear superposition of the ground state wave functions in each isolated well:

$$
\begin{equation*}
\psi(z)=C_{1} \phi_{1}(z)+C_{2} \phi_{2}(z) \tag{3.158}
\end{equation*}
$$

where the $\phi_{i}$ are the ground state wave functions in isolated wells 1 and 2.
Substituting Equation (3.158) in Equation (3.156), we get

$$
\begin{align*}
C_{1} & {\left[-\frac{\hbar^{2}}{2 m} \frac{\mathrm{~d}^{2} \phi_{1}(z)}{\mathrm{d} z^{2}}+V_{1}(z) \phi_{1}(z)\right]+C_{2} V_{2}(z) \phi_{2}(z) } \\
& +C_{2}\left[-\frac{\hbar^{2}}{2 m} \frac{\mathrm{~d}^{2} \phi_{2}(z)}{\mathrm{d} z^{2}}+V_{2}(z) \phi_{2}(z)\right]+C_{1} V_{1}(z) \phi_{1}(z) \\
& =E\left[C_{1} \phi_{1}(z)+C_{2} \phi_{2}(z)\right] . \tag{3.159}
\end{align*}
$$

Note that the term within the first square bracket on the left-hand side is nothing but $E_{1} \phi_{1}(z)$, while the term within the second square bracket is $E_{2} \phi_{2}(z)$, where $E_{1}$ and $E_{2}$ are the ground states in the two isolated wells.

Therefore, the last equation can be written as

$$
\begin{align*}
& C_{1} E_{1} \phi_{1}(z)+C_{2} V_{2}(z) \phi_{2}(z)+C_{2} E_{2} \phi_{2}(z)+C_{1} V_{1}(z) \phi_{1}(z) \\
& \quad=E\left[C_{1} \phi_{1}(z)+C_{2} \phi_{2}(z)\right] . \tag{3.160}
\end{align*}
$$

If we multiply the last equation throughout by $\phi_{1}^{*}(z)$ and integrate over all $z$ from $-\infty$ to $+\infty$, we will get

$$
\begin{equation*}
C_{1} E_{1}+C_{1} A+C_{2} E_{2} B+C_{2} D=E C_{1}+E C_{2} B \tag{3.161}
\end{equation*}
$$

where we used the fact that the wave function in normalized, i.e., $\int_{-\infty}^{\infty} \phi_{1}^{*}(z)$ $\phi_{1}(z) \mathrm{d} z=1$, and

$$
\begin{align*}
A & =\int_{-\infty}^{\infty} \phi_{1}^{*}(z) V_{2}(z) \phi_{1}(z) \mathrm{d} z, \\
B & =\int_{-\infty}^{\infty} \phi_{1}^{*}(z) \phi_{2}(z) \mathrm{d} z \\
D & =\int_{-\infty}^{\infty} \phi_{1}^{*}(z) V_{1}(z) \phi_{2}(z) \mathrm{d} z . \tag{3.162}
\end{align*}
$$

It is easy to see that if we multiply Equation (3.160) throughout by $\phi_{2}^{*}(z)$ instead of $\phi_{1}^{*}(z)$ and integrate over all $z$ from $-\infty$ to $+\infty$, we will get

$$
\begin{equation*}
C_{2} E_{2}+C_{2} A^{\prime}+C_{1} E_{1} B^{\prime}+C_{1} D^{\prime}=E C_{2}+E C_{1} B^{\prime} \tag{3.163}
\end{equation*}
$$

where

$$
\begin{align*}
A^{\prime} & =\int_{-\infty}^{\infty} \phi_{2}^{*}(z) V_{1}(z) \phi_{2}(z) \mathrm{d} z \\
B^{\prime} & =\int_{-\infty}^{\infty} \phi_{2}^{*}(z) \phi_{1}(z) \mathrm{d} z \\
D^{\prime} & =\int_{-\infty}^{\infty} \phi_{2}^{*}(z) V_{2}(z) \phi_{1}(z) \mathrm{d} z \tag{3.164}
\end{align*}
$$

Since the two wells are identical, $A=A^{\prime}, B=B^{\prime}$, and $D=D^{\prime}$. Furthermore, $E_{1}=E_{2}=E_{0}$.

We can rewrite Equations (3.161) and (3.163) in matrix form:

$$
\left[\begin{array}{cc}
E_{0}-E+A & B\left(E_{0}-E\right)+D  \tag{3.165}\\
B\left(E_{0}-E\right)+D & E_{0}-E+A
\end{array}\right]\left[\begin{array}{l}
C_{1} \\
C_{2}
\end{array}\right]=0 .
$$

For non-trivial solutions of $C_{1}$ and $C_{2}$, the determinant of the $2 \times 2$ matrix must vanish; hence, we obtain

$$
\begin{equation*}
\left[E_{0}-E+A\right]^{2}=\left[B\left(E-E_{0}\right)+D\right]^{2} \tag{3.166}
\end{equation*}
$$

or

$$
E= \begin{cases}E_{0}+\frac{A-D}{1-B} & \text { (ground state) }  \tag{3.167}\\ E_{0}+\frac{A-D}{1-B} & \text { (first excited state). }\end{cases}
$$

We can calculate the quantities $A, B$, and $D$. The wave functions in the isolated wells can be written as (check that they are normalized)

$$
\begin{align*}
& \phi_{1}(z)=\left\{\begin{array}{cc}
2 \sqrt{\kappa} \mathrm{e}^{\kappa\left(z+z_{0}\right)} & \left(z<-z_{0}\right) \\
2 \sqrt{\kappa} \mathrm{e}^{-\kappa\left(z+z_{0}\right)} & \left(z>-z_{0}\right)
\end{array}\right. \\
& \phi_{2}(z)=\left\{\begin{array}{cc}
2 \sqrt{\kappa} \mathrm{e}^{\kappa\left(z-z_{0}\right)} & \left(z<z_{0}\right) \\
2 \sqrt{\kappa} \mathrm{e}^{-\kappa\left(z-z_{0}\right)} & \left(z>z_{0}\right) .
\end{array}\right. \tag{3.168}
\end{align*}
$$

The quantity $\kappa$ can be approximately related to $E_{0}$ (see Problem 3.9) as

$$
\begin{equation*}
W+\kappa / 2=\frac{\pi \hbar}{\sqrt{2 m E_{0}}} \tag{3.169}
\end{equation*}
$$

With these wave functions, the integrals in Equation (3.162) can be evaluated; this is left as an exercise for the reader.

## * Problem 3.13: Solution to the Schrödinger equation in a triangular well

Calculate the energy levels of an electron in a one-dimensional triangular well due to a constant electric field present for $z>0$ (see Figure 3.8). Assume that $E_{\mathrm{c}}(z)=\infty$ for $z<0$.

Solution: We start with the one-dimensional Schrödinger equation

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m^{*}} \ddot{\phi}(z)+E_{\mathrm{c}}(z) \phi(z)=E \phi(z) \tag{3.170}
\end{equation*}
$$

with $E_{\mathrm{c}}(z)=q E_{\mathrm{el}} z$, where $E_{\text {el }}$ is the constant electric field for $z>0$ and $q$ is the magnitude of the charge of the electron.

We first rewrite the Schrödinger equation as

$$
\begin{equation*}
\ddot{\phi}(z)-\frac{2 m^{*}}{\hbar^{2}}\left(q E_{\mathrm{el}} z-E\right) \phi(z)=0 \tag{3.171}
\end{equation*}
$$

Next, we introduce the new variable $\xi$ such that

$$
\begin{equation*}
C \xi=\frac{2 m^{*}}{\hbar^{2}}\left(q E_{\mathrm{el}} z-E\right) \tag{3.172}
\end{equation*}
$$



Figure 3.8: A triangular quantum well formed by a constant electric field $E_{\text {el }}$ in the region $z>0 . E_{\mathrm{c}}(z)=\infty$ for negative $z$. The quantity $q$ is the magnitude of the charge of the electron.
where $C$ is an undetermined constant. Making use of this substitution, the Schrödinger equation becomes

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} \xi^{2}} \phi(\xi)-C^{3}\left(\frac{2 m^{*} q E_{\mathrm{el}}}{\hbar^{2}}\right)^{-2} \xi \phi(\xi)=0 \tag{3.173}
\end{equation*}
$$

If we select

$$
\begin{equation*}
C=\left(\frac{2 m^{*} q E_{\mathrm{el}}}{\hbar^{2}}\right)^{2 / 3} \tag{3.174}
\end{equation*}
$$

the Schrödinger equation reduces to

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} \xi^{2}} \phi(\xi)-\xi \phi(\xi)=0 \tag{3.175}
\end{equation*}
$$

The solution of this equation which does not blow up at infinity is proportional to the Airy function $\operatorname{Ai}(-\xi)[11]$. If we further require that the wave function must be zero at $z=0$, then a solution to the Schrödinger equation exists only if $\operatorname{Ai}(\xi(z=0))=0$. Because of our choice of $C$, we have

$$
\begin{equation*}
\xi=\left(\frac{2 m^{*} q E_{\mathrm{el}}}{\hbar^{2}}\right)^{1 / 3}\left(z-\frac{E}{q E_{\mathrm{el}}}\right) . \tag{3.176}
\end{equation*}
$$

The first zero of $\operatorname{Ai}(-\xi)$ is for $-\xi=-2.41$, which leads to the following relation for the energy of the ground state in the triangular well:

$$
\begin{equation*}
E_{1}=2.34\left(\frac{\hbar^{2} q^{2} E_{\mathrm{el}}^{2}}{2 m^{*}}\right)^{1 / 3} \tag{3.177}
\end{equation*}
$$

The next two energy levels are found using the next two zeroes of the Airy function:

$$
\begin{equation*}
E_{2}=4.09\left(\frac{\hbar^{2} q^{2} E_{\mathrm{el}}^{2}}{2 m^{*}}\right)^{1 / 3} \tag{3.178}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{3}=5.52\left(\frac{\hbar^{2} q^{2} E_{\mathrm{el}}^{2}}{2 m^{*}}\right)^{1 / 3} \tag{3.179}
\end{equation*}
$$

Matlab code to generate the lowest energy levels in the triangular well is given in Appendix G.

## * Problem 3.14: Degeneracy in a two-dimensional electron gas

Consider a rectangular two-dimensional electron gas as shown in Figure 3.9. What should be the relation between $L_{x}$ and and $L_{y}$ to guarantee that no two energy eigenvalues are degenerate? Assume hard-wall boundary conditions, i.e., the potential barriers confining the two-dimensional electron gas on all sides are infinitely high.


Figure 3.9: The two-dimensional particle in a box. $E_{\mathrm{c}}(x, y)=0$ in a box of size $L_{x} \times L_{y}$ and equal to $\infty$ outside the box.

Solution: The energy eigenstates are $E_{m, n}=\frac{\hbar^{2}}{2 m^{*}}\left[\left(\frac{m \pi}{L_{x}}\right)^{2}+\left(\frac{n \pi}{L_{y}}\right)^{2}\right]$. Therefore, degeneracies occur when

$$
\begin{equation*}
\left(\frac{m \pi}{L_{x}}\right)^{2}+\left(\frac{n \pi}{L_{y}}\right)^{2}=\left(\frac{m^{\prime} \pi}{L_{x}}\right)^{2}+\left(\frac{n^{\prime} \pi}{L_{y}}\right)^{2} \tag{3.180}
\end{equation*}
$$

We recast the last equation as follows:

$$
\begin{equation*}
\frac{L_{x}}{L_{y}}=\sqrt{\frac{\left(m+m^{\prime}\right)\left(m-m^{\prime}\right)}{\left(n+n^{\prime}\right)\left(n-n^{\prime}\right)}}=\sqrt{\frac{M M^{\prime}}{N N^{\prime}}} \tag{3.181}
\end{equation*}
$$

i.e., $L_{x}{ }^{2} / L_{y}{ }^{2}=P / Q$, where $P$ and $Q$ are integers.

Therefore, to eliminate all degeneracies, we have to ensure that the ratio $L_{x}{ }^{2} / L_{y}{ }^{2}$ cannot be expressed as a rational number. For instance, one can choose $L_{x}{ }^{2} / L_{y}{ }^{2}=\sqrt{2}$ (which is an irrational number), leading to $L_{x} / L_{y}=2^{1 / 4}$.
** Problem 3.15: Subband population in a cylindrical quantum wire
Consider a cylindrical InSb nanowire (or quantum wire) of diameter 50 nm . The effective mass of electrons in $\operatorname{InSb}\left(m^{*}\right)$ is 0.0145 times the free electron mass of $9.1 \times 10^{-31} \mathrm{~kg}$. Find the energies of the three lowest eigenstates (also known as subbands) in the conduction band of the nanowire. What fraction of the electrons in the wire occupies the lowest subband at room temperature if the Fermi level is $100 \mu \mathrm{~V}$ above the lowest subband?

Solution: We have to first solve the time-independent Schrödinger equation in cylindrical coordinates:

$$
\begin{align*}
-\frac{\hbar^{2}}{2 m^{*}}\left[\frac{1}{r} \frac{\partial}{\partial r}\right. & \left.\left(r \frac{\partial \psi(r, \theta, z)}{\partial r}\right)+\frac{1}{r^{2}} \frac{\partial^{2} \psi(r, \theta, z)}{\partial \theta^{2}}+\frac{\partial^{2} \psi(r, \theta, z)}{\partial z^{2}}\right] \\
& +V(r, \theta, z) \psi(r, \theta, z)=E \psi(r, \theta, z) \tag{3.182}
\end{align*}
$$

where $\psi(r, \theta, z)$ is the wave function, $r$ is the radial coordinate, $\theta$ is the polar coordinate, and $z$ is the axial coordinate (along the nanowire axis).

The solution of this equation subject to the condition $V(r, \theta, z)=0$ for $r \leq D / 2$ and $V(r, \theta, z)=\infty$ for $r>D / 2(D$ is the wire diameter) is [12]

$$
\begin{equation*}
\psi_{m, n, k_{z}}(r, \theta, z)=N J_{m}\left(k_{m, n} r\right) \mathrm{e}^{i m \theta} \mathrm{e}^{i k_{z} z} \tag{3.183}
\end{equation*}
$$

where $J_{m}$ is the Bessel function of the $m$ th order, $N$ is a normalization constant, and $k_{z}$ is the wave vector along the nanowire axis. The energy eigenstates are given by

$$
\begin{equation*}
E_{m, n}=\frac{\hbar^{2}}{2 m^{*}}\left(k_{m, n}^{2}+k_{z}^{2}\right) . \tag{3.184}
\end{equation*}
$$

The boundary condition dictates that the wave function vanishes at $r=D / 2$. This means that we will have to set $k_{0, n} D / 2$ equal to the zeros of the Bessel function for $m=0$ to find the allowed values of $k_{0, n}$. For $D=50 \mathrm{~nm}$, we get

$$
\begin{align*}
& k_{0,1}=9.6 \times 10^{7} \mathrm{~m}^{-1},  \tag{3.185}\\
& k_{0,2}=2.2 \times 10^{8} \mathrm{~m}^{-1}, \tag{3.186}
\end{align*}
$$

and

$$
\begin{equation*}
k_{0,3}=3.5 \times 10^{8} \mathrm{~m}^{-1} . \tag{3.187}
\end{equation*}
$$

The subband energy bottoms are found by setting $k_{z}=0$ in Equation (3.184). This yields the energies of the three lowest subbands as

$$
\begin{align*}
& E_{0,1}=\frac{\hbar^{2} k_{0,1}^{2}}{2 m^{*}}=0.9 k_{\mathrm{B}} T,  \tag{3.188}\\
& E_{0,2}=\frac{\hbar^{2} k_{0,2}^{2}}{2 m^{*}}=4.8 k_{\mathrm{B}} T, \tag{3.189}
\end{align*}
$$

and

$$
\begin{equation*}
E_{0,3}=\frac{\hbar^{2} k_{0,3}^{2}}{2 m^{*}}=12.1 k_{\mathrm{B}} T, \tag{3.190}
\end{equation*}
$$

where $k_{\mathrm{B}} T$ is the thermal energy at room temperature, i.e., $4.186 \times 10^{-21}$ joules.
The probability of an electron occupying any energy state (at equilibrium) is given by the Fermi-Dirac occupation probability $1 /\left[\mathrm{e}^{\left(E-E_{\mathrm{F}}\right) / k_{\mathrm{B}} T}+1\right]$, where $E_{\mathrm{F}}$ is
the Fermi energy, which is $100 \mu \mathrm{eV}$ or $3.8 \times 10^{-3} k_{\mathrm{B}} T$ above the lowest subband energy.

The probabilities of finding electrons in the first three energy levels are determined by the Fermi level placement, which yields

$$
\begin{align*}
& E_{0,1}-E_{\mathrm{F}}=-3.8 \times 10^{-3} k_{\mathrm{B}} T,  \tag{3.191}\\
& E_{0,2}-E_{\mathrm{F}}=3.8962 k_{\mathrm{B}} T \tag{3.192}
\end{align*}
$$

and

$$
\begin{equation*}
E_{0,3}-E_{\mathrm{F}}=11.1962 k_{\mathrm{B}} T . \tag{3.193}
\end{equation*}
$$

The corresponding occupation probabilities are given by

$$
\begin{align*}
& p\left(E_{0,1}\right)=\frac{1}{\mathrm{e}^{-3.8 \times 10^{-3}}+1}=0.5  \tag{3.194}\\
& p\left(E_{0,2}\right)=\frac{1}{\mathrm{e}^{3.896}+1}=0.02 \tag{3.195}
\end{align*}
$$

and

$$
\begin{equation*}
p\left(E_{0,3}\right)=\frac{1}{\mathrm{e}^{11.196}+1}=1.37 \times 10^{-5} . \tag{3.196}
\end{equation*}
$$

We are interested only in the electrons in the conduction band and seek to find the relative subband populations in the conduction band alone. Therefore, the fraction of electrons in the lowest subband is given by (neglecting the contributions of the fourth and higher subbands):

$$
\begin{equation*}
f\left(E_{0,1}\right)=\frac{p\left(E_{0,1}\right)}{p\left(E_{0,1}\right)+p\left(E_{0,2}\right)+p\left(E_{0,3}\right)}=0.96 . \tag{3.197}
\end{equation*}
$$

Therefore, $96 \%$ of the electrons in the InSb nanowire occupy the lowest subband at room temperature.

## Suggested problems

- Consider an electron of effective mass $m^{*}$ trapped in an infinite onedimensional potential well, i.e., $E_{\mathrm{c}}(z)=\infty$ for $|z| \geq W$ and $E_{\mathrm{c}}(z)=0$ for $|z| \leq W$.
(1) Derive the expressions for the energy eigenstates in momentum space. Consider the cases of even and odd solutions separately.
(2) Using the previous results, derive analytical expressions for the momentum probability distributions for both even and odd eigenstates. Make sure these expressions are normalized.
(3) Determine the location of the maxima in the momentum probability distribution functions of the even and odd eigenstates. Show that the values of the momenta associated with these maxima are solutions of transcendental equations. Write the transcendental equations for both even and odd eigenstates.
- Using the results of Problem 3.5, find the lowest bound state with positive energy inside a quantum well of width $100 \AA$ containing an attractive delta scatterer in its center whose strength is such that $\frac{k_{0} W}{2}=\frac{m^{*} W \Gamma}{2 \hbar^{2}}=\pi / 2$. How does that energy compare with the ground state energy of the well without the delta scatterer? Plot the probability densities of the ground state of the particle in a box, with and without the delta scatterer.
- Starting with the results of Problem 3.5, show that the lowest symmetric bound state, i.e., with no node in the wave function, with non-zero positive $\Gamma$ exists only if the following condition is satisfied for the strength of the attractive delta scatterer:

$$
\begin{equation*}
\frac{m^{*} \Gamma^{2}}{\hbar^{2}}>\frac{8}{\pi^{2}} E_{1} \tag{3.198}
\end{equation*}
$$

where $E_{1}$ is the ground state energy of the particle in a box problem.

- Write Matlab code to calculate the lowest positive bound state energy level of a box containing an attractive one-dimensional delta scatterer of strength $\Gamma=5 \mathrm{eV}-\AA$ located in the middle of a well as a function of the well width $W$, for $W$ varying from 50 to $200 \AA$.
- Repeat Problem 3.5 if the attractive delta scatterer is located at an arbitrary $z_{0}$ value between 0 and $W$. Derive the transcendental equation that must be solved to find the lowest bound states with negative and positive energy.
- Consider a repulsive one-dimensional delta scatterer with (positive) strength $\Gamma_{2}$ located at a distance $L$ from an attractive scatterer $-\Gamma_{1} \delta(z)$ (positive $\Gamma_{1}$ ). Study how the bound state energy of the attractive scatterer is affected by the presence of the repulsive scatterer. Write Matlab code to study the bound state energy dependence on the distance $L$ and the strength $\Gamma_{2}$ of the repulsive scatterer. Does a bound state exist for $\Gamma_{2}=-\Gamma_{1}$ independent of the length $L$ ?
- Use the results of Problem 3.7 to calculate the energies of the two lowest bound states in a quantum well of depth 0.3 eV and width $50 \AA$. Assume a constant effective mass $m^{*}=0.067 m_{0}$ throughout. Compare the values with the result obtained by solving the transcendental Equation (3.130) derived in Problem 3.9.
- Consider the particle in a box problem shown in Figure 3.10 and assume that the electron has a constant effective mass.
(1) Write the Schrödinger equation in regions I and II. Consider the case where the total energy of the electron is either below or above the height of the step $\Delta E_{\mathrm{c}}$.
(2) What boundary conditions must be satified at $z=0, z=L / 2$, and $z=L$ ?
(3) Using the above results, write down the set of simultaneous equations that must be solved to find the coefficients in the solutions to the Schrödinger equation (i.e. the expressions for the wave functions) in regions I and II.


Figure 3.10: The bound state energy $-E^{*}$ of a one-dimensional delta scatter located at a heterointerface depends on the magnitude of the potential jump $\Delta E_{\mathrm{c}}$.
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## Chapter 4: Heisenberg Principle

This chapter starts with three different proofs of the generalized Heisenberg uncertainty relations, followed by illustrations of their application to the study of some bound state and scattering problems, including diffraction from a slit in a screen and quantum mechanical tunneling through a potential barrier.

## ** Problem 4.1: The Heisenberg uncertainty principle

For any two Hermitian operators that do not commute, the standard deviations of the observables $A$ and $B$ obey the following generalized Heisenberg uncertainty relation:

$$
\begin{equation*}
\Delta A \Delta B \geq \frac{1}{2}|\langle[A, B]\rangle| \tag{4.1}
\end{equation*}
$$

where $\Delta A=\sqrt{\left\langle A^{2}\right\rangle-\langle A\rangle^{2}}$ and $\Delta B=\sqrt{\left\langle B^{2}\right\rangle-\langle B\rangle^{2}}$ are the standard deviations of $A$ and $B$, respectively; the averages (or expectation values) are taken over the state $|\phi\rangle$ of the system, and $[A, B]$ is the commutator of the two operators $A$ and $B$.

Solution: We give three separate proofs of the inequality in (4.1).

## (a) First proof [1]

This proof is based on the following lemma:
Preliminary: Show that for any operator $A,\left\langle A^{\dagger} A\right\rangle \geq 0$.
Indeed, $\left\langle A^{\dagger} A\right\rangle=\int \phi^{*} A^{\dagger} A \phi \mathrm{~d}^{3} \vec{r}=\int(A \phi)^{*} A \phi \mathrm{~d}^{3} \vec{r}=\int|A \phi|^{2} \mathrm{~d}^{3} \vec{r} \geq 0$.
Next, consider the operator $A+i \lambda B$, where $\lambda$ is a real number. Based on the previous result, we can conclude that the function

$$
\begin{align*}
f(\lambda) & =\left\langle(A+i \lambda B)^{\dagger}(A+i \lambda B)\right\rangle \\
& =\left\langle A^{\dagger} A\right\rangle+i \lambda\left\langle A^{\dagger} B\right\rangle-i \lambda\left\langle B^{\dagger} A\right\rangle+\lambda^{2}\left\langle B^{\dagger} B\right\rangle \\
& \geq 0 . \tag{4.2}
\end{align*}
$$

Since $A$ and $B$ are Hermitian operators, $A^{\dagger}=A$ and $B^{\dagger}=B$. Hence,

$$
\begin{equation*}
f(\lambda)=\left\langle A^{2}\right\rangle+\lambda^{2}\left\langle B^{2}\right\rangle+i \lambda\langle[A, B]\rangle \geq 0 \tag{4.3}
\end{equation*}
$$

By differentiating the above function with respect to $\lambda$ and setting the result equal to zero, we can show that the minimum of $f(\lambda)$ occurs for

$$
\begin{equation*}
\lambda_{\min }=-\frac{i}{2} \frac{\langle[A, B]\rangle}{\left\langle B^{2}\right\rangle} \tag{4.4}
\end{equation*}
$$
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Note that the expectation value of the commutator of Hermitian operators, such as $\langle[A, B]\rangle$, is typically imaginary, and hence $\lambda_{\text {min }}$ is real.

Substituting this value into Equation (4.3) leads to

$$
\begin{equation*}
f\left(\lambda_{\min }\right)=\left\langle A^{2}\right\rangle-\frac{1}{4} \frac{(\langle[A, B]\rangle)^{2}}{\left\langle B^{2}\right\rangle}+\frac{1}{2} \frac{(\langle[A, B]\rangle)^{2}}{\left\langle B^{2}\right\rangle} \geq 0 . \tag{4.5}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\left\langle A^{2}\right\rangle\left\langle B^{2}\right\rangle \geq-\frac{1}{4}\langle[A, B]\rangle^{2} \tag{4.6}
\end{equation*}
$$

Note again that the right-hand side of the above inequality is a positive quantity since $\langle[A, B]\rangle$ is imaginary.

Next, we define the new Hermitian operators

$$
\begin{equation*}
\delta A=A-\langle A\rangle I \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta B=B-\langle B\rangle I, \tag{4.8}
\end{equation*}
$$

where $I$ is the identity operator. Then, since the average or expectation value of an operator is a number and its product with the identity matrix commutes with any operator, we get that

$$
\begin{equation*}
[\delta A, \delta B]=A B-B A=[A, B] \tag{4.9}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\langle[\delta A, \delta B]\rangle=\langle[A, B]\rangle \tag{4.10}
\end{equation*}
$$

From Equation (4.6), we get

$$
\begin{equation*}
\left\langle(\delta A)^{2}\right\rangle\left\langle(\delta B)^{2}\right\rangle \geq-\frac{1}{4}\langle[\delta A, \delta B]\rangle^{2} \tag{4.11}
\end{equation*}
$$

It is easy to show that $\left\langle(\delta A)^{2}\right\rangle=(\Delta A)^{2}$ and $\left\langle(\delta B)^{2}\right\rangle=(\Delta B)^{2}$. As a result,

$$
\begin{equation*}
(\Delta A)^{2}(\Delta B)^{2} \geq-\frac{1}{4}\langle[A, B]\rangle^{2} \tag{4.12}
\end{equation*}
$$

Finally, since $\langle A, B\rangle$ is imaginary, its square is a negative quantity and hence we get

$$
\begin{equation*}
(\Delta A)^{2}(\Delta B)^{2} \geq \frac{1}{4}|\langle[A, B]\rangle|^{2} \tag{4.13}
\end{equation*}
$$

or

$$
\begin{equation*}
\Delta A \Delta B \geq \frac{1}{2}|\langle[A, B]\rangle| . \tag{4.14}
\end{equation*}
$$

## (b) Second proof [2]

For any two Hermitian operators $A, B$ associated with physical observables, the average value of the product $A B$ in a quantum state $|\phi\rangle$ will be some complex number $\langle\phi| A B|\phi\rangle=x+i y$, where $x, y$ are real.

Since $A B$ is Hermitian, $\langle\phi| B A|\phi\rangle=x-i y$ and the following equalities hold:

$$
\begin{equation*}
\langle\phi|[A, B]|\phi\rangle=\langle\phi| A B|\phi\rangle-\langle\phi| B A|\phi\rangle=(x+i y)-(x-i y)=2 i y \tag{4.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle\phi|\{A, B\} \mid \phi]\rangle=\langle\phi| A B|\phi\rangle+\langle\phi| B A|\phi\rangle=(x+i y)+(x-i y)=2 x \tag{4.16}
\end{equation*}
$$

where the square brackets denote commutator and the curly brackets denote anticommutator.

Hence,

$$
\begin{align*}
& \left.|\langle\phi|[A, B]| \phi\rangle\left.\right|^{2}+|\langle\phi|\{A, B\}| \phi\right\rangle\left.\right|^{2}=4\left(x^{2}+y^{2}\right) \\
& \left.\quad=4|\langle\phi| A B| \phi\rangle\left.\right|^{2}=4|\langle\phi| B A| \phi\right\rangle\left.\right|^{2} \tag{4.17}
\end{align*}
$$

where we have used the fact that $\langle\phi| A B|\phi\rangle=x+i y$ and $\langle\phi| B A|\phi\rangle=x-i y$.
Using the Cauchy-Schwartz inequality

$$
\begin{equation*}
|\langle v \mid w\rangle|^{2} \leq\langle v \mid v\rangle\langle w \mid w\rangle \tag{4.18}
\end{equation*}
$$

with $|v\rangle=A|\phi\rangle$ and $|w\rangle=B|\phi\rangle$, we get

$$
\begin{equation*}
|\langle\phi| A B| \phi\rangle\left.\right|^{2} \leq\langle\phi| A^{2}|\phi\rangle\langle\phi| B^{2}|\phi\rangle, \tag{4.19}
\end{equation*}
$$

which leads (using Equation (4.17)) to

$$
\begin{equation*}
|\langle\phi|[A, B]| \phi\rangle\left.\right|^{2} \leq 4\langle\phi| A^{2}|\phi\rangle\langle\phi| B^{2}|\phi\rangle . \tag{4.20}
\end{equation*}
$$

Using the definition of the standard deviation associated with the measurement of an observable $M$, and defining two new operators $C$ and $D$ such that

$$
\begin{equation*}
C=A-\langle A\rangle, D=B-\langle B\rangle \tag{4.21}
\end{equation*}
$$

we get

$$
\begin{equation*}
\langle C\rangle=0, \Delta C=\sqrt{\left\langle C^{2}\right\rangle}=\Delta A=\sqrt{\left\langle A^{2}\right\rangle-\langle A\rangle^{2}} \tag{4.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle D\rangle=0, \Delta D=\sqrt{\left\langle B^{2}\right\rangle}=\Delta B=\sqrt{\left\langle B^{2}\right\rangle-\langle B\rangle^{2}} . \tag{4.23}
\end{equation*}
$$

Furthermore, $[A, B]=[C, D]$ and therefore the inequality (4.20) can be rewritten as

$$
\begin{equation*}
\Delta C \triangle D \geq \frac{|\langle\phi|[C, D]| \phi\rangle \mid}{2} \tag{4.24}
\end{equation*}
$$

This is the generalized form of the Heisenberg uncertainty principle.

## (c) Third proof

The next derivation is based on the following lemma [3].
Preliminary: For any Hermitian operator $A$ and any quantum state $|\phi\rangle$, the following identity holds:

$$
\begin{equation*}
A|\phi\rangle=\langle A\rangle|\phi\rangle+\Delta A\left|\phi_{\perp}\right\rangle \tag{4.25}
\end{equation*}
$$

where $|\phi\rangle,\left|\phi_{\perp}\right\rangle$ are normalized vectors, $\left\langle\phi_{\perp} \mid \phi\right\rangle=0$, i.e., $\left|\phi_{\perp}\right\rangle$ is orthogonal to $|\phi\rangle$. Also, $\langle A\rangle=\langle\phi| A|\phi\rangle$ and $\Delta A=\sqrt{\left\langle A^{2}\right\rangle-\langle A\rangle^{2}}$.

It is always possible to make a decomposition $A|\phi\rangle=\alpha|\phi\rangle+\beta\left|\phi_{\perp}\right\rangle$.
Then $\left.\langle\phi| A|\phi\rangle=\langle\phi|\left(\alpha|\phi\rangle+\beta\left|\phi_{\perp}\right\rangle\right)\right\rangle$, leading to $\alpha=\langle A\rangle$ and $\langle\phi| A^{\dagger} A|\phi\rangle=$ $\left.\langle A \phi \mid A \phi\rangle=\left\langle\left(\alpha\langle\phi|+\beta\left\langle\phi_{\perp}\right|\right)\right|\left(\alpha|\phi\rangle+\beta\left|\phi_{\perp}\right\rangle\right)\right\rangle$, leading to $\beta=\Delta A$.

This last relation can now be used to give an alternate derivation of the Heisenberg uncertainty relations. Consider two Hermitian operators $A$ and $B$; then the following relations hold:

$$
\begin{equation*}
A|\phi\rangle=\langle A\rangle|\phi\rangle+\Delta A\left|\phi_{\perp, A}\right\rangle \tag{4.26}
\end{equation*}
$$

and

$$
\begin{equation*}
B|\phi\rangle=\langle B\rangle|\phi\rangle+\Delta B\left|\phi_{\perp, B}\right\rangle, \tag{4.27}
\end{equation*}
$$

where $\left\langle\phi_{\perp, A} \mid \phi\right\rangle=0$ and $\left\langle\phi_{\perp, B} \mid \phi\right\rangle=0$ because of the orthogonality.
Multiplying the Hermitian conjugate of Equation (4.27) by Equation (4.26), and using the Hermiticity of $B$, we get

$$
\begin{equation*}
\langle\phi| B A|\phi\rangle=\langle B\rangle\langle A\rangle+\Delta B \Delta A\left\langle\phi_{\perp, B} \mid \phi_{\perp, A}\right\rangle . \tag{4.28}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\langle\phi| A B|\phi\rangle=\langle A\rangle\langle B\rangle+\Delta A \Delta B\left\langle\phi_{\perp, A} \mid \phi_{\perp, B}\right\rangle . \tag{4.29}
\end{equation*}
$$

Substracting Equation (4.28) from Equation (4.29) leads to

$$
\begin{equation*}
\langle[A, B]\rangle=2 i \Delta A \Delta B \operatorname{Im}\left(\left\langle\phi_{\perp, B} \mid \phi_{\perp, A}\right\rangle\right), \tag{4.30}
\end{equation*}
$$

where $\operatorname{Im}$ stands for the imaginary part.
Since the two vectors are normalized, a simple application of the CauchySchwartz inequality leads to

$$
\begin{equation*}
\left|\operatorname{Im}\left\langle\phi_{\perp, A} \mid \phi_{\perp, B}\right\rangle\right| \leq 1 . \tag{4.31}
\end{equation*}
$$

Together with Equation (4.30), this leads to

$$
\begin{equation*}
\Delta A \Delta B \geq \frac{1}{2}|\langle[A, B]\rangle| \tag{4.32}
\end{equation*}
$$

which is the standard form of the generalized Heisenberg uncertainty principle.

Interpretation of the Heisenberg uncertainty principle: From a practical standpoint, the meaning of the inequality (4.32) is the following:
(a) We must first prepare a physical system a large number of times (or ensemble) in state $|\phi\rangle$.
(b) Then, perform measurements of the observable $A$ on a fraction of the ensemble and of the observable $B$ on the rest of the ensemble.
(c) When a meaningful number of measurements have been performed so that a standard deviation of these measurements can be calculated, the experimental results for the standard deviation $\Delta A$ of the measurements of the observable $A$ and the standard deviation $\Delta B$ of the measurements of the observable $B$ will satisfy the inequality

$$
\begin{equation*}
\Delta A \Delta B \geq \frac{|\langle\phi|[A, B]| \phi\rangle \mid}{2} \tag{4.33}
\end{equation*}
$$

## * Problem 4.2: Heisenberg uncertainty principle and diffraction patterns

Consider a beam of particles of momentum $p$ incident normally on a screen with a slit of width a, as shown in Figure 4.1. The particles are detected on a second screen parallel to the first one at a distance $D$ from it. For what value of the slit width a will the width of the most intense fringe in the pattern observed on the second screen be minimum?

Solution: A diffraction pattern is observed on the screen, as shown in Figure 4.1. Because of the width of the slit, we have an uncertainty $\Delta y=a$ on the position of the electrons passing through the slit. Using Heisenberg's uncertainty relation, this gives rise to an uncertainty $\Delta p_{y}$ in the $y$-component of the linear momentum after having passed the slit. From Figure 4.1, we have $\Delta p_{y} / p=\tan \theta$.

The position of the minima in the diffraction pattern are given by Bragg's diffraction law:

$$
\begin{equation*}
a \sin \theta=(2 n+1) \frac{\lambda}{2} \tag{4.34}
\end{equation*}
$$

where $\lambda=h / p$ from de Broglie's relation.
Setting $n=0$ in the previous equation gives the position of the first minimum in the diffraction pattern. Referring back to Figure 4.1, the total width of the first maximum is therefore given by $W=2 d+a$. But $\tan \theta=d / D$, hence $W=$ $a+2 D \tan \theta$. Since $\theta$ is small, $\tan \theta \sim \sin \theta$, hence $W=a+2 D \frac{\lambda}{2 a}=a+\frac{D \lambda}{a}$. Therefore, $W$ is minimum when $a=\sqrt{D \lambda}$, i.e., when the slit opening is equal to the geometrical mean of the wavelength of the incident particle and the distance between the two screens.


Figure 4.1: Diffraction pattern observed on a screen at a distance $D$ from a parallel screen with an opening $a$ due to a particle incident from the left with momentum $\vec{p}$ perpendicular to the plane of both screens.

## ** Problem 4.3: Heisenberg uncertainty principle for the one-dimensional particle in a box

Starting with the eigenstates and corresponding eigenvalues for the simple problem of a particle in a one-dimensional quantum box of size W (see Problem 3.5),
(a) Calculate the average values $\langle z\rangle$ and $\langle p\rangle$ (where $p$ is the momentum in the $z$-direction) for an electron prepared in each of the eigenstates of the particle in a box.
(b) Calculate the standard deviations $\Delta z, \Delta p$ for an electron prepared in each of the eigenstates of the particle in a box.
(c) Show that for large values of the quantum number $n$ characterizing the eigenstates, the standard deviation $\Delta z$ reduces to its classical value.
(d) Calculate $\Delta z \Delta p$ for each of the eigenstates found in part (a) and show that the Heisenberg uncertainty relation is satisfied.

Solution: The solution to the Schrödinger equation for a particle in a onedimensional box is one of the simplest problems in quantum mechanics (see Problem 3.5). The eigenfunctions are

$$
\begin{equation*}
\phi_{n}(z)=\sqrt{\frac{2}{W}} \sin \left(\frac{n \pi z}{W}\right), \tag{4.35}
\end{equation*}
$$

where $n$ is an integer $(n=1,2,3, \ldots)$ and $W$ is the width of the box. The corresponding eigenvalues are given by

$$
\begin{equation*}
E_{n}=n^{2} \frac{\hbar^{2} \pi^{2}}{2 m^{*} W^{2}} \tag{4.36}
\end{equation*}
$$

(a) Using these results, the following average values are found:

$$
\begin{equation*}
\langle z\rangle=\int_{0}^{W} z\left|\phi_{n}(z)\right|^{2} \mathrm{~d} z=\frac{W}{2} . \tag{4.37}
\end{equation*}
$$

This is to be expected since all eigenstates produce symmetrical probability distributions $\left|\phi_{n}\right|^{2}$ with respect to the center of the box.

Furthermore,

$$
\begin{equation*}
\langle p\rangle=\int_{0}^{W} \mathrm{~d} z \phi_{n}(z) \frac{\hbar}{i} \frac{\mathrm{~d}}{\mathrm{~d} z} \phi_{n}(z)=0 . \tag{4.38}
\end{equation*}
$$

This is also expected since a particle traveling back and forth between the two walls of the box will have the same magnitude of its momentum but opposite signs when traveling from left to right and right to left. Therefore, the average momentum of the particle trapped inside the box will be zero. Alternately, one can view the electron wave inside the box as a standing wave because of the infinite potential barriers at the boundaries of the box, and a standing wave has zero momentum.
(b) The standard deviations are given by

$$
\begin{equation*}
\langle\Delta z\rangle^{2}=\left\langle z^{2}\right\rangle-\langle z\rangle^{2}=\int_{0}^{W} \mathrm{~d} z z^{2} \phi_{n}^{2}(z)-\left[\frac{W}{2}\right]^{2} \tag{4.39}
\end{equation*}
$$

So

$$
\begin{equation*}
\langle\Delta z\rangle^{2}=\frac{2}{W} \int_{0}^{W} \mathrm{~d} z z^{2} \sin ^{2}\left(\frac{n \pi z}{W}\right)-\frac{W^{2}}{4} . \tag{4.40}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\langle\Delta z\rangle^{2}=\frac{W^{2}}{12}\left[1-\frac{6}{(n \pi)^{2}}\right] \tag{4.41}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\langle\Delta p\rangle^{2}=\left\langle p^{2}\right\rangle-\langle p\rangle^{2}=\left\langle p^{2}\right\rangle \tag{4.42}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\langle\Delta p\rangle^{2}=\int_{0}^{W} \mathrm{~d} z \phi_{n}(z) p^{2} \phi_{n}(z) \mathrm{d} z \tag{4.43}
\end{equation*}
$$

But $p^{2} \phi_{n}=2 m^{*} E_{n} \phi_{n}(z)$, so

$$
\begin{equation*}
\langle\Delta p\rangle^{2}=2 m^{*} E_{n} \int_{0}^{W} \mathrm{~d} z\left|\phi_{n}\right|^{2}=2 m^{*}\left(\frac{\hbar^{2} n^{2} \pi^{2}}{2 m^{*} W^{2}}\right)=\frac{\hbar^{2} n^{2} \pi^{2}}{W^{2}} \tag{4.44}
\end{equation*}
$$

(c) As $n$ increases, we have, from part (b),

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\langle\Delta z\rangle^{2}=\frac{W^{2}}{12} \tag{4.45}
\end{equation*}
$$

We compare this to its classical limit, which is equal to

$$
\begin{equation*}
\Delta z^{2}=\frac{1}{W} \int_{0}^{W}\left(z-\frac{W}{2}\right)^{2} \mathrm{~d} z=\frac{W^{2}}{12} \tag{4.46}
\end{equation*}
$$

So, the quantum mechanical result does indeed converge to its classical value for eigenstates with large quantum numbers.
(d) Using the previous results, we get

$$
\begin{equation*}
\Delta z \Delta p=\frac{\hbar}{2} \frac{n \pi}{\sqrt{3}}\left[1-\frac{6}{n^{2} \pi^{2}}\right]^{\frac{1}{2}} \tag{4.47}
\end{equation*}
$$

Hence, the value of $\Delta z \Delta p$ (in units of $\frac{\hbar}{2}$ ) is equal to $1.136,2.271,5.254$, for $n=$ 1,2 , and 3 , respectively. All these values are larger than 1, in agreement with the Heisenberg uncertainty principle for position and momentum. Matlab code giving the values of the product $\Delta z \Delta p$ as a function of the quantum number $n$ is given in Appendix G.

## *** Problem 4.4: The Heisenberg uncertainty principle for an approximate ground state wave function of the particle in a box

Suppose that a particle in a one-dimensional well (with infinitely high potential barriers) of width L has a wave function of the form

$$
\begin{equation*}
\phi(z)=N\left(z^{2}-L z\right) \tag{4.48}
\end{equation*}
$$

(a) What is the value of the normalization constant?
(b) What are the expectation values of the position, momentum, and kinetic energy of the particle?
(c) What is the uncertainty in the position and momentum of the particle?
(d) Using the results of the two previous steps, calculate the product $\Delta z \Delta p$ and compare your result to the one obtained for the exact ground state of the particle in a box, as derived in Problem 4.3.

## Solution:

(a) Because the wave function $\psi(z)=N\left(z^{2}-L z\right)$ has no nodes except at $z=0$ and $z=L$, it is an approximation to the ground state wave function in a well with infinite barriers. For the latter to be normalized, the normalization coefficient must
be determined starting with the condition

$$
\begin{equation*}
\int_{0}^{L} \psi^{*}(z) \psi(z) \mathrm{d} z=\int_{0}^{L}|\psi(z)|^{2} \mathrm{~d} z=1 \tag{4.49}
\end{equation*}
$$

This leads to the equation

$$
\begin{equation*}
N^{2} \int_{0}^{L}\left(z^{2}-L z\right)^{2} \mathrm{~d} z=N^{2}\left(\frac{1}{5} L^{5}-\frac{1}{2} L^{5}+\frac{1}{3} L^{5}\right)=1 \tag{4.50}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
N=\sqrt{\frac{30}{L^{5}}} \tag{4.51}
\end{equation*}
$$

(b) The expectation value of the position is given by:

$$
\begin{equation*}
\langle z\rangle=\int_{0}^{L} z|\psi(z)|^{2} \mathrm{~d} z=N^{2} \int_{0}^{L} z\left(z^{2}-L z\right)^{2} \mathrm{~d} z \tag{4.52}
\end{equation*}
$$

This leads to

$$
\begin{equation*}
\langle z\rangle=N^{2}\left(\frac{1}{6} L^{6}-\frac{2}{5} L^{6}+\frac{1}{4} L^{6}\right)=\frac{30}{L^{5}} \times \frac{1}{60} L^{6}=\frac{1}{2} L \tag{4.53}
\end{equation*}
$$

This last result is to be expected since the wave function in Equation (4.48) is symmetric with respect to $z=L / 2$.

The expection value of the momentum is given by

$$
\begin{equation*}
\langle p\rangle=\int_{0}^{L} \psi^{*}\left(-\frac{\hbar}{i} \frac{\mathrm{~d} \psi(z)}{\mathrm{d} z}\right) \mathrm{d} z=\frac{\hbar N^{2}}{i} \int_{0}^{L}\left(z^{2}-L z\right)(2 z-L) \mathrm{d} z \tag{4.54}
\end{equation*}
$$

Carrying out the integration leads to

$$
\begin{equation*}
\langle p\rangle=\frac{\hbar N^{2}}{i}\left(\frac{1}{2} L^{4}-L^{4}+\frac{1}{2} L^{4}\right)=0 \tag{4.55}
\end{equation*}
$$

This is to be expected since the integrand in Equation (4.54) is antisymmetric with respect to the center of the well.

The expectation value of the kinetic energy of the particle is given by:

$$
\begin{equation*}
\langle E\rangle=\int_{0}^{L} \psi^{*}(z)\left(-\frac{\hbar^{2}}{2 m} \frac{\mathrm{~d}^{2}}{\mathrm{~d} z^{2}}\right) \psi(z) \mathrm{d} z \tag{4.56}
\end{equation*}
$$

This gives

$$
\begin{equation*}
\langle E\rangle=-\frac{\hbar^{2} N^{2}}{m} \int_{0}^{L}\left(z^{2}-L z\right) \mathrm{d} z=-\frac{\hbar^{2} N^{2}}{m}\left(-\frac{1}{6} L^{3}\right)=\frac{5 \hbar^{2}}{L^{2} m} \tag{4.57}
\end{equation*}
$$

(c) The uncertainty $\Delta z$ in the position of the particle is given by

$$
\begin{equation*}
\Delta z=\sqrt{\left\langle z^{2}\right\rangle-\langle z\rangle^{2}} \tag{4.58}
\end{equation*}
$$

We first calculate

$$
\begin{equation*}
\overline{z^{2}}=\int_{0}^{L} z^{2}|\psi(z)|^{2} \mathrm{~d} z=N^{2} \int_{0}^{L}\left(z^{6}-2 z^{5} L+z^{4} L^{2}\right) \mathrm{d} z \tag{4.59}
\end{equation*}
$$

This leads to

$$
\begin{equation*}
\left\langle z^{2}\right\rangle=N^{2} \times \frac{L^{7}}{105}=\frac{30}{L^{5}} \times \frac{L^{7}}{105}=\frac{2 L^{2}}{7} \tag{4.60}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\Delta z=\sqrt{\left\langle z^{2}\right\rangle-\langle z\rangle^{2}}=\sqrt{\frac{2 L^{2}}{7}-\left(\frac{1}{2} L\right)^{2}}=0.1898 L \tag{4.61}
\end{equation*}
$$

Similarly, the uncertainty in the momentum of the particle $\Delta p$ is given by

$$
\begin{equation*}
\Delta p=\sqrt{\left\langle p^{2}\right\rangle-\langle p\rangle^{2}}=\sqrt{\left\langle p^{2}\right\rangle}=\sqrt{2 m\langle E\rangle} . \tag{4.62}
\end{equation*}
$$

Using Equation (4.57), we get

$$
\begin{equation*}
\left\langle p^{2}\right\rangle=2 m\langle E\rangle=\frac{10 \hbar^{2}}{L^{2}} \tag{4.63}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\Delta p=\sqrt{\left\langle p^{2}\right\rangle}=\sqrt{\frac{10 \hbar^{2}}{L^{2}}}=3.16 \frac{\hbar}{L} \tag{4.64}
\end{equation*}
$$

(d) Using the above result, the uncertainty product $\Delta z \Delta p$ is given by

$$
\begin{equation*}
\Delta z \Delta p=1.2 \frac{\hbar}{2} \tag{4.65}
\end{equation*}
$$

which is greater than $\frac{\hbar}{2}$, in agreement with Heisenberg's uncertainty relations for position and momentum.

We also note that the product $\Delta z \Delta p$ in Equation (4.65) is larger than its value for the exact ground state of the particle in a box, equal to $1.136 \frac{\hbar}{2}$, as shown in Problem 4.3.

## * Problem 4.5: The Heisenberg uncertainty principle for the onedimensional attractive delta scatterer

Starting with the results of Problem 3.2,
(a) Find the probability density of the momentum in the bound state. Determine the value of $p$ for which the probability density in momentum space is maximum.

Calculate the variance $\Delta p$, then the product $\Delta z \Delta p$, and show that it is in agreement with Heisenberg's uncertainty principle.
(b) Starting with the wave function of the bound state in momentum space (see Problem 3.2), calculate the variance $\Delta z$ and $\Delta p$ and show that the product of these two quantities agrees with the results of part (a).

Solution: Using the results of Problem 3.2, the probability distribution is obtained via a Fourier transform:

$$
\begin{equation*}
v(p)=(2 \pi \hbar)^{-1 / 2} \int_{-\infty}^{\infty} \phi(z) \mathrm{e}^{-\frac{i p z}{\hbar}} \mathrm{~d} z \tag{4.66}
\end{equation*}
$$

which results in

$$
\begin{equation*}
v(p)=\left(\frac{2}{\pi \hbar}\right)^{1 / 2} \frac{\kappa_{0}^{3 / 2}}{\kappa_{0}^{2}+\left(\frac{p}{\hbar}\right)^{2}} . \tag{4.67}
\end{equation*}
$$

The probability density for the momentum to be between $p$ and $p+d p$ is therefore

$$
\begin{equation*}
|v(p)|^{2} d p=\frac{2}{\pi} \frac{\left(\hbar \kappa_{0}\right)^{3} d p}{\left[\left(\hbar \kappa_{0}\right)^{2}+p^{2}\right]^{2}} . \tag{4.68}
\end{equation*}
$$

The maximum of $|v(p)|^{2}$ occurs when $p=0$ and, by symmetry, $\langle p\rangle=0$.
Also, $\left\langle p^{2}\right\rangle$ is given by

$$
\begin{equation*}
\left\langle p^{2}\right\rangle=\int_{-\infty}^{\infty}|v(p)|^{2} p^{2} \mathrm{~d} p=\frac{2}{\pi}\left(\hbar \kappa_{0}\right)^{2} \int_{-\infty}^{\infty} \frac{u^{2} \mathrm{~d} u}{\left(1+u^{2}\right)^{2}}=\left(\hbar \kappa_{0}\right)^{2} . \tag{4.69}
\end{equation*}
$$

Since $\int_{-\infty}^{\infty} \frac{u^{2} \mathrm{~d} u}{\left(1+u^{2}\right)^{2}}=\pi / 2$, we get

$$
\begin{equation*}
\Delta p=\hbar \kappa_{0} \tag{4.70}
\end{equation*}
$$

Therefore, $\Delta p \Delta z=\frac{\hbar}{\sqrt{2}} \geq \frac{\hbar}{2}$, in agreement with that the Heisenberg uncertainty principle.

## **** Problem 4.6: The one-dimensional ionized hydrogen molecule

Determine the probability density in momentum space for the even (symmetric) and odd (antisymmetric) bound states of the one-dimensional ionized hydrogen molecule considered in Problem 3.3.

Calculate the standard deviations $\Delta z$ and $\Delta p$ for the symmetric bound state. Derive the analytical expression for the product $\Delta z \Delta p$ [4, 5].

Solution: First, we present an alternative approach to derive the analytical expressions for the wave functions associated with the bound state of the
one-dimensional ionized hydrogen molecule (see Problem 3.3) described by the Hamiltonian

$$
\begin{equation*}
H \phi(z) \equiv \frac{-\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2} \phi(z)}{\mathrm{d} z^{2}}+V(z) \phi(z)=E \phi(z) \tag{4.71}
\end{equation*}
$$

where the atomic potential $V(z)$ is composed of two delta functions of equal strength $-\Gamma$ (the minus sign for an attractive potential), one located at $z=-a$ and the other at $z=a$ :

$$
\begin{equation*}
V(z)=-\Gamma \delta(z-a)-\Gamma \delta(z+a) \tag{4.72}
\end{equation*}
$$

Solutions to Equation (4.71) are of the form

$$
\begin{align*}
\phi_{\mathrm{I}}(z) & =B \mathrm{e}^{\kappa z} \quad \text { for } z<-a  \tag{4.73}\\
\phi_{\mathrm{II}}(z) & =C \mathrm{e}^{\kappa z}+D \mathrm{e}^{-\kappa z} \quad \text { for }-a<z<a \tag{4.74}
\end{align*}
$$

and

$$
\begin{equation*}
\phi_{\mathrm{III}}(z)=F \mathrm{e}^{\kappa z} \quad \text { for } z>a \tag{4.75}
\end{equation*}
$$

where $\kappa=\frac{1}{\hbar} \sqrt{-2 m^{*} E}$, with $E$ being the (negative) energy of the bound states.
According to the results of Problem 1.4, since $V(z)$ is symmetric, the Schrödinger equation admits symmetric (even) and antisymmetric (odd) solutions. Therefore, in the general solution given by Equations (4.73)-(4.75), the following constraints must apply to the parameters $(B, C, D, F)$ :

$$
\begin{aligned}
& B=F \quad \text { and } \quad C=D \quad \text { (even solution) } \\
& B=-F \quad \text { and } \quad C=-D \quad \text { (odd solution). }
\end{aligned}
$$

To determine the parameters $B$ and $C$ we must impose the continuity of the wave functions at $z= \pm a$, and the following conditions must also hold:

$$
\begin{equation*}
\frac{\mathrm{d} \phi( \pm a+\epsilon)}{\mathrm{d} z}-\frac{\mathrm{d} \phi( \pm a-\epsilon)}{\mathrm{d} z}=-2 \alpha \phi( \pm a) \tag{4.76}
\end{equation*}
$$

where $\epsilon \rightarrow 0$ and $\alpha=m^{*} \Gamma / \hbar^{2}$.

Energy eigenvalues for odd solutions: For the odd solution, continuity of $\phi$ at $z= \pm a$ and Equation (4.76) lead to the following four equations:

$$
\begin{align*}
& B \mathrm{e}^{-\kappa a}=C\left(\mathrm{e}^{-\kappa a}-\mathrm{e}^{\kappa a}\right),  \tag{4.77}\\
& \kappa C\left(\mathrm{e}^{-\kappa a}+\mathrm{e}^{\kappa a}\right)-\kappa B \mathrm{e}^{-\kappa a}=-2 \alpha B \mathrm{e}^{-\kappa a},  \tag{4.78}\\
& B \mathrm{e}^{-\kappa a}=C\left(\mathrm{e}^{-\kappa a}-\mathrm{e}^{\kappa a}\right), \tag{4.79}
\end{align*}
$$

and

$$
\begin{equation*}
-\kappa C\left(\mathrm{e}^{-\kappa a}+\mathrm{e}^{\kappa a}\right)=2 \alpha B \mathrm{e}^{-\kappa a} \tag{4.80}
\end{equation*}
$$

Equations (4.79)-(4.80) are the same as Equations (4.77)-(4.78). We are therefore left with two equations for the two unknowns $B$ and $C$. Solving for $C$ in Equation (4.77) and plugging the result into Equation (4.78) leads to the transcendental equation

$$
\begin{equation*}
\kappa \operatorname{coth}(\kappa a)+\kappa=2 \alpha . \tag{4.81}
\end{equation*}
$$

Multiplying both sides by $a$ and defining $\gamma=\kappa a$, we obtain the following transcendental equation to determine the energy of the odd bound state:

$$
\begin{equation*}
\beta=\gamma[1+\operatorname{coth}(\gamma)]=2 \alpha a \tag{4.82}
\end{equation*}
$$

A similar derivation leads to the following transcendental equation for the solution of the even bound state:

$$
\begin{equation*}
\beta=\gamma(1+\tanh (\gamma))=2 \alpha a \tag{4.83}
\end{equation*}
$$

Finding the eigenfunctions and their normalization coefficients: For the odd bound state to be normalized, the following equality must hold:

$$
\begin{equation*}
1=\int_{-\infty}^{-a} B^{2} \mathrm{e}^{\frac{2 \gamma}{a} z} \mathrm{~d} z+\int_{-a}^{a} C^{2}\left(\mathrm{e}^{\frac{\gamma}{a} z}-\mathrm{e}^{-\frac{\gamma}{a} z}\right)^{2} \mathrm{~d} z+\int_{a}^{\infty}(-B)^{2} \mathrm{e}^{-\frac{2 \gamma}{a} z} \mathrm{~d} z \tag{4.84}
\end{equation*}
$$

Performing the integration leads to

$$
\begin{equation*}
1=\frac{C^{2} a}{\gamma}\left[\mathrm{e}^{2 \gamma}-\mathrm{e}^{-2 \gamma}\right]-4 C^{2} a+\frac{a}{\gamma} B^{2} \mathrm{e}^{-2 \gamma} \tag{4.85}
\end{equation*}
$$

With the use of Equation (4.79), this last equality leads to the following explicit expressions for the parameters $B$ and $C$ :

$$
\begin{equation*}
B=\left(\frac{\gamma}{2 a}\right)^{1 / 2}\left(\mathrm{e}^{2 \gamma}-2 \gamma-1\right)^{-1 / 2}\left(\mathrm{e}^{-\gamma}-\mathrm{e}^{\gamma}\right) \mathrm{e}^{\gamma} \tag{4.86}
\end{equation*}
$$

and

$$
\begin{equation*}
C=\left(\frac{\gamma}{2 a}\right)^{1 / 2}\left(\mathrm{e}^{2 \gamma}-2 \gamma-1\right)^{-1 / 2} \tag{4.87}
\end{equation*}
$$

Plugging the values of $B$ and $C$ into Equations (4.73)-(4.75) leads to the following explicit expression for the wave function associated with the odd bound state:

$$
\begin{align*}
\phi_{\mathrm{odd}} & =\epsilon(z)\left(\frac{2 \gamma}{a}\right)^{1 / 2}\left(\mathrm{e}^{2 \gamma}-2 \gamma-1\right)^{-1 / 2} \sinh (\gamma) \mathrm{e}^{-\gamma\left(\frac{|z|-a}{a}\right)} \quad(|z|>a)  \tag{4.88}\\
& =\left(\frac{2 \gamma}{a}\right)^{1 / 2}\left(\mathrm{e}^{2 \gamma}-2 \gamma-1\right)^{-1 / 2} \sinh \left(\frac{\gamma z}{a}\right) \quad(|z|<a) \tag{4.89}
\end{align*}
$$

where $\epsilon(z)=-1$ for $z<0$ and +1 for $z>0$.
A similar procedure leads to the following expression for the wave function associated with the even bound state:

$$
\begin{align*}
\phi_{\text {even }} & =\left(\frac{2 \gamma}{a}\right)^{1 / 2}\left(\mathrm{e}^{2 \gamma}+2 \gamma+1\right)^{-1 / 2} \cosh (\gamma) \mathrm{e}^{-\gamma\left(\frac{|z|-a}{a}\right)} \quad(|z|>a)  \tag{4.90}\\
& =\left(\frac{2 \gamma}{a}\right)^{1 / 2}\left(\mathrm{e}^{2 \gamma}+2 \gamma+1\right)^{-1 / 2} \cosh \left(\frac{\gamma z}{a}\right) \quad(|z|<a) \tag{4.91}
\end{align*}
$$

Momentum probability distributions: The momentum probability amplitudes associated with the bound state solutions described above are found by performing a Fourier transform on the Schrödinger Equation (4.71), following the derivation in Problem 4.2.

For the odd and even bound states, this leads to the following equations:

$$
\begin{equation*}
\left[\frac{p^{2}}{2 m^{*}}-E\right] \phi(p)=\frac{2 i \Gamma \phi(a) \sin \left(\frac{p a}{\hbar}\right)}{\sqrt{2 \pi \hbar}} \quad \text { (odd) } \tag{4.92}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\frac{p^{2}}{2 m^{*}}-E\right] \phi(p)=\frac{2 \Gamma \phi(a) \cos \left(\frac{p a}{\hbar}\right)}{\sqrt{2 \pi \hbar}} \quad \text { (even). } \tag{4.93}
\end{equation*}
$$

The momentum probability $\phi(p)$ associated with the bound states is therefore given by

$$
\begin{equation*}
\phi(p)=\frac{2 i \Gamma\left(\frac{2 \gamma}{a}\right)^{\frac{1}{2}} \sinh (\gamma) \sin \left(\frac{p a}{\hbar}\right)}{\left(\frac{p^{2}}{2 m^{*}}-E\right) \sqrt{2 \pi \hbar} \sqrt{\mathrm{e}^{2 \gamma}-2 \gamma-1}} \quad(\text { odd }) \tag{4.94}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi(p)=\frac{2 \Gamma\left(\frac{2 \gamma}{a}\right)^{\frac{1}{2}} \cosh (\gamma) \cos \left(\frac{p a}{\hbar}\right)}{\left(\frac{p^{2}}{2 m^{*}}-E\right) \sqrt{2 \pi \hbar} \sqrt{\mathrm{e}^{2 \gamma}+2 \gamma+1}} \quad \text { (even) } \tag{4.95}
\end{equation*}
$$

where

$$
\begin{equation*}
E=\frac{-m^{*} \Gamma^{2}}{2 \hbar^{2}}\left(\frac{2 \gamma}{\beta}\right)^{2} \tag{4.96}
\end{equation*}
$$

and $\beta, \gamma$ satisfy Equations (4.82) and (4.83) for the odd and even bound states, respectively.

Calculation of $\boldsymbol{\Delta} \boldsymbol{z}$ and $\boldsymbol{\Delta} \boldsymbol{p}$ : For the even bound state (4.93), using the shorthand notation

$$
\begin{equation*}
\alpha=\left(\frac{2 \gamma}{a}\right)^{1 / 2}\left(\mathrm{e}^{2 \gamma}+2 \gamma+1\right)^{-1 / 2} \tag{4.97}
\end{equation*}
$$

we obtain the following result:

$$
\begin{equation*}
(\Delta z)^{2}=\left\langle z^{2}\right\rangle-\langle z\rangle^{2}=\left\langle z^{2}\right\rangle=\alpha^{2}\left(I_{1}+2 \mathrm{e}^{2 \gamma} \cosh ^{2} \gamma I_{2}\right), \tag{4.98}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{1}=\int_{-a}^{+a} \mathrm{~d} z z^{2} \cosh ^{2}\left(\frac{\gamma z}{a}\right) \tag{4.99}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{2}=2 \int_{0}^{+a} \mathrm{~d} z z^{2} \mathrm{e}^{-\frac{2 \gamma z}{a}} \tag{4.100}
\end{equation*}
$$

Performing the integration leads to

$$
\begin{equation*}
I_{1}=0.5\left(\frac{a}{\gamma}\right)^{3}\left[\left(\gamma^{2}+0.5\right) \sinh (2 \gamma)-\gamma \cosh (2 \gamma)+\frac{2}{3} \gamma^{2}\right] \tag{4.101}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{2}=\frac{2 \gamma}{a} \frac{\mathrm{e}^{2 \gamma} \cosh ^{2} \gamma\left(\gamma^{2}+\gamma+1\right)}{\gamma^{3}\left[\mathrm{e}^{2 \gamma}+2 \gamma+1\right]} \tag{4.102}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
(\Delta p)^{2}=\left\langle p^{2}\right\rangle-\langle p\rangle^{2}=\left\langle p^{2}\right\rangle=2 m^{*}\left[\frac{-\hbar^{2} \gamma^{2}}{2 m^{*} a^{2}}+4 \frac{\gamma}{a} \frac{\Gamma \cosh ^{2} \gamma}{\left(\mathrm{e}^{2 \gamma}+2 \gamma+1\right)}\right] \tag{4.103}
\end{equation*}
$$

Using the last result, one easily gets the product $\Delta z \Delta p$, which can be shown to satisfy the Heisenberg uncertainty relation. A similar derivation gives the value of this product for the odd bound state (see suggested problems).

## ** Problem 4.7: Estimate of the ground state energy near the local minimum of a one-dimensional potential

Consider a particle in a one-dimensional continuous symmetric potential, i.e., $V(z)=V(-z)$, with a global minimum at $z=0$. Starting with the generalized Heisenberg uncertainty relations (Problem 4.1), show that a lower bound of the energy of the ground state is given by $V_{0}+\frac{\hbar}{2} \sqrt{\frac{\alpha}{m^{*}}}$, where $\alpha=\left.\frac{\mathrm{d}^{2} V}{\mathrm{~d} z^{2}}\right|_{z=0}$.

Solution: If $V(z)$ is continuous and symmetric with a local minimum at $z=0$, a Taylor series expansion near the minimum gives

$$
\begin{equation*}
\langle V\rangle=V_{0}+\frac{1}{2} \alpha\left\langle z^{2}\right\rangle, \tag{4.104}
\end{equation*}
$$

where $\langle\cdot\rangle$ stands for the average (or expectation) value calculated with the ground state wave function.

Futhermore, we have

$$
\begin{equation*}
\frac{1}{2 m^{*}}\left\langle p^{2}\right\rangle+\langle V\rangle=E, \tag{4.105}
\end{equation*}
$$

where $E$ is the energy of the ground state.
Hence,

$$
\begin{equation*}
\left\langle p^{2}\right\rangle=2 m^{*}(E-\langle V\rangle) \tag{4.106}
\end{equation*}
$$

Plugging the last relation in the Heisenberg uncertainty relation for position and momentum, and using the fact that $\langle p\rangle=0$ in the ground state, we get

$$
\begin{equation*}
\Delta p \Delta z=\sqrt{\left\langle p^{2}\right\rangle} \sqrt{\left\langle z^{2}\right\rangle} \geq \frac{\hbar}{2} \tag{4.107}
\end{equation*}
$$

Using Equation (4.106), this leads to

$$
\begin{equation*}
\sqrt{2 m^{*}} \sqrt{E-\langle V\rangle} \geq \frac{\hbar}{2 \sqrt{\left\langle z^{2}\right\rangle}} \tag{4.108}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
E \geq V_{0}+\frac{1}{2} \alpha\left\langle z^{2}\right\rangle+\frac{\hbar^{2}}{8 m^{*}\left\langle z^{2}\right\rangle} \tag{4.109}
\end{equation*}
$$

The right-hand side of this inequality is minimum when

$$
\begin{equation*}
\left\langle z^{2}\right\rangle=\frac{\hbar}{2} \frac{1}{\sqrt{m^{*} \alpha}} \tag{4.110}
\end{equation*}
$$

Therefore, a lower bound $E_{\mathrm{b}}$ of the ground state energy is given by

$$
\begin{equation*}
E_{\mathrm{b}}=V_{0}+\frac{\hbar}{2} \sqrt{\frac{\alpha}{m^{*}}} \tag{4.111}
\end{equation*}
$$

In the case of the one-dimensional harmonic oscillator described by the potential $V(z)=V_{0}+\frac{1}{2} m^{*} \omega^{2} z^{2}$, the lower bound for the energy of the ground state is $V_{0}+\frac{\hbar \omega}{2}$, which is the exact value.
**** Problem 4.8: A simple treatment of potential barrier penetration
Show that the penetration of a particle through a potential barrier can be interpreted as a climb over the barrier as a result of energy fluctuations expected from the Heisenberg uncertainty principle, rather than due to tunneling through the barrier.

Solution: The following argument was first given by Cohen [6]. Potential barrier penetration is an extremely difficult phenomenon to explain or even understand. The widely accepted view of this phenomenon is tunneling, which goes against our intuitive understanding of physics since it requires us to admit the notion of negative kinetic energy, which seems to be entirely unphysical.

There is an alternate view of barrier penetration which does not require us to admit the notion of negative kinetic energy and therefore is more palatable. This involves the uncertainty principle

$$
\begin{equation*}
\Delta E \Delta t \simeq \hbar \tag{4.112}
\end{equation*}
$$

One of the benefits of using the uncertainty principle is that it does not immediately assail our intuitive understanding of physics. Equation (4.112) tells us that the energy of a particle is subjected to short periods of fluctuations. Therefore, a particle confined by a potential barrier may momentarily gain enough energy to climb over the barrier. It is possible that the fluctuation may last long enough for the particle to pass over the entire length of the barrier, thereby completely penetrating the barrier.

The quantity $\Delta E$ in Equation (4.112) stands for the total fluctuation on either side of the energy $E$. The particle can gain some excess energy $\epsilon$ over the mean energy $E$ over a timescale $\tau$, which can be estimated as follows:

$$
\begin{equation*}
\epsilon \simeq \frac{\hbar}{\tau} \tag{4.113}
\end{equation*}
$$

It can be expected that the particle energy can fall below $E$ as well, but those situations are not relevant to the discussion.

To refine the argument, we can define a "probability" $P$ for the particle to have excess energy $\epsilon$ over a time interval $\tau$ as

$$
\begin{equation*}
P \sim \mathrm{e}^{-\frac{2 \epsilon \tau}{\hbar}} \tag{4.114}
\end{equation*}
$$

Equation (4.114) is completely heuristic and ad hoc, but it is nonetheless able to provide a simple physical understanding of what follows.

To study barrier penetration, let us consider a potential profile $V(z)$ that contains a region demarcated by the end points $z_{0}$ (the starting point) and $z_{n}$ (the ending point), where the value of $V(z)$ is greater than $E$. Taking into account the fluctuation in energy, the kinetic energy of the particle in this region will be $E+\epsilon(z)-V(z)$, and the particle velocity $\nu(z)$ will therefore be given by

$$
\begin{equation*}
v(z)=\sqrt{\frac{2}{m}(E+\epsilon(z)-V(z))} \tag{4.115}
\end{equation*}
$$

The particle travels an infinitesimal distance $d z$, from $z_{0}$ to $z_{1}$, during the time interval $d z / v(z)$, where $d z=z_{1}-z_{0}$. Hence, the probability of this event (see Equation (4.114)) is given by

$$
\begin{equation*}
P_{1} \simeq \mathrm{e}^{\left(-\frac{2 \epsilon}{\hbar} \frac{d z}{v}\right)} \tag{4.116}
\end{equation*}
$$

We can easily find the probability of travel from $z_{1}$ to $z_{n}$ by multiplying the probabilities of travel from $z_{0}$ to $z_{1}, z_{1}$ to $z_{2}, \ldots, z_{n-1}$ to $z_{n}$. Each sojourn is treated as an independent event. This gives us the overall probability to "cross" the barrier as

$$
\begin{equation*}
P \simeq \prod_{i=1}^{n} \mathrm{e}^{\left(-\frac{2 \epsilon_{i}}{h} \frac{d z_{i}}{v_{i}}\right)}=\mathrm{e}^{\left(-\sum_{i} \frac{2 \epsilon_{i}}{\hbar} \frac{d z_{i}}{v_{i}}\right)} \tag{4.117}
\end{equation*}
$$

In the limit $d z \rightarrow 0$, the last equation reduces to

$$
\begin{equation*}
P \simeq \mathrm{e}^{-\int_{z_{0}}^{z_{n}} \frac{2 \epsilon(z)}{\hbar v(z)} \mathrm{d} z} \tag{4.118}
\end{equation*}
$$

If we use Equation (4.115) in Equation (4.118), we obtain

$$
\begin{equation*}
P \simeq \mathrm{e}^{\left(-\sqrt{2 m} \frac{I}{\hbar}\right)}, \tag{4.119}
\end{equation*}
$$

where

$$
\begin{equation*}
I=\int_{z_{0}}^{z_{n}} \epsilon(z)(E+\epsilon(z)-V(z))^{-\frac{1}{2}} \mathrm{~d} z \tag{4.120}
\end{equation*}
$$

The function $\epsilon(z)$ needs to be on the order of the barrier height so that we are able to minimize $I$ and maximize the probability. If we set the partial derivative of the integrand in Equation (4.120) with respect to $\epsilon$ equal to zero in order to minimize $I$, this leads to

$$
\begin{equation*}
[E+\epsilon(z)-V(z)]^{-\frac{1}{2}}-\frac{\epsilon(z)}{2}[E+\epsilon(z)-V(z)]^{-\frac{3}{2}}=0 \tag{4.121}
\end{equation*}
$$

or

$$
\begin{equation*}
E+\epsilon(z)-V(z)-\frac{\epsilon(z)}{2}=0 \tag{4.122}
\end{equation*}
$$

yielding

$$
\begin{equation*}
\epsilon(z)=2[V(z)-E] . \tag{4.123}
\end{equation*}
$$

If we subsitute Equation (4.123) in Equation (4.120), we finally get

$$
\begin{equation*}
I_{\min }=2 \int_{z_{0}}^{z_{n}}(V(z)-E)^{\frac{1}{2}} \mathrm{~d} z \tag{4.124}
\end{equation*}
$$

If we substitute Equation (4.124) into Equation (4.119), we obtain

$$
\begin{equation*}
P \simeq \mathrm{e}^{-2 \int_{z_{0}}^{z_{n}}\left(\frac{2 m}{\hbar}(V(z)-E)\right)^{\frac{1}{2}}} \mathrm{~d} z . \tag{4.125}
\end{equation*}
$$

The minimization can be omitted and any simple function $\epsilon(z)$ can be used, leading to less complicated mathematics. The minimum of $I$ is actually very broad, because if $V(z)$ is linear in $z$, and $\epsilon$ is a constant of any reasonable value different from the one in Equation (4.119), the integral $I$ will differ in value by only about $20 \%$.

This approach yields the same probability for traversing a barrier as the Wentzel-Kramers-Brillouin approach based on quantum tunneling (see Equation (4.125)) [7]. A particle climbing over a barrier during an energy fluctuation is intuitively more appealing than the strange notion of tunneling through the barrier.

## Suggested problems

- Starting with the wave function of the bound state derived in Problem 3.4, calculate the value of $\Delta z \Delta p_{z}$ as a function of the height of the step potential $\Delta E_{\mathrm{c}}$. How does this product vary as $\Delta E_{\mathrm{c}}$ is varied from 0 to four times $E_{0}=\frac{m^{*} \Gamma^{2}}{2 \hbar^{2}}$ (the magnitude of the bound state energy of the one-dimensional delta scatterer) when $\Delta E_{\mathrm{c}}=0$ ?
- Estimate the value of the product $\Delta z \Delta p_{z}$ for the zero-energy bound state of a particle in a box in the presence of an attractive delta scatterer as discussed in Problem 3.11. Show that it is in agreement with the Heisenberg uncertainty principle. For what value of the position $z_{0}$ of the scatterer in the well is this product minimum?
- Following the derivation in Problem 4.6, prove that the normalized wave function for the even bound state of the one-dimensional ionized hydrogen molecule is given by Equation (4.91).
- Starting with the results of Problem 4.3, calculate the standard deviations $\Delta z$, $\Delta p$ for the odd bound state of the one-dimensional ionized hydrogen molecule. Using these results, derive the analytical expression for the product $\Delta z \Delta p$.
- Using the results of the previous problem, plot $\Delta z \Delta p$ versus the distance $2 a$ between the two delta scatterers of the one-dimensional ionized hydrogen molecule. Use $\Gamma=5 \mathrm{eV}-\AA$ for the strength of the two delta scatterers. Show that the product $\Delta z \Delta p$ for both the even and odd bound states reaches a minimum as a function of the distance $2 a$ between the two delta scatterers. Determine numerically the values of $2 a$ at which the minimum of $\Delta z \Delta p$ is reached, the value of that minimum, and show that it is in agreement with the Heisenberg uncertainty principle.
- Starting with the generalized virial theorem (Problem 2.9), show that for a system described by the Hamiltonian $H=\frac{p^{2}}{2 m^{*}}+V(z)$, the following inequality holds:

$$
\begin{equation*}
\left\langle z \frac{\mathrm{~d} V}{\mathrm{~d} z}\right\rangle \geq \frac{\hbar^{2}}{4 m^{*}\left\langle z^{2}\right\rangle} \tag{4.126}
\end{equation*}
$$

where the average is taken over an eigenstate of the Hamiltonian $H$.

- Consider a particle in the ground state of the half-harmonic potential, i.e., $V(z)=\frac{1}{2} m^{*} \omega^{2}$ for $z>0$ and $V(z)=\infty$ for $z<0$. What is the normalized wave function associated with the ground state in this potential? Use this normalized wave function to calculate the standard deviations $\Delta z$ and $\Delta p$ and show that their product obeys the Heisenberg uncertainty principle.
- The wave function of a free particle of mass $m^{*}$ moving in one dimension is given by

$$
\begin{equation*}
\phi(z, t=0)=N \int_{-\infty}^{+\infty} \mathrm{d} k \mathrm{e}^{i k z-\frac{|k|}{k_{0}}}, \tag{4.127}
\end{equation*}
$$

where $N$ and $k_{0}$ are positive constants.
(1) What is the probability $W(p, 0)$ that a measurement of the momentum at time $t=0$ will give a value in the range $-P \leq p \leq+P$ ?
(2) Find an analytical expression for $W(p, t)$.
(3) Calculate the standard deviations $\Delta z(t), \Delta p(t)$ and the wavepacket $\phi(z, t)$. Comment on the time evolution of the wavepacket.
(4) Calculate the uncertainty product $\Delta z \Delta p$ and show that it satisfies the Heisenberg uncertainty principle.

- Repeat Problem 4.4 using the following approximate expression for the wave function of the first excited state of a particle in a box:

$$
\begin{equation*}
\psi(z)=N z\left(z-\frac{w}{2}\right)(z-w) \tag{4.128}
\end{equation*}
$$

This trial wave function is a good approximation for the first excited state because is has three nodes, one at each end of the box and one in center. It is antisymmetric (odd) with respect to the center of the box.
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## Chapter 5: Current and Energy Flux Densities

This set of problems introduces the current density operator [1-5], which is applied to the study of various tunneling problems, including the case of a general onedimensional heterostructure under bias (i.e., subjected to an electric field), the tunneling of an electron through an absorbing one-dimensional delta scatterer and potential well, and the calculation of the dwell time above a quantum well (QW). The dwell time is the time that an electron traversing a QW potential, with energy above the well's barrier, lingers within the well region. This chapter also includes an introduction to a quantum mechanical version of the energy conservation law based on the concept of quantum mechanical energy flux derived from the Schrödinger equation. Some basic tunneling problems are revisited using the conservation of energy flux principle.

## * Problem 5.1: Current continuity equation in an open quantum system

Starting with the one-dimensional time-dependent Schrödinger equation and assuming that the potential energy has an imaginary part which makes the Hamiltonian non-Hermitian, i.e.,

$$
\begin{equation*}
V(z)+i \xi W(z) \tag{5.1}
\end{equation*}
$$

where $V(z), W(z)$, and $\xi$ are real, show that the probability current density $J_{z}(z, t)$ satisfies the continuity equation

$$
\begin{equation*}
\frac{\partial}{\partial z} J_{z}(z, t)+\frac{\partial}{\partial t} \rho(z, t)=\frac{2}{\hbar} W(z) \xi \rho(z, t) \tag{5.2}
\end{equation*}
$$

where $\rho$ is the probability charge density. Assume a constant effective mass.
The fact that the right-hand side of the above equation is non-zero suggests violation of charge conservation. This is a consequence of using a non-Hermitian Hamiltonian, which allows for exchange of charge with the environment and is symptomatic of an open quantum system. Non-Hermitian Hamiltonians are sometimes used to model dissipative and irreversible processes.

Solution: Start with the time-dependent one-dimensional Schrödinger equation

$$
\begin{equation*}
H \psi=i \hbar \frac{\partial \psi}{\partial t} \tag{5.3}
\end{equation*}
$$

where

$$
\begin{equation*}
H=-\frac{\hbar^{2}}{2 m^{*}} \frac{\partial^{2}}{\partial z^{2}}+V(z)+i \xi W(z) \tag{5.4}
\end{equation*}
$$

[^0]and its complex conjugate
\[

$$
\begin{equation*}
H^{*} \psi^{*}=-i \hbar \frac{\partial \psi^{*}}{\partial t} \tag{5.5}
\end{equation*}
$$

\]

We multiply Equation (5.3) on the left by $\psi^{*}$ to yield

$$
\begin{equation*}
\psi^{*} H \psi=i \hbar \psi^{*} \frac{\partial \psi}{\partial t} \tag{5.6}
\end{equation*}
$$

and Equation (5.5) on the left by $\psi$ to yield

$$
\begin{equation*}
\psi H^{*} \psi^{*}=-i \hbar \psi \frac{\partial \psi^{*}}{\partial t} \tag{5.7}
\end{equation*}
$$

Using the explicit expression for the Hamiltonian $H$ given in Equation (5.4), we get from Equation (5.3) that

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m^{*}} \psi^{*} \frac{\partial^{2} \psi}{\partial z^{2}}+[V(z)+i \xi W(z)] \psi^{*} \psi=+i \hbar \psi^{*} \frac{\partial \psi}{\partial t} \tag{5.8}
\end{equation*}
$$

and from Equation (5.5) we get

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m^{*}} \psi \frac{\partial^{2} \psi^{*}}{\partial z^{2}}+[V(z)-i \xi W(z)] \psi^{*} \psi=-i \hbar \psi \frac{\partial \psi^{*}}{\partial t} \tag{5.9}
\end{equation*}
$$

Substracting Equation (5.9) from Equation (5.8) leads to

$$
\begin{equation*}
-i \hbar\left(\frac{\hbar}{2 m^{*} i}\right)\left[\psi^{*} \frac{\partial^{2} \psi}{\partial z^{2}}-\psi \frac{\partial^{2} \psi^{*}}{\partial z^{2}}\right]+2 i \xi W(z) \psi^{*} \psi=i \hbar \frac{\partial}{\partial t}\left(\psi^{*} \psi\right) \tag{5.10}
\end{equation*}
$$

Using the definitions of the probability current density,

$$
\begin{equation*}
J_{z}(z, t)=\frac{\hbar}{2 m^{*} i}\left[\psi^{*}(z, t) \frac{\partial \psi(z, t)}{d z}-\psi(z) \frac{\partial \psi^{*}(z, t)}{d z}\right] \tag{5.11}
\end{equation*}
$$

and the probability charge density,

$$
\begin{equation*}
\rho(z, t)=\psi^{*}(z, t) \psi(z, t) \tag{5.12}
\end{equation*}
$$

Equation (5.10) can be rewritten as

$$
\begin{equation*}
-i \hbar \frac{\partial}{\partial z} J_{z}-i \hbar \frac{\partial}{\partial t}\left(\psi^{*} \psi\right)=-2 i \xi W(z) \psi^{*} \psi \tag{5.13}
\end{equation*}
$$

So, finally,

$$
\begin{equation*}
\frac{\partial J_{z}(z, t)}{\partial z}+\frac{\partial \rho(z, t)}{\partial t}=\frac{2 \xi}{\hbar} W(z) \rho(z, t) \tag{5.14}
\end{equation*}
$$

Clearly, a non-Hermitian Hamiltonian violates current continuity since the righthand side of the above equation is non-zero. Equations (5.11)-(5.12) must be multiplied by $q$, the electronic charge, to get the current and charge densities, respectively.

Physical significance of this result: It is common practice to model dissipation in a quantum mechanical system by invoking a non-Hermitian Hamiltonian. This is unacceptable unless there is an underlying model for the system to exchange charge with the surroundings (such a system is called an open quantum system) which would conserve charge in the "universe" consisting of the system and the surroundings, but not in the system alone. It is always imperative to physically justify a non-Hermitian Hamiltonian before invoking it.

## * Problem 5.2: Properties of the reflected wave in a scattering problem

Consider the steady-state tunneling problem shown in Figure 1.1 for the case of zero bias. Assume the wave function in the left contact is given by the coherent superposition of an incident and a reflected wave,

$$
\begin{equation*}
\phi(z)=\mathrm{e}^{\nu z}+r \mathrm{e}^{-\nu z} \tag{5.15}
\end{equation*}
$$

where $r$ is the complex reflection coefficient and $\nu$ is the complex propagation constant given by

$$
\begin{equation*}
\nu=\kappa+i k \tag{5.16}
\end{equation*}
$$

(a) Find the expressions for the expectation values of the charge and current density in this region of space (i.e., the left contact).
(b) Assume that $\kappa=0$, i.e. the wave is not evanescent. In this case, show that in the absence of the reflected wave ( $r=0$ ), the charge density in the left contact region is spatially uniform. Show that in the presence of the reflected wave, it is non-uniform. Explain the significance of this result.
(c) Show that if there is no evanescent component to the wave function, then the current density in the left contact is the difference between the incident and reflected current densities.
(d) If the wave is purely evanescent (as in the case of tunneling through a potential barrier, i.e., $k=0$ ), show that the current density will be zero if the reflection coefficient is purely real. Therefore, a non-zero tunneling current requires an imaginary or complex reflection coefficient.

## Solution:

(a) The charge density in the left contact region is given by

$$
\begin{equation*}
\rho(z)=q|\phi(z)|^{2}=q\left(\mathrm{e}^{\nu z}+r \mathrm{e}^{-\nu z}\right)^{*}\left(\mathrm{e}^{\nu z}+r \mathrm{e}^{-\nu z}\right), \tag{5.17}
\end{equation*}
$$

where $q$ is the electronic charge.
Expanding, we get

$$
\begin{equation*}
\rho(z)=q\left[\mathrm{e}^{2 \kappa z}+|r|^{2} \mathrm{e}^{-2 \kappa z}+2 \operatorname{Re}\left(r \mathrm{e}^{-2 i k z}\right)\right] . \tag{5.18}
\end{equation*}
$$

Note that the expectation value of the charge density is purely real, as expectation value of any physical quantity ought to be.

The current density associated with the wave function (5.15) is

$$
\begin{align*}
J_{z}(z) & =\frac{q \hbar}{2 m^{*} i}\left[\phi^{*}(z) \frac{\mathrm{d} \phi(z)}{\mathrm{d} z}-\phi(z) \frac{\mathrm{d} \phi^{*}(z)}{\mathrm{d} z}\right] \\
& \left.=\frac{i q \hbar}{2 m^{*}}\left[\left(\mathrm{e}^{\nu z}+r \mathrm{e}^{-\nu z}\right)\left(\nu \mathrm{e}^{\nu z}-\nu r \mathrm{e}^{-\nu z}\right)^{*}-\text { c.c. }\right)\right] \tag{5.19}
\end{align*}
$$

where c.c. stands for complex conjugate. Expanding the last expression,

$$
\begin{equation*}
J_{z}(z)=\frac{q \hbar k}{m^{*}}\left[\mathrm{e}^{2 \kappa z}-|r|^{2} \mathrm{e}^{-2 \kappa z}\right]-\frac{2 q \hbar \kappa}{m^{*}} \operatorname{Im}\left(r \mathrm{e}^{-2 i k z}\right), \tag{5.20}
\end{equation*}
$$

where Im stands for the imaginary part.
(b) With $\kappa=0$, we see from Equation (5.18) that

$$
\begin{equation*}
\rho(z)=q\left[1+|r|^{2}+2 \operatorname{Re}\left(r \mathrm{e}^{-2 i k z}\right)\right] . \tag{5.21}
\end{equation*}
$$

The spatially varying term (i.e., the term which depends on the coordinate $z$ ) vanishes if $r=0$, i.e., when there is no reflected wave. In that case, the charge density is spatially uniform. However, if there is a reflected wave, then the incident and reflected waves interfere to cause spatial modulation of the charge density in the region, as seen from Equation (5.20). Without the reflected wave, there is no interference and hence no spatial modulation. The spatial modulation is therefore a consequence of interference between two waves.
(c) If $\kappa=0$, then from Equation (5.20) we get

$$
\begin{equation*}
J_{z}=\frac{q \hbar k}{m^{*}}\left(1-|r|^{2}\right) . \tag{5.22}
\end{equation*}
$$

Therefore the total current is the difference of the forward-traveling component and the backward-traveling (reflected) component. It is also spatially invariant, as it must be in steady-state transport.
(d) If the wave is purely evanescent and $k=0$, then

$$
\begin{equation*}
J_{z}=\frac{2 q \hbar \kappa}{m^{*}} \operatorname{Im}(r)=0 \tag{5.23}
\end{equation*}
$$

if $r$ is purely real.
Physical significance of this result: No tunneling can occur if the reflection coefficient is purely real.

## * Problem 5.3: Conservation of current density and the general scattering problem

Start with the definition of the quantum mechanical steady-state current density derived in Problem 5.1:

$$
\begin{equation*}
J_{z}(z)=\frac{q \hbar}{2 m^{*} i}\left[\phi^{*}(z) \frac{\mathrm{d} \phi}{\mathrm{~d} z}-\phi(z) \frac{\mathrm{d} \phi^{*}}{\mathrm{~d} z}\right] \tag{5.24}
\end{equation*}
$$

and the time-independent Schrödinger equation derived in Problem 1.1. Assume a constant effective mass and a conduction band energy profile depending only on the $z$-coordinate.

Show that $\frac{\mathrm{d} J_{z}(z)}{\mathrm{d} z}=0$, i.e., $J_{z}$ is independent of position.
For the tunneling problem with a left incident electron, as shown in Figure 1.1, use $E_{\mathrm{c}}(0)=0$ to express $k_{0}$ and $k_{L}$ in terms of the total energy $E$ of the incident electron in the left contact. The quantity $k_{0}$ is the component of the incident wave's wavevector in the $z$-direction (in the left contact) and the quantity $k_{L}$ is the component of the transmitted wave's wavevector in the $z$-direction (in the right contact).

The tunneling probability is defined as the ratio of the outgoing (i.e., in the right contact) current density to the incoming current density. Express the tunneling probability in terms of $k_{0}, k_{L}$, and $t$, the transmission amplitude.

The reflection probability is defined as the ratio of the reflected current density to the incoming current density. What is the expression for the reflection probability in terms of $k_{0}, k_{L}$, and $r$, the reflection amplitude?

Solution: Starting with the results of Problem 1.1, $\phi(z)$ satisfies

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} z}\left[\frac{1}{\gamma(z)} \frac{\mathrm{d}}{\mathrm{~d} z}\right] \phi(z)+\frac{2 m_{\mathrm{c}}^{*}}{\hbar^{2}}\left\{E_{\mathrm{p}}+E_{\mathrm{t}}\left[1-\gamma^{-1}(z)\right]-E_{\mathrm{c}}(z)\right\} \phi(z)=0 . \tag{5.25}
\end{equation*}
$$

Since the effective mass is spatially invariant, $m^{*}(z)=m^{*}$, and hence $\gamma(z)=1$. As a result, the Schrödinger equation becomes

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} z^{2}} \phi(z)+\beta^{2}(z) \phi(z)=0 \tag{5.26}
\end{equation*}
$$

with

$$
\begin{equation*}
\beta^{2}(z)=\frac{2 m_{\mathrm{c}}^{*}}{\hbar^{2}}\left(E_{\mathrm{p}}-E_{\mathrm{c}}(z)\right) . \tag{5.27}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
\frac{\mathrm{d} J_{z}(z)}{\mathrm{d} z} & =\frac{q \hbar}{2 m^{*} i}\left[\frac{\mathrm{~d} \phi^{*}}{\mathrm{~d} z} \frac{\mathrm{~d} \phi}{\mathrm{~d} z}+\phi^{*} \frac{\mathrm{~d}^{2} \phi}{\mathrm{~d} z^{2}}-\frac{\mathrm{d} \phi}{\mathrm{~d} z} \frac{\mathrm{~d} \phi^{*}}{\mathrm{~d} z}-\phi \frac{\mathrm{d}^{2} \phi^{*}}{\mathrm{~d} z^{2}}\right] \\
& =\frac{q \hbar}{2 m^{*} i}\left[\phi^{*}(z)\left(-\beta^{2} \phi(z)\right)-\phi(z)\left(-\beta^{* 2} \phi^{*}(z)\right)\right] . \tag{5.28}
\end{align*}
$$

Since $\beta^{2}=\beta^{* 2}, \frac{\mathrm{~d} J_{z}}{\mathrm{~d} z}=0$ and $J_{z}$ is a constant. In the left contact, the total energy $E$ is the sum of the transverse plus longitudinal energy $E_{\mathrm{p}}$,

$$
\begin{equation*}
E=E_{\mathrm{p}}+\frac{\hbar^{2} k_{\mathrm{t}}^{2}}{2 m^{*}} \tag{5.29}
\end{equation*}
$$

where $k_{\mathrm{t}}$ is the transverse component of the electron's wavevector. Therefore,

$$
\begin{equation*}
\frac{\hbar^{2} k_{0}^{2}}{2 m^{*}}=E-\frac{\hbar^{2} k_{\mathrm{t}}^{2}}{2 m^{*}}=E-E_{\mathrm{t}}=E_{\mathrm{p}} \tag{5.30}
\end{equation*}
$$

and

$$
\begin{equation*}
k_{0}=\frac{1}{\hbar} \sqrt{2 m^{*} E_{\mathrm{p}}} . \tag{5.31}
\end{equation*}
$$

In the right contact,

$$
\begin{equation*}
E=\frac{\hbar^{2} k_{L}^{2}}{2 m^{*}}+\frac{\hbar^{2} k_{\mathrm{t}}^{2}}{2 m^{*}}+E_{\mathrm{c}}(L), \tag{5.32}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\frac{\hbar^{2} k_{L}^{2}}{2 m^{*}}+E_{\mathrm{t}}-e V_{\mathrm{bias}}=E=E_{\mathrm{t}}+E_{\mathrm{p}} \tag{5.33}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\hbar^{2} k_{L}^{2}}{2 m^{*}}=E_{\mathrm{p}}+e V_{\text {bias }}=\frac{\hbar^{2} k_{0}^{2}}{2 m^{*}}+e V_{\text {bias }} . \tag{5.34}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
k_{L}=\frac{1}{\hbar} \sqrt{2 m^{*}\left(E_{\mathrm{p}}+e V_{\text {bias }}\right)} . \tag{5.35}
\end{equation*}
$$

So, for $z>L$, where the wave function is $t \mathrm{e}^{i k_{L}(z-L)}$,

$$
\begin{align*}
J_{z}(z)= & \frac{q \hbar}{2 m^{*} i}\left[i k_{L} t \mathrm{e}^{+i k_{L}(z-L)} t^{*} \mathrm{e}^{-i k_{L}(z-L)}\right. \\
& \left.-t \mathrm{e}^{i k_{L}(z-L)} t^{*}\left(-i k_{L}\right) \mathrm{e}^{-i k_{L}(z-L)}\right] \tag{5.36}
\end{align*}
$$

and therefore, at $z=L$,

$$
\begin{equation*}
J_{z}(z=L)=\frac{q \hbar}{2 m^{*} i}\left[2 i k_{L}|t|^{2}\right]=\frac{q \hbar k_{L}}{m^{*}}|t|^{2} . \tag{5.37}
\end{equation*}
$$

Similarly, at $z=0$,

$$
\begin{equation*}
J_{z}^{\mathrm{inc}}=\frac{q \hbar k_{0}}{m^{*}}, \tag{5.38}
\end{equation*}
$$

and the reflected current density at $z=0$ is given by

$$
\begin{equation*}
J_{z}^{\mathrm{refl}}=\frac{q \hbar k_{0}}{m^{*}}|r|^{2} . \tag{5.39}
\end{equation*}
$$

The transmission probability is, by definition,

$$
\begin{equation*}
T=\frac{J_{z}^{\text {trans }}}{J_{z}^{\text {inc }}}=\frac{k_{L}}{k_{0}}|t|^{2}=\frac{k_{L}}{k_{0}}|\phi(z=L)|^{2}, \tag{5.40}
\end{equation*}
$$

and the reflection probability is given by

$$
\begin{equation*}
R=\frac{J_{z}^{\mathrm{refl}}}{J_{z}^{\mathrm{inc}}}=|r|^{2} . \tag{5.41}
\end{equation*}
$$

In the case of coherent ballistic transport, the incident current density must be either reflected or transmitted and therefore the following equality must hold:

$$
\begin{equation*}
1=T+R=\frac{k_{L}}{k_{0}}|t|^{2}+|r|^{2} . \tag{5.42}
\end{equation*}
$$

## * Problem 5.4: Definition of current amplitude

In a region of constant potential energy $E_{\mathrm{c}}$, the solution to the one-dimensional Schrödinger equation can be written as

$$
\begin{equation*}
\phi(z)=A^{+} \mathrm{e}^{i k z}+A^{-} \mathrm{e}^{-i k z}, \tag{5.43}
\end{equation*}
$$

where $k=\frac{1}{\hbar} \sqrt{2 m^{*}\left(E-E_{\mathrm{c}}\right)}$. The coefficients $A^{+}$and $A^{-}$are the amplitudes of the right- and left-propagating solutions, respectively.

We have seen that under steady-state conditions, the current density is spatially invariant and is given by

$$
\begin{equation*}
J_{z}=\frac{q \hbar^{2}}{2 m^{*} i}\left[\phi^{*}(z) \frac{\mathrm{d} \phi}{\mathrm{~d} z}-\phi(z) \frac{\mathrm{d} \phi^{*}}{\mathrm{~d} z}\right] \tag{5.44}
\end{equation*}
$$

The goal of this problem is to calculate the current density amplitudes associated with the left- and right-propagating plane waves in Equation (5.43). Defining the quantities

$$
\begin{equation*}
\phi^{+}(z)=\frac{1}{2} \sqrt{\frac{q \hbar k}{m^{*}}}\left[\phi(z)+\frac{1}{i k} \frac{\mathrm{~d} \phi(z)}{\mathrm{d} z}\right] \tag{5.45}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi^{-}(z)=\frac{1}{2} \sqrt{\frac{q \hbar k}{m^{*}}}\left[\phi(z)-\frac{1}{i k} \frac{\mathrm{~d} \phi(z)}{\mathrm{d} z}\right] \tag{5.46}
\end{equation*}
$$

show that the current density associated with $\phi(z)$ can be calculated as follows:

$$
\begin{equation*}
J_{z}(z)=\left(\phi^{+}(z)\right)^{*} \phi^{+}(z)-\left(\phi^{-}(z)\right)^{*} \phi^{-}(z), \tag{5.47}
\end{equation*}
$$

where $\phi^{+}, \phi^{-}$are referred to as the left-propagating and right-propagating current density amplitudes.

For the wave function given in Equation (5.43), calculate the explicit expressions for

$$
\begin{equation*}
J^{+}=\left(\phi^{+}\right)^{*} \phi^{+}, \tag{5.48}
\end{equation*}
$$

the right-propagating current density amplitude, and

$$
\begin{equation*}
J^{-}=\left(\phi^{-}\right)^{*} \phi^{-}, \tag{5.49}
\end{equation*}
$$

the left-propagating current density amplitude.

Solution: Starting with Equations (5.45) and (5.46), we get

$$
\begin{equation*}
\phi(z)=\sqrt{\frac{m^{*}}{q \hbar k}}\left[\phi^{+}(z)+\phi^{-}(z)\right] \tag{5.50}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{d} \phi(z)}{\mathrm{d} z}=i \sqrt{\frac{m^{*} k}{q \hbar}}\left[\phi^{+}(z)-\phi^{-}(z)\right] . \tag{5.51}
\end{equation*}
$$

Hence,

$$
\begin{align*}
J_{z}(z)= & \frac{q \hbar}{2 m^{*} i}\left[\phi^{*}(z) \frac{\mathrm{d} \phi(z)}{\mathrm{d} z}-\phi(z) \frac{\mathrm{d} \phi^{*}(z)}{\mathrm{d} z}\right] \\
= & \frac{q \hbar}{2 m^{*} i}\left[\sqrt{\frac{m^{*}}{q \hbar k}}\left[\left(\phi^{+}\right)^{*}+\left(\phi^{-}\right)^{*}\right] i \sqrt{\frac{m^{*}}{q \hbar k}}\left[\phi^{+}-\phi^{-}\right]\right. \\
& \left.-\sqrt{\frac{m^{*}}{q \hbar k}}\left(\phi^{+}+\phi^{-}\right)(-i) \sqrt{\frac{m^{*}}{q \hbar k}}\left[\left(\phi^{+}\right)^{*}-\left(\phi^{-}\right)^{*}\right]\right] \\
= & \frac{1}{2}\left[\left(\phi^{+}\right)^{*} \phi^{+}-\left(\phi^{+}\right)^{*} \phi^{+}+\left(\phi^{-}\right)^{*} \phi^{+}-\left(\phi^{-}\right)^{*} \phi^{-}\right. \\
& \left.+\phi^{+}\left(\phi^{+}\right)^{*}-\phi^{+}\left(\phi^{-}\right)^{*}+\phi^{-}\left(\phi^{+}\right)^{*}-\phi^{-}\left(\phi^{-}\right)^{*}\right] \\
= & \left(\phi^{+}\right)^{*} \phi^{+}-\left(\phi^{-}\right)^{*} \phi^{-} . \tag{5.52}
\end{align*}
$$

Plugging in the wave function (5.43) into Equations (5.45) and (5.46), we obtain

$$
\begin{equation*}
\phi^{+}(z)=\sqrt{\frac{q \hbar k}{m^{*}}} A^{+} \mathrm{e}^{i k z} \tag{5.53}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi^{-}(z)=\sqrt{\frac{q \hbar k}{m^{*}}} A^{-} \mathrm{e}^{-i k z} . \tag{5.54}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
J^{+}=\frac{q \hbar k}{m^{*}}\left|A^{+}\right|^{2} \tag{5.55}
\end{equation*}
$$

and

$$
\begin{equation*}
J^{-}=\frac{q \hbar k}{m^{*}}\left|A^{-}\right|^{2}, \tag{5.56}
\end{equation*}
$$

which are the values of the current densities associated with the right- and leftmoving portions of the wave functions in Equation (5.43), respectively.

The concept of current density amplitude is used in a set of problems on the scattering matrix in Chapter 8.

## * Problem 5.5: Reflection and transmission probabilities across a potential step

Consider a potential step as shown in Figure 5.1. The effective mass on the left and right side of the step is equal to $m_{1}^{*}$ and $m_{2}^{*}$, respectively. The step height is $\Delta E_{\mathrm{c}}$.


Figure 5.1: Illustration of electron impinging from the left on a potential step with height $\Delta E_{\mathrm{c}}$. The effective mass is assumed to be $m_{1}^{*}$ and $m_{2}^{*}$ on the left and right side of the step, respectively.

Start with the general time-independent Schrödinger equation for an electron moving in an arbitrary potential energy profile $E_{\mathrm{c}}(z)$ and with a spatially varying effective mass $m^{*}(z)$ derived in Problem 1.1.

Write down the Schrödinger equation for the $z$-component of the wave function $\phi(z)$ on the left and right sides of the potential step assuming that the electron is incident from the left contact with a transverse kinetic energy $E_{\mathrm{t}}=\frac{\hbar^{2} k_{t}^{2}}{2 m_{1}^{*}}$.

Assume a plane wave is incident from the left and that the total energy of the incident electron is large enough so that it is transmitted on the other side. Write down the analytical form of the solution to the Schrödinger equation on either side of the junction.

By matching the wave function $\phi(z)$ at $z=0$ and also $\frac{1}{m^{*}(z)} \frac{\mathrm{d} \phi(z)}{\mathrm{d} z}$ at $z=0$, calculate the reflection and transmission amplitudes of the incident wave.

Calculate the reflection and transmission probabilities across the step starting with the the quantum mechanical expression for the current densities of the incident, reflected, and transmitted beams.

Prove that the sum of the reflection and transmission probabilities is equal to unity.

Solution: Starting with the results of Problem 1.1 and using $m_{1}^{*}$ as the effective mass in the contact, the Schrödinger equation for $z<0$ is

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \phi(z)}{\mathrm{d} z^{2}}+\frac{2 m_{1}^{*}}{\hbar^{2}}\left(E-E_{\mathrm{t}}\right) \phi(z)=0 \tag{5.57}
\end{equation*}
$$

where $E, E_{\mathrm{t}}$ are the total and transverse energy of the electron, respectively.

For $z>0$, we have

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \phi(z)}{\mathrm{d} z^{2}}+\frac{2 m_{2}^{*}}{\hbar^{2}}\left(E-\frac{E_{\mathrm{t}}}{\gamma}-\Delta E_{\mathrm{c}}\right) \phi(z)=0 \tag{5.58}
\end{equation*}
$$

where $\gamma=m_{2}^{*} / m_{1}^{*}$.
For a plane wave incident from the left to be transmitted across the step, we must have

$$
\begin{equation*}
E>\frac{E_{\mathrm{t}}}{\gamma}+\Delta E_{\mathrm{c}} \tag{5.59}
\end{equation*}
$$

For $z<0$, the solution to the Schrödinger equation is

$$
\begin{equation*}
\phi_{\mathrm{I}}=\mathrm{e}^{i k_{1} z}+r \mathrm{e}^{-i k_{1} z}, \tag{5.60}
\end{equation*}
$$

with

$$
\begin{equation*}
k_{1}=\frac{1}{\hbar} \sqrt{2 m_{1}^{*}\left(E-E_{\mathrm{t}}\right)} \tag{5.61}
\end{equation*}
$$

For $z>0$, the solution to the Schrödinger equation is

$$
\begin{equation*}
\phi_{\mathrm{II}}=t \mathrm{e}^{i k_{2} z} \tag{5.62}
\end{equation*}
$$

with

$$
\begin{equation*}
k_{2}=\frac{1}{\hbar} \sqrt{2 m_{2}^{*}\left(E-\frac{E_{\mathrm{t}}}{\gamma}-\Delta E_{\mathrm{c}}\right)} \tag{5.63}
\end{equation*}
$$

Continuity of the wave function at $z=0$ gives

$$
\begin{equation*}
1+r=t \tag{5.64}
\end{equation*}
$$

Continuity of $\frac{1}{m^{*}(z)} \frac{\mathrm{d} \phi}{\mathrm{d} z}$ at $z=0$ requires

$$
\begin{equation*}
\frac{i k_{1}}{m_{1}^{*}}(1-r)=\frac{i k_{2} t}{m_{2}^{*}} \tag{5.65}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
1-r=\left(\frac{k_{2}}{k_{1}} \frac{m_{1}}{m_{2}}\right) t \tag{5.66}
\end{equation*}
$$

Using Equations (5.64) and (5.66), we get

$$
\begin{equation*}
t=\frac{2}{\left[1+\left(\frac{k_{2}}{k_{1}}\right)\left(\frac{m_{1}^{*}}{m_{2}^{*}}\right)\right]} \tag{5.67}
\end{equation*}
$$

and

$$
\begin{equation*}
r=\frac{1-\frac{k_{2}}{k_{1}} \frac{m_{1}^{*}}{m_{2}^{*}}}{1+\frac{k_{2}}{k_{1}} \frac{m_{1}^{*}}{m_{2}^{*}}} . \tag{5.68}
\end{equation*}
$$

The proof that $|r|^{2}+\frac{k_{2}}{k_{1}} \frac{m_{1}^{*}}{m_{2}^{*}}|t|^{2}=1$, obtained by equating the incident current density to the sum of the reflected and transmitted current densities, is left as an exercise. The quantities $|r|^{2}$ and $\frac{k_{2}}{k_{1}} \frac{m_{1}^{*}}{m_{2}^{*}}|t|^{2}$ are the reflection and transmission probabilities across the potential step, respectively.

## ** Problem 5.6: Tunneling across an absorbing delta scatterer

The Schrödinger equation describing propagation of an electron through a region containing an absorbing one-dimensional $\delta$-scatterer is given by

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m^{*}} \phi^{\prime \prime}+\left[V_{0} \delta(z)-i W_{0} \delta(z)\right] \phi=E \phi, \tag{5.69}
\end{equation*}
$$

where, once again, we adopt the convention that single prime represents a first derivative with respect to position and double prime represents the second derivative. Here, $W_{0}$ is the strength of the imaginary portion (absorbing) of the $\delta$-scatterer.

Consider an electron incident from the left on the absorbing potential and show that the reflection ( $r$ ) and transmission ( $t$ ) amplitudes satisfy the relation

$$
\begin{equation*}
|r|^{2}+|t|^{2}+A=1 \tag{5.70}
\end{equation*}
$$

where the absorbing probability is given by

$$
\begin{equation*}
A=\frac{2 m^{*} W_{0}}{\hbar^{2} k_{0}} \frac{1}{\left[\frac{m^{* 2} V_{0}^{2}}{\hbar^{4} k_{0}^{2}}+\left(1+\frac{m^{*} W_{0}}{k_{0} \hbar^{2}}\right)^{2}\right]}, \tag{5.71}
\end{equation*}
$$

with $k_{0}=\frac{1}{\hbar} \sqrt{2 m^{*} E}$.

Solution: As was done in several previous problems, we integrate the Schrödinger Equation (5.69) on a small interval around $z=0$. This leads to

$$
\begin{equation*}
\phi^{\prime}\left(0^{+}\right)-\phi^{\prime}\left(0_{-}\right)=\frac{2 m^{*}}{\hbar^{2}}\left[V_{0}-i W_{0}\right] \phi(0) \tag{5.72}
\end{equation*}
$$

For an electron incident from the left, continuity of the wave function across the $\delta$-scatterer leads to

$$
\begin{equation*}
1+r=t . \tag{5.73}
\end{equation*}
$$

Multiplying the last equation on both sides by $i k_{0}$ gives

$$
\begin{equation*}
i k_{0} t-i k_{0} r=i k_{0} \tag{5.74}
\end{equation*}
$$

Furthermore, a second relation between the $r$ and $t$ amplitudes is obtained from Equation (5.72),

$$
\begin{equation*}
i k_{0} t-i k_{0}(1-r)=\frac{2 m^{*}}{\hbar^{2}}\left(V_{0}-i W_{0}\right) t \tag{5.75}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
\left[i k_{0}-\frac{2 m^{*}}{\hbar^{2}}\left(V_{0}-i W_{0}\right)\right] t+i k_{0} r=i k_{0} . \tag{5.76}
\end{equation*}
$$

Solving Equations (5.74) and (5.76) for $r$ and $t$, we get the transmission probability

$$
\begin{equation*}
T=|t|^{2}=\frac{k_{0}^{2}}{\frac{m^{* 2} V_{0}^{2}}{\hbar^{4}}+\left(k_{0}+\frac{m^{*} W_{0}}{\hbar^{2}}\right)^{2}}, \tag{5.77}
\end{equation*}
$$

and the reflection probability

$$
\begin{equation*}
R=|r|^{2}=\frac{\frac{m^{* 2} V_{0}^{2}}{\hbar^{4}}+\frac{m^{* 2} W_{0}^{2}}{\hbar^{4}}}{\frac{m^{* 2} V_{0}^{2}}{\hbar^{4}}+\left(k_{0}+\frac{m^{*} W_{0}}{\hbar^{2}}\right)^{2}} . \tag{5.78}
\end{equation*}
$$

Substituting Equations (5.77) and (5.78) into Equation (5.70) leads to the following result for the absorption probability:

$$
\begin{equation*}
A=\frac{2 m^{*} W_{0} k_{0} / \hbar^{2}}{\frac{m^{* 2} V_{0}^{2}}{\hbar^{4}}+\left(k_{0}+\frac{m^{*} W_{0}}{\hbar^{2}}\right)^{2}}=\frac{2 m^{*} W_{0}}{\hbar^{2} k_{0}} \frac{1}{\left[\frac{m^{* 2} V_{0}^{2}}{\hbar^{4} k_{0}^{2}}+\left(1+\frac{m^{*} W_{0}}{k_{0} \hbar^{2}}\right)^{2}\right]} \tag{5.79}
\end{equation*}
$$

Plots of $T, R$, and $A$ versus incident electron energy for a repulsive delta scatterer with strength $V_{0}$ equal to $0.1 \mathrm{eV}-\AA$ for different values of $W_{0}$ are shown in Figures 5.2 and 5.3. The Matlab code to generate these figures is given in Appendix G.


Figure 5.2: Plot of the transmission probability $T$, reflection probability $R$, and absorption probability $A$ as a function of electron incident kinetic energy for a repulsive delta scatterer with strength $V_{0}$ equal to $0.1 \mathrm{eV}-\AA$ and $W_{0}$ equal to 0 (no absorption). The effective mass is assumed to be $m^{*}=0.067 m_{0}$.


Figure 5.3: Plot of the transmission probability $T$, reflection probability $R$, and absorption probability $A$ as a function of electron incident kinetic energy for a delta scatterer with strength $V_{0}$ equal to $0.1 \mathrm{eV}-\AA$ and $W_{0}$ equal to $0.2 \mathrm{eV}-\AA$. The effective mass is assumed to be $m^{*}=0.067 m_{0}$.

## *** Problem 5.7: Tunneling across an absorbing barrier

Consider the problem of an electron incident from the left on the absorbing well shown in Figure 5.4. In the barrier, the potential energy has a real and an imaginary part, i.e., $V(z)=V_{0}-i W_{0}$, where $W_{0}$ is real and positive. The quantity $V_{0}$ is real and negative for a potential well.

Starting with the one-dimensional time-independent Schrödinger equation and assuming a constant effective mass, show that the reflection (r) and transmission (t) amplitudes satisfy the relation

$$
\begin{equation*}
|r|^{2}+|t|^{2}+A=1 \tag{5.80}
\end{equation*}
$$

where $A$ is the absorbing coefficient in the well and is given by

$$
\begin{equation*}
A=\frac{2 m^{*} W_{0}}{\hbar^{2} k} \int_{0}^{W} \phi_{\mathrm{II}}(z) \phi_{\mathrm{II}}{ }^{*}(z) \mathrm{d} z \tag{5.81}
\end{equation*}
$$

where $\phi_{\mathrm{II}}(z)$ is the solution to the Schrödinger equation in the well region.

Solution: The solution to the one-dimensional time-independent Schrödinger equation

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2} \phi}{\mathrm{~d} z^{2}}+V(z) \phi=E \phi \tag{5.82}
\end{equation*}
$$



Figure 5.4: Illustration of an electron impinging from the left on an absorbing well. The effective mass is assumed to be the same throughout.
corresponding to an electron incident from the left is given by

$$
\begin{equation*}
\phi_{\mathrm{I}}=\mathrm{e}^{i k z}+r \mathrm{e}^{-i k z} \tag{5.83}
\end{equation*}
$$

for $z<0$ and

$$
\begin{equation*}
\phi_{\mathrm{III}}(z)=t \mathrm{e}^{i k z} \tag{5.84}
\end{equation*}
$$

for $z>W$, where

$$
\begin{equation*}
k=\frac{1}{\hbar} \sqrt{2 m^{*} E} \tag{5.85}
\end{equation*}
$$

$E$ being the kinetic energy of the incident electron. In the well region, the solution to the Schrödinger equation is given by

$$
\begin{equation*}
\phi_{\mathrm{II}}=C \mathrm{e}^{i \alpha z}+D \mathrm{e}^{-i \alpha z}, \tag{5.86}
\end{equation*}
$$

where $\alpha$ is a complex number such that

$$
\begin{equation*}
\alpha^{2}=\frac{2 m}{\hbar^{2}}\left(E-V_{0}+i W_{0}\right) . \tag{5.87}
\end{equation*}
$$

The selection of the appropriate signs for the real and imaginary parts of $\alpha$ will be discussed later.

Imposing the continuity of the wave function and its derivative at $z=0$, we obtain the following two equations:

$$
\begin{align*}
1+r & =C+D  \tag{5.88}\\
\frac{k}{\alpha}(1-r) & =C-D . \tag{5.89}
\end{align*}
$$

Similarly, the continuity of the wave function and its derivative at $z=W$ results in the additional relations:

$$
\begin{align*}
C \mathrm{e}^{i \alpha W}+D \mathrm{e}^{-i \alpha W} & =t \mathrm{e}^{i \alpha W}  \tag{5.90}\\
\frac{\alpha}{k}\left(C \mathrm{e}^{i \alpha W}-D \mathrm{e}^{-i \alpha W}\right) & =t \mathrm{e}^{i \alpha W} \tag{5.91}
\end{align*}
$$

Subtraction of Equation (5.89) from Equation (5.88) gives

$$
\begin{equation*}
(1+r)-\frac{k}{\alpha}(1-r)=2 D \tag{5.92}
\end{equation*}
$$

Subtraction of Equation (5.91) from Equation (5.90) and then multiplication of both sides by $\mathrm{e}^{-i \alpha W}$ gives

$$
\begin{equation*}
C\left(1-\frac{\alpha}{k}\right)+D \mathrm{e}^{-2 i \alpha W}\left(1+\frac{\alpha}{k}\right)=0 \tag{5.93}
\end{equation*}
$$

Multiplication of Equation (5.88) by ( $1-\frac{\alpha}{k}$ ) yields

$$
\begin{equation*}
(1+r)\left(1-\frac{\alpha}{k}\right)=(C+D)\left(1-\frac{\alpha}{k}\right) \tag{5.94}
\end{equation*}
$$

Substitution of the value of $C\left(1-\frac{\alpha}{k}\right)$ from Equation (5.92) in Equation (5.93) leads to

$$
\begin{equation*}
(1+r)\left(1-\frac{\alpha}{k}\right)=D\left[\left(1-\mathrm{e}^{-2 i \alpha W}\right)-\frac{\alpha}{k}\left(1+\mathrm{e}^{-2 i \alpha W}\right)\right] \tag{5.95}
\end{equation*}
$$

Substituting the value of $D$ from this last equation into Equation (5.92) and solving for $r$ leads to

$$
\begin{equation*}
r=\frac{\left[\left(1-\left(\frac{k}{\alpha}\right)^{2}\right)\left(1-\mathrm{e}^{-2 i \alpha W}\right)\right]}{\left[\left(1+\frac{k}{\alpha}\right)^{2} \mathrm{e}^{-2 i \alpha W}-\left(1-\frac{k}{\alpha}\right)^{2}\right]} . \tag{5.96}
\end{equation*}
$$

Equation (5.91) can be rewritten as

$$
\begin{equation*}
\left(C \mathrm{e}^{i \alpha W}-D \mathrm{e}^{-i \alpha W}\right)=\frac{k}{\alpha} t \mathrm{e}^{i k W} \tag{5.97}
\end{equation*}
$$

Subtraction of Equation (5.97) from Equation (5.90) yields

$$
\begin{equation*}
2 D \mathrm{e}^{-i \alpha W}=t \mathrm{e}^{i k W}\left(1-\frac{k}{\alpha}\right) . \tag{5.98}
\end{equation*}
$$

Substituting the value of $2 D$ from Equation (5.92) in this last equation, we obtain

$$
\begin{equation*}
\left[(1+r)-\frac{k}{\alpha}(1-r)\right] \mathrm{e}^{-i \alpha W}=t \mathrm{e}^{i k W}\left(1-\frac{k}{\alpha}\right) \tag{5.99}
\end{equation*}
$$

Finally, substitution of the value of $r$ from Equation (5.96) in this last equation gives the transmission amplitude $t$ as

$$
\begin{equation*}
t=\frac{4 \frac{k}{\alpha}}{\left[\left(1+\frac{k}{\alpha}\right)^{2} \mathrm{e}^{i(k-\alpha) W}-\left(1-\frac{k}{\alpha}\right)^{2} \mathrm{e}^{i(k+\alpha) W}\right]} \tag{5.100}
\end{equation*}
$$

In the well region, the Schrödinger equation is

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \phi_{\mathrm{II}}}{\mathrm{~d} z^{2}}+\frac{2 m}{\hbar^{2}}\left(E-V_{0}+i W_{0}\right) \phi_{\mathrm{II}}=0 \tag{5.101}
\end{equation*}
$$

Taking the complex conjugate of this last equation, we get

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \phi_{\mathrm{II}}^{*}}{\mathrm{~d} z^{2}}+\frac{2 m^{*}}{\hbar^{2}}\left(E-V_{0}-i W_{0}\right) \phi_{\mathrm{II}}^{*}=0 \tag{5.102}
\end{equation*}
$$

Now,

$$
\begin{equation*}
\left.\left[\phi_{\mathrm{II}} \frac{\mathrm{~d} \phi_{\mathrm{II}}{ }^{*}}{\mathrm{~d} z}-\phi_{\mathrm{II}}^{*} \frac{\mathrm{~d} \phi_{\mathrm{II}}}{\mathrm{~d} z}\right]\right|_{0} ^{W}=\int_{0}^{W}\left(\phi_{\mathrm{II}} \frac{\mathrm{~d}^{2} \phi_{\mathrm{II}}{ }^{*}}{\mathrm{~d} z^{2}}-\phi_{\mathrm{II}}^{*} \frac{\mathrm{~d}^{2} \phi_{\mathrm{II}}}{\mathrm{~d} z^{2}}\right) \mathrm{d} z \tag{5.103}
\end{equation*}
$$

Substituting for $\frac{\mathrm{d}^{2} \phi_{\text {II }}}{\mathrm{d} z^{2}}$ and $\frac{\mathrm{d}^{2} \phi_{\text {II }}}{\mathrm{d} z^{2}}$ from Equations (5.101) and (5.102), respectively, in the last equation, we obtain

$$
\begin{equation*}
\left.\left[\frac{\mathrm{d} \phi_{\mathrm{II}}^{*}}{\mathrm{~d} z} \phi_{\mathrm{II}}-\frac{\mathrm{d} \phi_{\mathrm{II}}}{\mathrm{~d} z} \phi_{\mathrm{II}}^{*}\right]\right|_{0} ^{W}=\frac{4 m^{*} i W_{0}}{\hbar^{2}} \int_{0}^{W} \phi_{\mathrm{II}}^{*} \phi_{\mathrm{II}} \mathrm{~d} z \tag{5.104}
\end{equation*}
$$

Using the expressions for the wave function on both sides of the interface, the lefthand side of Equation (5.104) becomes

$$
\begin{equation*}
\left.\left[\phi_{\mathrm{II}} \frac{\mathrm{~d} \phi_{\mathrm{II}}^{*}}{\mathrm{~d} z}-\phi_{\mathrm{II}}^{*} \frac{\mathrm{~d} \phi_{\mathrm{II}}}{\mathrm{~d} z}\right]\right|_{0} ^{W}=2 i k\left(1-|r|^{2}-|t|^{2}\right) . \tag{5.105}
\end{equation*}
$$

Substitution of this result in Equation (5.104) leads to

$$
\begin{equation*}
|r|^{2}+|t|^{2}+A=1 \tag{5.106}
\end{equation*}
$$

with

$$
\begin{equation*}
A=\frac{2 m^{*} W_{0}}{\hbar^{2} k} \int_{0}^{W} \phi_{\mathrm{II}}(z) \phi_{\mathrm{II}}^{*}(z) \mathrm{d} z \tag{5.107}
\end{equation*}
$$

The explicit form of the absorption coefficient can be found by performing the integral in the last equation using Equation (5.86). This leads to

$$
\begin{align*}
\int_{0}^{W} \phi_{\mathrm{II}}^{*} \phi_{\mathrm{II}} \mathrm{~d} z= & C C^{*}\left[\frac{\mathrm{e}^{-2 \alpha_{\mathrm{i}} W-1}}{-2 \alpha_{\mathrm{i}}}\right]+D D^{*}\left[\frac{\mathrm{e}^{2 \alpha_{\mathrm{i}} W-1}}{2 \alpha_{\mathrm{i}}}\right] \\
& +C D^{*}\left[\frac{\mathrm{e}^{2 \alpha_{\mathrm{r}} W-1}}{2 i \alpha_{\mathrm{r}}}\right]+C^{*} D\left[\frac{\mathrm{e}^{-2 i \alpha_{\mathrm{r}} W-1}}{-2 i \alpha_{\mathrm{r}}}\right] \tag{5.108}
\end{align*}
$$



Figure 5.5: Plot of the transmission probability $T$, reflection probability $R$, and absorption probability $A$ as a function of the electron incident kinetic energy for a potential well of width of $50 \AA$, depth $V_{0}$ equal to -0.3 eV , and absorbing potential $W_{0}$ equal to 0.1 eV . The effective mass is assumed to be $m^{*}=0.067 m_{0}$.
where $\alpha_{\mathrm{r}}$ and $\alpha_{\mathrm{i}}$ are the real and imaginary parts of $\alpha$, respectively, and the following shorthand notations were used:

$$
\begin{align*}
D & =\frac{1}{2}\left(1-\frac{k}{\alpha}\right) t \mathrm{e}^{i k L} \mathrm{e}^{i \alpha W}  \tag{5.109}\\
C & =\frac{1}{2}\left(1+\frac{k}{\alpha}\right) t \mathrm{e}^{i k L} \mathrm{e}^{-i \alpha W} . \tag{5.110}
\end{align*}
$$

Figure 5.5 is a plot of the transmission probability $T$, reflection probability $R$, and absorption probability $A$ as functions of the electron incident kinetic energy for a potential well of width of $50 \AA$, depth $V_{0}$ equal to -0.3 eV , and absorbing potential $W_{0}$ equal to 0.1 eV . The effective mass is assumed to be $m^{*}=0.067 m_{0}$. The sum $T+R+A=1$ was checked numerically.

## * Problem 5.8: Energy conservation law

Preliminary: We start with the time-independent Schrödinger equation

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m^{*}} \nabla^{2} \psi+V(\vec{r}) \psi=E \psi \tag{5.111}
\end{equation*}
$$

where $\psi$ is subject to the condition

$$
\begin{equation*}
\int \mathrm{d} \vec{r}^{3} \psi^{*} \psi=1 \tag{5.112}
\end{equation*}
$$

Multiplying the Schrödinger equation on both sides by $\psi^{*}$ and integrating over all space, we get

$$
\begin{equation*}
E=\int \mathrm{d}^{3} \vec{r} \psi^{*}\left[-\frac{\hbar^{2}}{2 m^{*}} \nabla^{2} \psi+V(\vec{r}) \psi\right] \tag{5.113}
\end{equation*}
$$

We can integrate the first term by parts and use Green's theorem to get

$$
\begin{equation*}
\int \mathrm{d}^{3} \vec{r} \psi^{*} \nabla^{2} \psi=\int_{S} \mathrm{~d} \vec{s} \psi^{*} \vec{\nabla} \psi-\int \mathrm{d} \vec{r}^{3} \vec{\nabla} \psi^{*} \cdot \vec{\nabla} \psi \tag{5.114}
\end{equation*}
$$

The normalization integral exists if and only if, at large $r$,

$$
\begin{equation*}
\psi \sim r^{-\frac{3}{2}-\epsilon} \tag{5.115}
\end{equation*}
$$

where $\epsilon>0$. The surface integral then vanishes if $S \rightarrow \infty$ and the energy becomes

$$
\begin{equation*}
E=\int \mathrm{d}^{3} \vec{r}\left\{\frac{\hbar^{2}}{2 m^{*}} \vec{\nabla} \psi^{*} \cdot \vec{\nabla} \psi+\psi^{*} V(r) \psi\right\} \tag{5.116}
\end{equation*}
$$

Starting with the concept of energy density defined above and the time-dependent Schrödinger equation, prove the following law of conservation of energy:

$$
\begin{equation*}
\frac{\partial w}{\partial t}+\vec{\nabla} \cdot \vec{S}=0 \tag{5.117}
\end{equation*}
$$

where the energy flux density $w$ is

$$
\begin{equation*}
w=\frac{\hbar^{2}}{2 m^{*}} \vec{\nabla} \psi^{*} \cdot \vec{\nabla} \psi+\psi^{*} V(\vec{r}) \psi \tag{5.118}
\end{equation*}
$$

and $\vec{S}$ is the energy flux vector

$$
\begin{equation*}
\vec{S}=-\frac{\hbar^{2}}{2 m^{*}}\left(\frac{\partial \psi^{*}}{\partial t} \vec{\nabla} \psi+\frac{\partial \psi}{\partial t} \vec{\nabla} \psi^{*}\right) \tag{5.119}
\end{equation*}
$$

Solution: Taking the time derivative of $w$ in Equation (5.118), we get

$$
\begin{equation*}
\frac{\partial w}{\partial t}=\frac{\hbar^{2}}{2 m^{*}}\left(\vec{\nabla} \frac{\partial \psi^{*}}{\partial t} \cdot \vec{\nabla} \psi+\vec{\nabla} \psi^{*} \cdot \vec{\nabla} \frac{\partial \psi}{\partial t}\right)+V(\vec{r})\left[\left(\frac{\partial \psi^{*}}{\partial t}\right) \psi+\psi^{*}\left(\frac{\partial \psi}{\partial t}\right)\right] \tag{5.120}
\end{equation*}
$$

Since

$$
\begin{equation*}
\vec{\nabla} \frac{\partial \psi^{*}}{\partial t} \cdot \vec{\nabla} \psi=\vec{\nabla} \cdot\left(\frac{\partial \psi^{*}}{\partial t} \vec{\nabla} \psi\right)-\frac{\partial \psi^{*}}{\partial t} \nabla^{2} \psi \tag{5.121}
\end{equation*}
$$

and

$$
\begin{equation*}
\vec{\nabla} \psi^{*} \cdot \vec{\nabla} \frac{\partial \psi}{\partial t}=\vec{\nabla} \cdot\left(\frac{\partial \psi}{\partial t} \vec{\nabla} \psi^{*}\right)-\frac{\partial \psi^{*}}{\partial t} \psi \nabla^{2} \tag{5.122}
\end{equation*}
$$

we can rewrite $\frac{\partial w}{\partial t}$ as

$$
\begin{align*}
\frac{\partial w}{\partial t}= & \vec{\nabla} \cdot \frac{\hbar^{2}}{2 m^{*}}\left(\frac{\partial \psi^{*}}{\partial t} \vec{\nabla}+\frac{\partial \psi}{\partial t} \vec{\nabla} \psi^{*}\right)-\frac{\hbar^{2}}{2 m^{*}}\left(\frac{\partial \psi^{*}}{\partial t}\right) \nabla^{2} \psi \\
& -\frac{\hbar^{2}}{2 m^{*}}\left(\frac{\partial \psi}{\partial t}\right) \nabla^{2} \psi^{*}+\left(\frac{\partial \psi^{*}}{\partial t}\right) V(\vec{r}) \psi+\left(\frac{\partial \psi}{\partial t}\right) V(\vec{r}) \psi^{*} . \tag{5.123}
\end{align*}
$$

The last four terms add up to zero if we use the time-dependent Schrödinger equation and its complex conjugate. Hence,

$$
\begin{equation*}
\frac{\partial w}{\partial t}+\vec{\nabla} \cdot \vec{S}=0 \tag{5.124}
\end{equation*}
$$

with $w$ and $\vec{S}$ defined above. This is the quantum mechanical expression of the energy conservation law.

For the time-independent problem, this last equation leads to $\vec{\nabla} \cdot \vec{S}=0$. For a one-dimensional scattering problem, that means that the energy flux $S_{z}$ is independent of position.

## * Problem 5.9: Energy flux of a plane wave

For a free particle solution of the one-dimensional Schrödinger equation, show that the energy flux

$$
\begin{equation*}
S_{z}=-\frac{\hbar^{2}}{2 m^{*}}\left(\frac{\partial \psi^{*}}{\partial t} \frac{d \psi}{d z}+\frac{\partial \psi}{\partial t} \frac{d \psi^{*}}{d z}\right) \tag{5.125}
\end{equation*}
$$

can be rewritten as

$$
\begin{equation*}
S_{z}=\frac{\hbar^{3}}{2 m^{* 2}} \operatorname{Im}\left[\left(\frac{\mathrm{~d}^{2} \psi}{\mathrm{~d} z^{2}}\right)\left(\frac{\mathrm{d} \psi^{*}}{\mathrm{~d} z}\right)\right], \tag{5.126}
\end{equation*}
$$

where Im stands for imaginary part.
Show that for a plane wave $\mathrm{e}^{i k z}, S_{z}$ is given by $\left(\frac{\hbar^{2} k^{2}}{2 m^{*}}\right) \hbar k$, i.e., the product of the kinetic energy of the particle and its momentum.

Solution: Using the time-dependent Schrödinger equation $H \psi=-\frac{\hbar}{i} \frac{\partial \psi}{\partial t}$ and its complex conjugate $H \psi^{*}=\frac{\hbar}{i} \frac{\partial \psi^{*}}{\partial t}$, the energy flux density becomes

$$
\begin{equation*}
S(z, t)=-\frac{\hbar^{2}}{2 m^{*}}\left[\frac{i}{\hbar} H \psi^{*}\left(\frac{\mathrm{~d} \psi}{\mathrm{~d} z}\right)-\frac{i}{\hbar} H \psi\left(\frac{\mathrm{~d} \psi^{*}}{\mathrm{~d} z}\right)\right] . \tag{5.127}
\end{equation*}
$$

For a free particle, the Hamiltonian is given by $H=-\frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} z^{2}}$. Therefore, we obtain

$$
\begin{equation*}
S_{z}=\frac{\hbar^{3}}{4 m^{* 2} i}\left[\left(\frac{\mathrm{~d}^{2} \psi}{\mathrm{~d} z^{2}}\right)\left(\frac{\mathrm{d} \psi^{*}}{\mathrm{~d} z}\right)-\left(\frac{\mathrm{d}^{2} \psi^{*}}{\mathrm{~d} z^{2}}\right)\left(\frac{\mathrm{d} \psi}{\mathrm{~d} z}\right)\right] \tag{5.128}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
S=\frac{\hbar^{3}}{2 m^{* 2}} \operatorname{Im}\left[\left(\frac{\mathrm{~d}^{2} \psi}{\mathrm{~d} z^{2}}\right)\left(\frac{\mathrm{d} \psi^{*}}{\mathrm{~d} z}\right)\right] \tag{5.129}
\end{equation*}
$$

For a plane wave, $\psi=\mathrm{e}^{i k z}$,

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \psi}{\mathrm{~d} z^{2}}=-k^{2} \mathrm{e}^{i k z} \tag{5.130}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \psi^{*}}{\mathrm{~d} z}=-i k \mathrm{e}^{-i k z} \tag{5.131}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
S_{z}=\left(\frac{\hbar^{2} k^{2}}{2 m^{*}}\right) \frac{\hbar k}{m^{*}} \tag{5.132}
\end{equation*}
$$

## * Problem 5.10: Relation between energy flux vector and probability current density for the time-independent Schrödinger equation

If $\psi$ is a solution of the time-independent three-dimensional Schrödinger equation with energy $E$, prove that the energy flux vector is $E$ times the probability current density vector $\vec{J}$. Assume a constant effective mass throughout.

Solution: As shown in Problem 5.8, the energy flux vector is given by

$$
\begin{equation*}
\vec{S}=-\frac{\hbar^{2}}{2 m^{*}}\left[\frac{\partial \psi^{*}}{\partial t} \vec{\nabla} \psi+i \frac{\partial \psi}{\partial t} \vec{\nabla} \psi^{*}\right] \tag{5.133}
\end{equation*}
$$

Using the time-dependent Schrödinger equation and its complex conjugate $H \psi=$ $-\frac{\hbar}{i} \frac{\partial \psi}{\partial t}$ and $H \psi^{*}=\frac{\hbar}{i} \frac{\partial \psi^{*}}{\partial t}$, we get

$$
\begin{equation*}
\vec{S}=-\frac{\hbar^{2}}{2 m^{*}}\left[\frac{i}{\hbar} H \psi^{*} \vec{\nabla} \psi+\left(\frac{-i}{\hbar}\right) H \psi \vec{\nabla} \psi^{*}\right] \tag{5.134}
\end{equation*}
$$

or

$$
\begin{equation*}
\vec{S}=\frac{\hbar}{2 m^{*} i}\left[H \psi^{*} \vec{\nabla} \psi-H \psi \vec{\nabla} \psi^{*}\right] . \tag{5.135}
\end{equation*}
$$

For stationary states $\frac{\partial E}{\partial t}=0, H \psi=E \psi$ and therefore

$$
\begin{equation*}
\vec{S}=E \frac{\hbar}{2 m^{*} i}\left[\psi^{*} \vec{\nabla} \psi-\psi \vec{\nabla} \psi^{*}\right] \tag{5.136}
\end{equation*}
$$

and $\vec{S}=E \vec{J}$, i.e, the energy flux vector $\vec{S}$ is $E$ times the probability current density $\vec{J}$.

## * Problem 5.11: Relation between the energy flux density and quantum mechanical wave impedance

Rewrite the expression of the energy flux vector defined in Problem 5.8 in terms of the quantum mechanical wave impedance $Z_{\mathrm{QM}}(z)$ for solutions of the timeindependent Schrödinger equation with a potential energy profile $E_{\mathrm{c}}(z)$ varying along the $z$-axis only.

Solution: For the time-independent Schrödinger equation with a spatially varying $E_{\mathrm{c}}(z)$, it was shown in the previous problem that the energy flux density can be written as

$$
\begin{equation*}
S_{z}=E J_{z}, \tag{5.137}
\end{equation*}
$$

where $J_{z}$ is the probability current density,

$$
\begin{equation*}
J_{z}=\frac{\hbar}{2 m^{*} i}\left[\phi^{*} \frac{\mathrm{~d} \phi}{\mathrm{~d} z}-\phi \frac{\mathrm{d} \phi^{*}}{\mathrm{~d} z}\right] . \tag{5.138}
\end{equation*}
$$

Since the quantum mechanical wave impedance is defined as (see Problem 1.5)

$$
\begin{equation*}
Z_{\mathrm{QM}}(z)=\frac{2 \hbar}{m^{*} i} \frac{1}{\phi} \frac{\mathrm{~d} \phi}{\mathrm{~d} z}, \tag{5.139}
\end{equation*}
$$

we get

$$
\begin{equation*}
S_{z}=E \frac{1}{2}\left[Z_{\mathrm{QM}}(z)+Z_{\mathrm{QM}}^{*}(z)\right] \phi^{*}(z) \phi(z)=E \operatorname{Re}\left(Z_{\mathrm{QM}}(z)\right) \rho(z), \tag{5.140}
\end{equation*}
$$

where $\operatorname{Re}\left(Z_{\mathrm{QM}}(z)\right)$ is the real part of the quantum mechanical wave impedance and $\rho(z)$ is the probability density, $\phi^{*}(z) \phi(z)$.

## * Problem 5.12: Continuity of the energy flux across a potential step

Consider an electron incident from the left on a potential step of height $\Delta E_{\mathrm{c}}$ as shown in Figure 5.3. Assume the electron's effective mass is constant throughout and that the kinetic energy component associated with motion in the $z$-direction is larger than $\Delta E_{\mathrm{c}}$. Express the continuity of the energy flux at $z=0$. Discuss the resulting equation.

Solution: Since the energy flux $S_{z}$ is independent of $z$ (as shown in Problem 5.8), we calculate its value on either side of $z=0$ using the wave functions associated with the scattering problem shown in Figure 5.3.

For $z>0$, the energy flux density is given by

$$
\begin{equation*}
S_{z}=\frac{\hbar}{2 m^{*} i}\left[\left(-\frac{\hbar^{2}}{2 m} \frac{\mathrm{~d}^{2}}{\mathrm{~d} z^{2}}+\Delta\right) \psi^{*} \frac{\mathrm{~d} \psi}{\mathrm{~d} z}-\left(-\frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} z^{2}}+\Delta\right) \psi \frac{\mathrm{d} \psi^{*}}{\mathrm{~d} z}\right] . \tag{5.141}
\end{equation*}
$$

Since $\psi=t \mathrm{e}^{i k_{2} z}$ for $z>0$, where $t$ is the transmission amplitude and $k_{2}=\frac{1}{\hbar} \sqrt{2 m^{*}\left(E_{\mathrm{p}}-\Delta E_{\mathrm{c}}\right)}$, where $E_{\mathrm{p}}$ is the kinetic energy of the incident electron, we get

$$
\begin{equation*}
S_{z}=\frac{\hbar k_{2}}{m^{*}}|t|^{2}\left[\frac{\hbar^{2}}{2 m^{*}} k_{2}^{2}+\Delta\right] \tag{5.142}
\end{equation*}
$$

For $z<0$, we find

$$
\begin{equation*}
S_{z}=\frac{\hbar k+1}{m^{*}}\left(1-|r|^{2}\right) \frac{\hbar^{2} k_{1}^{2}}{2 m^{*}} \tag{5.143}
\end{equation*}
$$

Equating the two expressions for $S_{z}$ for $z<0$ and $z>0$ at $z=0$, we find

$$
\begin{equation*}
k_{2}|t|^{2}\left(\frac{\hbar k_{2}^{2}}{2 m^{*}}+\Delta\right)=k_{1}\left(1-|t|^{2}\right) \frac{\hbar^{2} k^{2}}{2 m^{*}} \tag{5.144}
\end{equation*}
$$

Conservation of the total energy (kinetic and potential) across the step requires

$$
\begin{equation*}
\frac{\hbar^{2} k_{2}^{2}}{2 m^{*}}+\Delta=\frac{\hbar^{2} k_{1}^{2}}{2 m^{*}} \tag{5.145}
\end{equation*}
$$

Hence, Equation (5.144) is equivalent to

$$
\begin{equation*}
|r|^{2}+\frac{k_{2}}{k_{1}}|t|^{2}=1 \tag{5.146}
\end{equation*}
$$

which is the same as the equation expressing the conservation of the current density across a step, i.e., the fraction of reflected particles $|r|^{2}$ and transmitted particles $\frac{k_{2}}{k_{1}}|t|^{2}$ must add up to unity in the case of coherent transport (see Problem 5.2).

## ** Problem 5.13: General tunneling problem using the concept of energy flux

For the tunneling problem in the general one-dimensional conduction band energy profile $E_{\mathrm{c}}(z)$ (see Figure 5.2) with an applied bias $V_{\text {bias }}$ across the structure, use the concept of energy flux conservation discussed in Problem 5.8 and show the general result

$$
\begin{equation*}
|r|^{2}+\frac{k_{\mathrm{F}}}{k_{0}}|t|^{2}=1 \tag{5.147}
\end{equation*}
$$

between the reflection $r$ and transmission $t$ amplitudes for an electron with incident energy $E$, where

$$
\begin{equation*}
k_{0}=\frac{1}{\hbar} \sqrt{2 m^{*} E} \tag{5.148}
\end{equation*}
$$

and

$$
\begin{equation*}
k_{\mathrm{F}}=\frac{1}{\hbar} \sqrt{2 m^{*}\left(E+e V_{\mathrm{bias}}\right)}, \tag{5.149}
\end{equation*}
$$

$E$ being the total energy of the incident electron.

Solution: We use the fact that for a steady-state tunneling problem, the energy flux density $S_{z}$ is spatially invariant (see Problem 5.8) and write

$$
\begin{equation*}
S_{z}(0)=S_{z}(L) \tag{5.150}
\end{equation*}
$$

Furthermore, we use the results of Problem 5.11 in which it was shown that

$$
\begin{equation*}
S_{z}=E \operatorname{Re}\left(Z_{\mathrm{QM}}(z)\right) \rho(z) \tag{5.151}
\end{equation*}
$$

where $Z_{\mathrm{QM}}(z)$ is the quantum mechanical wave impedance $\frac{\hbar}{m^{*} i} \frac{\frac{d \phi}{d z}}{\phi(z)}$ (see Problem 1.5) and $\rho(z)$ is the probability density.

Therefore,

$$
\begin{equation*}
S_{z}(L)=E \frac{\hbar k_{\mathrm{F}}}{m^{*}}|t|^{2} \tag{5.152}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{z}(0)=E\left(\frac{\hbar k_{0}}{m^{*}}\right)\left\{\frac{1}{2} \frac{\left(2-2|t|^{2}\right)}{1+2 \operatorname{Re}(r)+|r|^{2}}\right\}\left\{|1+r|^{2}\right\} \tag{5.153}
\end{equation*}
$$

where the first curly bracket is $\operatorname{Re}(Z(0))$ and the second is $\rho(0)$.
Using the above results, Equation (5.150) leads to

$$
\begin{equation*}
|r|^{2}+\frac{k_{\mathrm{F}}}{k_{0}}|t|^{2}=1 \tag{5.154}
\end{equation*}
$$

an equality typically derived by utilizing the fact that the magnitude of the incident current density must equal the sum of the current densities of the reflected and transmitted beams (see Problem 5.3).

## ** Problem 5.14: Dwell time above a potential well

The dwell time of a particle across a region of width $W$ is given by

$$
\begin{equation*}
\tau_{\mathrm{d}}=\frac{\int_{0}^{W}|\phi|^{2} \mathrm{~d} z}{J_{\mathrm{inc}}} \tag{5.155}
\end{equation*}
$$

where $J_{\mathrm{inc}}=\frac{\hbar k_{0}}{m_{1}^{*}}$ is the probability current density associated with a beam of electrons incident from the left contact, where the effective mass is assumed to be $m_{1}^{*}$, as shown in Figure 5.6.

Calculate the dwell time as a function of the energy of the incident electron for a particle impinging on a square well of depth $-V_{0}$ if the effective mass in the barrier region $m_{2}^{*}$ is different from the one in the contacts $m_{1}^{*}$.

Solution: As shown in Problem 1.2, in the presence of a varying effective mass we must enforce the continuity of

$$
\begin{equation*}
\phi(z) \tag{5.156}
\end{equation*}
$$



Figure 5.6: Illustration of an electron impinging from the left on a potential well. The effective mass is assumed to be the same throughout.
and

$$
\begin{equation*}
\frac{1}{\gamma(z)} \frac{\mathrm{d} \phi}{\mathrm{~d} z} . \tag{5.157}
\end{equation*}
$$

For the scattering problem depicted in Figure 5.6, continuity of (5.156) and (5.157) at $z=0$ and $z=W$ leads to four equations for the parameters $A^{+}, A^{-}, r$, and $t$ :

$$
\begin{align*}
1+r & =A^{+}+A^{-},  \tag{5.158}\\
1-r & =\frac{k}{k_{0}} \frac{m_{1}^{*}}{m_{2}^{*}}\left(A^{+}-A^{-}\right),  \tag{5.159}\\
A^{+} \mathrm{e}^{i k W}+A^{-} \mathrm{e}^{-i k W} & =t \mathrm{e}^{i k W}, \tag{5.160}
\end{align*}
$$

and

$$
\begin{equation*}
A^{+} \mathrm{e}^{i k W}-A^{-} \mathrm{e}^{-i k W}=\frac{k_{0}}{k} \frac{m_{2}^{*}}{m_{1}^{*}} t \mathrm{e}^{i k_{0} W} \tag{5.161}
\end{equation*}
$$

Using the last two equations we can express $A^{+}$and $A^{-}$in terms of the transmission amplitude $t$ as

$$
\begin{align*}
& A^{+}=\left(1+\frac{k_{0}}{k} \frac{m_{2}^{*}}{m_{1}^{*}}\right) \frac{t}{2} \mathrm{e}^{i\left(k_{0}-k\right) W},  \tag{5.162}\\
& A^{-}=\left(1-\frac{k_{0}}{k} \frac{m_{2}^{*}}{m_{1}^{*}}\right) \frac{t}{2} \mathrm{e}^{i\left(k_{0}+k\right) W} . \tag{5.163}
\end{align*}
$$

The square of the magnitude of the wave function inside the well region is given by

$$
\begin{equation*}
|\Phi|^{2}=\left[\frac{\beta_{+}^{2}}{4}+\frac{\beta_{-}^{2}}{4}+\frac{\beta_{-} \beta_{+}}{2} \cos 2 k(W-z)\right]|t|^{2} \tag{5.164}
\end{equation*}
$$

where the following shorthand notations were used:

$$
\begin{align*}
& \beta_{+}=1+\frac{m_{2}^{*}}{m_{1}^{*}} \frac{k_{0}}{k}  \tag{5.165}\\
& \beta_{-}=1-\frac{m_{2}^{*}}{m_{1}^{*}} \frac{k_{0}}{k} \tag{5.166}
\end{align*}
$$

Evaluating the integral in Equation (5.155), we get

$$
\begin{equation*}
\tau_{\mathrm{d}}=\frac{m_{1}^{*}}{\hbar k_{0}}\left[A_{0} W+A_{1} W \frac{\sin (2 k W)}{2 k W}\right] \tag{5.167}
\end{equation*}
$$

where

$$
\begin{align*}
& A_{0}=\left(\frac{\beta_{+}^{2}+\beta_{-}^{2}}{4}\right)|t|^{2}  \tag{5.168}\\
& A_{1}=\left(\frac{\beta_{+} \beta_{-}}{2}\right)|t|^{2} \tag{5.169}
\end{align*}
$$

Plugging back Equations (5.161)-(5.162) into Equations (5.158)-(5.159) and solving for $t$ and $r$, we obtain

$$
\begin{align*}
& t=\frac{\left(\beta_{+}{ }^{2}-\beta_{-}{ }^{2}\right) \mathrm{e}^{i\left(k-k_{0}\right) W}}{\beta_{+}{ }^{2}-\beta_{-}{ }^{2} \mathrm{e}^{2 i k W}},  \tag{5.170}\\
& r=\frac{2 i \beta_{+} \beta_{-} \sin (k W)}{\beta_{+}{ }^{2} \mathrm{e}^{-i k W}-\beta_{-}^{2} \mathrm{e}^{i k W}} \tag{5.171}
\end{align*}
$$

## Suggested problems

- If $\vec{J}$ is the probability current density for a particle of mass $m^{*}$ in a potential field, show that the expectation value of its angular momentum $\vec{L}=\vec{r} \times \vec{p}$ is given by

$$
\begin{equation*}
\vec{L}=\langle\vec{r} \times \vec{p}\rangle=m^{*} \int \mathrm{~d}^{3} \vec{r}(\vec{r} \times \vec{J}) \tag{5.172}
\end{equation*}
$$

- For a particle of spin $1 / 2$, show that the expectation value of the spin operator,

$$
\begin{equation*}
\langle\vec{S}\rangle=\frac{\hbar}{2} \int \mathrm{~d}^{3} \vec{r} \Psi^{\dagger} \vec{\sigma} \Psi \tag{5.173}
\end{equation*}
$$

can be written as

$$
\begin{equation*}
\langle\vec{S}\rangle=m^{*} \int \mathrm{~d}^{3} \vec{r}\left(\vec{r} \times \vec{J}_{\mathrm{S}}\right) \tag{5.174}
\end{equation*}
$$

where the spin probability current density is given by

$$
\begin{equation*}
\overrightarrow{J_{\mathrm{S}}}=\vec{\nabla} \times \overrightarrow{V_{\mathrm{S}}} \tag{5.175}
\end{equation*}
$$

with

$$
\begin{equation*}
\overrightarrow{V_{\mathrm{S}}}=\frac{\hbar}{4 m^{*}} \Psi^{\dagger} \vec{\sigma} \Psi \tag{5.176}
\end{equation*}
$$

$\overrightarrow{V_{S}}$ is referred to as the vector potential of the spin probability current density $\vec{J}_{S}$.

- Write Matlab code to compute the reflection, transmission, and absorption coefficients for a quantum well of width $50 \AA$ and depth $V_{0}=-0.3 \mathrm{eV}$. Assume $W_{0}=0.1 \mathrm{eV}$ and the effective mass is the same everywhere ( $m^{*}=0.067 m_{0}$ ). Compute $|r|^{2},|t|^{2}$, and $A$ as a function of the incident energy and show that Equation (5.80) is satisfied.
- Starting with the results of Problem 5.5, prove that $|r|^{2}+\frac{k_{2}}{k_{1}} \frac{m_{1}^{*}}{m_{2}^{*}}|t|^{2}=1$ by equating the incident current density to the sum of the reflected and transmitted current densities.
- Derive an analytical expression for the quantum mechanical impedance associated with a plane wave moving from left to right in a region where $E_{\mathrm{c}}(z)$ is constant. Assume a constant effective mass throughout.
- Write Matlab code to compute the dwell time above a quantum well as a function of the kinetic energy of the electron incident from the left contact (see Figure 5.4). Allow for the effective masses in the contact and well region and the depth and width of the well to be adjustable parameters. For some parameters of your choice, compare the dwell time above the quantum well to its classical counterpart, i.e., $\tau_{\mathrm{cl}}=W /\left(\frac{\hbar k_{\mathrm{w}}}{m_{2}^{*}}\right)$, where $\hbar k_{\mathrm{w}} / m_{2}^{*}$ is the velocity of the electron in the well region. Comment on the difference between the quantum mechanical expression for $\tau$ and its classical counterpart.
- Repeat Problem 5.14 with the addition of repulsive delta scatterers at $z=0$ and $z=W$. By varying the strength of the repulsive delta scatterers, study how the dwell time through the rectangular barrier changes.
- Suppose an electron is incident on an infinite potential barrier defined as follows:

$$
\begin{gather*}
E_{\mathrm{c}}(z)=0 \text { for } z<0  \tag{5.177}\\
E_{\mathrm{c}}(z)=\infty \text { for } z \geq 0 \tag{5.178}
\end{gather*}
$$

What is the value of the quantum mechanical wave impedance $Z(0)$ (see Problem 5.1)? Interpret the result physically.
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## Chapter 6: Density of States

The concept of density of states (DOS), or the number of energy states available for a particle to occupy within the energy range $E$ and $E+d E$, is one of the most important concepts in statistical mechanics [1]. The DOS is needed to compute the average value of various physical quantities at equilibrium, and it also appears in the calculation of scattering rates associated with an electron scattering due to microscopic interactions with different entities in a medium. Among many other things, it is also needed to compute the current density due to electrons flowing through a device under bias.

The next set of problems illustrates the calculation of the DOS for systems of fermions and bosons either under equilibrium or under steady-state (nonequilibrium) conditions arising from the presence of a finite bias across a device. These problems include a study of the dependence of the DOS on the spatial dimensions of confined systems containing either electron or photon gases.

## *** Problem 6.1: Density of states in quantum confined structures (from three to zero dimensions)

Consider the quantum confined geometries shown in Figure 6.1; 2D: twodimensional electron gas (2DEG) or "quantum well" $(Q W)$; 1D: one-dimensional electron gas ( $1 D E G$ ) or "quantum wire"; $0 D$ : zero-dimensional electron gas ("quantum dot" or "quantum box"). Calculate the energy dependence of the DOS in these structures at equilibrium and compare them to the three-dimensional bulk sample shown in the upper left corner of Figure 6.1. Assume a parabolic energy dispersion relation in the lowest conduction band, i.e., $E(\vec{k})=\frac{\hbar^{2} k^{2}}{2 m^{*}}$, where $k$ is the magnitude of the electron wave vector and $m^{*}$ is the electron's effective mass.

Solution: (a) 3D: Consider a uniform homogeneous semiconductor at equilibrium with the bottom of the conduction band denoted by $E_{\mathrm{c} 0}$ and with a parabolic $E(\vec{k})$ dispersion relation (see Figure 6.2 ), given by

$$
\begin{equation*}
E_{k}=E_{\mathrm{c} 0}+\frac{\hbar^{2} k^{2}}{2 m^{*}} \tag{6.1}
\end{equation*}
$$

The solutions of the three-dimensional effective mass Schrödinger equation (i.e., the electron wave functions in the semiconductor) are plane waves expressed as

$$
\begin{equation*}
\phi_{k}(\vec{r})=\frac{1}{\sqrt{\Omega}} \mathrm{e}^{i \vec{k} \cdot \vec{r}} \tag{6.2}
\end{equation*}
$$

normalized over a volume $\Omega=L^{3}$, where $L$ is the side of a cube large compared to the lattice unit cell of the semiconductor.


Figure 6.1: Illustration of the formation of a quantum dot (bottom right) through the gradual squeezing of a bulk piece of semiconductor (upper left). When the dimension of the bulk structure is reduced in one direction to a size comparable to the de Broglie wavelength, the resulting electron gas is referred to as a twodimensional electron gas (2DEG) because the carriers are free to move in two directions only. If quantum confinement occurs in two directions, as illustrated in the bottom left figure, the resulting electron gas is referred to as a one-dimensional electron gas (1DEG) since an electron in this structure is free to move in one direction only. If confinement is imposed in all three directions (bottom right frame), we get a quantum dot (0DEG).
(b) 2D: In a QW, quantum confinement in one direction ( $x$-direction) leads to the formation of subbands whose energy dispersion relations are given by

$$
\begin{equation*}
E_{m, k_{y}, k_{z}}=E_{m, k_{t}}=\epsilon_{m}+\frac{\hbar^{2}}{2 m^{*}}\left(k_{y}^{2}+k_{z}^{2}\right)=\epsilon_{m}+\frac{\hbar^{2} k_{t}^{2}}{2 m^{*}} \tag{6.3}
\end{equation*}
$$

for the $m$ th subband whose subband bottom energy is $\epsilon_{m}$. Here, $\vec{k}_{t}=\left(k_{y}, k_{z}\right)$.
The solutions of the two-dimensional effective mass Schrödinger equation are

$$
\begin{equation*}
\phi_{m, k_{t}}(\vec{\rho}, x)=\phi_{m, k_{y}, k_{z}}(x, y, z)=\frac{1}{\sqrt{A}} \mathrm{e}^{i k_{y} y} \mathrm{e}^{i k_{z} z} \xi_{m}(x)=\frac{1}{\sqrt{A}} \mathrm{e}^{i \vec{k}_{t} \cdot \vec{\rho}} \xi_{m}(x), \tag{6.4}
\end{equation*}
$$

normalized over an area $A=L^{2}$.
(c) 1D: In a quantum wire, quantum confinement in two transverse $(y, z)$ directions leads to the formation of subbands, each of which is labeled by two


Figure 6.2: (Left) Parabolic energy dispersion relation close to the bottom of the conduction band ( $E_{\mathrm{c} 0}$ ) of a typical semiconductor. (Right) Corresponding energy dependence of the three-dimensional DOS in a bulk semiconductor.
indices $p, q$ because of the confinement in two transverse directions. Their energy dispersion relations are given by

$$
\begin{equation*}
E_{p, q, k_{x}}=\epsilon_{p, q}+\frac{\hbar^{2} k_{x}^{2}}{2 m^{*}} \tag{6.5}
\end{equation*}
$$

where $\epsilon_{p, q}$ is the energy at the bottom of the corresponding subband.
The solutions of the one-dimensional effective mass Schrödinger equation are

$$
\begin{equation*}
\phi^{p, q, k_{x}}(x, y, z)=\frac{1}{\sqrt{L}} \mathrm{e}^{i k_{x} x} \chi_{p}(y) \zeta_{q}(z), \tag{6.6}
\end{equation*}
$$

normalized over a length $L$. Here, $\chi_{p}(y)$ is the envelope wave function in the $(p, q)$ th subband in the $y$-direction and $\zeta_{q}(z)$ is that in the $z$-direction.

In 3D, assuming periodic boundary conditions for $\phi_{k}(\vec{r})$, i.e.,

$$
\begin{equation*}
\phi_{k}(x+L, y+L, z+L)=\phi_{k}(x, y, z) \tag{6.7}
\end{equation*}
$$

the allowed values of $\vec{k}=\left(k_{x}, k_{y}, k_{z}\right)$ are given by

$$
\begin{align*}
& k_{x}=n_{x} \frac{2 \pi}{L}  \tag{6.8}\\
& k_{y}=n_{y} \frac{2 \pi}{L} \tag{6.9}
\end{align*}
$$

and

$$
\begin{equation*}
k_{z}=n_{z} \frac{2 \pi}{L} \tag{6.10}
\end{equation*}
$$

where $n_{x}, n_{y}, n_{z}$ are positive or negative integers.
Therefore adjacent $k$ states are separated by $2 \pi / L$ in any of the three coordinate directions. In the wavevector magnitude range $k$ to $k+d k$, the number of available $k$-states will therefore be $\frac{d k}{2 \pi / L}=L d k /(2 \pi)$.

In 3D, this will be $d^{3} \vec{k} L^{3} /(2 \pi)^{3}=d^{3} \vec{k} \Omega /(2 \pi)^{3}$, where $\Omega$ is the volume in real space and $d^{3} \vec{k}$ is the volume in $k$ space (spherical coordinates), i.e., $d^{3} \vec{k}=4 \pi k^{2} d k$. In 2D, it will be $d^{2} \vec{k}_{t} L^{2} /(2 \pi)^{2}=d^{2} \vec{k}_{t} A /(2 \pi)^{2}$, where $A$ is the area in real space and $d^{2} \vec{k}_{t}$ is the area in $k_{t}$ space (circular coordinates), i.e., $d^{2} \vec{k}_{t}=2 \pi k_{t} d k_{t}$. By the same token, the number of available states in 1D will be $d k_{x} L /(2 \pi)$, but this would be wrong because of a subtlety. In 1D we have to account for the direction of $k_{x}$ since there can be two directions, corresponding to $\pm k_{x}$. Therefore, we should multiply the number of states by a factor of two and hence the number of available states is $d k_{x} L /(\pi)$.

In each $k$ state, one can accommodate a maximum of two electrons of opposite spins owing to the Pauli exclusion principle. Hence the number of electron states available in the $k$-space volume $d^{3} \vec{k}$, or the $k$-space area $d^{2} \vec{k}_{t}$, or the $k$-space length $d k_{x}$, is

$$
\begin{gather*}
\frac{d^{3} \vec{k} \Omega}{4 \pi^{3}}(3 \mathrm{D}), \\
\frac{d^{2} \vec{k}_{t} A}{2 \pi^{2}}(2 \mathrm{D}), \\
\frac{d k_{x} 2 L}{\pi}(1 \mathrm{D}) . \tag{6.11}
\end{gather*}
$$

By definition, these numbers are, respectively, $D^{3 \mathrm{D}}(k) d^{3} \vec{k}, D^{2 \mathrm{D}}\left(k_{t}\right) d^{2} \vec{k}_{t}$, and $D^{1 \mathrm{D}}\left(k_{x}\right) d k_{x}$, where $D^{3 \mathrm{D}}(k), D^{2 \mathrm{D}}\left(k_{t}\right)$, and $D^{1 \mathrm{D}}\left(k_{x}\right)$ are the density of states in $k$ space for three, two, and one dimensions, respectively. Therefore,

$$
\begin{align*}
D^{3 \mathrm{D}}(k) & =\frac{\Omega}{4 \pi^{3}} \\
D^{2 \mathrm{D}}\left(k_{t}\right) & =\frac{A}{2 \pi^{2}} \\
D^{1 \mathrm{D}}\left(k_{x}\right) & =\frac{2 L}{\pi} \tag{6.12}
\end{align*}
$$

Note that these quantities are all independent of wavevector.
In equilibrium, the probability of a $k$ state being occupied by an electron is given by the Fermi-Dirac factor $f\left(E_{k}\right)=\left[\exp \left(\left(E_{k}-E_{\mathrm{F}}\right) / k T\right)+1\right]^{-1}$. Therefore, if we wish to find the number of electrons $N(k) d k$ in the wavevector range $k$ to $k+d k$, that number will be (in the 2D and 1D cases, we assume only any one subband)

$$
\begin{align*}
f\left(E_{k}\right) D^{3 \mathrm{D}} d^{3} \vec{k} & =f\left(E_{k}\right) \frac{d^{3} \vec{k} \Omega}{4 \pi^{3}} \\
f\left(E_{k_{t}}\right) D^{2 \mathrm{D}}\left(k_{t}\right) d^{2} \vec{k}_{t} & =f\left(E_{k}\right) \frac{d^{2} \vec{k}_{t} A}{2 \pi^{2}} \\
f\left(E_{k_{x}}\right) D^{1 \mathrm{D}}\left(k_{x}\right) d k_{x} & =f\left(E_{k}\right) \frac{d k_{x} 2 L}{\pi} \tag{6.13}
\end{align*}
$$

Now, let the wavevector range $k$ to $k+d k$ correspond to the energy range $E_{k}$ to $E_{k}+d E_{k}$. We will define the energy-dependent density of states $D\left(E_{k}\right)$ such that the number of electrons $N\left(E_{k}\right) d E_{k}$ occupying the energy range $E_{k}$ to $E_{k}+d E_{k}$ is $D\left(E_{k}\right) f\left(E_{k}\right) d E_{k}$. Since electron number is conserved, we must have $N(k) d k=N\left(E_{k}\right) d E_{k}$, and hence

$$
\begin{align*}
& f\left(E_{k}\right) \frac{d^{3} \vec{k} \Omega}{4 \pi^{3}}=D^{3 \mathrm{D}}\left(E_{k}\right) f\left(E_{k}\right) d E_{k}  \tag{3D}\\
& f\left(E_{k}\right) \frac{d^{2} \vec{k}_{t} A}{2 \pi^{2}}=D^{2 \mathrm{D}}\left(E_{k_{t}}\right) f\left(E_{k}\right) d E_{k_{t}}  \tag{2D}\\
& f\left(E_{k}\right) \frac{d k_{x} 2 L}{\pi}=D^{1 \mathrm{D}}\left(E_{k_{x}}\right) f\left(E_{k}\right) d E_{k_{x}} \tag{1D}
\end{align*}
$$

which translates to

$$
\begin{align*}
D^{3 \mathrm{D}}\left(E_{k}\right) d E_{k} & =\frac{4 \pi k^{2} d k \Omega}{4 \pi^{3}} \\
D^{2 \mathrm{D}}\left(E_{k_{t}}\right) d E_{k_{t}} & =\frac{2 \pi k_{t} d k_{t} A}{2 \pi^{2}}, \\
D^{1 \mathrm{D}}\left(E_{k_{x}}\right) d E_{k_{x}} & =\frac{2 d k_{x} L}{\pi} \tag{6.15}
\end{align*}
$$

This allows us to write (for any one subband in the 2D and 1D cases)

$$
\begin{align*}
D^{3 \mathrm{D}}\left(E_{k}\right) \frac{\mathrm{d} E_{k}}{\mathrm{~d} k} & =\frac{4 \pi k^{2} \Omega}{4 \pi^{3}} \\
D^{2 \mathrm{D}}\left(E_{k_{t}}\right) \frac{\mathrm{d} E_{k_{t}}}{\mathrm{~d} k_{t}} & =\frac{2 \pi k_{t} A}{2 \pi^{2}} \\
D^{1 \mathrm{D}}\left(E_{k_{x}}\right) \frac{\mathrm{d} E_{k_{x}}}{\mathrm{~d} k_{x}} & =\frac{2 L}{\pi} \tag{6.16}
\end{align*}
$$

We now invoke the dispersion relation in Equations (6.1), (6.3), and (6.5) to calculate the derivatives and express $k, k_{t}$, or $k_{x}$ in terms of $E_{k}, E_{k_{t}}$, or $E_{k_{x}}$ (again assuming a specific subband for the 2 D and 1 D cases). The derivative is $\frac{\mathrm{d} E_{k}}{\mathrm{~d} k}=$ $\frac{\hbar^{2} k}{m^{*}}=\frac{\hbar^{2} \sqrt{2 m^{*} E_{k}}}{m^{*}}$ for the 3D case, and the reader can easily repeat for the 2D and 1D cases. Thus, we get

$$
\begin{align*}
D^{3 \mathrm{D}}\left(E_{k}\right) & =\frac{m^{*} \sqrt{2 m^{*}} \Omega}{\pi^{2} \hbar^{2}} \sqrt{E_{k}-E_{\mathrm{c} 0}} \\
D^{2 \mathrm{D}}\left(E_{k_{t}}\right) & =\frac{m^{*} A}{\pi^{2} \hbar^{2}} \\
D^{1 \mathrm{D}}\left(E_{k_{x}}\right) & =\frac{2 m^{*} L}{\pi \hbar^{2} \sqrt{2 m^{*}}} \frac{1}{\sqrt{E_{p, q, k_{x}}-\epsilon_{p, q}}} \tag{6.17}
\end{align*}
$$

Note that the energy-dependent DOS is proportional to $\sqrt{E_{k}-E_{\mathrm{c} 0}}$ in 3D, independent of energy in 2 D , and inversely proportional to $\sqrt{E_{p, q, k_{x}}-\epsilon_{p, q}}$ in 1D.

The energy-dependent three-dimensional DOS is plotted as a function of energy in Figure 6.2.

If we wish to calculate the electron density in 3D, 2D, or 1D, then we will find that since the total number of electrons $N=\int N(E) \mathrm{d} E$,

$$
\begin{align*}
& n^{3 \mathrm{D}}=N / \Omega=\frac{\int_{E_{\mathrm{c} 0}}^{\infty} D^{3 \mathrm{D}}\left(E_{k}\right) f\left(E_{k}\right) \mathrm{d} E_{k}}{\Omega}, \\
& n^{2 \mathrm{D}}=N / A=\frac{\sum_{m} \int_{\epsilon_{m}}^{\infty} D^{2 \mathrm{D}}\left(E_{k_{t}}\right) f\left(E_{k}\right) \mathrm{d} E_{k_{t}}}{A}, \\
& n^{1 \mathrm{D}}=N / L=\frac{\sum_{p, q} \int_{\epsilon_{p, q}}^{\infty} D^{1 \mathrm{D}}\left(E_{k_{x}}\right) f\left(E_{k_{x}}\right) d E_{k_{x}}}{L} . \tag{6.18}
\end{align*}
$$

3D: Using Equation (6.17) in Equation (6.18) and using the Fermi-Dirac function for $f\left(E_{k}\right)$, we get that, for the 3D case,

$$
\begin{equation*}
n^{3 \mathrm{D}}=\frac{2}{\sqrt{\pi}} N_{\mathrm{c}} F_{\frac{1}{2}}(\xi), \tag{6.19}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{\mathrm{c}}=\frac{1}{4 \hbar^{3}}\left(\frac{2 m^{*} k_{\mathrm{B}} T}{\pi}\right)^{\frac{3}{2}} \tag{6.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\xi=\frac{\left(E_{\mathrm{F}}-E_{\mathrm{c} 0}\right)}{k_{\mathrm{B}} T}, \tag{6.21}
\end{equation*}
$$

where $k_{\mathrm{B}}$ is the Boltzmann constant and $T$ is the absolute temperature.
In Equation (6.19), $F_{\frac{1}{2}}(\xi)$ is given by

$$
\begin{equation*}
F_{\frac{1}{2}}(\xi)=\int_{E_{\mathrm{c} 0}}^{+\infty} \mathrm{d} E \frac{\sqrt{E-E_{\mathrm{c} 0}}}{1+\mathrm{e}^{\frac{E-E_{\mathrm{F}}}{k_{\mathrm{B}} T}}} \tag{6.22}
\end{equation*}
$$

2D: For the 2D case, we find the sheet carrier concentration as

$$
\begin{align*}
n^{2 \mathrm{D}} & =\frac{\sum_{m} \int_{\epsilon_{m}}^{\infty} D^{2 \mathrm{D}}\left(E_{k_{t}}\right) f\left(E_{k_{t}}\right) \mathrm{d} E_{k_{t}}}{A} \\
& =\sum_{m} \frac{m^{*}}{\pi^{2} \hbar^{2}} \int_{\epsilon_{m}}^{\infty} f\left(E_{k_{t}}\right) \mathrm{d} E_{k_{t}} \\
& =\frac{m^{*}}{\pi^{2} \hbar^{2}} \sum_{m} \int_{0}^{\infty} \Theta\left(E-\epsilon_{m}\right) f(E) \mathrm{d} E, \tag{6.23}
\end{align*}
$$

where $\Theta$ is the Heaviside (or unit step) function. The last integral can be evaluated analytically since $f(E)$ is the Fermi-Dirac function. This yields that the sheet carrier concentration due to $M$ occupied subbands is

$$
\begin{equation*}
n^{2 \mathrm{D}}=\frac{m^{*}}{\pi \hbar^{2}} k_{\mathrm{B}} T \ln \left[\prod_{m=1}^{m=M}\left(1+\mathrm{e}^{-\frac{\epsilon_{m}-E_{\mathrm{F}}}{k_{\mathrm{B}} T}}\right)\right], \tag{6.24}
\end{equation*}
$$

where $\Pi$ denotes product. This analytical expression for $n^{2 \mathrm{D}}$ (sheet carrier concentration) is valid for any shape of the confining potential in the $x$-direction. Only the numerical values of $\epsilon_{m}$ must be determined through a solution of the Schrödinger equation

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2} \xi_{m}(x)}{\mathrm{d} x^{2}}+E_{\mathrm{c}}(x) \xi_{m}(x)=E_{m} \xi_{m}(x) \tag{6.25}
\end{equation*}
$$

1D: In the 1D case, we find the linear carrier concentration as

$$
\begin{align*}
n^{1 \mathrm{D}} & =\frac{\sum_{p, q} \int_{\epsilon_{p, q}}^{\infty} D^{1 \mathrm{D}}\left(E_{k_{x}}\right) f\left(E_{k_{x}}\right) \mathrm{d} E_{k_{x}}}{L} \\
& =\sum_{p, q} \int_{\epsilon_{p, q}}^{\infty} \frac{2 m^{*}}{\pi \hbar^{2} \sqrt{2 m^{*}}} \frac{1}{\sqrt{E_{p, q}, k_{x}-\epsilon_{p, q}}} f\left(E_{p, q, k_{x}}\right) \mathrm{d}\left(E_{p, q, k_{x}}-\epsilon_{p, q}\right) \\
& =\sum_{p, q} \int_{0}^{\infty} \frac{2 m^{*}}{\pi \hbar^{2} \sqrt{2 m^{*}}} \frac{1}{\sqrt{E}} f\left(E+\epsilon_{p, q}\right) \mathrm{d} E . \tag{6.26}
\end{align*}
$$

The integral here is an improper integral since the integrand diverges for $E=0$. These points are called van Hove singularites, and the 1D DOS diverges at the singularities that occur when $E_{p, q, k_{x}}=\epsilon_{p, q}$.

0D: In this case, we are dealing with a quantum box with quantum confinement in all three directions (see lower right frame in Figure 6.1). The electron energy is completely discretized. Each discrete level is labeled by three indices $l$, $m$, and $n$, corresponding to confinement in the $x-, y$-, and $z$-directions.

The electron density in any subband is given by

$$
\begin{equation*}
n_{l, m, n}^{0 \mathrm{D}}=\int_{0}^{\infty} \mathrm{d} E D^{0 \mathrm{D}}(E) f(E) \tag{6.27}
\end{equation*}
$$

where the zero-dimensional DOS is simply

$$
\begin{equation*}
D^{0 \mathrm{D}}(E)=2 \sum_{l, m, n} \delta\left(E-\epsilon_{l, m, n}\right) \tag{6.28}
\end{equation*}
$$

where $\delta$ is the Dirac delta function and the factor 2 has been included since each $\epsilon_{n, m, l}$ energy level can be occupied by two electrons with opposite spin.

## ** Problem 6.2: Onset of degeneracy in confined systems [2]

In a semiconductor bulk sample at equilibrium, the statistics of electrons is well described by the Maxwell-Boltzmann distribution if the Fermi level is at least $3 k_{\mathrm{B}} T$ below the bottom of the conduction band. Such a semiconductor is said to be "nondegenerate." On the other hand, if the Fermi level is less than $3 k_{\mathrm{B}} T$ below the conduction band, the semiconductor is "degenerate" and the Fermi-Dirac distribution must be used to describe the statistics of electrons. In a quantum-confined system (2D, 1D, or 0D), which is different from bulk, we will use as a criterion for the onset
of degeneracy (transition from a Maxwell-Boltzmann to a Fermi-Dirac distribution of carriers) the condition that the Fermi level coincides with the lowest energy level for the appearance of free propagating states in a sample. We will then extend this criterion to bulk systems and modify the criterion for the onset of degeneracy to the condition that the Fermi level coincides with the conduction band edge (instead of being less than $3 k_{\mathrm{B}} T$ below the conduction band edge. The Fermi level placement in the energy band diagram is determined by the carrier concentration; so, there is a critical carrier concentration for the onset of degeneracy.

The goal of this problem is to show that the critical carrier concentration for the onset of degeneracy increases with stronger confinement. More specifically, the followingstatements will be proved:
(a) The ratio of the critical electron concentration in a quantum well to that in the bulk for the onset of degeneracy is proportional to $\lambda_{\mathrm{D}} / W$, where $\lambda_{\mathrm{D}}$ is the thermal de Broglie wavelength $\left(\lambda_{\mathrm{D}}=\hbar / \sqrt{2 m^{*} k_{\mathrm{B}} T}\right)$ and $W$ is the thickness of the $Q W$.
(b) In a quasi one-dimensional structure (quantum wire) of cross-sectional area $A$, the critical concentration for the onset of degeneracy is proportional to $\lambda_{\mathrm{D}}{ }^{2} / A$.

Solution: (a) In a 3D sample, using the results of the previous problem, the critical concentration for the onset of degeneracy is found by using $E_{\mathrm{c}}=0$ and setting $E_{\mathrm{F}}=0$ in Equation (6.19):

$$
\begin{equation*}
n_{\text {crit }}^{3 \mathrm{D}}=\frac{\left(2 m^{*} k_{\mathrm{B}} T\right)^{3 / 2}}{2 \pi^{2} \hbar^{3}} F_{1 / 2}, \tag{6.29}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{1 / 2}(0)=\int_{0}^{\infty} \frac{x \sqrt{x}}{1+\mathrm{e}^{x}} \mathrm{~d} x \tag{6.30}
\end{equation*}
$$

The quantity $n_{\text {crit }}^{3 \mathrm{D}}$ can be expressed in terms of the thermal de Broglie wavelength:

$$
\begin{equation*}
n_{\text {crit }}^{3 \mathrm{D}}=F_{1 / 2}(0) /\left(2 \pi^{2} \lambda_{\mathrm{D}}{ }^{3}\right) . \tag{6.31}
\end{equation*}
$$

In a QW whose lowest energy level is located at an energy $E_{1}$ above the bottom of the conduction band, if we assume that only one subband is occupied, the electron sheet concentration in the well is given by (see previous problem)

$$
\begin{equation*}
n_{\mathrm{s}}=\frac{m^{*} k_{\mathrm{B}} T}{\pi \hbar^{2}} \ln \left(1+\mathrm{e}^{\frac{E_{\mathrm{F}}-E_{1}}{k_{\mathrm{B}} T}}\right) . \tag{6.32}
\end{equation*}
$$

Neglecting the upper subbands is a good approximation since the criterion for the onset of degeneracy in the QW is found by setting $E_{\mathrm{F}}=E_{1}$, the lowest energy for the existence of free propagating states in the QW. Hence, in a QW the critical sheet carrier concentration for the onset of degeneracy is given by

$$
\begin{equation*}
n_{\mathrm{s}}^{\mathrm{crit}}=\frac{m^{*} k_{\mathrm{B}} T}{\pi \hbar^{2}} \ln 2 \tag{6.33}
\end{equation*}
$$

The critical electron density per unit volume in a QW of width $W$ is related to $n_{\mathrm{s}}^{\text {crit }}$ as follows:

$$
\begin{equation*}
n_{\text {crit }}(W, T)=n_{\mathrm{s}}^{\text {crit }} / W=\frac{m^{*} k_{\mathrm{B}} T}{\pi \hbar^{2}} \frac{\ln 2}{W} . \tag{6.34}
\end{equation*}
$$

Hence, the ratio of the critical concentration for the onset of degeneracy in a bulk and QW is given as

$$
\begin{equation*}
n_{\text {crit }}(W, T) / n_{\text {crit }}^{3 \mathrm{D}}=\frac{\pi \ln 2}{F_{1 / 2}(0)}\left(\frac{\lambda_{\mathrm{D}}}{W}\right)=3.21 \frac{\lambda_{\mathrm{D}}}{W} \tag{6.35}
\end{equation*}
$$

(b) In a quantum wire, the 1D DOS in the lowest energy subband with energy bottom located at $E_{11}$ is given by

$$
\begin{equation*}
D^{1 \mathrm{D}}(E)=\frac{\sqrt{2 m^{*}}}{\pi \hbar} \frac{1}{\sqrt{E-E_{11}}} \tag{6.36}
\end{equation*}
$$

The contribution to the electron concentration per unit length of the quantum wire is therefore given by (see previous problem)

$$
\begin{equation*}
n_{1}=\frac{\sqrt{2 m^{*}}}{\pi \hbar} \int_{E_{11}}^{\infty} \mathrm{d} E \frac{1}{\sqrt{E-E_{11}}} \frac{1}{1+\mathrm{e}^{\frac{\left(E-E_{11}\right)-E_{\mathrm{F}}}{k_{\mathrm{B}} T}}} \tag{6.37}
\end{equation*}
$$

Setting $E_{\mathrm{F}}=0$ and making a variable substitution with $x=\left(E-E_{11}\right) / k_{\mathrm{B}} T$, the onset of degeneracy in a quantum wire occurs at a critical density per unit length equal to

$$
\begin{equation*}
n_{1}^{\mathrm{crit}}=\frac{\sqrt{2 m^{*}}}{\pi \hbar} F_{-1 / 2}(0) \tag{6.38}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{-1 / 2}(0)=\int_{0}^{+\infty} \mathrm{d} x \frac{x^{-1 / 2}}{1+\mathrm{e}^{x}} \tag{6.39}
\end{equation*}
$$

Using Equations (6.31) and (6.38), we finally get

$$
\begin{equation*}
\frac{n_{1}^{\text {crit }} / A}{n_{\text {crit }}^{3 \mathrm{D}}}=2 \pi\left(F_{-1 / 2}(0) / F_{1 / 2}(0)\right) \lambda_{\mathrm{d}}{ }^{2} / A \propto \frac{\lambda_{\mathrm{d}}^{2}}{A} \tag{6.40}
\end{equation*}
$$

## * Problem 6.3: Sheet carrier concentration in a two-dimensional electron gas with a few subbands occupied [1]

(a) Show that the sheet carrier concentration $n_{\mathrm{s}}$ in a $2 D E G$ of a high electron mobility transistor (HEMT) is given by

$$
\begin{equation*}
n_{\mathrm{s}}=\frac{m^{*}}{\pi \hbar^{2}} k_{\mathrm{B}} T \ln \left[\left(1+\mathrm{e}^{\frac{E_{\mathrm{F}}-E_{1}}{k_{\mathrm{B}} T}}\right)\left(1+\mathrm{e}^{\frac{E_{\mathrm{F}}-E_{2}}{k_{\mathrm{B}} T}}\right)\right] \tag{6.41}
\end{equation*}
$$

when only two subbands are occupied in the 2DEG. Here, $E_{1}$ and $E_{2}$ are the energy bottoms of the two lowest subbands. First, read the brief introduction to the HEMT device in Appendix E.
(b) Starting with the result of part (a), show that at low temperature

$$
\begin{equation*}
n_{\mathrm{s}}=\frac{m^{*}}{\pi \hbar^{2}}\left(E_{\mathrm{F}}-E_{1}\right) \tag{6.42}
\end{equation*}
$$

when the second subband is unoccupied, and

$$
\begin{equation*}
n_{\mathrm{s}}=\frac{m^{*}}{\pi \hbar^{2}}\left(E_{2}-E_{1}\right)+2 \frac{m^{*}}{\pi \hbar^{2}}\left(E_{\mathrm{F}}-E_{2}\right) \tag{6.43}
\end{equation*}
$$

when both subbands are occupied.

Solution: (a) From Equation (6.24), we immediately get the stated result.
(b) If only one subband in the 2DEG is occupied,

$$
\begin{equation*}
n_{\mathrm{s}}=k_{\mathrm{B}} T \ln \left(1+\mathrm{e}^{\frac{E_{\mathrm{F}}-E_{1}}{k_{\mathrm{B}} T}}\right) . \tag{6.44}
\end{equation*}
$$

If $k_{\mathrm{B}} T \ll E_{\mathrm{F}}-E_{1}$, then using the result $\ln (1+x) \approx x$ when $x \ll 1$, we get

$$
\begin{equation*}
n_{\mathrm{s}}=\frac{m^{*}}{\pi \hbar^{2}}\left(E_{\mathrm{F}}-E_{1}\right) \tag{6.45}
\end{equation*}
$$

When the second subband is occupied (but the third one is unoccupied), we get, from Equation (6.24),

$$
\begin{equation*}
n_{\mathrm{s}}=\frac{m^{*}}{\pi \hbar^{2}} k_{\mathrm{B}} T\left[\ln \left(1+\mathrm{e}^{\frac{E_{\mathrm{F}}-E_{1}}{k_{\mathrm{B}} T}}\right)+\ln \left(1+\mathrm{e}^{\frac{E_{\mathrm{F}}-E_{1}}{k_{\mathrm{B}} T}}\right)\right] . \tag{6.46}
\end{equation*}
$$

If $k_{\mathrm{B}} T \ll E_{\mathrm{F}}-E_{1}, E_{\mathrm{F}}-E_{2}$ (i.e., at low enough temperature), then

$$
\begin{equation*}
\ln \left(1+\mathrm{e}^{\frac{E_{\mathrm{F}}-E_{1}}{k_{\mathrm{B}} T}}\right)=\frac{E_{\mathrm{F}}-E_{1}}{k_{\mathrm{B}} T} \tag{6.47}
\end{equation*}
$$

and

$$
\begin{equation*}
\ln \left(1+\mathrm{e}^{\frac{E_{\mathrm{F}}-E_{2}}{k_{\mathrm{B}} T}}\right)=\frac{E_{\mathrm{F}}-E_{2}}{k_{\mathrm{B}} T} . \tag{6.48}
\end{equation*}
$$

Hence,

$$
\begin{align*}
n_{\mathrm{s}} & =\frac{m^{*}}{\pi \hbar^{2}}\left(E_{\mathrm{F}}-E_{1}\right)+\frac{m^{*}}{\pi \hbar^{2}}\left(E_{\mathrm{F}}-E_{2}\right)=\frac{m^{*}}{\pi \hbar^{2}}\left(2 E_{\mathrm{F}}-E_{1}-E_{2}\right) \\
& =\frac{m^{*}}{\pi \hbar^{2}}\left(E_{2}-E_{1}\right)+2 \frac{m^{*}}{\pi \hbar^{2}}\left(E_{\mathrm{F}}-E_{2}\right) . \tag{6.49}
\end{align*}
$$

## * Problem 6.4: Fraction of ionized impurities in a QW

The electrons contributing to the sheet carrier concentration in a HEMT come from ionized donor impurities (dopant atoms) in the gate insulator (see Appendix E). Not all the impurities may ionize at low temperatures so that the electrons generated by
the dopants may be fewer in number than the impurities. This is sometimes called carrier freeze-out. We study this phenomenon in this problem.

Assuming that only one subband is occupied in a $100 \AA$-wide GaAs $Q W$ uniformly doped with donors at a concentration $N_{\mathrm{D}}=10^{17} \mathrm{~cm}^{-3}$, what is the fraction $\alpha$ of ionized impurities if the Fermi level is $3 k_{\mathrm{B}} T$ below the ground state energy level? Assume $T=4.2 \mathrm{~K}$. Model the $Q W$ as a box with infinite walls (see Problem 3.5). The effective mass of electrons in GaAs is 0.067 times the free electron mass of $9.1 \times 10^{-31} \mathrm{~kg}$.

Solution: As shown in Problem 6.3, with only one subband occupied the electron sheet concentration is given by

$$
\begin{equation*}
n_{\mathrm{s}}=\frac{m^{*}}{\pi \hbar^{2}} k_{\mathrm{B}} T \ln \left[\left(1+\mathrm{e}^{\frac{E_{\mathrm{F}}-E_{1}}{k_{\mathrm{B}} T}}\right)\right] . \tag{6.50}
\end{equation*}
$$

If a fraction $\alpha$ of the impurities is ionized and all the resulting electrons transfer to the two-dimensional electron gas in the HEMT, then the sheet concentration $n_{\mathrm{s}}$ is given by

$$
\begin{equation*}
n_{\mathrm{s}}=N_{\mathrm{D}}{ }^{+} W=\alpha N_{\mathrm{D}} W . \tag{6.51}
\end{equation*}
$$

Using the last two equations and solving for $\alpha$,

$$
\begin{equation*}
\alpha=\frac{m^{*}}{N_{\mathrm{D}} W \pi \hbar^{2}} k_{\mathrm{B}} T \ln \left[1+\mathrm{e}^{\frac{E_{\mathrm{F}}-E_{1}}{k_{\mathrm{B}} T}}\right] . \tag{6.52}
\end{equation*}
$$

For $E_{1}-E_{\mathrm{F}}=3 k_{\mathrm{B}} T, \alpha=0.5 \%$.

## ** Problem 6.5: Intrinsic carrier concentration in a two-dimensional electron gas [1]

Consider Figure 6.3, which shows the energy dependence of the two-dimensional DOS of electrons and holes in a 2D semiconductor single layer, where only the first subband for both electrons and holes is assumed to be occupied. The quantities $a=m_{\mathrm{e}} /\left(\pi \hbar^{2}\right)$ and $b=m_{\mathrm{h}} /\left(\pi \hbar^{2}\right)$, where $m_{\mathrm{e}}$ and $m_{\mathrm{h}}$ are the effective masses of electrons and holes, respectively.
(a) Assuming the well is undoped, obtain an expression for the Fermi level $E_{\mathrm{F}}$ at room temperature in terms of $a, b$, and the temperature T. Assume Boltzmann statistics to be valid. When is $E_{\mathrm{F}}$ exactly equal to the midgap energy, $\frac{\left(E_{\mathrm{c}}+\Delta_{\mathrm{e}}+E_{\mathrm{v}}+\Delta_{\mathrm{h}}\right)}{2}$ ?
(b) Obtain the expression for $n_{\mathrm{i}}$, the intrinsic carrier concentration, in terms of $a, b, k_{\mathrm{B}} T$, and the effective bandgap energy $E_{\mathrm{g}}=E_{\mathrm{c}}+\Delta_{\mathrm{e}}-E_{\mathrm{v}}-\Delta_{\mathrm{h}}$.

Hint: Start with the approximate expressions for the electron ( $n$ ) and hole ( $p$ ) concentrations in terms of $g_{\mathrm{c}}(E)$ and $g_{\mathrm{v}}(E)$, where $g_{\mathrm{c}}(E)$ is the energy-dependent two-dimensional density of states for electrons and $g_{\mathrm{v}}(E)$ is that for holes (subscripts


Figure 6.3: Density of states of electrons and holes as a function of energy in a twodimensional electron and hole gas. Here, $\Delta_{\mathrm{e}}$ is the first subband energy for electrons and $\Delta_{\mathrm{h}}$ is that for holes.
c and v denote conduction and valence bands). Also, assume Boltzmann statistics of carriers, i.e.,

$$
\begin{equation*}
f(E)=\mathrm{e}^{\frac{E_{\mathrm{F}}-E}{k_{\mathrm{B}} T}} \tag{6.53}
\end{equation*}
$$

Solution: (a) The electron and hole concentrations are given by

$$
\begin{align*}
& n=\int_{E_{\mathrm{c}}}^{\infty} g_{\mathrm{c}}(E) f(E) \mathrm{d} E,  \tag{6.54}\\
& p=\int_{-\infty}^{E_{\mathrm{v}}} g_{\mathrm{v}}(E)[1-f(E)] \mathrm{d} E . \tag{6.55}
\end{align*}
$$

Using Boltzmann's approximation, $f(E)=\mathrm{e}^{\frac{\left(E_{\mathrm{F}}-E\right)}{k_{\mathrm{B}} T}}, g_{\mathrm{c}}(E)=a \Theta\left(E-E_{\mathrm{c}}-\Delta_{\mathrm{e}}\right)$, and $g_{\mathrm{v}}(E)=b \Theta\left(E_{\mathrm{v}}+\Delta_{\mathrm{h}}-E\right)$, where $\Theta(\eta)$ is the unit step (Heaviside) function, leads to

$$
\begin{equation*}
n=\int_{E_{\mathrm{c}}+\Delta_{\mathrm{e}}}^{\infty} a \mathrm{e}^{\frac{\left(E_{\mathrm{F}}-E\right)}{k_{\mathrm{B}} T}} \mathrm{~d} E=a k_{\mathrm{B}} T \mathrm{e}^{\frac{E_{\mathrm{F}}-E_{\mathrm{c}}-\Delta_{\mathrm{e}}}{k_{\mathrm{B}} T}} . \tag{6.56}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
p=\int_{-\infty}^{E_{\mathrm{v}}+\Delta_{\mathrm{h}}} b \mathrm{e}^{\frac{\left(E-E_{\mathrm{F}}\right)}{k_{\mathrm{B}} T}} \mathrm{~d} E=b k_{\mathrm{B}} T \mathrm{e}^{\frac{E_{\mathrm{v}}+\Delta_{\mathrm{h}}-E_{\mathrm{F}}}{k_{\mathrm{B}} T}} . \tag{6.57}
\end{equation*}
$$

If the sample is intrinsic, then $n=p=n_{\mathrm{i}}$. Therefore,

$$
\begin{equation*}
a k_{\mathrm{B}} T \mathrm{e}^{\left(\frac{E_{\mathrm{F}}-E_{\mathrm{c}}}{k_{\mathrm{B}} T}\right)}=b k_{\mathrm{B}} T \mathrm{e}^{\left(\frac{E_{\mathrm{v}}-E_{\mathrm{F}}}{k_{\mathrm{B}} T}\right)}, \tag{6.58}
\end{equation*}
$$

from which we derive

$$
\begin{equation*}
E_{\mathrm{F}}=\frac{E_{\mathrm{c}}+\Delta_{\mathrm{e}}+E_{\mathrm{v}}+\Delta_{\mathrm{h}}}{2}+\frac{k_{\mathrm{B}} T}{2} \ln \left(\frac{b}{a}\right) . \tag{6.59}
\end{equation*}
$$

Hence, $E_{\mathrm{F}}=\frac{E_{\mathrm{c}}+\Delta_{\mathrm{e}}+E_{\mathrm{v}}+\Delta_{\mathrm{h}}}{2}$ whenever $a=b$, i.e., the Fermi level is exactly half way through the effective bandgap when the electron and hole effective masses are the same.
(b) The intrinsic carrier concentration is given by $n_{\mathrm{i}}=\sqrt{n p}$. Hence, using Equations (6.56) and (6.57), we obtain

$$
\begin{equation*}
n_{\mathrm{i}}=k_{\mathrm{B}} T \sqrt{a b} \mathrm{e}^{\frac{\left(E_{\mathrm{c}}+\Delta_{\mathrm{e}}-E_{\mathrm{V}}-\Delta_{\mathrm{h}}\right)}{2 k_{\mathrm{B}} T}}=k_{\mathrm{B}} T \sqrt{a b} \mathrm{e}^{-\frac{E_{\mathrm{g}}+\Delta_{\mathrm{e}}+\Delta_{\mathrm{h}}}{2 k_{\mathrm{B}} T}} \tag{6.60}
\end{equation*}
$$

where $E_{\mathrm{g}}$ is the bulk bandgap $E_{\mathrm{c}}-E_{\mathrm{v}}$.

## ** Problem 6.6: Charge density, electric field, and electrostatic potential energy profile in a QW with infinite barriers at equilibrium

Consider a $Q W$ of width $W$. Assume that the $Q W$ is uniformly doped with donors whose concentration (i.e., volume density) is $N_{\mathrm{D}}$. Also assume it is at room temperature and all impurities are ionized.

Consider the situation when only one subband is occupied in the $Q W$. Derive analytical expressions for the total charge concentration $\rho(z)$, the electric field $E(z)$, and the electrostatic potential $V(z)$ across the well. Assume the boundary conditions $E(0)=E(W)=0$, and $V(0)=V(W)=0$. According to Gauss's law, this is equivalent to assuming that the $Q W$ is electrically neutral.

Plot $\rho(z), E(z)$, and $V(z)$ as a function of $z$ for $T=300 K, m^{*}=0.067 m_{0}$, $W=100 \AA$, and $N_{\mathrm{D}}=10^{17} \mathrm{~cm}^{-3}$.

Solution: Because the wave function varies across the width of the QW, the volume carrier density is not constant, but varies with the coordinate $z$ (the sheet carrier concentration is still constant). Consequently, the electron volume concentration will be given by (see Equation (6.24))

$$
\begin{equation*}
n(z)=\sum_{m} \sigma_{m}\left|\xi_{m}(z)\right|^{2} \tag{6.61}
\end{equation*}
$$

where $\xi_{m}(z)$ is the wave function in the $m$ th subband and

$$
\begin{equation*}
\sigma_{m}=\frac{m^{*}}{\pi \hbar^{2}} k_{\mathrm{B}} T \ln \left[1+\mathrm{e}^{-\frac{\epsilon_{m}-E_{\mathrm{F}}}{k_{\mathrm{B}} T}}\right] \tag{6.62}
\end{equation*}
$$

If only one subband is occupied, the spatial variation of the electron volume concentration will be given by

$$
\begin{equation*}
n(z)=\sigma_{1}\left|\xi_{1}(z)\right|^{2} \tag{6.63}
\end{equation*}
$$

where, because of the infinite square well potential,

$$
\begin{equation*}
\xi_{1}(z)=\sqrt{\frac{2}{W}} \sin \left(\frac{\pi z}{W}\right) \tag{6.64}
\end{equation*}
$$

In writing down the last equation, we assumed (as a first approximation) that the potential inside the QW is spatially invariant.

Therefore, the electron volume concentration in the first subband is

$$
\begin{equation*}
n(z)=\rho(z) / q=\frac{2 \sigma_{1}}{W} \sin ^{2}\left(\frac{\pi z}{W}\right) \tag{6.65}
\end{equation*}
$$

The total charge concentration in the QW is

$$
\begin{equation*}
\rho(z)=q\left[N_{\mathrm{D}}-n(z)\right] . \tag{6.66}
\end{equation*}
$$

Since the QW is electrically neutral and all the impurities are ionized, we must have

$$
\begin{equation*}
n_{\mathrm{s}}=\frac{1}{q} \int_{-\infty}^{+\infty} \rho(z) \mathrm{d} z=\int_{-\infty}^{+\infty} n(z) \mathrm{d} z=\sigma_{1} \int_{-\infty}^{+\infty}\left|\xi_{1}(z)\right|^{2} \mathrm{~d} z=N_{\mathrm{D}} W . \tag{6.67}
\end{equation*}
$$

Since the wave function is normalized, the integral in the above equation is equal to unity. Hence, using the last equation, we find $\sigma_{1}=N_{\mathrm{D}} W$. As a result, the spatial dependence of the total charge concentration in the QW is given, from Equations (6.65) and (6.66), by

$$
\begin{equation*}
\rho(z)=q\left[10^{17}-2 \times 10^{17} \sin ^{2}\left(\frac{\pi z}{W}\right)\right] . \tag{6.68}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\rho(z)=10^{17} q \cos \left(\frac{2 \pi z}{W}\right) \mathrm{cm}^{-3} . \tag{6.69}
\end{equation*}
$$

From Poisson's equation,

$$
\begin{equation*}
\frac{\mathrm{d} E(z)}{\mathrm{d} z}=\frac{\rho(z)}{\epsilon} \tag{6.70}
\end{equation*}
$$

where $\epsilon$ is the dielectric constant in the QW. Therefore, $E(z)=\int_{0}^{z} \frac{\rho(z)}{\epsilon} \mathrm{d} z+E(0)$ and, since $E(0)=0$, the spatial dependence of the electric field inside the QW is given by

$$
\begin{equation*}
E(z)=\frac{q N_{\mathrm{D}} W}{2 \pi \epsilon} \sin \left(\frac{2 \pi z}{W}\right) . \tag{6.71}
\end{equation*}
$$

It is easy to verify from the above expression that $E(W)=0$, which means that the QW is electrically neutral.

The electrostatic potential energy is found from the relation

$$
\begin{equation*}
\frac{\mathrm{d} V(z)}{\mathrm{d} z}=-E(z) . \tag{6.72}
\end{equation*}
$$

A simple integration (taking into account that $V(0)=0$ ) leads to

$$
\begin{equation*}
V(z)=\frac{e N_{\mathrm{D}} W^{2}}{(2 \pi)^{2} \epsilon}\left[\cos \left(\frac{2 \pi z}{W}\right)-1\right], \tag{6.73}
\end{equation*}
$$

which satisfies the boundary condition $V(W)=0$.


Figure 6.4: Spatial dependence of the total charge concentration, $\rho(z)$ (in $\mathrm{C} / \mathrm{m}^{3}$ ), in the QW (see Equation (6.69)).

Using the above results, Figures $6.4-6.6$ show plots of $\rho(z), E(z)$, and $V(z)$ across a QW for the following set of parameters: $T=300 \mathrm{~K}, m^{*}=0.067 m_{0}$, $W=100 \AA$, and $N_{\mathrm{D}}=10^{17} \mathrm{~cm}^{-3}$.

In this problem, we started with an initially flat conduction band energy profile. The solution above shows that there is in fact a spatial variation of the electrostatic potential energy across the QW. This leads to a modification of the conduction band energy profile $E_{\mathrm{c}}(z)$ inside the QW which is given by $E_{\mathrm{c}}(z)=\chi-q V(z)$, where $\chi$ is the electron affinity in the QW. The new $E_{\mathrm{c}}(z)$ must be used to resolve the Schrödinger equation to recalculate its new eigenvalues and associated eigenfunctions. The electric field and the electrostatic potential energy must then be calculated again and the iterative procedure continued until a self-consistent solution is found. The set of equations to be solved self-consistently is given in detail in Problem 6.8.

## ** Problem 6.7: Gate capacitance of a HEMT

For a HEMT device, the gate capacitance per unit area is defined as

$$
\begin{equation*}
\frac{C}{Z L_{\mathrm{g}}}=\frac{\mathrm{d}\left(q n_{\mathrm{s}}\right)}{\mathrm{d} V_{\mathrm{g}}}, \tag{6.74}
\end{equation*}
$$

where $L_{\mathrm{g}}$ and $Z$ are the length and width of the gate, respectively (see Appendix $E$ ).


Figure 6.5: Spatial dependence of the electric field $E(z)$ (in $\mathrm{V} / \mathrm{m}$ ) across the QW (see Equation (6.71)). The dielectric constant of GaAs was set equal to $12.9 \epsilon_{0}$.


Figure 6.6: Spatial dependence of the electrostatic potential $V(z)$ (in mV ) across the QW (see Equation (6.73)). The dielectric constant of GaAs was set equal to $12.9 \epsilon_{0}$.

Show that

$$
\begin{equation*}
\frac{C}{Z L_{\mathrm{g}}}=\frac{\frac{\epsilon_{\mathrm{s}}}{d}}{\left[1+\frac{\epsilon_{\mathrm{s}}}{d} \frac{1}{q^{2}}\left(\frac{\mathrm{~d} E_{\mathrm{F}}}{\mathrm{~d} n_{\mathrm{s}}}\right)\right]} \tag{6.75}
\end{equation*}
$$

where $q$ is the magnitude of the charge of the electron, $\epsilon_{\mathrm{s}}$ is the dielectric constant of the AlGaAs layer, and $E_{\mathrm{F}}$ is the Fermi energy in the 2DEG at the AlGaAs/GaAs interface. The latter is the Fermi level far into the substrate if we assume no leakage current, i.e., no current flow in the z-direction; $d$ is the thickness of the AlGaAs layer (see Appendix E).

Solution: We start with the results of Appendix E where the electron sheet concentration in the 2DEG was found to be given by

$$
\begin{equation*}
q n_{\mathrm{s}}=\frac{\epsilon_{\mathrm{s}}}{d}\left(V_{\mathrm{G}}-V_{\mathrm{T}}\right) \tag{6.76}
\end{equation*}
$$

where $V_{\mathrm{G}}$ is the gate voltage, and the threshold voltage $V_{\mathrm{T}}$ is given explicitly by

$$
\begin{equation*}
V_{\mathrm{T}}=\phi_{\mathrm{m}}+\frac{1}{q}\left(E_{\mathrm{F}}-\Delta E_{\mathrm{c}}\right)-V_{\mathrm{d}} \tag{6.77}
\end{equation*}
$$

where the various quantities on the right-hand side are defined in Appendix E.
Using Equations (6.74) and (6.76), we get

$$
\begin{equation*}
\frac{C}{Z L_{\mathrm{g}}}=\frac{\mathrm{d}\left(q n_{\mathrm{s}}\right)}{\mathrm{d} V_{\mathrm{G}}}=\frac{\epsilon_{\mathrm{s}}}{d} \frac{\mathrm{~d}}{\mathrm{~d} V_{\mathrm{g}}}\left(V_{\mathrm{G}}-V_{\mathrm{T}}\right) \tag{6.78}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{C}{Z L_{\mathrm{g}}}=\frac{\epsilon_{\mathrm{s}}}{d}\left(1-\frac{\mathrm{d} V_{\mathrm{T}}}{\mathrm{~d} V_{\mathrm{G}}}\right) \tag{6.79}
\end{equation*}
$$

But,

$$
\begin{equation*}
\frac{\mathrm{d} V_{\mathrm{T}}}{\mathrm{~d} V_{\mathrm{G}}}=\frac{1}{q} \frac{\mathrm{~d} E_{\mathrm{F}}}{\mathrm{~d} V_{\mathrm{G}}}-\frac{\mathrm{d} V_{\mathrm{d}}}{\mathrm{~d} V_{\mathrm{G}}}=\frac{1}{q} \frac{\mathrm{~d} E_{\mathrm{F}}}{\mathrm{~d} n_{\mathrm{s}}} \frac{\mathrm{~d} n_{\mathrm{s}}}{\mathrm{~d} V_{\mathrm{G}}} \tag{6.80}
\end{equation*}
$$

Rearranging, we finally get

$$
\begin{equation*}
\frac{C}{Z L_{\mathrm{g}}}=\frac{\frac{\epsilon_{\mathrm{s}}}{d}}{\left[1+\frac{\epsilon_{\mathrm{s}}}{d} \frac{1}{q^{2}}\left(\frac{\mathrm{~d} E_{\mathrm{F}}}{\mathrm{~d} n_{\mathrm{s}}}\right)\right]} \tag{6.81}
\end{equation*}
$$

Therefore, the capacitance per unit square area is not just $\epsilon_{\mathrm{s}} / d$, i.e., the parallel plate capacitance per unit area associated with the AlGaAs layer. There is a correction in the denominator proportional to

$$
\begin{equation*}
\frac{\epsilon_{\mathrm{s}}}{d} \frac{1}{q^{2}}\left(\frac{\mathrm{~d} E_{\mathrm{F}}}{\mathrm{~d} n_{\mathrm{s}}}\right) \tag{6.82}
\end{equation*}
$$

This correction is purely quantum mechanical in origin. It is due to the finite extent of the different wave functions associated with the lowest energy subbands participating in the population of the 2DEG. The average location of the electron


Figure 6.7: Energy band profile under the gate of a HEMT device consisting of an $\mathrm{AlGaAs} / \mathrm{GaAs}$ heterostructure. The substrate is held at ground and a voltage $V_{\mathrm{G}}$ is applied to the gate.
charge density in the 2DEG is located away from the AlGaAs/GaAs interface. The capacitance per unit area can be rewritten as

$$
\begin{equation*}
\frac{C}{Z L_{\mathrm{g}}}=\frac{\epsilon_{\mathrm{s}}}{d^{\prime}}, \tag{6.83}
\end{equation*}
$$

with $d^{\prime}=d\left[1+\frac{\epsilon_{\mathrm{s}}}{d} \frac{1}{q^{2}}\left(\frac{\mathrm{~d} E_{\mathrm{F}}}{\mathrm{d} n_{\mathrm{s}}}\right)\right]$, which is larger than $d$. An estimate of the correction requires a calculation of the quantity $\frac{\mathrm{d} E_{\mathrm{F}}}{\mathrm{d} n_{\mathrm{s}}}$, which must be obtained numerically using the self-consistent procedure outlined in the next problem.

## *** Problem 6.8: Self-consistent calculations for a HEMT device

Write down the set of equations which must be solved simultaneously and selfconsistently to calculate the carrier sheet concentration $n_{\mathrm{s}}$ versus the applied gate voltage for the HEMT structure whose energy band diagram (in the direction perpendicular to the hetero-interfaces) is shown in Figure 6.7. The AlGaAs layer contains some ionized donors of (spatially varying) concentration $N_{\mathrm{D}}{ }^{+}(z)$ due to modulation doping of the device, and the substrate is assumed to be doped with acceptor concentration $N_{\mathrm{A}}(z)$ (typically uniform).

Solution: If we take into account the difference between the dielectric constants of the AlGaAs and the GaAs layers, the Poisson equation describing the electrostatic potential variation between the gate and back of the substrate is given by

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} z}\left[\epsilon(z) \frac{\mathrm{d} V}{\mathrm{~d} z}\right]=\frac{q}{\epsilon}\left[N_{\mathrm{D}}^{+}(z)-N_{\mathrm{A}}^{-}(z)-n_{\mathrm{el}}(z)\right] \tag{6.84}
\end{equation*}
$$

where $q$ is the magnitude of the charge of the electron and $n_{\mathrm{el}}(z)$ is the electron concentration in the channel given by

$$
\begin{equation*}
n_{\mathrm{el}}(z)=\sum_{n} \sigma_{n}\left|\xi_{n}(z)\right|^{2} \tag{6.85}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{n}=\frac{m^{*} k_{\mathrm{B}} T}{\pi \hbar^{2}} \ln \left[1+\mathrm{e}^{\frac{E_{\mathrm{F}}^{\mathrm{sub}}-E_{\mathrm{m}}}{k_{\mathrm{B}} T}}\right] \tag{6.86}
\end{equation*}
$$

where $E_{\mathrm{F}}{ }^{\text {sub }}$ is the Fermi level in the substrate, which is spatially invariant because of the lack of current flow through the substrate.

The wave functions $\xi_{n}(z)$ are the solutions to the Schrödinger equation in the channel of the HEMT. Taking into account the variation of the effective mass across the AlGaAs/GaAs interface, the following Schrödinger equation must be solved:

$$
\begin{equation*}
-\hbar^{2} \frac{\mathrm{~d}}{\mathrm{~d} z}\left[\frac{1}{2 m^{*}(z)} \frac{\mathrm{d} \xi_{n}}{\mathrm{~d} z}\right]+E_{\mathrm{c}}(z) \xi_{n}(z)=E_{n} \xi_{n}(z) \tag{6.87}
\end{equation*}
$$

where the conduction band edge is given by

$$
\begin{equation*}
E_{\mathrm{c}}(z)=E_{0}-\chi(z)-e V(z) \tag{6.88}
\end{equation*}
$$

Here, $\chi(z)$ is the spatially varying electron affinity (different in the AlGaAs and GaAs layers) and $E_{0}$ is a reference level in the energy band diagram. At the AlGaAs/GaAs interface, the conduction band discontinuity must be taken into account:

$$
\begin{equation*}
E_{\mathrm{c}}\left(d_{-}\right)=E_{\mathrm{c}}\left(d_{+}\right)+\Delta E_{\mathrm{c}} . \tag{6.89}
\end{equation*}
$$

The set of equations above must be solved simultaneously. The Poisson equation must be solved taking into account the fact that at the gate contact, $V=V_{\mathrm{G}}$. Typically, $V$ is set equal to zero far into the bulk.

A good approximation for the shape of the energy potential $E_{\mathrm{c}}(z)$ near the $\mathrm{AlGaAs} / \mathrm{GaAs}$ interface is a triangular well. The wave functions corresponding to the first few bound states in the triangular well can then be calculated using Airy functions if the AlGaAs barrier is considered as infinite (see Problem 3.12) or using a variational procedure (see Chapter 10). A more accurate treatment requires a numerical solution of the Schrödinger equation.

The set of equations given above must be solved simultaneously to take into account the effects of space-charge in the device. Typically, the set of equations is solved iteratively starting with an initial guess for the electrostatic potential, using the analytical treatment presented in Appendix E. Examples of self-consistent calculations of the conduction band energy profile and electron sheet concentration as a function of the applied gate bias can be found in Refs. [3, 4].

## *** Problem 6.9: Electron charge density profile in a current-carrying nanoscale device

Derive a general expression for the electron charge density profile in a currentcarrying nanoscale device taking into account the spatial variation of the effective mass along the direction of current flow (see Figure 5.1).

Solution: Assuming ballistic transport and that the conduction band and effective mass vary along the $z$-direction only (direction of current flow), the Schrödinger equation inside the device is given by (see Problem 1.1)

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} z}\left[\frac{1}{\gamma(z)} \frac{\mathrm{d}}{\mathrm{~d} z} \phi(z)\right]+\frac{2 m_{\mathrm{c}}^{*}}{\hbar^{2}}\left[E-\frac{E_{\mathrm{t}}}{\gamma(z)}-E_{\mathrm{c}}(z)\right] \phi(z)=0, \tag{6.90}
\end{equation*}
$$

where $\gamma(z)=\frac{m^{*}(z)}{m_{c}^{*}}, m_{\mathrm{c}}^{*}$ being the effective mass in the contacts, $E=E_{\mathrm{t}}+E_{\mathrm{p}}$, $E_{\mathrm{p}}=\frac{\hbar^{2} k_{0}^{2}}{2 m_{\mathrm{c}}^{*}}, k_{0}$ is the electron wave vector in the direction of current flow ( $z$-axis) in the contacts, and $E_{\mathrm{t}}=\frac{\hbar^{2}\left(k_{x}^{2}+k_{y}^{2}\right)}{2 m_{c}^{*}}$ is the transverse kinetic energy in the contacts.

To calculate the total charge density in a nanoscale device due to electrons incident from the left contact, we perform the following integration assuming that the conduction band energy profile and effective mass vary along the $z$-direction only:

$$
\begin{equation*}
n^{1-\mathrm{r}}(z)=\frac{1}{4 \pi^{3}} \int \mathrm{~d}^{3} \vec{k}\left|\psi_{k}^{1-\mathrm{r}}(z)\right|^{2} f\left(E_{k}\right), \tag{6.91}
\end{equation*}
$$

where $f\left(E_{k}\right)=\left[1+\mathrm{e}^{\frac{\left(E_{k}-E_{\mathrm{F}}\right)}{k_{\mathrm{B}} T}}\right]^{-1}, E_{k}=E_{\mathrm{C}}(0)+\frac{\hbar^{2} k^{2}}{2 m_{\mathrm{c}}^{*}}$, and $k^{2}=\left(k_{x}^{2}+k_{y}^{2}\right)+k_{z}^{2}=$ $k_{\mathrm{t}}^{2}+k_{z}^{2}$. The label l-r is used to indicate that the electrons are incident from the left contact and are traveling to the right (left-to-right current component).

Using cylindrical coordinates in $k$ space, we obtain

$$
\begin{equation*}
n^{1-\mathrm{r}}(z)=\int_{0}^{+\infty} \frac{\mathrm{d} k_{z}}{2 \pi} \int_{0}^{+\infty} \frac{\mathrm{d} k_{\mathrm{t}} k_{\mathrm{t}}}{\pi} F\left(k_{z}, k_{\mathrm{t}}\right), \tag{6.92}
\end{equation*}
$$

where

$$
\begin{equation*}
F\left(k_{z}, k_{\mathrm{t}}\right)=\left[\exp \left(\frac{E_{\mathrm{c}}(0)-E_{\mathrm{F}}+\frac{\hbar^{2}}{2 m_{\mathrm{c}}^{*}}\left(k_{z}^{2}+k_{\mathrm{t}}^{2}\right)}{k_{\mathrm{B}} T}\right)+1\right]^{-1}\left|\psi_{k}^{1 \mathrm{l}}(z)\right|^{2} . \tag{6.93}
\end{equation*}
$$

The quantity $\left|\psi_{k}^{1-\mathrm{r}}\right|^{2}$ depends on both $k_{z}$ and $k_{\mathrm{t}}$ since it is the solution of Equation (6.90). As an approximation, if we replace $E_{\mathrm{t}}$ by $k_{\mathrm{B}} T$, the average kinetic energy in the transverse direction, the charge density associated with electrons incident from the left contact is given by

$$
\begin{equation*}
n^{1-\mathrm{r}}(z)=\int_{0}^{+\infty} \frac{\mathrm{d} k_{z}}{2 \pi}\left|\psi_{k_{z}, k_{\mathrm{B}} T}^{1-\mathrm{r}}(z)\right|^{2} \sigma^{1-\mathrm{r}}\left(k_{z}\right), \tag{6.94}
\end{equation*}
$$

where $\psi_{k_{z}, k_{\mathrm{B}} T}^{1-\mathrm{r}}(z)$ is the solution to the Schrödinger equation with $E_{\mathrm{t}}$ replaced by $k_{\mathrm{B}} T$, and

$$
\begin{equation*}
\sigma^{1-\mathrm{r}}\left(k_{z}\right)=\int_{0}^{+\infty} \frac{\mathrm{d} k_{\mathrm{t}} k_{\mathrm{t}}}{\pi}\left[\exp \left(\frac{E_{\mathrm{c}}(0)-E_{\mathrm{F}}+\frac{\hbar^{2}}{2 m_{\mathrm{c}}^{*}}\left(k_{x}^{2}+k_{\mathrm{t}}^{2}\right)}{k_{\mathrm{B}} T}\right)+1\right]^{-1} . \tag{6.95}
\end{equation*}
$$

This integral can be evaluated exactly by making the following change of variables:

$$
\begin{align*}
U & =\left(E_{\mathrm{c}}(0)-E_{\mathrm{F}}+\frac{\hbar^{2}}{2 m_{\mathrm{c}}^{*}} k_{z}^{2}\right) / k_{\mathrm{B}} T  \tag{6.96}\\
V & =\hbar^{2} k_{\mathrm{t}}^{2} / 2 m^{*} k_{\mathrm{B}} T \tag{6.97}
\end{align*}
$$

This leads to

$$
\begin{equation*}
\mathrm{d} U=\frac{\hbar^{2}}{m^{*} k_{\mathrm{B}} T} k_{\mathrm{t}} \mathrm{~d} k_{\mathrm{t}} \tag{6.98}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma^{1-\mathrm{r}}\left(k_{z}\right)=\frac{m^{*} k_{\mathrm{B}} T}{\pi \hbar^{2}} \int_{0}^{+\infty} \mathrm{d} U\left[\mathrm{e}^{U+V}+1\right]^{-1} \tag{6.99}
\end{equation*}
$$

Next, we use the fact that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} U} \ln \left(1+\mathrm{e}^{U+V}\right)=\frac{\mathrm{e}^{U+V}}{1+\mathrm{e}^{U+V}} \tag{6.100}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\sigma^{1-\mathrm{r}}\left(k_{z}\right)=\frac{m^{*} k_{\mathrm{B}} T}{\pi \hbar^{2}} \ln \left(1+\mathrm{e}^{-U}\right) \tag{6.101}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\sigma^{1-\mathrm{r}}\left(k_{z}\right)=\frac{m^{*} k_{\mathrm{B}} T}{\pi \hbar^{2}} \ln \left[1+\exp \left[\left(E_{\mathrm{F}}-E_{\mathrm{C}}(0)-\frac{\hbar^{2} k_{z}^{2}}{2 m^{*}}\right) / k_{\mathrm{B}} T\right]\right] . \tag{6.102}
\end{equation*}
$$

The contribution to the total charge density in the device coming from electrons incident from the right contact is given by $n^{\mathrm{r}-\mathrm{l}}(z)$, which is obtained from $n^{1-\mathrm{r}}(x)$ by making the following substitutions in Equation (6.91):

$$
\begin{align*}
\left|\psi_{k_{z}, k_{\mathrm{B}} T}^{1-\mathrm{r}}(z)\right|^{2} & \rightarrow\left|\psi_{k_{z}, k_{\mathrm{B}} T}^{\mathrm{r}-1}(z)\right|^{2},  \tag{6.103}\\
\sigma^{1-\mathrm{r}}\left(k_{z}\right) & \rightarrow \sigma^{\mathrm{r}-1}\left(k_{z}\right) . \tag{6.104}
\end{align*}
$$

$\sigma^{\mathrm{r}-1}\left(k_{z}\right)$ is identical to $\sigma^{1-\mathrm{r}}\left(k_{z}\right)$ with $E_{\mathrm{c}}(0)$ replaced by $E_{\mathrm{c}}(L)$, the bottom of the conduction band in the right contact.

The current density associated with electrons incident from the left contact is obtained by making the following substitution in Equation (6.94):

$$
\begin{equation*}
\left|\psi_{k_{z}, k_{\mathrm{B}} T}^{\mathrm{r}-1}(z)\right|^{2} \rightarrow \frac{-q \hbar k_{z}}{m_{\mathrm{c}}{ }^{*}} T^{\mathrm{l}-\mathrm{r}}\left(k_{z}, k_{\mathrm{t}}\right) \tag{6.105}
\end{equation*}
$$

where

$$
\begin{equation*}
T^{1-\mathrm{r}}\left(k_{z}, k_{\mathrm{t}}\right)=\frac{k_{z}(L)}{k_{z}(0)}\left|\psi_{k_{z}(0), k_{\mathrm{t}}}^{1-\mathrm{r}}(L)\right|^{2}, \tag{6.106}
\end{equation*}
$$

as shown in Problem 5.3.
In this last equation, $k_{z}(0)\left[k_{z}(L)\right]$ is the $z$ component of the electron wave vector in the left (right) contact, respectively. The quantity $\psi_{k_{z}(0), k_{t}}^{1-\mathrm{r}}(L)$ is the wave
function amplitude at $z=L$ for an electron incident from the left contact with wave vector $k_{z}(0)$ and transverse momentum $k_{\mathrm{t}}$. This amplitude is obtained by solving the Schrödinger Equation (6.90) for an electron incident from the left contact.

Therefore, the current density $J^{1-\mathrm{r}}$ associated with the flux of electrons incident from the left contact is given by

$$
\begin{equation*}
J^{1-\mathrm{r}}=\frac{-q \hbar}{m^{*}} \int_{0}^{+\infty} \frac{\mathrm{d} k_{z}}{2 \pi} k_{z} \int_{0}^{+\infty} \frac{\mathrm{d} k_{\mathrm{t}} k_{\mathrm{t}}}{2 \pi} T^{\mathrm{l}-\mathrm{r}}\left(k_{z}, k_{\mathrm{t}}\right) f\left(E_{k}\right), \tag{6.107}
\end{equation*}
$$

where the second integral must be performed numerically since $T^{\mathrm{l}-\mathrm{r}}\left(k_{z}, k_{\mathrm{t}}\right)$ is a function of both the $k_{z}$ and $k_{\mathrm{t}}$ components of the electrons incident from the contact. Once again, if we replace the transverse energy by its average value $k_{\mathrm{B}} T, T^{1-\mathrm{r}}\left(k_{z}, E_{\mathrm{t}}\right)$ can be pulled out of the second integral in Equation (6.107) and the current density associated with the electron incident from the left contact becomes

$$
\begin{equation*}
J^{1-\mathrm{r}}=\frac{-q \hbar}{m_{\mathrm{c}}{ }^{*}} \int_{0}^{+\infty} \frac{\mathrm{d} k_{z}}{2 \pi} k_{z} T^{1-\mathrm{r}}\left(k_{z}, E_{\mathrm{t}}=k_{\mathrm{B}} T\right) \int_{0}^{+\infty} \frac{\mathrm{d} k_{\mathrm{t}} k_{\mathrm{t}}}{2 \pi} f\left(E_{k}\right) . \tag{6.108}
\end{equation*}
$$

The integral over the transverse momentum can be performed exactly as we have shown earlier, leading to

$$
\begin{equation*}
J^{1-\mathrm{r}}=\frac{-q \hbar}{m_{\mathrm{c}}{ }^{*}} \int_{0}^{+\infty} \frac{\mathrm{d} k_{z}}{2 \pi} k_{z} T^{\mathrm{l}-\mathrm{r}}\left(k_{z}, E_{\mathrm{t}}=k_{\mathrm{B}} T\right) \sigma^{1-\mathrm{r}}\left(k_{z}\right), \tag{6.109}
\end{equation*}
$$

where $\sigma^{1-\mathrm{r}}\left(k_{z}\right)$ is given by Equation (6.104).
By analogy, for the electrons incident from the right contact,

$$
\begin{equation*}
J^{\mathrm{r}-1}=\frac{-q \hbar}{m_{\mathrm{c}}{ }^{*}} \int_{0}^{+\infty} \frac{\mathrm{d} k_{z}}{2 \pi} k_{z} T^{\mathrm{r}-1}\left(k_{z}\right) \sigma^{\mathrm{r}-1}\left(k_{x}\right) \tag{6.110}
\end{equation*}
$$

where the transmission probability for electrons incident from the right contact is given by

$$
\begin{equation*}
T^{\mathrm{r}-1}\left(k_{x}\right)=\frac{k_{z}(0)}{k_{z}(L)}\left|\psi_{k_{z}(L), k_{\mathrm{B}} T}^{\mathrm{r}-1}(0)\right|^{2} . \tag{6.111}
\end{equation*}
$$

Since the wave functions in the left and right contacts are mutually incoherent, the total current density flowing through the device is then the difference of the two oppositely flowing current densities,

$$
\begin{equation*}
J_{\mathrm{tot}}=J^{1-\mathrm{r}}-J^{\mathrm{r}-1} \tag{6.112}
\end{equation*}
$$

## ** Problem 6.10: Self-consistent calculation of the current-voltage characteristics of a nansocale device under the assumption of ballistic transport

Write down the set of equations to be solved to calculate the current-voltage characteristics of a nanoscale device under the assumption of ballistic transport and assuming that the contacts are heavily doped with donors (neglect the hole carrier concentration).

## Solution:

Calculation of the total electron carrier concentration and current density: In order to calculate the spatially dependent electron concentration throughout the device, we must add the electron concentrations associated with electrons incident from the left and right contacts since the wave functions in the two contacts are mutually incoherent. Hence,

$$
\begin{equation*}
n(z)=n^{1-\mathrm{r}}(z)+n^{\mathrm{r}-1}(z) \tag{6.113}
\end{equation*}
$$

where either term on the right-hand side can be evaluated using the expression derived in the previous problem. Similarly, the total current density is obtained by subtracting the current densities associated with the fluxes incident from the two contacts, using the results of the previous problem.

Solution of the Poisson equation: The total electron concentration $n(z)$ given above modifies the electrostatic potential $V(z)$ between the two contacts. Neglecting the contribution from holes, we must solve the Poisson equation

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} z}\left[\epsilon(z) \frac{\mathrm{d}}{\mathrm{~d} z} V(z)\right]=-q\left[N_{\mathrm{D}}^{+}(z)-n(z)\right] \tag{6.114}
\end{equation*}
$$

while imposing continuity of $V(z)$ and $\epsilon(z) \frac{\mathrm{d}}{\mathrm{d} z}$, and using the values of the potential in the contacts as boundary conditions. Typically, one contact is assumed to be at ground and the bias across the device is applied to the other contact.

To find the self-consistent solution to the set of equations given above, the iterative scheme shown in Figure 6.8 can be used.

The total electron density is first calculated for a specific conduction band energy profile. A good initial guess is to use the conduction band energy profile neglecting the effects of space charge and assuming a linear drop of the electrostatic potential between the two contacts.

The Poisson equation is then solved numerically and the resulting electrostatic potential energy profile is added to the electron affinity (which can be spatially varying) to get the new conduction band energy profile. The total electron density in the device is then recalculated from a solution of the Schrödinger equation and the procedure is repeated until a self-consistent solution is obtained. The number of iterations depends on the requested accuracy for any quantity of interest. Since the main focus is on the current-voltage characteristics, the iterative procedure is typically carried out until the current is obtained with a predetermined accuracy. This requires a calculation of the current density at each step of the iteration process, as indicated in Figure 6.8.

## * Problem 6.11: Electron density near a perfectly reflecting potential wall

Consider a one-dimensional electron gas obeying Maxwell-Boltzmann statistics and impinging from the left on a perfectly reflecting wall located at $z=0$, as shown in


Figure 6.8: Self-consistent scheme to calculate the current-voltage characteristics in a nanoscale device under the approximation of ballistic transport.

Figure 6.9. Calculate the spatial dependence of the electron density as a function of $z$, for $z<0$. Assume a constant effective mass $m^{*}$.

Solution: The spatial dependence of the (linear) electron density is given by

$$
\begin{equation*}
n_{1}(z)=\sum_{k_{z}}\left|\phi_{k_{z}}(z)\right|^{2} f\left(E_{k_{z}}\right), \tag{6.115}
\end{equation*}
$$

where

$$
\begin{equation*}
f\left(E_{k_{z}}\right)=\mathrm{e}^{-\frac{E\left(k_{z}\right)-E_{\mathrm{F}}}{k_{\mathrm{B}} T}} \tag{6.116}
\end{equation*}
$$

is the Maxwell-Boltzmann factor and $E\left(k_{z}\right)=\hbar^{2} k_{z}{ }^{2} / 2 m^{*}$ is the kinetic energy of an incident electron. Furthermore, the wave function of an incident electron is given by

$$
\begin{equation*}
\phi_{k_{z}}(z)=\mathrm{e}^{i k_{z} z}+r \mathrm{e}^{-i k_{z} z} . \tag{6.117}
\end{equation*}
$$

Since the electron is incident on a perfectly reflecting wall, $\phi_{k_{z}}(0)=0$ for all $k_{z}$ and therefore $r=-1$ for all $k_{z}$.

Converting the sum into an integral in Equation (6.115) using the onedimensional density of states, we get

$$
\begin{equation*}
n_{\mathrm{l}}(z)=2 \frac{L}{2 \pi} \int_{0}^{\infty} \mathrm{d} k_{z}\left|\phi_{k_{z}}(z)\right|^{2} f\left(E_{k_{z}}\right) . \tag{6.118}
\end{equation*}
$$



Figure 6.9: Reflection from a infinite potential wall. If $E_{\mathrm{c}}=\infty$ for $z>0$, the reflection coefficient $r=-1$ for all values of $k_{0}$, the wavevector of the electron incident from the left.

The linear electron density (number of electrons per unit length) is therefore given by

$$
\begin{align*}
n_{\mathrm{l}}(z) & =\frac{n(z)}{L}=\frac{1}{\pi} \int_{0}^{\infty} \mathrm{d} k_{z}\left|\mathrm{e}^{i k_{z} z}-\mathrm{e}^{-i k_{z} z}\right|^{2} f\left(E_{k_{z}}\right) \\
& =\frac{2}{\pi} \int_{0}^{\infty} \mathrm{d} k_{z}\left[1-\cos \left(2 k_{z} z\right)\right] f\left(E_{k_{z}}\right) \tag{6.119}
\end{align*}
$$

This integral can be performed exactly using the following results:

$$
\begin{align*}
\int_{0}^{\infty} \mathrm{e}^{-r^{2} z^{2}} \mathrm{~d} z & =\frac{\sqrt{\pi}}{2 r}  \tag{6.120}\\
\int_{0}^{\infty} \cos (m z) \mathrm{e}^{-a^{2} z^{2}} \mathrm{~d} z & =\frac{\sqrt{\pi}}{2 a} \mathrm{e}^{-\frac{m^{2}}{4 a^{2}}} \tag{6.121}
\end{align*}
$$

This leads to the final result

$$
\begin{equation*}
n_{\mathrm{l}}(z)=\frac{1}{\sqrt{\pi} \lambda}\left(1-\mathrm{e}^{-\frac{z^{2}}{\lambda^{2}}}\right) \mathrm{e}^{\frac{E_{\mathrm{F}}}{k_{\mathrm{B}} T}} \tag{6.122}
\end{equation*}
$$

where $\lambda=\frac{\hbar}{\sqrt{2 m^{*} k_{\mathrm{B}} T}}$ is the thermal de Broglie wavelength. This quantity characterizes the length scale over which the electron density changes from its value far from the interface, $\frac{1}{\sqrt{\pi} \lambda} \mathrm{e}^{\frac{E_{\mathrm{F}}}{k_{\mathrm{B}} T}}$, as a result of the quantum mechanical reflection at the interface.

A plot of the normalized electron density $n_{1}(z) /\left(\frac{1}{\lambda \sqrt{\pi}} \mathrm{e}^{\frac{E_{\mathrm{F}}}{k_{\mathrm{B}} T}}\right)$ for different temperatures is shown in Figure 6.10, assuming that the electron's effective mass is $m^{*}=0.067 m_{0}$. Because the thermal de Broglie wavelength is inversely proportional to the square root of the temperature, the effects of the quantum mechanical reflection from the potential wall are felt farther into the bulk of the one-dimensional electron gas at lower temperatures.


Figure 6.10: Plot of the normalized electron density $n_{1}(z) /\left(\frac{1}{\lambda \sqrt{\pi}} \mathrm{e}^{\frac{E_{\mathrm{F}}}{\overline{\mathrm{B}} T}}\right)$ for three different temperatures for an electron with an effective mass $m^{*}=0.067 m_{0}$. From bottom to top, the temperature is set equal to $4.2 \mathrm{~K}, 77 \mathrm{~K}$, and 300 K , respectively.

## ** Problem 6.12: Richardson-Dushman equation in 3D

Calculate the current density flowing across a metal/vacuum interface modeled using the conduction band diagram shown in Figure 6.11. Assume that the transmission probability of electrons impinging on the interface is unity if their electron kinetic energy is above $E_{\mathrm{F}}+\Phi$, and zero otherwise. The quantities $E_{\mathrm{F}}$ and $\Phi$ are the Fermi energy and work function of the metal, respectively.

Solution: For electrons impinging from the contact, the current density flowing into vacuum is given by (see Problem 6.9)

$$
\begin{equation*}
J_{z}=-q \sum_{k_{z}} \frac{\hbar k_{z}}{m^{*}}\left|T\left(k_{z}\right)\right|^{2} f(E) \tag{6.123}
\end{equation*}
$$

where $\left|T\left(k_{z}\right)\right|^{2}$ is the transmission probability of the electron impinging with wave vector component $k_{z}$ in the direction perpendicular to the interface. Since the electrons have the same effective mass $m_{0}$ inside and outside the metal, the transmission probability is independent of the electron's transverse wave vector $k_{\mathrm{t}}$.

Because the work function is typically a few eV, the Fermi-Dirac occupation probability $f(E)$ can be approximated by the Maxwell-Boltzmann distribution,


Figure 6.11: Richardson-Dushman thermionic current across a metal/vacuum interface modeled as a potential step of height $E_{\mathrm{F}}+\Phi . E_{\mathrm{F}}$ and $\Phi$ are the Fermi energy and work function of the metal, respectively.

$$
\begin{equation*}
f(E)=\mathrm{e}^{-\frac{E-E_{\mathrm{F}}}{k_{\mathrm{B}} T}} \tag{6.124}
\end{equation*}
$$

where $E$ is the total kinetic energy of the electron, i.e.,

$$
\begin{equation*}
E=\frac{\hbar^{2} k_{z}^{2}}{2 m_{0}}+\frac{\hbar^{2} k_{\mathrm{t}}^{2}}{2 m_{0}} . \tag{6.125}
\end{equation*}
$$

Converting the sum into an integral in Equation (6.123) (see Problem 6.1), we get

$$
\begin{equation*}
J_{z}=-q \frac{2}{(2 \pi)^{3}} \int \mathrm{~d}^{3} \vec{k} \frac{\hbar k_{z}}{m^{*}}\left|T\left(k_{z}\right)\right|^{2} f(E) \tag{6.126}
\end{equation*}
$$

Next, changing to cylindrical coordinates from spherical coordinates (cylinder axis along $k_{x}$ direction), Equation (6.126) becomes

$$
\begin{equation*}
J_{z}=-q \frac{2}{(2 \pi)^{3}} \int_{0}^{2 \pi} \mathrm{~d} \phi \int_{0}^{+\infty} \mathrm{d} k_{\mathrm{t}} k_{\mathrm{t}} \int_{k_{z, \text { min }}}^{+\infty} \mathrm{d} k_{z} \frac{\hbar k_{z}}{m^{*}} f(E) \tag{6.127}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{z, \min }=\frac{1}{\hbar} \sqrt{2 m\left(E_{\mathrm{F}}+\Phi\right)} \tag{6.128}
\end{equation*}
$$

Since $\left|T\left(k_{z}\right)\right|^{2}$ is independent of $k_{\mathrm{t}}$ and assumed to be unity for electrons with $k_{z}$ above $k_{z, \text { min }}$, we can separate the integrals over $k_{z}$ and $k_{\mathrm{t}}$ in Equation (6.127) leading to

$$
\begin{equation*}
J_{z}=-q \frac{2}{(2 \pi)^{2}} \mathrm{e}^{\frac{E_{\mathrm{F}}}{k_{\mathrm{B}} T}} \int_{0}^{+\infty} \mathrm{d} k_{\mathrm{t}} k_{\mathrm{t}} \mathrm{e}^{-\frac{\hbar^{2} k_{\mathrm{t}}^{2}}{2 m^{*} k_{\mathrm{B}} T}} \int_{k_{z, \text { min }}}^{+\infty} \mathrm{d} k_{z} k_{z} \mathrm{e}^{-\frac{\hbar^{2} k_{z}^{2}}{2 m^{*} k_{\mathrm{B}} T}} . \tag{6.129}
\end{equation*}
$$

The two integrations can be performed exactly, leading to the final result

$$
\begin{equation*}
J_{z}=J_{\mathrm{RD}}=A^{*} T^{2} \mathrm{e}^{-\frac{\Phi}{k_{\mathrm{B}} T}} \tag{6.130}
\end{equation*}
$$

where $A^{*}=\frac{4 \pi q m^{*}}{h^{3}} k_{\mathrm{B}}{ }^{2}$. This last result is referred to as the Richardson-Dushman equation.

## ** Problem 6.13: Richardson-Dushman equation in 1D

Repeat the previous problem in 1D, i.e., assuming that the electrons have only a $k_{z}$ component.

Solution: In this case, the thermionic current must be calculated using the expression

$$
\begin{equation*}
J_{z}=-q \sum_{k_{z}} \frac{\hbar k_{z}}{m^{*}}\left|T\left(k_{z}\right)\right|^{2} f_{\mathrm{MB}}(E), \tag{6.131}
\end{equation*}
$$

where $f_{\mathrm{MB}}\left(E_{z}\right)=\mathrm{e}^{-\frac{E_{z}-E_{\mathrm{F}}}{k_{\mathrm{B}} T}}$ is the Maxwell-Boltzmann factor and $E_{z}=\frac{\hbar^{2} k_{z}{ }^{2}}{2 m^{*}}$ is the kinetic energy along the $z$-axis.

Converting the sum into an integral, since $\left|T\left(k_{z}\right)\right|^{2}=1$ for $k_{z} \geq k_{z, \text { min }}$, with $k_{z, \text { min }}=\frac{1}{\hbar} \sqrt{2 m\left(E_{\mathrm{F}}+\Phi\right)}$, we get

$$
\begin{equation*}
J_{z}=-\frac{q}{\pi} \mathrm{e}^{\frac{E_{\mathrm{F}}}{k_{\mathrm{B}} T}} \int_{k_{z, \text { min }}}^{+\infty} \mathrm{d} k_{z} k_{z} \mathrm{e}^{-\frac{\hbar^{2} k_{z}^{2}}{2 m^{*} k_{\mathrm{B}} T}} . \tag{6.132}
\end{equation*}
$$

Performing the integration leads to the one-dimensional version of the RichardsonDushman equation:

$$
\begin{equation*}
J_{z}{ }^{1 \mathrm{D}}=\frac{2 q k_{\mathrm{B}} T}{h} \mathrm{e}^{-\frac{\Phi}{k_{\mathrm{B}} T}} . \tag{6.133}
\end{equation*}
$$

Notice that the temperature dependence in front of the exponential has changed from $T^{2}$ to $T$ going from 3D to 1D. This expression can be used to calculate the thermionic current emitted from metallic carbon nanotubes, which can be approximated as one-dimensional wires.

## ** Problem 6.14: Heat conduction across a metal/vacuum interface

In Chapter 3, the concept of energy flux was introduced and applied to the study of several tunneling problems. The goal of this problem is to calculate the heat flux across a metal/vacuum interface as shown in Figure 6.11. The latter is defined as follows:

$$
\begin{equation*}
J_{\mathrm{Q}}=-2 \frac{q}{(2 \pi)^{3}} \int \mathrm{~d} \vec{k} \frac{\hbar k_{z}}{m_{0}}\left(E-E_{\mathrm{F}}\right)\left|T\left(k_{z}\right)\right|^{2} f_{\mathrm{MB}}(E) \tag{6.134}
\end{equation*}
$$

where $E$ is the total kinetic energy of the incident electron on the metal/vacuum interface, $E_{\mathrm{F}}$ is the Fermi energy of the metal, $\left|T\left(k_{z}\right)\right|^{2}$ is the transmission probability across the interface, and $f_{\mathrm{MB}}$ is the Maxwell-Boltzmann factor.

Show that $J_{\mathrm{Q}}$ is given by

$$
\begin{equation*}
J_{\mathrm{Q}}=J_{\mathrm{RD}}\left(\phi+2 k_{\mathrm{B}} T\right), \tag{6.135}
\end{equation*}
$$

where $J_{\mathrm{RD}}$ is the Richardson-Dushman result given in Equation (6.130), $\phi$ is the work function of the metal, $k_{\mathrm{B}}$ is Boltzmann's constant, and $T$ is the temperature of the metal.

Solution: We first rewrite the heat flux in Equation (6.134) as

$$
\begin{equation*}
J_{\mathrm{Q}}=J_{\mathrm{Q}}^{\prime}-E_{\mathrm{F}} J_{\mathrm{RD}}, \tag{6.136}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{\mathrm{Q}}{ }^{\prime}=-2 \frac{q}{(2 \pi)^{3}} \int \mathrm{~d} \vec{k} \frac{\hbar k_{z}}{m_{0}}\left(E_{z}+\frac{\hbar^{2} k_{\mathrm{t}}^{2}}{2 m_{0}}\right)\left|T\left(k_{z}\right)\right|^{2} f_{\mathrm{MB}}(E), \tag{6.137}
\end{equation*}
$$

where $E_{z}$ is the kinetic energy associated with longitudinal (or $z$-component) of motion and $\frac{\hbar^{2} k_{\mathrm{t}}{ }^{2}}{2 m_{0}}$ is the kinetic energy associated with the transverse component of motion. We then separate the above result into two integrals as follows:

$$
\begin{align*}
& J_{\mathrm{Q}, 1^{\prime}}=-2 \frac{q}{(2 \pi)^{3}} \int \mathrm{~d} \vec{k} \frac{\hbar k_{z}}{m_{0}} E_{z}\left|T\left(k_{z}\right)\right|^{2} f_{\mathrm{MB}}(E),  \tag{6.138}\\
& J_{\mathrm{Q}, 2^{\prime}}=-2 \frac{q}{(2 \pi)^{3}} \int \mathrm{~d} \vec{k} \frac{\hbar k_{z}}{m_{0}} \frac{\hbar^{2} k_{\mathrm{t}}^{2}}{2 m_{0}}\left|T\left(k_{z}\right)\right|^{2} f_{\mathrm{MB}}(E) . \tag{6.139}
\end{align*}
$$

Taking into account the fact that the transmission probability $\left|T\left(k_{z}\right)\right|^{2}$ is independent of $k_{\mathrm{t}}$ and assumed to be unity for electrons with $k_{z}$ above $k_{z, \min }=$ $\frac{1}{\hbar} \sqrt{2 m_{0}\left(E_{\mathrm{F}}+\Phi\right)}$ (see Problem 6.12), we can separate the integrals over $k_{z}$ and $k_{\mathrm{t}}$ in Equations (6.138) and (6.139) leading to

$$
\begin{align*}
J_{\mathrm{Q}, 1}^{\prime}= & -q \frac{2}{(2 \pi)^{2}} \mathrm{e}^{\frac{E_{\mathrm{F}}}{k_{\mathrm{B}} T}} \int_{0}^{+\infty} \mathrm{d} k_{\mathrm{t}} k_{\mathrm{t}} \mathrm{e}^{-\frac{\hbar^{2} k_{\mathrm{t}}^{2}}{2 m_{0} k_{\mathrm{B}} T}} \int_{k_{z, \text { min }}}^{+\infty} \mathrm{d} k_{z} k_{z} \mathrm{e}^{-\frac{\hbar^{2} k_{z}^{2}}{2 m_{0} k_{\mathrm{B}} T}}  \tag{6.140}\\
J_{\mathrm{Q}, 2}^{\prime}= & -q \frac{2}{(2 \pi)^{2}} \mathrm{e}^{\frac{E_{\mathrm{F}}}{k_{\mathrm{B}} T}} \int_{0}^{+\infty} \mathrm{d} k_{\mathrm{t}} k_{\mathrm{t}} \frac{\hbar^{2} k_{\mathrm{t}}^{2}}{2 m_{0}} \mathrm{e}^{-\frac{\hbar^{2} k_{\mathrm{t}}{ }^{2}}{2 m_{0} \mathrm{k}_{\mathrm{B}} T}} \\
& \int_{k_{z, \text { min }}}^{+\infty} \mathrm{d} k_{z} \frac{\hbar k_{z}}{m_{0}} \mathrm{e}^{-\frac{\hbar^{2} k_{z} z^{2}}{2 m_{0} k_{\mathrm{B}} T}} . \tag{6.141}
\end{align*}
$$

Changing variables from $k_{\mathrm{t}}$ to $E_{\mathrm{t}}=\frac{\hbar^{2} k_{\mathrm{t}}^{2}}{2 m_{0}}$ and $k_{z}$ to $\frac{\hbar^{2} k_{z}^{2}}{2 m_{0}}$, the integrations in the expressions for $J_{\mathrm{Q}, 1^{\prime}}$ and $J_{\mathrm{Q}, 2^{\prime}}$ can be performed exactly, leading to

$$
\begin{align*}
J_{\mathrm{Q}, 1}^{\prime} & =J_{\mathrm{RD}}\left(E_{\mathrm{F}}+\phi+k_{\mathrm{B}} T\right)  \tag{6.142}\\
J_{\mathrm{Q}, 2}^{\prime} & =J_{\mathrm{RD}} k_{\mathrm{B}} T \tag{6.143}
\end{align*}
$$

Regrouping the results (6.136), (6.142), and (6.143), we finally get the expression for the heat flux across the metal/vacuum interface:

$$
\begin{equation*}
J_{\mathrm{Q}}=J_{\mathrm{RD}}\left(\phi+2 k_{\mathrm{B}} T\right) \tag{6.144}
\end{equation*}
$$

This equation has been used extensively in the design of thermionic converters and refrigerators [5].

## *** Problem 6.15: Blackbody radiation in 3D

The birth of quantum mechanics occurred in 1900 with Max Planck's derivation of the correct expression for the experimentally measured energy per unit volume per frequency interval (or energy spectral distribution) of the blackbody radiation,

$$
\begin{equation*}
u(\nu)=\frac{8 \pi h \nu^{3}}{c^{3}} \frac{1}{\mathrm{e}^{\frac{h \nu}{k_{\mathrm{B}} T}}-1}, \tag{6.145}
\end{equation*}
$$

where $h$ is Planck's constant, $\nu$ is the frequency of the electromagnetic radiation in the cavity, $c$ is the speed of light in vacuum, $k_{\mathrm{B}}$ is Boltzmann's constant, and $T$ is the temperature inside the cavity in Kelvin. Planck was able to derive this important relation by assuming that the energy exchange between the electromagnetic waves inside a cavity and its walls occurs via emission and absorption of discrete quanta of energy. As a result, the energy of the electromagnetic radiation with frequency $\nu$ inside the blackbody cavity exists only in multiples of $h \nu$.

Using the concept of DOS for the photons trapped inside the cavity, derive the expression for the energy spectral density in Equation (6.145). Next, derive the analytical expression of the energy density per unit wavelength of the blackbody radiation and plot it for cavity temperatures of $T=300 \mathrm{~K}, 1000 \mathrm{~K}$, and 5000 K .

Show that the maximum of the energy spectral density $u$ in Equation (6.145) occurs when

$$
\begin{equation*}
3-3 \exp (-x)=x, \tag{6.146}
\end{equation*}
$$

where $x=h \nu / k_{\mathrm{B}} T$.
Solve this equation numerically and show that the maximum occurs for $x$ around 2.82, i.e., at a frequency $\nu_{\max }$ given by

$$
\begin{equation*}
h \nu_{\max } / k_{\mathrm{B}} T \sim 2.82 . \tag{6.147}
\end{equation*}
$$

This last relation is referred to as Wien's displacement law.

Solution: In the blackbody, the photons form standing waves in the cavity and are in thermal equilibrium with the walls, which continuously absorb and emit the photons. By piercing a small hole in one side of the blackbody outer shell, we can determine the spectral distribution of the blackbody radiation, i.e., the fraction of total radiated energy with frequency between $\nu$ and $\nu+d \nu$.

Assuming the photons form standing waves within the cavity, and that the latter are not much disturbed by the small hole created to observe the photon spectrum, one can show that the wavevector component of the photons in the rectangular cavity must obey the relations $k_{x} l=n_{x} \pi, k_{y} l=n_{y} \pi$, and $k_{z} l=n_{z} \pi$, where $n_{x}, n_{y}$, and $n_{z}$ are positive integers and $l$ is the linear dimension of the cavity. These values (or quantization of photon wavevectors) ensure the presence of a standing wave with integer multiples of half wavelength in all directions inside the cavity. Each triplet


Figure 6.12: Only one-eighth of the spherical shell between the two spheres of radii $N$ and $N+d N$ must be taken into account to calculate the density of distinct phonon modes present in the blackbody cavity within the corresponding energy range.
( $n_{x}, n_{y}$, and $n_{z}$ ) represents an electromagnetic mode of oscillation. These modes are photon states and are doubly degenerate since for each $\vec{k}=\left(k_{x}, k_{y}, k_{z}\right)$ there are two independent polarization directions possible for the standing waves.

For each node, the relation between the frequency and the photon wavevector is given by

$$
\begin{equation*}
\nu=\frac{c}{\lambda}=\frac{c k}{2 \pi}=\frac{c|\vec{k}|}{2 \pi} . \tag{6.148}
\end{equation*}
$$

With the components of the photon wavevectors given above, we get

$$
\begin{equation*}
\nu=\frac{c}{2 l} N, \text { with } N=\sqrt{n_{x}^{2}+n_{y}^{2}+n_{z}^{2}} . \tag{6.149}
\end{equation*}
$$

We must now count the number of photon modes within the two spheres of radii $N$ and $N+d N$.

Since both positive and negative values of the photon $\vec{k}$ components belong to the same photon standing wave, we must count as distinct only the photon modes present in one-eighth of the spherical shell shown in Figure 6.12. The volume of that portion of the shell between the two spheres of radii $N$ and $N+d N$ is given by

$$
\begin{equation*}
d M=\frac{1}{8} 4 \pi N^{2} d N=\frac{\pi N^{2}}{2} d N \tag{6.150}
\end{equation*}
$$

From Equation (6.149), we get

$$
\begin{equation*}
\nu=\frac{c N}{2 l} \rightarrow N=\frac{2 l \nu}{c} . \tag{6.151}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
d N & =\frac{2 l}{c} d \nu \\
d M & =\frac{\pi}{2}\left(\frac{2 l \nu}{c}\right)^{2} \frac{2 l}{c} d \nu=\frac{4 \pi l^{3}}{c^{3}} \nu^{2} d \nu . \tag{6.152}
\end{align*}
$$

Taking into account the two independent polarization directions for each node, we must multiply $d M$ by 2 . So the number of photon states in the shell is

$$
\begin{equation*}
d S=2 d M=\frac{8 \pi V}{c^{3}} \nu^{2} d \nu=g(\nu) d \nu \tag{6.153}
\end{equation*}
$$

where $V=l^{3}$ is the volume of the cavity and $\mathrm{g}(\nu)$ is the photon DOS in the frequency interval $\mathrm{d} \nu$ :

$$
\begin{equation*}
g(\nu)=\frac{8 \pi V}{c^{3}} \nu^{2} . \tag{6.154}
\end{equation*}
$$

The occupation probability of photons must obey Bose-Einstein statistics because photons are bosons. Hence, this probability is

$$
\begin{equation*}
f_{\mathrm{BE}}(E)=\frac{1}{\mathrm{e}^{E / k_{\mathrm{B}} T}-1} . \tag{6.155}
\end{equation*}
$$

Consequently, the number of photons, $d n_{\nu}$, with frequencies between $\nu$ and $\nu+d \nu$ is

$$
\begin{equation*}
d n_{\nu}=f_{\mathrm{BE}}(h \nu) g(\nu) d \nu=\frac{1}{\mathrm{e}^{\frac{h \nu}{k_{\mathrm{B}} T}}-1} \frac{8 \pi V}{c^{3}} \nu^{2} d \nu . \tag{6.156}
\end{equation*}
$$

The amount of energy carried by those $d n_{\nu}$ photons is found by multiplying the previous result with the photon energy $h \nu$, yielding

$$
\begin{equation*}
d E_{\nu}=h \nu d n_{\nu}=\frac{8 \pi V h}{c^{3}} \frac{\nu^{3}}{\mathrm{e}^{\frac{h \nu}{k_{\mathrm{B}} T}}-1} d \nu \tag{6.157}
\end{equation*}
$$

which we rewrite in the more condensed form

$$
\begin{equation*}
d E_{\nu}=F(\nu) d \nu \tag{6.158}
\end{equation*}
$$

where

$$
\begin{equation*}
F(\nu)=\frac{8 \pi V h}{c^{3}} \frac{\nu^{3}}{\mathrm{e}^{\frac{h \nu}{k_{\mathrm{B}} T}}-1} \tag{6.159}
\end{equation*}
$$

is the spectral energy distribution we were looking for. This expression was first derived by Max Planck.

To derive the spectral energy distribution as a function of wavelength $\lambda$, we must find the function $G(\lambda)$ such that the total electromagnetic energy inside the black box is given by

$$
\begin{equation*}
E=\int_{0}^{+\infty} G(\lambda) \mathrm{d} \lambda . \tag{6.160}
\end{equation*}
$$



Figure 6.13: Plot of the normalized spectral energy distribution $G(\lambda) /(8 \pi V h c)$ versus wavelength in Equation (6.161) for three different temperatures. From left to right, the curves correspond to $T=5000,1000$, and 300 K .

Starting with Equations (6.158)-(6.159) and performing a change of variable using the relation $\nu=c / \lambda$, we get

$$
\begin{equation*}
G(\lambda)=\frac{8 \pi V h c}{\lambda^{5}\left[\mathrm{e}^{\frac{h c}{k_{\mathrm{B}} T \lambda}}-1\right]} \tag{6.161}
\end{equation*}
$$

Figure 6.13 is a plot of the normalized spectral energy distribution, i.e., $G(\lambda) /$ ( $8 \pi V h c$ ) for $T=300,1000$, and 5000 K .

Using the results above, the total electromagnetic energy inside the black box cavity whose walls are maintained at a temperature $T$ is given by

$$
\begin{equation*}
E=\int_{0}^{\infty} \mathrm{d} E_{\nu}=\frac{8 \pi V h}{c^{3}} \int_{0}^{\infty} \frac{\nu^{3}}{\mathrm{e}^{\frac{h \nu}{k_{\mathrm{B}} T}}-1} \mathrm{~d} \nu=\frac{8 \pi V k_{\mathrm{B}}{ }^{4} T^{4}}{c^{3} h^{3}} \int_{0}^{\infty} \frac{q^{3}}{\mathrm{e}^{q}-1} \mathrm{~d} q \tag{6.162}
\end{equation*}
$$

where $q=h \nu /\left(k_{\mathrm{B}} T\right)$. Using the result

$$
\begin{equation*}
\int_{0}^{\infty} \frac{q^{p}}{\mathrm{e}^{q}-1} \mathrm{~d} q=\Gamma(p+1) \zeta(p+1) \tag{6.163}
\end{equation*}
$$

where $\Gamma$ is the Euler gamma function and $\zeta$ is the zeta function of Riemann, we get

$$
\begin{equation*}
E / V=\sigma T^{4} \tag{6.164}
\end{equation*}
$$

where $\sigma=4.71 \mathrm{keV} / \mathrm{K}^{4} \mathrm{~m}^{3}$. This last equation is referred to as the StefanBoltzmann law.

Starting with the expression of the spectral energy distribution in Equation (6.159), we calculate the frequency at which it reaches a maximum:

$$
\begin{equation*}
\frac{\mathrm{d} F(\nu)}{\mathrm{d} \nu}=0 \rightarrow \frac{\mathrm{~d}}{\mathrm{~d} \nu}\left[\frac{8 \pi v h}{c^{3}} \frac{\nu^{3}}{\mathrm{e}^{\frac{h \nu}{k T}}-1}\right]=0 . \tag{6.165}
\end{equation*}
$$

This leads to the following transcendental equation:

$$
\begin{equation*}
\frac{8 \pi v h}{c^{3}} \frac{\nu^{2}\left[\mathrm{e}^{\frac{h \nu}{k T}}\left(3-\frac{h \nu}{k T}\right)-3\right]}{\left[\mathrm{e}^{\frac{h \nu}{k T}}-1\right]^{2}}=0 \tag{6.166}
\end{equation*}
$$

Hence, the maximum is reached when

$$
\begin{equation*}
\mathrm{e}^{y}(3-y)-3=0, \tag{6.167}
\end{equation*}
$$

where

$$
\begin{equation*}
y=\frac{h \nu_{\max }}{k T} \tag{6.168}
\end{equation*}
$$

Matlab code to solve Equation (6.167) is given in Appendix G. The maximum in the spectral energy distribution occurs at a frequency given by

$$
\begin{equation*}
\lambda_{\max } \rightarrow h \nu_{\max } \approx 2.82 k_{\mathrm{B}} T . \tag{6.169}
\end{equation*}
$$

This last relation is referred to as Wien's displacement law.

## ** Problem 6.16: Blackbody radiation in 1D

In this problem, we repeat the study of the blackbody radiation assuming a onedimensional world, i.e., a cavity extending along the z-axis only and photons traveling back and forth along that direction while being in equilibrium with the two walls at the end of the cavity held at a temperature $T$.

Use the one-dimensional DOS for photons trapped inside the cavity and derive the expression for the energy spectral density for this $1 D$ case.

Show that the maximum of the energy spectral density occurs when

$$
\begin{equation*}
5-5 \exp (-y)=y \tag{6.170}
\end{equation*}
$$

where $y=h \nu / k_{\mathrm{B}} T$.
Solve this equation and find for what value of $y$ the maximum occurs. Use this result to write the one-dimensional version of Wien's displacement law.

Solution: Assuming that the photons form standing waves in the direction of the one-dimensional box, the wavevector component of the photons must obey the relation $k_{x} l=n_{x} \pi$, where $n_{x}$ is a positive integer. These values ensure the presence
of standing waves whose wavelengths $\lambda_{n}$ are integral submultiples of twice the cavity length in the $x$-direction, i.e. $\lambda_{n_{x}}=2 l / n_{x}$. Each $n_{x}$ represents an electromagnetic mode of oscillation. These modes are doubly degenerate since for each $k_{x}$ there are two independent polarization directions possible for the standing waves.

For each node, the relation between its frequency and the photon wavevector is given by

$$
\begin{equation*}
\nu=\frac{c}{\lambda}=\frac{c k_{x}}{2 \pi}=\frac{c}{2 l} n_{x} . \tag{6.171}
\end{equation*}
$$

Hence, the number of photon modes between $\nu$ and $\nu+d \nu$ is given by

$$
\begin{equation*}
d N_{x}=\frac{2 l}{c} d \nu \tag{6.172}
\end{equation*}
$$

Multiplying by a factor of 2 to take into account the two independent polarizations, we finally obtain the number of modes within the frequencies $\nu$ and $\nu+d \nu$ as

$$
\begin{equation*}
d M=2 d N_{x}=g(\nu) d \nu \tag{6.173}
\end{equation*}
$$

where $g(\nu)$ is the one-dimensional photon DOS.
Each mode is occupied by a photon with probability given by Bose-Einstein statistics. Using Bose-Einstein statistics, the amount of energy per frequency interval is therefore given by

$$
\begin{equation*}
d E_{\nu}=h \nu d n_{\nu}=\frac{4 l}{c} \frac{h \nu}{\mathrm{e}^{\frac{h \nu}{\mathrm{k}^{T} T}}-1} d \nu \tag{6.174}
\end{equation*}
$$

The total electromagnetic energy per unit length inside the one-dimensional black box cavity whose walls are maintained at a temperature $T$ is therefore given by

$$
\begin{equation*}
E / l=\frac{1}{l} \int_{0}^{\infty} \mathrm{d} E_{\nu}=\frac{4}{c} \int_{0}^{\infty} \frac{h \mu}{\mathrm{e}^{\frac{h \nu}{\mathrm{k}^{T}}}-1} \mathrm{~d} \nu=\frac{4 k_{\mathrm{B}}^{2} T^{2}}{c h} \int_{0}^{\infty} \frac{x}{\mathrm{e}^{x}-1} \mathrm{~d} x \tag{6.175}
\end{equation*}
$$

where $x=h \nu /\left(k_{\mathrm{B}} T\right)$. Hence,

$$
\begin{equation*}
E / l \propto T^{2} \tag{6.176}
\end{equation*}
$$

which is the one-dimensional version of the Stefan-Boltzmann law.
Proceeding as in Problem 6.15, we next calculate the location of the maximum of the energy spectral density in the 1D case by setting the derivative of the integral in Equation (6.175) to zero. This leads to the following transcendental equation:

$$
\begin{equation*}
5-5 \exp (-y)=y \tag{6.177}
\end{equation*}
$$

where $y=h \nu / k_{\mathrm{B}} T$. Matlab code using an iterative solution of Equation (6.177) is given in Appendix G, leading to $y_{\max }=4.965$.

In this case, the maximum of the spectral energy distribution occurs at a frequency given by

$$
\begin{equation*}
h \nu_{\max } \approx 4.965 k_{\mathrm{B}} T \tag{6.178}
\end{equation*}
$$

This is Wien's displacement law for the 1D case. This result can be used to study the importance of radiative loss at the tip of single-walled carbon nanotubes during field emission.

## Suggested problems

- You will need the following results: $F_{1 / 2}(0)=0.678$ and $F_{-1 / 2}(0)=1.072$.
(1) Using the results of Problem 6.2, compute the critical concentration for the onset of degeneracy in a bulk sample at $T=300 \mathrm{~K}$ and $T=1 \mathrm{~K}$ for $m^{*}=m_{0}$, the free electron mass.
(2) For a metallic thin film of width $100 \AA$, use Equation (6.35) and compute the ratio $n_{\text {crit }}(W, T) / n_{\text {crit }}^{3 \mathrm{D}}$ for $T=300 \mathrm{~K}$. Use $m^{*}=m_{0}$, the free electron mass.
(3) For a metallic wire with cross section $A=10^{-12} \mathrm{~cm}^{2}$, use Equation (6.40) and compute the ratio $\frac{n_{l}^{\text {crit }} / A}{n_{\text {crit }}^{3 \mathrm{r}}}$ at $T=1 \mathrm{~K}$. Use $m^{*}=m_{0}$, the free electron mass.
- Repeat the problem above if $N_{\mathrm{D}}=10^{19} \mathrm{~cm}^{-3}$, and determine the fraction of ionized impurities in the QW if the Fermi level is $3 k_{\mathrm{B}} T$ above the bottom of the second subband in the QW and $T=300 \mathrm{~K}$.
- Starting with the results of Problem 6.5, assume that an electrostatic potential is applied to the 2D semiconductor single layer $V_{\mathrm{ch}}$ through the application of a gate potential. Assume the device is operated at high enough temperature that $n=p=n_{\mathrm{i}}$. In the presence of $V_{\mathrm{ch}}$, the expression for $n$ and $p$ derived in Problem 6.5 can be obtained via the substitution $E_{0} \rightarrow E_{0}-q V_{\mathrm{ch}}$ and $E_{0} \rightarrow E_{0}+q V_{\mathrm{ch}}$, for $n$ and $p$, respectively (where $q$ is the charge of the electron).
Derive an analytical expression for the 2D channel quantum capacitance $C_{\mathrm{q}}=\frac{\partial Q}{\partial V_{\mathrm{ch}}}$.
- Using the results of Problem 6.1, the electron concentration in a heavily doped n-type bulk material is given by

$$
\begin{equation*}
n=\frac{2 N_{\mathrm{c}}}{\sqrt{\pi}} F_{1 / 2}(\xi) \tag{6.179}
\end{equation*}
$$

where $\xi=\frac{E_{\mathrm{F}}-E_{\mathrm{C}}}{k_{\mathrm{B}} T}$.
If $\xi>5, F_{1 / 2}(\xi)$ can be well approximated by $\frac{2}{3} \xi^{3 / 2}$.
If the n-type region of $\mathrm{Si}, \mathrm{Ge}$, and GaAs samples is doped heavily with donors with an ionization energy of 15 meV , find the value of $N_{\mathrm{D}}$ (doping concentration in $\mathrm{cm}^{-3}$ ) such that the Fermi level will be exactly $5 k_{\mathrm{B}} T$ above the conduction band at room temperature.
Use the following values: $N_{\mathrm{c}}(\mathrm{Si})=3.22 \times 10^{19} \mathrm{~cm}^{-3}, N_{\mathrm{c}}(\mathrm{Ge})=1.03 \times$ $10^{19} \mathrm{~cm}^{-3}$, and $N_{\mathrm{c}}(\mathrm{GaAs})=4.21 \times 10^{17} \mathrm{~cm}^{-3}$.

- Repeat Problem 6.11 assuming electrons from a three-dimensional electron gas impinging from the left on the infinite potential wall at $z=0$. The electrons obey Maxwell-Boltzmann statistics. Assume a constant effective mass $m^{*}$.
- Repeat Problem 6.4 assuming that the two lowest subbands are occupied. Give analytical expressions for the total charge concentration $\rho(z)$, the electric field $E(z)$, and the electrostatic potential $V(z)$ across the well. Assume the boundary conditions are $E(0)=0$ and $V(0)=0$.
- According to Problem 6.15, the peak in the energy spectral distribution curve shifts upward in frequency as the temperature increases. What is the equilibrium temperature inside a blackbody cavity when the maximum in the energy spectral distribution is to be located at wavelengths $1000 \AA, 5000 \AA$, and $10 \mu \mathrm{~m}$, which correspond to the ultraviolet, visible, and mid-infrared region of the electromagnetic spectrum, respectively?
- Following the solution of Problems 6.15 and 6.16 , repeat the study of the blackbody radiation in a two-dimensional space, i.e., a square cavity extending along the $x$ and $y$ axes only (i.e., in the $z=0$ plane) where the photons are in equilibrium with the two walls at the end of the cavity held at a temperature $T$. Use the two-dimensional DOS for photons trapped inside the cavity and derive the expression for the energy spectral density for this 2D case. Plot your results for cavity temperatures of $T=1000,3000$, and 5000 K .
Find the frequency associated with the maximum of the energy spectral density and write the two-dimensional version of Wien's displacement law.
- Following the derivation in Problem 6.12, derive an expression for the current associated with heat conduction through a metal/vacuum interface assuming the electrons impinging on the surface are confined to move only along the axis perpendicular to the interface, i.e., derive the heat conduction current in 1 D . This problem is less academic than it seems since it can describe the heat current associated with thermionic emission from carbon nanotubes or other one-dimensional structures (e.g., ZnO nanowires) where carrier transport can be assumed to be along the direction of current flow along the main axis of the 1D structure.
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## Chapter 7: Transfer Matrix

In this chapter, the transfer matrix formalism is introduced as a general approach for treating both bound state and tunneling problems [1-7]. It has been used extensively in the past to study bound states of quantum wells of arbitrary shape [8] and finite periodic potentials [9], and tunneling through finite repeated structures [10-12], among others.

The transfer matrix formalism can be used to show that the problem of finding the bound states of an arbitrary confined one-dimensional potential energy profile $E_{\mathrm{c}}(z)$ can be reformulated as a tunneling problem (see Problem 7.12) [13]. The following theorem is proved:

For an electron confined to a quantum well of width $W$ with an arbitrary potential profile $E_{\mathrm{c}}(z)$ within the well and a constant potential $V_{0}$ outside the well, the bound state energies $\left(E_{1}, E_{2}, E_{3}, \ldots\right)$ can be found by adding two barriers of width $d$ and height $V_{0}$ on either side of the well and calculating the energies at which the transmission probability $T(E)$ through the resonant tunneling structure so formed reaches unity. The energies at which the transmission coefficient reaches unity converge toward the bound state energy levels when the thickness $d$ tends to infinity.

The theorem is proved for the case of a spatially independent effective mass, but can be easily extended to the case of a spatially varying effective mass.

## Preliminary: Concept of transfer matrix

The definition of the transfer matrix is based on the concepts of linearly independent solutions of the Schrödinger equation and the Wronskian introduced in Chapter 1. If we can find two linearly independent solutions, their linear combination is the general solution to the Schrödinger equation

$$
\begin{equation*}
\phi(z)=c_{1} \phi_{1}(z)+c_{2} \phi_{2}(z) . \tag{7.1}
\end{equation*}
$$

Suppose we seek two solutions $\phi_{1}(z)$ and $\phi_{2}(z)$ of the Schrödinger equation such that

$$
\begin{array}{ll}
\phi_{1}(0)=0, & \dot{\phi}_{1}(0)=1 \\
\phi_{2}(0)=1, & \dot{\phi}_{2}(0)=0 \tag{7.3}
\end{array}
$$

Here, the dot symbol denotes the first derivative in space. In this book, we have intentionally used various notations-prime and dot, for example - to denote the spatial derivative since the literature in this field uses both conventions (plus, perhaps, a few others) and it is important that the reader is comfortable with all notations and conventions.
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The two solutions $\phi_{1}(z)$ and $\phi_{2}(z)$ are indeed linearly independent since their Wronskian, which is independent of $z$ (see Chapter 1), is equal to

$$
\begin{equation*}
W(z)=W(0)=\dot{\phi}_{1}(0) \phi_{2}(0)-\phi_{1}(0) \dot{\phi}_{2}(0)=1 . \tag{7.4}
\end{equation*}
$$

Since $\phi_{1}(z)$ and $\phi_{2}(z)$ satisfy the conditions (7.2) and (7.3), we have

$$
\begin{align*}
& c_{1}=\dot{\phi}(0),  \tag{7.5}\\
& c_{2}=\phi(0) . \tag{7.6}
\end{align*}
$$

Hence, from Equation (7.1) and its first derivative with respect to $z$, we get

$$
\begin{align*}
& \phi(L)=\dot{\phi}(0) \phi_{1}(L)+\phi(0) \phi_{2}(L),  \tag{7.7}\\
& \dot{\phi}(L)=\dot{\phi}(0) \dot{\phi}_{1}(L)+\phi(0) \dot{\phi}_{2}(L) \tag{7.8}
\end{align*}
$$

These last two equations can be rewritten in a matrix form:

$$
\left[\begin{array}{l}
\dot{\phi}(L)  \tag{7.9}\\
\phi(L)
\end{array}\right]=\left[\begin{array}{ll}
\dot{\phi}_{1}(L) & \dot{\phi}_{2}(L) \\
\phi_{1}(L) & \phi_{2}(L)
\end{array}\right]\left[\begin{array}{l}
\dot{\phi}(0) \\
\phi(0)
\end{array}\right] .
$$

The $2 \times 2$ matrix appearing on the right-hand side is called the transfer matrix because it relates the column vector $(\dot{\phi}(z), \phi(z))^{\dagger}$ (where the $\dagger$ stands for the transpose operation) at location $z=L$ to its value at location $z=0$.

Cascading rule for transfer matrices: An arbitrary spatially varying potential energy profile $E_{\mathrm{c}}(z)$ can always be approximated by a series of steps where the potential energy in each step is replaced by its average value over that interval. The accuracy of this approximation increases with decreasing interval size. Since the potential within each section is constant, the transfer matrix of each small section can be derived exactly (see Problem 7.2). Once the individual transfer matrix for each small segment is known, the overall transfer matrix $W_{\text {TOT }}$ needed to relate the wave function on the right to the wave function on the left of the potential (i.e., describe the tunneling process of a particle incident from the left contact) is the product of the individual transfer matrices associated with each small segment, i.e.,

$$
\begin{equation*}
W_{\mathrm{TOT}}=W_{N} W_{N-1} \cdots W_{2} W_{1}, \tag{7.10}
\end{equation*}
$$

where $W_{i}$ is the transfer matrix associated with the $i$ th segment counted from the left contact.

In Equation (7.10), it is important to mutiply the individual matrices from right to left (and not the other way around) to obtain the overall transfer matrix since the individual matrices do not commute in general.

## * Problem 7.1: Transmission and reflection probabilities across an arbitrary potential energy profile

Consider a semiconductor device with arbitrary conduction band energy profile varying along the $z$-direction only, $E_{\mathrm{c}}(z)$, sandwiched between two contacts (regions of constant or zero potential) at $z=0$ and $z=L$ (see Figure 7.1). Consider the case of zero bias applied between the two contacts and assume a constant effective mass throughout. Derive an expression for the transmission amplitude $t$ and transmission probability $T(E)=|t(E)|^{2}$ across the device as a function of the incident wavevector of the electron, $k_{0}$, and the elements of the overall transfer matrix across the region $[0, L]$.

Solution: The overall transfer matrix $W_{\text {TOT }}$ relates the wave functions and their first derivatives at the left and right contacts (assumed to be at the same potential) according to

$$
\left[\begin{array}{c}
\frac{\mathrm{d} \phi}{\mathrm{~d} z}\left(L^{+}\right)  \tag{7.11}\\
\phi\left(L^{+}\right)
\end{array}\right]=W_{\mathrm{TOT}}\left[\begin{array}{c}
\frac{\mathrm{d} \phi}{\mathrm{~d} z}\left(0^{-}\right) \\
\phi\left(0^{-}\right)
\end{array}\right] .
$$

For an electron incident from the left, the electronic states in the left and right contacts are given by

$$
\begin{array}{lr}
\phi(z)=\mathrm{e}^{i k_{0} z}+r \mathrm{e}^{-i k_{0} z} & (z<0) \\
\phi(z)=t \mathrm{e}^{i k_{0}(z-L)} & (z>L), \tag{7.12}
\end{array}
$$

where $k_{0}=\frac{1}{\hbar} \sqrt{2 m_{\mathrm{c}}^{*} E_{\mathrm{p}}}$ is the $z$-component of the electron's wavevector in the contact and $r$ and $t$ are the reflection and transmission amplitudes through the region $[0, L]$, respectively. The quantity $E_{\mathrm{p}}$ is the electron's kinetic energy component in the left contact associated with $z$-directed motion.


Figure 7.1: Approximation of an arbitrary conduction band energy profile $E_{\mathrm{c}}(z)$ as a series of steps. The effective mass may be assumed to be different in each interval. There is no bias applied between the two contacts, i.e., $E_{\mathrm{c}}(0)=E_{\mathrm{c}}\left(z_{N}\right)$.

Using these scattering states for the wave functions at $z=0^{-}$and $z=L^{+}$, Equation (7.11) becomes

$$
t\left[\begin{array}{c}
i k_{0}  \tag{7.13}\\
1
\end{array}\right]=W_{\text {ТОТ }}\left[\begin{array}{c}
i k_{0}(1-r) \\
1+r
\end{array}\right]
$$

This is a system of two equations for the two unknowns $t$ and $r$. We can solve these equations to find $t$ and $r$. The explicit form of the transmission amplitude $t$ in terms of the matrix elements of the total transfer matrix is given by

$$
\begin{equation*}
t=\frac{2 i k_{0}\left[W_{\mathrm{TOT}}^{11} W_{\mathrm{TOT}}^{22}-W_{\mathrm{TOT}}^{12} W_{\mathrm{TOT}}^{21}\right]}{i k_{0}\left[W_{\mathrm{TOT}}^{11}+W_{\mathrm{TOT}}^{22}\right]+\left[W_{\mathrm{TOT}}^{21} k_{0}^{2}-W_{\mathrm{TOT}}^{12}\right]} . \tag{7.14}
\end{equation*}
$$

Since the Wronskian is independent of $z, W_{\text {TOT }}$ is a unimodular matrix, i.e., $\operatorname{det}\left(W_{\text {TOт }}\right)=1$. Hence, the term within the square brackets in the numerator of Equation (7.14) is unity. In addition, by approximating $E_{\mathrm{c}}(z)$ by a series of steps, the $W_{\mathrm{TOT}}^{i j}$ are always purely real, and the transmission probability through the structure is given by

$$
\begin{equation*}
T(E)=|t|^{2}=\frac{4 k_{0}^{2}}{k_{0}^{2}\left[W_{\mathrm{TOT}}^{11}+W_{\mathrm{TOT}}^{22}\right]^{2}+\left[W_{\mathrm{TOT}}^{21} k_{0}^{2}-W_{\mathrm{TOT}}^{12}\right]^{2}} . \tag{7.15}
\end{equation*}
$$

This last equation shows that the transmission probability reaches unity when the following conditions are satisfied:

$$
\begin{equation*}
W_{\mathrm{TOT}}^{11}+W_{\mathrm{TOT}}^{22}= \pm 2, \quad W_{\mathrm{TOT}}^{21}=W_{\mathrm{TOT}}^{12}=0 \tag{7.16}
\end{equation*}
$$

## * Problem 7.2: Transmission probability across a square barrier

Derive the analytical expressions for the four elements of the transfer matrix through a region with constant $E_{c}$ and effective mass $m^{*}$.

Solution: Let $E_{\mathrm{p}}$ be the electron's total energy. If $E_{\mathrm{p}}>E_{\mathrm{c}}$ (so that the electron wave is a traveling wave and not an evanescent wave), then the two linearly independent solutions satisfying Equations (7.2) and (7.3) are given by (for a first-principles proof, see Chapter 3 of Ref. [14])

$$
\begin{align*}
& \phi_{1}(z)=\frac{\sin (k z)}{k}  \tag{7.17}\\
& \phi_{2}(z)=\cos (k z) \tag{7.18}
\end{align*}
$$

where $k=\frac{1}{\hbar} \sqrt{2 m^{*}\left(E_{\mathrm{p}}-E_{\mathrm{c}}\right)}$. Therefore the explicit form of the transfer matrix across a region of width $W$ is given by

$$
W\left(E_{\mathrm{p}}>E_{\mathrm{c}}\right)=\left(\begin{array}{cc}
\cos (k W) & -k \sin (k W)  \tag{7.19}\\
\frac{1}{k} \sin (k W) & \cos (k W)
\end{array}\right) .
$$

On the other hand, if $E_{\mathrm{p}}<E_{\mathrm{c}}$ (i.e., the electron wave in the region of interest is evanescent), then the two linearly independent solutions satisfying Equations (7.2) and (7.3) are given by (for a first-principles proof, see Chapter 3 of Ref. [14])

$$
\begin{align*}
& \phi_{1}(z)=\frac{\sinh (\kappa z)}{\kappa},  \tag{7.20}\\
& \phi_{2}(z)=\cosh (\kappa z), \tag{7.21}
\end{align*}
$$

where $\kappa=\frac{1}{\hbar} \sqrt{2 m^{*}\left(E_{\mathrm{c}}-E\right)}$.
In this case, the explicit form of the transfer matrix is given by

$$
W\left(E_{\mathrm{p}}<E_{\mathrm{c}}\right)=\left(\begin{array}{cc}
\cosh (\kappa W) & \kappa \sinh (\kappa W)  \tag{7.22}\\
\frac{1}{\kappa} \sinh (\kappa W) & \cosh (\kappa W)
\end{array}\right)
$$

When the potential energy profile is approximated by a series of steps, the overall transfer matrix $W_{\mathrm{TOT}}$ is the product of matrices of the form (7.19) or (7.22), and therefore its matrix elements are real, as stated earlier.

## * Problem 7.3: Transfer matrix across a region with varying $E_{c}(z)$ and $m^{*}(z)$.

Consider an electron with a total energy E moving in a region where the potential energy $E_{\mathrm{c}}(z)$ and the effective mass $m^{*}(z)$ vary only in the $z$-direction.

Assume that both $E_{\mathrm{c}}(z)$ and $m^{*}(z)$ profiles are segmented into sections, and that within each section the values of $E_{\mathrm{c}}$ and $m^{*}$ are constant. Starting with results of Problem 1.1, write down the Schrödinger equation for the envelope of the wave function $\phi(z)$ in any of the steps.

Using the results of the previous step, find the analytical expression for the transfer matrix across a region where $E_{\mathrm{c}}(z)$ and $m^{*}(z)$ are assumed to be constant. Across a region of length $L$ (i.e., for $0<z<L$ ), the transfer matrix is defined as follows:

$$
\left[\begin{array}{c}
\frac{\phi^{\prime}}{\gamma}(L-\epsilon)  \tag{7.23}\\
\phi(L-\epsilon)
\end{array}\right]=W\left[\begin{array}{c}
\frac{\phi^{\prime}}{\gamma}(0+\epsilon) \\
\phi(0+\epsilon)
\end{array}\right],
$$

where $\gamma=m^{*} / m_{\mathrm{c}}^{*}$, and $m_{\mathrm{c}}^{*}$ is the effective mass in the immediate left of the region.
Calculate the explicit forms of the transfer matrix for the case where: (a) $E>$ $E_{\mathrm{t}} / \gamma+E_{\mathrm{c}}$ and (b) $E<E_{\mathrm{t}} / \gamma+E_{\mathrm{c}}$, where $E_{\mathrm{t}}$ is the transverse component of the kinetic energy (see Problem 1.1).

Solution: In a region where both $E_{\mathrm{c}}$ and $\gamma$ are constant (spatially invariant), the Schrödinger equation becomes (see Problem 1.1)

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} z}\left[\frac{1}{\gamma} \frac{\mathrm{~d} \phi}{\mathrm{~d} z}\right]+\frac{2 m_{\mathrm{c}}^{*}}{\hbar^{2}}\left(E-\frac{E_{\mathrm{t}}}{\gamma}-E_{\mathrm{c}}\right) \phi(z)=0 \tag{7.24}
\end{equation*}
$$

where $\phi(z)$ is the $z$-component of the wave function.

To derive the transfer matrix through a section of length $L$ where both $E_{\mathrm{c}}$ and $\gamma$ are constant, we look for solutions $\phi(z)$ of Equation (7.24) in the region $[0, L]$ which satisfy the boundary conditions (7.1) and (7.2).

Since the solutions $\phi_{1,2}(z)$ are linearly independent solutions (their Wronskian is unity), a general solution of Equation (7.24) can be written as

$$
\begin{equation*}
\phi(z)=A_{1} \phi_{1}(z)+A_{2} \phi_{2}(z) . \tag{7.25}
\end{equation*}
$$

Using this last result and Equation (7.23), which defines the transfer matrix, we obtain

$$
W=\left[\begin{array}{cc}
\phi_{1}^{\prime}(L) & \frac{1}{\gamma} \phi_{2}{ }^{\prime}(L)  \tag{7.26}\\
\gamma \phi_{1}(L) & \phi_{2}(L)
\end{array}\right] .
$$

The explicit forms for $\phi_{1,2}(z)$ are:
(a) If $E>\frac{E_{\mathrm{t}}}{\gamma}+E_{\mathrm{c}}$,

$$
\begin{align*}
& \phi_{1}(z)=\frac{\sin (\beta z)}{\beta}  \tag{7.27}\\
& \phi_{2}(z)=\cos (\beta z) \tag{7.28}
\end{align*}
$$

where

$$
\begin{equation*}
\beta^{2}=\frac{2 m^{*}}{\hbar^{2}}\left[E-\frac{E_{\mathrm{t}}}{\gamma}-E_{\mathrm{c}}\right] . \tag{7.29}
\end{equation*}
$$

(b) If $E<\frac{E_{\mathrm{t}}}{\gamma}+E_{\mathrm{c}}$,

$$
\begin{align*}
\phi_{1}(z) & =\frac{\sinh (\kappa z)}{\kappa},  \tag{7.30}\\
\phi_{2}(z) & =\cosh (\kappa z), \tag{7.31}
\end{align*}
$$

where

$$
\begin{equation*}
\kappa^{2}=\frac{2 m^{*}}{\hbar^{2}}\left[\frac{E_{\mathrm{t}}}{\gamma}+E_{\mathrm{c}}-E\right] . \tag{7.32}
\end{equation*}
$$

## ** Problem 7.4: Tunneling probability through a region with an arbitrary spatially varying conduction band energy profile $\boldsymbol{E}_{\mathrm{c}}(\boldsymbol{z})$ and effective mass $m^{*}(z)$

Derive an expression for the transmission probability of an electron tunneling through a region of finite spatial extent located in the interval $[0, L]$. The region is interposed between two contacts described by a constant potential energy $E_{c}=0$. Within the region, the potential energy $E_{\mathrm{c}}(z)$ and the effective mass $m^{*}(z)$ vary only in the $z$-direction. The electron's effective mass in the two contacts ( $z<0$ and $z>L)$ are the same, spatially invariant, and equal to $m_{\mathrm{c}}^{*}$.

Solution: The time-independent Schrödinger equation describing the steadystate (ballistic) motion of an electron through the potential energy profile described above is given by (see Problem 1.1)

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m^{*}(z)} \frac{\partial^{2} \psi}{\partial x^{2}}-\frac{\hbar^{2}}{2 m^{*}(z)} \frac{\partial^{2} \psi}{\partial y^{2}}-\frac{\hbar^{2}}{2} \frac{\partial}{\partial z}\left[\frac{1}{m^{*}(z)} \frac{\partial \psi}{\partial z}\right]+E_{\mathrm{c}}(z) \psi=E \psi \tag{7.33}
\end{equation*}
$$

Here, $E$ is the total kinetic energy in the contact, where the bottom of the conduction band is taken as the zero of energy.

Because the Hamiltonian in Equation (7.33) is invariant in the $x$ - and $y$ directions, the transverse wavevector $\vec{k}_{\mathrm{t}}$ is a good quantum number. Furthermore, since the $z$-component of the electron's motion is decoupled from the transverse motion in the $x-y$ plane, the wave function $\psi$ can be written as

$$
\begin{equation*}
\psi(\vec{r})=\phi(z) \mathrm{e}^{i \vec{k}_{\mathrm{t}} \cdot \vec{\rho}}, \tag{7.34}
\end{equation*}
$$

where $\vec{k}_{\mathrm{t}}=\left(k_{y}, k_{z}\right)$ and $\vec{\rho}=(y, z)$. Plugging the result (7.34) in Equation (7.33), we get the effective Schrödinger equation for the $z$-component of the wave function $\phi(z)$ :

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} z}\left[\frac{1}{\gamma(z)} \frac{\mathrm{d} \phi}{\mathrm{~d} z}\right]+\frac{2 m_{\mathrm{c}}^{*}}{\hbar^{2}}\left[E_{\mathrm{p}}+E_{\mathrm{t}}\left(1-\gamma(z)^{-1}\right)-E_{\mathrm{c}}(z)\right] \phi(z)=0 \tag{7.35}
\end{equation*}
$$

where $m_{\mathrm{c}}^{*}$ is the effective mass of the electrons in the contacts sandwiching the region of interest ( $m_{\mathrm{c}}^{*}$ is spatially invariant within the contacts and isotropic), $\gamma(z)$ $=\frac{m^{*}(z)}{m_{\mathrm{c}}^{*}}, E_{\mathrm{t}}=\frac{\hbar^{2} k_{\mathrm{t}}^{2}}{2 m_{\mathrm{c}}^{*}}$, and $E_{\mathrm{p}}$ is the kinetic energy associated with the $z$-component of the motion in the contacts, $E_{\mathrm{p}}=\frac{\hbar^{2} k_{z}^{2}}{2 m_{c}^{*}}$.

Equation (7.35) cannot be solved exactly for an arbitrary potential $E_{\mathrm{c}}(z)$. However, an approximate solution can be found by approximating the potential profile by a series of potential steps (see Figure 7.1), or by using a piecewise linear approximation for the potential. Within each interval the potential and the effective mass are assumed to be constant. In that case, the wave function and its first derivative at the left and right edges of any interval are related by the transfer matrix, whose elements can be determined analytically (see Problem 7.3).

The transfer matrix for the $n$th interval $\left[z_{n-1}, z_{n}\right]$ is defined according to

$$
\left[\begin{array}{c}
\frac{1}{\gamma\left(z_{n}^{-}\right)} \frac{\mathrm{d} \phi}{\mathrm{~d} z}\left(z_{n}^{-}\right)  \tag{7.36}\\
\phi\left(z_{n}^{-}\right)
\end{array}\right]=\left(\begin{array}{ll}
W_{11}^{(n)} & W_{12}^{(n)} \\
W_{21}^{(n)} & W_{22}^{(n)}
\end{array}\right)\left[\begin{array}{c}
\frac{1}{\gamma\left(z_{n-1}^{+}\right)} \frac{\mathrm{d} \phi}{\mathrm{~d} z}\left(z_{n-1}^{+}\right) \\
\phi\left(z_{n-1}^{+}\right)
\end{array}\right]
$$

where $W_{i j}^{(n)}$ are the elements of the transfer matrix, and $z_{n-1}^{+}$and $z_{n}^{-}$stand for $z_{n-1}+\epsilon$ and $z_{n}-\epsilon$ respectively, with $\epsilon$ being a vanishingly small positive quantity.

Assuming continuity of $\phi(z)$ and $\frac{1}{\gamma(z)} \frac{\mathrm{d} \phi}{\mathrm{d} x}$ everywhere in the structure, the overall transfer matrix $W_{\text {TOт }}$ describing the entire region $[0, L]$ is then found by cascading (multiplying) the individual transfer matrices for the individual intervals:

$$
\begin{equation*}
W_{\mathrm{TOT}}=W^{(N)} \cdots W^{(1)} \tag{7.37}
\end{equation*}
$$

where $W^{(n)}$ is the transfer matrix for the $n$th interval, as given by Equation (7.36).

The overall transfer matrix $W_{\text {ТОт }}$ relates the wave functions and their first derivatives at the left and right contacts:

$$
\left[\begin{array}{c}
\frac{1}{\gamma\left(L^{+}\right)} \frac{\mathrm{d} \phi}{\mathrm{~d} x}\left(L^{+}\right)  \tag{7.38}\\
\phi\left(L^{+}\right)
\end{array}\right]=W_{\text {TOT }}\left[\begin{array}{c}
\frac{1}{\gamma\left(0^{-}\right)} \frac{\mathrm{d} \phi}{\mathrm{~d} x}\left(0^{-}\right) \\
\phi\left(0^{-}\right)
\end{array}\right] .
$$

In Equation (7.38), $\phi\left(0^{-}\right)$and $\phi\left(L^{+}\right)$are the electronic states inside the left and right contacts. For an electron incident from the left contact, we have

$$
\begin{align*}
& \phi(z)=\mathrm{e}^{i k_{0} z}+r \mathrm{e}^{-i k_{0} z} \quad(z<0) \\
& \phi(z)=t \mathrm{e}^{i k_{0}(z-L)} \quad(z>L) \tag{7.39}
\end{align*}
$$

where $k_{0}\left(=\frac{1}{\hbar} \sqrt{2 m_{\mathrm{c}}^{*} E_{\mathrm{p}}}\right)$ is the $z$-component of the electron's wave vector in the contacts, and $r$ and $t$ are the overall reflection and transmission amplitudes through the region $[0, L]$, respectively. Using these scattering states for the wave functions at $z=0^{-}$and $z=L^{+}$and noting that, by definition, $\gamma\left(L^{+}\right)=\gamma\left(0^{-}\right)=1$, we obtain, from Equation (7.38),

$$
t\left[\begin{array}{c}
i k_{0}  \tag{7.40}\\
1
\end{array}\right]=W_{\text {TOT }}\left[\begin{array}{c}
i k_{0}(1-r) \\
1+r
\end{array}\right]
$$

which are two equations for the two unknowns $t$ and $r$. Eliminating $r$ leads to

$$
\begin{equation*}
t=\frac{2 i k_{0}\left[W_{\mathrm{TOT}}^{11} W_{\mathrm{TOT}}^{22}-W_{\mathrm{TOT}}^{12} W_{\mathrm{TOT}}^{21}\right]}{i k_{0}\left[W_{\mathrm{TOT}}^{11}+W_{\mathrm{TOT}}^{22}\right]+\left[W_{\mathrm{TOT}}^{21} k_{0}^{2}-W_{\mathrm{TOT}}^{12}\right]}, \tag{7.41}
\end{equation*}
$$

where $W_{\text {TOT }}^{i j}$ are the elements of the matrix $W_{\text {TOT }}$ that are found from Equation (7.37).

Since $W_{\text {TOT }}$ is a unimodular matrix, the term within the square brackets in the numerator is unity. In addition, the $W_{\text {TOT }}^{i j}$ are purely real (see Problem 7.3). Therefore, the general expression for the transmission probability is given by

$$
\begin{equation*}
T=|t|^{2}=\frac{4 k_{0}^{2}}{k_{0}^{2}\left[W_{\mathrm{TOT}}^{11}+W_{\mathrm{TOT}}^{22}\right]^{2}+\left[W_{\mathrm{TOT}}^{21} k_{0}^{2}-W_{\mathrm{TOT}}^{12}\right]^{2}} . \tag{7.42}
\end{equation*}
$$

## * Problem 7.5: Reflection and transmission probabilities across a potential step

Consider a potential step as shown in Figure 7.2. The effective masses on the left and right side of the step are equal to $m_{1}{ }^{*}$ and $m_{2}{ }^{*}$, respectively. The step height is $\Delta E_{\mathrm{c}}$ in $\mathrm{e} V$.

Starting with the general time-independent Schrödinger equation for an electron moving in an arbitrary potential energy profile $E_{\mathrm{c}}(z)$ and with a spatially varying effective mass $m^{*}(z)$ (see Equation (7.35) and Problem 1.1):


Figure 7.2: Scattering problem for an electron incident from the left on a potential energy step of height $\Delta E_{\mathrm{c}}$. The electron effective mass is assumed to be different on both sides of the step.
(a) Write down the Schrödinger equation for the $z$-component of the wave function $\phi(z)$ on the left and right sides of the potential step, assuming that the electron is incident from the left with a transverse kinetic energy $E_{\mathrm{t}}=\frac{\hbar^{2} k_{\mathrm{t}}{ }^{2}}{2 m_{1}{ }^{*}}$.
(b) Assume a plane wave is incident from the left and that the total energy of the incident electron is large enough so that it is transmitted on the other side. Write down the analytical form of the solution of the Schrödinger equation on either side of the potential step.
(c) By matching the wave function $\phi(z)$ at $z=0$ and also $\frac{1}{m^{*}(z)} \frac{\mathrm{d} \phi(z)}{\mathrm{d} z}$ at $z=0$, calculate the reflection and transmission amplitudes of the incident wave.
(d) Calculate the reflection and transmission probabilities across the step starting with the quantum mechanical expression for the current densities of the incident, reflected, and transmitted beams (see Chapter 5).
(e) Prove that the sum of the reflection and transmission probabilities is equal to unity.

## Solution:

(a) Starting with the results of Problem 7.3 and using $m_{1}^{*}$ as the effective mass in the region to the left of the potential step, the Schrödinger equation in the region $z<0$ becomes

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \phi(z)}{\mathrm{d} z^{2}}+\frac{2 m_{1}^{*}}{\hbar^{2}}\left(E-E_{\mathrm{t}}\right) \phi(z)=0 \tag{7.43}
\end{equation*}
$$

where $E, E_{\mathrm{t}}$ are the total and transverse components of the energy of the electron, respectively.

For the region $z>0$, we have

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \phi(z)}{\mathrm{d} z^{2}}+\frac{2 m_{2}^{*}}{\hbar^{2}}\left(E-\frac{E_{\mathrm{t}}}{\gamma}-\Delta E_{\mathrm{c}}\right) \phi(z)=0 \tag{7.44}
\end{equation*}
$$

where $\gamma=\frac{m_{2}^{*}}{m_{1}^{*}}$.
(b) For a plane wave incident from the left to be transmitted, we must have

$$
\begin{equation*}
E>\frac{E_{\mathrm{t}}}{\gamma}+\Delta E_{\mathrm{c}} . \tag{7.45}
\end{equation*}
$$

For $z<0$, the solution of the Schrödinger equation is

$$
\begin{equation*}
\phi_{\mathrm{I}}=\mathrm{e}^{i k_{1} z}+r \mathrm{e}^{-i k_{1} z}, \tag{7.46}
\end{equation*}
$$

with

$$
\begin{equation*}
k_{1}=\frac{1}{\hbar} \sqrt{2 m_{1}^{*}\left(E-E_{\mathrm{t}}\right)} . \tag{7.47}
\end{equation*}
$$

For $z>0$, the solution of the Schrödinger equation is

$$
\begin{equation*}
\phi_{\mathrm{II}}=t \mathrm{e}^{i k_{2} z} \tag{7.48}
\end{equation*}
$$

with

$$
\begin{equation*}
k_{2}=\frac{1}{\hbar} \sqrt{2 m_{2}^{*}\left(E-\frac{E_{\mathrm{t}}}{\gamma}-\Delta E_{\mathrm{c}}\right)} . \tag{7.49}
\end{equation*}
$$

(c) Continuity of the wave function at $z=0$ mandates

$$
\begin{equation*}
1+r=t \tag{7.50}
\end{equation*}
$$

Continuity of $\frac{1}{m^{*}(z)} \frac{\mathrm{d} \phi}{\mathrm{d} z}$ requires

$$
\begin{equation*}
\frac{i k_{1}}{m_{1}^{*}}(1-r)=\frac{i k_{2} t}{m_{2}^{*}}, \tag{7.51}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
1-r=\left(\frac{k_{2}}{k_{1}} \frac{m_{1}}{m_{2}}\right) t \tag{7.52}
\end{equation*}
$$

Adding Equations (7.50) and (7.52), we get

$$
\begin{equation*}
t=\frac{2}{\left[1+\left(\frac{k_{2}}{k_{1}}\right)\left(\frac{m_{1}^{*}}{m_{2}^{*}}\right)\right]} . \tag{7.53}
\end{equation*}
$$

Substitution of this result in Equation (7.50) gives the reflection amplitude

$$
\begin{equation*}
r=\frac{1-\frac{k_{2}}{k_{1}} \frac{m_{1}^{*}}{m_{2}^{*}}}{1+\frac{k_{2}}{k_{1}} \frac{m_{1}^{*}}{m_{2}^{*}}} . \tag{7.54}
\end{equation*}
$$

(d,e) The proof that $|r|^{2}+\frac{k_{2}}{k_{1}} \frac{m_{1}^{*}}{m_{2}^{*}}|t|^{2}=1$ by equating the incident current density to the sum of the reflected and transmitted current densities is left as an exercise. The quantities $|r|^{2}$ and $\frac{k_{2}}{k_{1}} \frac{m_{1}^{*}}{m_{2}^{*}}|t|^{2}$ are the reflection transmission probabilities across the potential step, respectively. Note the importance of the prefactor $\frac{k_{2}}{k_{1}} \frac{m_{1}^{*}}{m_{2}^{*}}$ in calculating the transmission probability.

## * Problem 7.6: Tunneling probability across an arbitrary conduction band energy profile under bias

If a bias is applied across the two contacts sandwiching a device region with an arbitrary potential energy profile $E_{\mathrm{c}}(z)$ (see Figure 7.1), derive the new general expression for the transmission probability of an electron incident from the left contact.

Solution: Following the approach used in Problem 7.4, the conduction band energy profile $E_{\mathrm{c}}(z)$ in the interval $[0, L]$ (device region) is approximated as a series of steps in which both $E_{c}(z)$ and the electron effective mass are assumed to be constant. The transfer matrix across each individual section can then be determined and the overall transfer matrix $W_{\text {TOT }}$ is found by multiplying the transfer matrices of the individual sections between the two contacts.

Following the approach described in Problem 7.4, the reflection and transmission amplitudes associated with an electron incident from the left contact are found to be solutions of the two equations

$$
\binom{i k_{\mathrm{R}} t}{t}=\left[\begin{array}{ll}
W_{\mathrm{TOT}}^{11} & W_{\mathrm{TOT}}^{12}  \tag{7.55}\\
W_{\mathrm{TOT}}^{21} & W_{\mathrm{TOT}}^{22}
\end{array}\right]\binom{i k_{\mathrm{L}}(1-r)}{1+r}
$$

where the $W_{\mathrm{TOT}}^{i j}$ are the matrix elements of the total transfer matrix, $k_{\mathrm{L}}(=$ $\left.\frac{1}{\hbar} \sqrt{2 m_{\mathrm{c}}^{*} E_{\mathrm{p}}}\right)$ and $k_{\mathrm{R}}\left(=\frac{1}{\hbar} \sqrt{2 m_{\mathrm{c}}^{*}\left(E_{\mathrm{p}}+q V_{\text {bias }}\right)}\right.$ are the $z$-components of the electron's wave vector in the left and right contact, respectively. The quantity $V_{\text {bias }}$ is the applied bias between the two contacts and $q$ is the magnitude of the charge of the electron.

Starting with Equation (7.55), the reflection $r$ and transmission $t$ amplitudes must satisfy the following two equations:

$$
\begin{gather*}
i k_{\mathrm{R}} t=i k_{\mathrm{L}}(1-r) W_{\mathrm{TOT}}^{11}+W_{\mathrm{TOT}}^{12}(1+r),  \tag{7.56}\\
t=i k_{\mathrm{L}}(1-r) W_{\mathrm{TOT}}^{21}+W_{\mathrm{TOT}}^{22}(1+r) . \tag{7.57}
\end{gather*}
$$

The last two equations are rewritten as

$$
\begin{gather*}
i k_{\mathrm{R}} t+\left(i k_{\mathrm{L}} W_{\mathrm{TOT}}^{11}-W_{\mathrm{TOT}}^{12}\right) r=i k_{\mathrm{L}} W_{\mathrm{TOT}}^{11}+W_{\mathrm{TOT}}^{12}  \tag{7.58}\\
t+\left(i k_{\mathrm{L}} W_{\mathrm{TOT}}^{21}-W_{\mathrm{TOT}}^{22}\right) r=i k_{\mathrm{L}} W_{\mathrm{TOT}}^{21}+W_{\mathrm{TOT}}^{22} \tag{7.59}
\end{gather*}
$$

Solving for $t$, we get

$$
\begin{equation*}
t=\frac{-2 i k_{\mathrm{L}}\left(W_{\mathrm{TOT}}^{11} W_{\mathrm{TOT}}^{22}-W_{\mathrm{TOT}}^{12} W_{\mathrm{TOT}}^{21}\right)}{\left(W_{\mathrm{TOT}}^{12}-k_{\mathrm{L}} k_{\mathrm{R}} W_{\mathrm{TOT}}^{21}\right)+i\left(k_{\mathrm{R}} W_{\mathrm{TOT}}^{22}+k_{\mathrm{L}} W_{\mathrm{TOT}}^{11}\right)} . \tag{7.60}
\end{equation*}
$$

Since $W_{\mathrm{TOT}}^{11} W_{\mathrm{TOT}}^{22}-W_{\mathrm{TOT}}^{12} W_{\mathrm{TOT}}^{21}=1$ and the elements of the total transfer matrix are real, we get the transmission probability as

$$
\begin{equation*}
|t|^{2}=\frac{4 k_{\mathrm{L}}^{2}}{\left(W_{\mathrm{TOT}}^{11} W_{\mathrm{TOT}}^{12}-k_{\mathrm{L}} k_{\mathrm{R}} W_{\mathrm{TOT}}^{11} W_{\mathrm{TOT}}^{21}\right)^{2}+\left(k_{\mathrm{R}} W_{\mathrm{TOT}}^{22}+k_{\mathrm{L}} W_{\mathrm{TOT}}^{11}\right)^{2}} . \tag{7.61}
\end{equation*}
$$

As shown in Problem 5.3, the transmission probability associated with tunneling through an arbitrary potential under bias is given by $T=\frac{k_{\mathrm{R}}}{k_{\mathrm{L}}}|t|^{2}$, i.e.,

$$
\begin{equation*}
T=\frac{4 k_{\mathrm{R}} k_{\mathrm{L}}}{\left(W_{\mathrm{TOT}}^{11} W_{\mathrm{TOT}}^{12}-k_{\mathrm{L}} k_{\mathrm{R}} W_{\mathrm{TOT}}^{11} W_{\mathrm{TOT}}^{21}\right)^{2}+\left(k_{\mathrm{R}} W_{\mathrm{TOT}}^{22}+k_{\mathrm{L}} W_{\mathrm{TOT}}^{11}\right)^{2}} . \tag{7.62}
\end{equation*}
$$

## ** Problem 7.7: Tunneling and reflection probabilities through a onedimensional delta scatterer

Derive an analytical expression for the transfer matrix through a one-dimensional delta scatterer located at $z=0$, for which the scattering potential is given by $\Gamma \delta(z)$ (the units of $\Gamma$ are typically specified in eV- $\hat{A}$ ). Calculate the tunneling and reflection probabilities through the delta scatterer. Plot the tunneling and reflection probabilities as a function of the incident energy of the electron with effective mass $m^{*}=0.067 m_{0}$ incident on a repulsive delta scatterer of strength $\Gamma=5 \mathrm{eV}-\AA$.

Solution: The Schrödinger equation describing propagation of an electron through a delta scatterer of strength $\Gamma$ located at $z=0$ is

$$
\begin{equation*}
-\frac{\hbar}{2 m^{*}} \ddot{\phi}(z)+\Gamma \delta(z) \phi(z)=E_{\mathrm{p}} \phi(z), \tag{7.63}
\end{equation*}
$$

where $E_{\mathrm{p}}$ is the longitudinal component of the kinetic energy of the electron and $E_{\mathrm{c}}(z)$ is assumed to be zero for both $z<0$ and $z>0$. Once again, the double dot superscript will represent the second derivative in space, and the single dot superscript will represent the first derivative.

Integrating the Schrödinger equation on both sides from $z=0_{-}$to $z=0_{+}$, we get

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m^{*}}\left[\dot{\phi}\left(0_{+}\right)-\dot{\phi}\left(0_{-}\right)\right]+\Gamma \phi(0)=0 \tag{7.64}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\dot{\phi}\left(0_{+}\right)=\dot{\phi}\left(0_{-}\right)+\frac{2 m^{*} \Gamma}{\hbar^{2}} \phi\left(0_{+}\right) \tag{7.65}
\end{equation*}
$$

Since the wave function is assumed to be continuous across the delta scatterer,

$$
\begin{equation*}
\phi\left(0_{+}\right)=\phi\left(0_{-}\right) . \tag{7.66}
\end{equation*}
$$

By regrouping the previous two equations in matrix form, we get

$$
\left[\begin{array}{l}
\dot{\phi}\left(0_{+}\right)  \tag{7.67}\\
\phi\left(0_{+}\right)
\end{array}\right]=\left[\begin{array}{cc}
1 & \frac{2 m^{*} \Gamma}{\hbar^{2}} \\
0 & 1
\end{array}\right]\left[\begin{array}{l}
\dot{\phi}\left(0_{-}\right) \\
\phi\left(0_{-}\right)
\end{array}\right]
$$

Therefore, the transfer matrix across a delta scatterer is given by

$$
W_{\delta}=\left[\begin{array}{cc}
1 & 2 k_{\delta}  \tag{7.68}\\
0 & 1
\end{array}\right]
$$

where we have introduced the quantity $k_{\delta}=\frac{m^{*} \Gamma}{\hbar^{2}}$.
The tunneling probability through the delta scatterer can be easily obtained from the general expression derived earlier:

$$
\begin{equation*}
T=|t|^{2}=\frac{4 k_{0}^{2}}{\left[k_{0}^{2} W_{\mathrm{TOT}}^{21}-W_{\mathrm{TOT}}^{12}\right]^{2}+k_{0}^{2}\left[W_{\mathrm{TOT}}^{11}+W_{\mathrm{TOT}}^{22}\right]^{2}}, \tag{7.69}
\end{equation*}
$$

where $k_{0}=\frac{1}{\hbar} \sqrt{2 m^{*} E_{\mathrm{p}}}$ is the wave vector of the incident electron and the $W_{i j}$ are the elements of the transfer matrix.

Using Equation (7.68), the tunneling probability through the delta scatterer is found to be

$$
\begin{equation*}
T=\frac{k_{0}^{2}}{k_{\delta}^{2}+k_{0}^{2}} \tag{7.70}
\end{equation*}
$$

The reflection probability is given by

$$
\begin{equation*}
R=1-T=\frac{k_{\delta}^{2}}{k_{\delta}^{2}+k_{0}^{2}} \tag{7.71}
\end{equation*}
$$

Figure 7.3 is a plot of $T$ and $R$ versus the reduced wavevector $k / k_{\delta}$. The Matlab code to generate this plot is given in Appendix G.

## **** Problem 7.8: Floquet's theorem

Floquet's theorem states that the solution $\psi(z)$ of a homogeneous linear differential equation with periodic coefficients of period $L$ can be written as

$$
\begin{equation*}
\psi(z)=\mathrm{e}^{\sigma z} \phi(z) \tag{7.72}
\end{equation*}
$$

where $\phi(z)$ is a periodic function of $z$, i.e.,

$$
\begin{equation*}
\phi(z)=\phi(z+L) \tag{7.73}
\end{equation*}
$$

Prove this theorem for the case of the time-independent Schrödinger equation when the potential energy profile is periodic. Then, apply the results to the description of energy bands in one-dimensional infinite crystal considered as the infinite repetition of a unit cell. When generalized to the case of three-dimensional crystals, Floquet's theorem is referred to as Bloch's theorem.


Figure 7.3: Plot of the transmission $(T)$ and reflection $(R)$ probabilities given by Equations (7.70) and (7.71), respectively, as a function of the reduced wavevector $k / k_{\delta}$. Notice that $R=T=0.5$ when $k / k_{\delta}=1$.

Solution: The following proof is based on the transfer matrix formalism introduced earlier.

A general homogeneous linear differential equation of order $n$ can be written as

$$
\begin{equation*}
\sum_{n} f_{n}(z) \frac{\mathrm{d}^{n}}{\mathrm{~d} z^{n}} \psi(z)=0 \tag{7.74}
\end{equation*}
$$

If $f_{n}(z)$ is constant, it is well known that the solution of Equation (7.74) can be found by using the ansatz

$$
\begin{equation*}
\psi(z)=\mathrm{e}^{\sigma z} \tag{7.75}
\end{equation*}
$$

and solving the resulting characteristic equation for the $n \sigma$-roots of the polynomial obtained by substituting Equation (7.75) into Equation (7.74). Floquet's theorem states that, if the functions $f_{n}(z)$ are periodic with period $L$, then the solutions given in Equation (7.74) are modulated by a periodic function of $L$. Our starting point is the one-dimensional effective mass Schrödinger equation for an electron moving in a periodic potential energy profile, i.e.,

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m^{*}} \ddot{\psi}(z)+E_{\mathrm{c}}(z) \psi(z)=E_{\mathrm{p}} \psi(z) \tag{7.76}
\end{equation*}
$$

where $E_{\mathrm{c}}(z)=E_{\mathrm{c}}(z+L)$ and $E_{\mathrm{p}}$ is the longitudinal component of the electron energy due to motion in the $z$-direction.

This last equation is of the general form given in Equation (7.74), where functions $f_{n}(z)$ are given by

$$
\begin{align*}
& f_{2}(z)=-\frac{\hbar^{2}}{2 m^{*}}  \tag{7.77}\\
& f_{1}(z)=0  \tag{7.78}\\
& f_{0}(z)=E_{\mathrm{c}}(z)-E_{\mathrm{p}} \tag{7.79}
\end{align*}
$$

Both $f_{2}(z)$ and $f_{1}(z)$ are constant and therefore they also automatically satisfy the periodic condition; i.e., $f_{1}(z)=f_{1}(z+L)$ and $f_{2}(z)=f_{2}(z+L)$. Moreover, since $E_{\mathrm{c}}(z)$ is periodic, so is $f_{0}(z)$.

Suppose that $\psi_{1}(z)$ and $\psi_{2}(z)$ are two linearly independent solutions of Equation (7.76). Then, a general solution of this equation can be written as a linear superposition of these two solutions:

$$
\begin{equation*}
\psi(z)=A_{1} \psi_{1}(z)+A_{2} \psi_{2}(z) \tag{7.80}
\end{equation*}
$$

Because the coefficients $f_{n}(z)$ for $n=0,1,2$ are periodic, the functions $\psi_{1}(z+L)$ and $\psi_{2}(z+L)$ are also solutions of Equation (7.76). Hence, they can be written as linear combinations of the functions $\psi_{1}(z)$ and $\psi_{2}(z)$, i.e.,

$$
\begin{align*}
& \psi_{1}(z+L)=\alpha \psi_{1}(z)+\beta \psi_{2}(z)  \tag{7.81}\\
& \psi_{2}(z+L)=\gamma \psi_{1}(z)+\delta \psi_{2}(z) \tag{7.82}
\end{align*}
$$

Next, we show that we can write

$$
\begin{equation*}
\psi(z+L)=A_{1}^{\prime} \psi_{1}(z)+A_{2}^{\prime} \psi_{2}(z) \tag{7.83}
\end{equation*}
$$

where the coefficients $A_{1}^{\prime}$ and $A_{2}^{\prime}$ are determined later.
Since $\psi(z+L)$ is also a solution of Equation (7.76), it can be written as a linear combination of $\psi_{1}(z)$ and $\psi_{2}(z)$ as well. Indeed, using Equations (7.80)-(7.82), we get that

$$
\begin{align*}
\psi(z+L)= & A_{1} \psi_{1}(z+L)+A_{2} \psi_{2}(z+L)=A_{1}\left(\alpha \psi_{1}(z)+\beta \psi_{2}(z)\right) \\
& +A_{2}\left(\gamma \psi_{1}(z)+\delta \psi_{2}(z)\right) \tag{7.84}
\end{align*}
$$

Hence,

$$
\begin{equation*}
\psi(z+L)=\left(A_{1} \alpha+A_{2} \gamma\right) \psi_{1}(z)+\left(A_{1} \beta+A_{2} \delta\right) \psi_{2}(z)=A_{1}^{\prime} \psi_{1}(z)+A_{2}^{\prime} \psi_{2}(z) \tag{7.85}
\end{equation*}
$$

with $A_{1}^{\prime}=A_{1} \alpha+A_{2} \gamma$ and $A_{2}^{\prime}=A_{1} \beta+A_{2} \delta$.
If a value of $k$ can be found such that $A_{1}^{\prime}=k A_{1}$ and $A_{2}^{\prime}=k A_{2}$, then the following two equations must be satisfied by $k$ :

$$
\begin{align*}
A_{1} \alpha+A_{2} \gamma & =k A_{1}  \tag{7.86}\\
A_{1} \beta+A_{2} \delta & =k A_{2} \tag{7.87}
\end{align*}
$$

These can be written in matrix form:

$$
\left[\begin{array}{ll}
\alpha & \gamma  \tag{7.88}\\
\beta & \delta
\end{array}\right]\left[\begin{array}{l}
A_{1} \\
A_{2}
\end{array}\right]=k\left[\begin{array}{l}
A_{1} \\
A_{2}
\end{array}\right],
$$

which shows that the $k$ are the eigenvalues of the matrix

$$
A=\left[\begin{array}{ll}
\alpha & \gamma  \tag{7.89}\\
\beta & \delta
\end{array}\right]
$$

As shown below, the $k$ eigenvalues of this matrix exist, which means that the matrix $A$ must have a non-zero determinant. Because the $k$ eigenvalues exist, we can write Equation (7.85) as

$$
\begin{equation*}
\psi(z+L)=k A_{1} \psi_{1}(z)+k A_{2} \psi_{2}(z)=k \psi(z) . \tag{7.90}
\end{equation*}
$$

If we assume that the solution of the Schrödinger Equation (7.76) can be written in the form

$$
\begin{equation*}
\psi(z)=\mathrm{e}^{\sigma z} \phi(z), \tag{7.91}
\end{equation*}
$$

then using Equation (7.90), we get

$$
\begin{equation*}
\psi(z+L)=\mathrm{e}^{\sigma(z+L)} \phi(z+L)=k \psi(z)=k \mathrm{e}^{\sigma z} \phi(z) . \tag{7.92}
\end{equation*}
$$

If we select $\sigma$ such that

$$
\begin{equation*}
k=\mathrm{e}^{\sigma L}, \tag{7.93}
\end{equation*}
$$

then from Equation (7.92), we obtain

$$
\begin{equation*}
\psi(z+L)=\mathrm{e}^{\sigma(z+L)} \phi(z)=\mathrm{e}^{\sigma z} \mathrm{e}^{\sigma L} \phi(z)=\mathrm{e}^{\sigma(z+L)} \phi(z+L), \tag{7.94}
\end{equation*}
$$

which implies that the following equality must be satisfied:

$$
\begin{equation*}
\phi(z)=\phi(z+L) . \tag{7.95}
\end{equation*}
$$

This completes the proof of Floquet's theorem.
To show that the matrix $A$ in Equation (7.89) has a non-zero determinant, we use the fact that

$$
\begin{align*}
& \psi_{1}(z+L)=\alpha \psi_{1}(z)+\beta \psi_{2}(z),  \tag{7.96}\\
& \psi_{2}(z+L)=\gamma \psi_{1}(z)+\delta \psi_{2}(z) \tag{7.97}
\end{align*}
$$

Since $\psi_{1}(z)$ and $\psi_{2}(z)$ are linearly independent, so are $\psi_{1}(z+L)$ and $\psi_{2}(z+L)$. Therefore, the only values of $\alpha^{\prime}$ and $\beta^{\prime}$ that satisfy the condition

$$
\begin{equation*}
\alpha^{\prime} \psi_{1}(z+L)+\beta^{\prime} \psi_{2}(z+L)=0 \tag{7.98}
\end{equation*}
$$

are $\alpha^{\prime}=\beta^{\prime}=0$. Hence,

$$
\begin{align*}
\alpha^{\prime} \psi_{1}(z+L)+\beta^{\prime} \psi_{2}(z+L)= & \alpha^{\prime}\left(\alpha \psi_{1}(z)+\beta \psi_{2}(z)\right) \\
& +\beta^{\prime}\left(\gamma \psi_{1}(z)+\delta \psi_{2}(z)\right)=\left(\alpha^{\prime} \alpha+\beta^{\prime} \gamma\right) \psi_{1}(z) \\
& +\left(\alpha^{\prime} \beta+\beta^{\prime} \delta\right) \psi_{2}(z)=0 \tag{7.99}
\end{align*}
$$

Since $\psi_{1}$ and $\psi_{2}$ are linearly independent, we must have

$$
\begin{align*}
& \alpha^{\prime} \alpha+\beta^{\prime} \gamma=0  \tag{7.100}\\
& \alpha^{\prime} \beta+\beta^{\prime} \delta=0 \tag{7.101}
\end{align*}
$$

These last two equations can be written in matrix form:

$$
\left[\begin{array}{ll}
\alpha & \gamma  \tag{7.102}\\
\beta & \delta
\end{array}\right]\left[\begin{array}{l}
\alpha^{\prime} \\
\beta^{\prime}
\end{array}\right]=k\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

This system admits the $(0,0)$ solution only if the determinant of the matrix on the left-hand side is non-zero. Hence, the matrix $A$ in Equation (7.96) has a non-zero determinant.

## **** Problem 7.9: Tunneling probability through $N$ identical barriers

Starting with the one-dimensional time-independent Schrödinger equation, derive an expression for the tunneling probability $T_{N}$ through a structure which consists of $N$ repetitions of a unit cell, as shown in Figure 7.4. Determine the kinetic energy of the incident electron $E_{\mathrm{p}}$ for which $T_{N}$ reaches unity [15].

Solution: In the first unit ( $0 \leq z \leq L$ ), we write the solution of the Schrödinger equation

$$
\left[-\frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2} \psi}{\mathrm{~d} z^{2}}+E_{\mathrm{c}}(z) \psi\right]=E_{\mathrm{p}} \psi
$$



Figure 7.4: Scattering problem for an electron incident from the left on a periodic potential energy profile composed of $N$ identical unit cells.
as a linear combination, $A_{1} \psi_{1}(z)+A_{2} \psi_{2}(z)$, of two linearly independent solutions $\psi_{1}(z)$ and $\psi_{2}(z)$ satisfying the boundary conditions

$$
\begin{array}{cc}
\psi_{1}(0)=0 & \psi_{2}(0)=1 \\
\psi_{1}^{\prime}(0)=1 & \psi_{2}^{\prime}(0)=0 \tag{7.103}
\end{array}
$$

These solutions are indeed independent since their Wronskian is unity.
The most general solution of the Schrödinger equation in the $n$th barrier can then be written as

$$
\begin{equation*}
\psi_{n}(z)=A_{n} \psi_{1}(z-(n-1) L)+B_{n} \psi_{2}(z-(n-1) L) \tag{7.104}
\end{equation*}
$$

Matching the wave functions at the boundary between the $n$th and $(n+1)$ th cells leads to

$$
\begin{equation*}
A_{n} \psi_{1}(L)+B_{n} \psi_{2}(L)=A_{n+1} \psi_{1}(0)+B_{n+1} \psi_{2}(0)=B_{n+1} \tag{7.105}
\end{equation*}
$$

Furthermore, matching the wave function derivatives at the same boundary leads to

$$
\begin{equation*}
A_{n} \psi_{1}{ }^{\prime}(L)+B_{n} \psi_{2}^{\prime}(L)=A_{n+1} \psi_{1}{ }^{\prime}(0)+B_{n+1} \psi_{2}{ }^{\prime}(0)=A_{n+1} \tag{7.106}
\end{equation*}
$$

Equations (7.105) and (7.106) can be written in matrix form:

$$
\binom{A_{n+1}}{B_{n+1}}=\left(\begin{array}{cc}
\psi_{1}^{\prime}(L) & \psi_{2}^{\prime}(L)  \tag{7.107}\\
\psi_{1}(L) & \psi_{2}(L)
\end{array}\right)\binom{A_{n}}{B_{n}}=\left(\begin{array}{ll}
W_{11} & W_{12} \\
W_{21} & W_{22}
\end{array}\right)\binom{A_{n}}{B_{n}}
$$

where

$$
W=\left(\begin{array}{cc}
\psi_{1}{ }^{\prime}(L) & \psi_{2}{ }^{\prime}(L)  \tag{7.108}\\
\psi_{1}(L) & \psi_{2}(L)
\end{array}\right)
$$

is the transfer matrix for each unit cell.
As shown in Figure 7.4, for an electron incident from the left, we have

$$
\begin{equation*}
\psi(z)=\mathrm{e}^{i k_{0} z}+r_{N} \mathrm{e}^{-i k_{0} z} \text { for } z \leq 0 \tag{7.109}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi(z)=t_{N} \mathrm{e}^{i k_{0}(z-N L)} \text { for } z \geq N L \tag{7.110}
\end{equation*}
$$

where $k_{0}=\frac{1}{\hbar} \sqrt{2 m^{*} E_{\mathrm{p}}}$ is the wave vector of the incident electron and $E_{\mathrm{p}}$ its kinetic energy.

Enforcing the continuity of the wave function and its first derivative at $z=0$ leads to:

$$
\begin{gather*}
1+r_{N}=B_{1}  \tag{7.111}\\
i k_{0}\left(1-r_{N}\right)=A_{1} . \tag{7.112}
\end{gather*}
$$

Similarly, at $z=N L$, we get

$$
\begin{gather*}
t_{N}=A_{N} \psi_{1}(L)+B_{N} \psi_{2}(L)  \tag{7.113}\\
i k_{0} t_{N}=A_{N} \psi_{1}^{\prime}(L)+B_{N} \psi_{2}^{\prime}(L) \tag{7.114}
\end{gather*}
$$

Furthermore, by induction,

$$
\begin{align*}
\binom{A_{2}}{B_{2}} & =W^{1}\binom{A_{1}}{B_{1}} \\
\binom{A_{3}}{B_{3}}=W^{1}\binom{A_{2}}{B_{2}} & =W^{2}\binom{A_{1}}{B_{1}} \\
\binom{A_{4}}{B_{4}}=W^{1}\binom{A_{3}}{B_{3}} & =W^{3}\binom{A_{1}}{B_{1}} \\
& \vdots \tag{7.115}
\end{align*}
$$

Hence,

$$
\begin{equation*}
\binom{A_{N}}{B_{N}}=W^{N-1}\binom{A_{1}}{B_{1}} . \tag{7.116}
\end{equation*}
$$

Equations (7.111)-(7.115) form a system of six equations for the six unknowns $r_{N}$, $t_{N}, A_{1}, B_{1}, A_{N}$, and $B_{N}$.

Equations (7.113)-(7.115) can then be rewritten as

$$
\begin{equation*}
t_{N}\binom{i k_{0}}{1}=W\binom{A_{N}}{B_{N}}=W^{N}\binom{A_{1}}{B_{1}} \tag{7.117}
\end{equation*}
$$

Using the shorthand notation $W^{N} \equiv D$ for the transfer matrix through the $N$ unit cells, Equations (7.111), (7.112), and (7.116) can be rewritten as

$$
\begin{align*}
i k_{0} t_{N}-D_{11} A_{1}-D_{12} B_{1}+0 \cdot r_{N} & =0 \\
t_{N}-D_{21} A_{1}-D_{22} B_{1}+0 \cdot r_{N} & =0 \\
0 \cdot t_{N}+0 \cdot A_{1}+B_{1}-r_{N} & =1 \\
0 \cdot t+A_{1}+0 \cdot B_{1}+i k_{0} r_{N} & =i k_{0} \tag{7.118}
\end{align*}
$$

Eliminating $A_{1}$ and $B_{1}$ from these equations leads to two equations for the two unknowns $r_{N}$ and $t_{N}$ :

$$
\begin{align*}
i k_{0} t_{N}+r_{N}\left(i k_{0} D_{11}-D_{12}\right) & =D_{12}+i k_{0} D_{11},  \tag{7.119}\\
t_{N}+r_{N}\left(i k_{0} D_{21}-D_{22}\right) & =D_{22}+i k_{0} D_{21} . \tag{7.120}
\end{align*}
$$

Multiplying Equation (7.119) by $\left(i k_{0} D_{21}-D_{22}\right)$ and Equation (7.120) by $\left(i k_{0} D_{11}-\right.$ $D_{12}$ ) and subtracting the resulting equations leads to the transmission amplitude $t_{N}$,

$$
\begin{equation*}
t_{N}=\frac{2 i k_{0}\left(D_{11} D_{22}-D_{12} D_{21}\right)}{\left(i k_{0} D_{11}-D_{12}\right)-i k_{0}\left(i k_{0} D_{21}-D_{22}\right)}, \tag{7.121}
\end{equation*}
$$

which can be further simplified since $D_{11} D_{22}-D_{12} D_{21}=\operatorname{det} D=\operatorname{det} W^{N}=$ $[\operatorname{det} W]^{N}=1$, giving the final expression:

$$
\begin{equation*}
t_{N}=\frac{2 i k_{0}}{\left(i k_{0} D_{11}-D_{12}\right)-i k_{0}\left(i k_{0} D_{21}-D_{22}\right)} . \tag{7.122}
\end{equation*}
$$

Since the $W_{i j}$ are real, so are the $D_{i j}$. The transmission probability $T_{N}=\left|t_{N}\right|^{2}$ is therefore given by

$$
\begin{equation*}
T_{N}=\left|t_{N}\right|^{2}=\frac{4 k_{0}^{2}}{\left[k_{0}^{2} D_{21}-D_{12}\right]^{2}+k_{0}^{2}\left[D_{11}+D_{22}\right]^{2}} . \tag{7.123}
\end{equation*}
$$

Next, we determine at which values of the incident kinetic energy $T_{N}$ reaches unity. To do so, we rewrite $T_{N}$ in Equation (7.123) as follows:

$$
\begin{equation*}
T_{N}=\frac{4 k_{0}^{2}}{k_{0}^{4} D_{21}^{2}+k_{0}^{2}\left[\left(D_{11}+D_{22}\right)^{2}-2 D_{12} D_{21}\right]+D_{12}^{2}} \tag{7.124}
\end{equation*}
$$

Since the numerator is a polynomial in $k_{0}^{2}, T_{N}$ will reach unity when the $D_{i j}$ satisfy the following conditions:

$$
\begin{gather*}
D_{21}=D_{12}=0  \tag{7.125}\\
\left(D_{11}+D_{22}\right)^{2}-2 D_{12} D_{21}=4 \tag{7.126}
\end{gather*}
$$

Since $D_{12}=D_{21}=0$, the last equation amounts to

$$
\begin{equation*}
\left(D_{11}+D_{22}\right)^{2}=4 \tag{7.127}
\end{equation*}
$$

If we call the eigenvalues of the matrix $W \lambda^{(1)}$ and $\lambda^{(2)}$, then the eigenvalues of the matrix $D=W^{N}$ are $\lambda^{(1) N}$ and $\lambda^{(2) N}$. Furthermore, we have

$$
\begin{equation*}
D_{11}+D_{22}=\operatorname{Tr}(D)=\lambda^{(1) N}+\lambda^{(2) N} . \tag{7.128}
\end{equation*}
$$

Since det $W=1$, we have $\lambda^{(2)}=\frac{1}{\lambda^{(1)}}$ and $\lambda^{(1)}$ must satisfy

$$
\begin{equation*}
\left(\lambda^{(1) N}+\frac{1}{\lambda^{(1) N}}\right)^{2}=4 . \tag{7.129}
\end{equation*}
$$

This last equation can be simplified to

$$
\begin{equation*}
\left[\lambda^{(1) N}\right]^{4}-2\left[\lambda^{(1) N}\right]^{2}+1=0 \quad \text { or } \quad\left(\lambda^{(1) 2 N}-1\right)^{2}=0, \tag{7.130}
\end{equation*}
$$

and therefore

$$
\begin{align*}
& {\left[\lambda^{(1)}\right]^{2 N}=1,}  \tag{7.131}\\
& {\left[\lambda^{(2)}\right]^{2 N}=1 .} \tag{7.132}
\end{align*}
$$

So the $\lambda^{(1)}$ are the $2 N$ square roots of unity, i.e.,

$$
\begin{equation*}
\lambda^{(1)}=\left(\mathrm{e}^{i 2 \pi k}\right)^{\frac{1}{2 N}}, \quad k=0,1,2, \ldots, 2 N-1 . \tag{7.133}
\end{equation*}
$$

The distinct solutions for $\lambda^{(1)}$ and $\lambda^{(2)}$ are given by (see suggested problems):

$$
\begin{align*}
& \lambda^{(1)}=\mathrm{e}^{i \frac{p i k}{N}}, \\
& \lambda^{(2)}=\mathrm{e}^{-i \frac{p i k}{N}}, \quad k=1,2, \ldots, N-1 . \tag{7.134}
\end{align*}
$$

Therefore, the energies at which $T_{N}$ is unity are the energies for which the following relation is satisfied:

$$
\begin{equation*}
\operatorname{Tr} W=\mathrm{e}^{i \frac{\pi k}{N}}+\mathrm{e}^{-i \frac{\pi k}{N}}=2 \cos \left(\frac{\pi k}{N}\right) \tag{7.135}
\end{equation*}
$$

## ** Problem 7.10: Relation between the band structure of an infinite periodic lattice and the transmission of an electron through a finite repeated structure

Prove the following theorem: The transmission coefficient of an electron through a periodic structure, formed by $N$ repetitions of a basic subunit, as shown in Figure 7.4, reaches unity at the following energies: (a) energies at which the transmission through the basic subunit is unity, and (b) $N-1$ energies in each energy band of the lattice formed by infinite periodic repetition of the basic subunit, where these $N-1$ energies are given by $E=E_{i}\left(k= \pm \frac{n \pi}{N L}\right)(n=1,2,3, \ldots, N-1)$ and $L$ is the length of a subunit. Here, $E_{i}(k)$ is the energy-wavevector relationship (or dispersion relation) for the ith band of the infinite lattice [15].

Solution: In Equation (7.133), we reject the case $k=0, k=N$. In this case,

$$
\left\{\begin{array}{l}
\lambda^{(1)}=\lambda^{(2)}=1 \text { are real and } \operatorname{Tr}(W)=2 \quad \text { for } k=0 \\
\lambda^{(1)}=\lambda^{(2)}=-1 \text { are real and } \operatorname{Tr}(W)=-2 \quad \text { for } k=N
\end{array}\right.
$$

Next, we show that these two cases correspond to the energies at the edges of the energy bands of the lattice obtained by infinite repetition of the unit cell.

We first derive the general expression for the eigenvalues of $W$ associated with a subunit of the periodic lattice in terms of its matrix elements, starting with the relation

$$
\operatorname{det}\left(\begin{array}{cc}
W_{11}-\lambda & W_{12} \\
W_{21} & W_{22}-\lambda
\end{array}\right)=0
$$

whose solutions give the eigenvalues

$$
\begin{equation*}
\lambda^{(1),(2)}=\frac{\operatorname{Tr}(W)}{2} \pm\left[\left(\frac{\operatorname{Tr}(W)}{2}\right)^{2}-1\right]^{\frac{1}{2}} \tag{7.136}
\end{equation*}
$$

This last equation shows that, if $|\operatorname{Tr}(W)|>2$, the eigenvalues of $W$ are real. The values of the energies for which it occurs are in the stop bands of the infinite superlattice, as we will show next. The values of the energy for which $|\operatorname{Tr}(W)|=2$ then give the lower and upper limits of the energy of the pass band. If $|\operatorname{Tr}(W)|<2$, the magnitudes of the eigenvalues $\lambda^{(1),(2)}$ are equal to unity.

For an infinite number of unit cells, we know from Bloch's theorem, proved in Problem 7.8, that the solution of the Schrödinger equation can be written as

$$
\begin{equation*}
\Psi(z)=\mathrm{e}^{i \xi z} \phi(z), \tag{7.137}
\end{equation*}
$$

where $\phi(z)$ is a periodic function with the same period as the potential of the infinite superlattice, i.e., $\phi(z+L)=\phi(z)$, and $\xi$ is purely real and is referred to as the electron Bloch wave vector of the infinite superlattice.

So we can rewrite Equation (7.107) as

$$
\binom{A_{n+1}}{B_{n+1}}=\left(\begin{array}{ll}
W_{11} & W_{12}  \tag{7.138}\\
W_{21} & W_{22}
\end{array}\right)\binom{A_{n}}{B_{n}}=\mathrm{e}^{i \xi L}\binom{A_{n}}{B_{n}}=\lambda\binom{A_{n}}{B_{n}} .
$$

Using the periodicity of $\phi$, we can write $\Psi(z+L)=\mathrm{e}^{i \xi(z+L)} \phi(z+L)=\mathrm{e}^{i \xi L} \Psi(z)$.
Equation (7.138) can be rewritten as

$$
\binom{A_{n+1}}{B_{n+1}}=\left(\begin{array}{ll}
W_{11} & W_{12}  \tag{7.139}\\
W_{21} & W_{22}
\end{array}\right)\binom{A_{n}}{B_{n}}=\left(\begin{array}{cc}
\mathrm{e}^{i \xi L} & 0 \\
0 & \mathrm{e}^{i \xi L}
\end{array}\right)\binom{A_{n}}{B_{n}}
$$

which shows that $\xi$ satisfies the equation

$$
\begin{equation*}
\operatorname{det}\left(W-\mathrm{e}^{i \xi L} \delta_{i j}\right)=0 \tag{7.140}
\end{equation*}
$$

The eigenvalues of this last equation are $\lambda^{(1)}, \lambda^{(2)}=\mathrm{e}^{ \pm i \xi L}$. We have a propagating wave in the infinite superlattice only if $\xi$ is real, i.e., if the $\lambda$ are complex.

If $\lambda$ is real ( $\xi$ complex), then the wave function is either growing (if $\lambda$ is positive) or decaying (if $\lambda$ is negative). These correspond to forbidden energy bands (or stop bands) for the infinite superlattice.

The above analysis shows that the eigenvalues $\lambda^{(1)}$ and $\lambda^{(2)}$ satisfy the relation

$$
\begin{equation*}
\lambda^{(1)}+\lambda^{(2)}=\operatorname{Tr}(W)=2 \cos (\xi L) . \tag{7.141}
\end{equation*}
$$

One must solve this equation for a given energy to find the corresponding value of $\xi$. If that value turns out to be real, then the energy is in the pass band. On the other hand, if the value of $\xi$ turns out to be complex, then the energy is in the gap between two pass bands, i.e., it is in the stop band. If $\xi$ is real, then obviously $|t|^{2}=1$ in the infinite superlattice since this corresponds to the pass band.

In the previous problem, we found that the values of the energies $E$ for which $\left|t_{N}\right|^{2}=1$ for a system of $N$ barriers obey the relation

$$
\begin{equation*}
\operatorname{Tr}(W)=2 \cos \left(\frac{\pi k(E) L}{N}\right) \text { for } k=1, \ldots, N-1 \tag{7.142}
\end{equation*}
$$

This equation is formally identical to Equation (7.141) if we put $\xi L=\frac{k \pi}{N}$.
So, we arrive at the important conclusion that for a system of $N$ barriers, the transmission coefficient is exactly equal to 1 whenever $\xi=\frac{k \pi}{N L}$ in the infinite model.

Stated otherwise, in a system of $N$ barriers, $\left|t_{N}\right|^{2}=1$ at energies corresponding to different Bloch wave vectors

$$
\begin{equation*}
\xi=\frac{k \pi}{N L} \quad \text { for } k=1, \ldots, N-1 \tag{7.143}
\end{equation*}
$$

## ** Problem 7.11: The Krönig-Penney problem: energy dispersion relation of an infinitely repeated structure

Solve the one-dimensional time-independent Schrödinger equation (assuming constant effective mass) and derive the analytical expression for the energy dispersion ( $E$ versus $k$ ) relation in the structure formed by infinite repetition of the unit cell shown in Figure 7.5.

Solution: As shown in the previous problem, the energy dispersion relations in the various energy bands of a periodic potential are given by

$$
\begin{equation*}
\operatorname{Tr} W_{\mathrm{TOT}}=2 \cos (\xi L), \tag{7.144}
\end{equation*}
$$

where $\xi$ is the electron wave number and $W_{\text {TOT }}$ is the transfer matrix of the unit cell.

Referring to Figure 7.5, we write the transfer matrix across a unit cell as

$$
\begin{equation*}
W_{\mathrm{TOT}}=W_{\mathrm{II}} \times W_{\delta} \times W_{\mathrm{I}}, \tag{7.145}
\end{equation*}
$$

where $W_{\text {I }}$ and $W_{\text {II }}$ are the transfer matrices associated with the free propagation regions on the left and right sides of the delta scatterer, respectively.

The transfer matrix across a delta scatterer was derived in Problem 7.7:

$$
W_{\delta}=\left[\begin{array}{cc}
1 & \frac{2 m^{*} \Gamma}{\hbar^{2}}  \tag{7.146}\\
0 & 1
\end{array}\right] .
$$

To determine the transfer matrices in the free propagation regions I and II we use the results of Problem 7.2, where the transfer matrix through a region of


Figure 7.5: Basic unit cell used to calculate the energy dispersion relation of an infinite periodic lattice. The effective mass is assumed to be the same throughout.
width $L$, with constant potential $E_{\mathrm{c}}$, was found to be

$$
W\left(E_{\mathrm{p}} \geq E_{\mathrm{c}}\right)=\left(\begin{array}{cc}
\cos (k L) & -k \sin (k L)  \tag{7.147}\\
\sin (k L) / k & \cos (k L)
\end{array}\right)
$$

where

$$
\begin{equation*}
k=\frac{1}{\hbar} \sqrt{2 m^{*}\left(E_{\mathrm{p}}-E_{\mathrm{c}}\right)} \tag{7.148}
\end{equation*}
$$

and $E_{\mathrm{p}}$ is the longitudinal component of the kinetic energy of the incident electron, i.e., the energy measured above $E_{\mathrm{c}}$.

The transfer matrices through the free propagation regions have the form of Equation (7.147) with $E_{\text {c }}$ equal to zero. We call $k_{0}$ the corresponding wave vector inside that region.

The overall transfer matrix $W_{\text {TOт }}$ associated with the unit cell of the device composed of the two delta scatterers is

$$
\begin{align*}
W_{\mathrm{TOT}}= & {\left[\begin{array}{cc}
\cos \left(k_{0} b\right) & -k_{0} \sin \left(k_{0} b\right) \\
\sin \left(k_{0} b\right) / k_{0} & \cos \left(k_{0} b\right)
\end{array}\right] \times\left[\begin{array}{cc}
1 & 2 m^{*} \Gamma / \hbar^{2} \\
0 & 1
\end{array}\right] } \\
& \times\left[\begin{array}{cc}
\cos \left(k_{0} a\right) & -k_{0} \sin \left(k_{0} a\right) \\
\sin \left(k_{0} a\right) / k_{0} & \cos \left(k_{0} a\right)
\end{array}\right] . \tag{7.149}
\end{align*}
$$

Performing the matrix multiplications, the following expressions for the matrix elements $W_{\text {TOT }}^{11}$ and $W_{\text {TOT }}^{22}$ are found:

$$
\begin{align*}
& W_{\mathrm{TOT}}^{11}=\cos \left(k_{0} b\right)\left[\cos \left(k_{0} b\right)+\frac{2 k_{\delta}}{k_{0}} \sin \left(k_{0} a\right)-\sin \left(k_{0} a\right) \sin \left(k_{0} b\right)\right],  \tag{7.150}\\
& W_{\text {TOT }}^{22}=\frac{\sin \left(k_{0} b\right)}{k_{0}}\left[-k_{0} \sin \left(k_{0} a\right)+2 k_{\delta} \cos \left(k_{0} a\right)\right]+\cos \left(k_{0} a\right) \cos \left(k_{0} b\right), \tag{7.151}
\end{align*}
$$

where $k_{\delta}=m^{*} \Gamma / \hbar^{2}$.
Therefore, Equation (7.144) leads to

$$
\begin{equation*}
2 \cos (\xi L)=\operatorname{Tr} W_{\mathrm{TOT}}=2 \cos \left(k_{0} L\right)+\frac{2 k_{\delta}}{k_{0}} \sin \left(k_{0} L\right) . \tag{7.152}
\end{equation*}
$$

The energy dispersion relation for the infinite superlattice with the unit cell shown in Figure 7.5 is therefore given by

$$
\begin{equation*}
\cos (\xi L)=\cos \left(k_{0} L\right)+\frac{k_{\delta}}{k_{0}} \sin \left(k_{0} L\right) \tag{7.153}
\end{equation*}
$$

## **** Problem 7.12: Connection between bound state and tunneling problems

In this problem, the transfer matrix formalism is used to show that the problem of finding the bound states of an arbitrary confined one-dimensional potential energy profile $E_{\mathrm{c}}(z)$ can be reformulated as a tunneling problem. More specifically, the following theorem is proved: For an electron confined to a region of width $W$ with an arbitrary conduction band energy profile $E_{\mathrm{c}}(z)\left[E_{\mathrm{c}}(z)=V_{0}\right.$ for $z$ outside the well], as shown in Figure 7.6, the bound state energies ( $E_{1}, E_{2}, E_{3}, \ldots$ ) can be found by adding two barriers of width $d$ and height $V_{0}$ on two sides of the region and calculating the energies at which the transmission probability $T(E)$ through the quantum well structure so formed reaches unity. The energies at which the transmission coefficient reaches unity converge toward the bound state energy levels when the barrier thickness d tends to infinity. The theorem is proved for the case of a spatially independent effective mass but can be easily extended to the case of a spatially varying effective mass [13].

Solution: We first consider the tunneling through the quantum well structure shown in Figure 7.6 using the bottom of the quantum well as the zero of energy. Calling $V_{0}$ the maximum depth of the quantum well, the transfer matrix for each barrier on either side of the quantum well for $E \leq V_{0}$ is given by (see Problem 7.2)

$$
W_{\mathrm{B}}=\left(\begin{array}{cc}
\cosh (\kappa d) & \kappa \sinh (\kappa d)  \tag{7.154}\\
\sinh (\kappa d) / \kappa & \cosh (\kappa d)
\end{array}\right)
$$



Figure 7.6: Schematic of a quantum well (dashed line) of width $L$ with an arbitrary conduction band energy profile and maximum depth $V_{0}$. The zero of energy is selected to coincide with the bottom of the well. Also shown are the locations of the two lowest bound states $E_{1}$ and $E_{2}$ in the well. The latter coincide with the energies for unit transmission probability for an electron incident from the left barrier region. The quantities $r$ and $t$ are the reflection and transmission amplitudes, respectively, of the incident electron [13].
where $\kappa=\frac{1}{\hbar} \sqrt{2 m^{*}\left(V_{0}-E\right)}$ and $m^{*}$ is the effective mass of the electron, assumed to be constant throughout.

The overall transfer matrix is given by the product of the following three matrices:

$$
\begin{equation*}
W_{\mathrm{TOT}}=W_{\mathrm{B}} \times W_{\mathrm{well}} \times W_{\mathrm{B}}, \tag{7.155}
\end{equation*}
$$

where

$$
W_{\text {well }}=\left(\begin{array}{cc}
\phi_{1}^{\prime}(L) & \phi_{2}^{\prime}(L)  \tag{7.156}\\
\phi_{1}(L) & \phi_{2}(L)
\end{array}\right)
$$

is the transfer matrix associated with the well region, the functions $\phi_{1}(z)$ and $\phi_{2}(z)$ being two linearly independent solutions of the Schrödinger equation satisfying the boundary conditions $\phi_{1}{ }^{\prime}(0)=1, \phi_{1}(0)=0, \phi_{2}{ }^{\prime}(0)=0$, and $\phi_{2}(0)=1$.

Performing the matrix multiplication, we obtain

$$
\begin{align*}
W_{\mathrm{TOT}}= & \cosh ^{2}(\kappa d)\left[\begin{array}{cc}
1 & \kappa \tanh (\kappa d) \\
\tanh (\kappa d / \kappa) & 1
\end{array}\right] \\
& \times\left[\begin{array}{cc}
\phi_{1}{ }^{\prime}+\phi_{2}{ }^{\prime}(L) \tanh (\kappa d) / \kappa & \kappa \phi_{1}{ }^{\prime}(L) \tanh (\kappa d)+\phi_{2}{ }^{\prime}(L) \\
\phi_{1}(L)+\phi_{2}(L) \tanh (\kappa d) / \kappa & \kappa \phi_{1}(L) \tanh (\kappa d)+\phi_{2}(L)
\end{array}\right] . \tag{7.157}
\end{align*}
$$

In the limit $d \rightarrow \infty$, we have

$$
W_{\mathrm{TOT}}=\cosh ^{2}(\kappa d)\left[\begin{array}{cc}
1 & \kappa  \tag{7.158}\\
\frac{1}{\kappa} & 1
\end{array}\right]\left[\begin{array}{cc}
\phi_{1}{ }^{\prime}(L)+\phi_{2}{ }^{\prime}(L) / \kappa & \kappa \phi_{1}{ }^{\prime}(L)+\phi_{2}{ }^{\prime}(L) \\
\phi_{1}(L)+\phi_{2}(L) / \kappa & \kappa \phi_{1}(L)+\phi_{2}(L)
\end{array}\right] .
$$

Multiplying the two matrices on the right-hand side, we get the elements of the matrix $W_{\text {TOT }}$ :

$$
\begin{align*}
& W_{\mathrm{TOT}}^{11}=\cosh ^{2}(\kappa d)\left[\phi_{1}{ }^{\prime}(L)+\phi_{2}{ }^{\prime}(L) / \kappa+\kappa \phi_{1}(L)+\phi_{2}(L)\right],  \tag{7.159}\\
& W_{\mathrm{TOT}}^{22}=W_{\mathrm{TOT}}^{11},  \tag{7.160}\\
& W_{\mathrm{TOT}}^{12}=\cosh ^{2}(\kappa d)\left[\kappa \phi_{1}{ }^{\prime}(L)+\phi_{2}{ }^{\prime}(L)+\kappa^{2} \phi_{1}(L)+\kappa \phi_{2}(L)\right],  \tag{7.161}\\
& W_{\mathrm{TOT}}^{21}=\cosh ^{2}(\kappa d)\left[\phi_{1}{ }^{\prime}(L) / \kappa+\phi_{2}{ }^{\prime}(L) / \kappa+\phi_{1}(L)+\phi_{2}(L) / \kappa\right] . \tag{7.162}
\end{align*}
$$

The transmission probability through the quantum well region depends on the elements of the transfer matrix, and reaches unity when the following two conditions are satisfied, as shown in Problem 7.1:

$$
\begin{gather*}
W_{12}^{\mathrm{TOT}}=W_{21}^{\mathrm{TOT}}=0  \tag{7.163}\\
W_{11}^{\mathrm{TOT}}+W_{22}^{\mathrm{TOT}}= \pm 2 . \tag{7.164}
\end{gather*}
$$

Using Equations (7.159)-(7.162), these last two conditions amount to the following requirement:

$$
\begin{equation*}
\kappa \phi_{1}{ }^{\prime}(L)+\phi_{2}{ }^{\prime}(L)+\kappa^{2} \phi_{1}(L)+\kappa \phi_{2}(L)=0 . \tag{7.165}
\end{equation*}
$$

Bound state problem: Next, we prove that Equation (7.165) is also the condition that must be satisfied to find the bound states in the well. With the zero of
energy at the bottom of the well, the solutions of the Schrödinger equation for the bound state problem are given by: in region I $(z<0)$ :

$$
\begin{equation*}
\psi_{\mathrm{I}}=A_{1} \mathrm{e}^{\kappa z}+B_{1} \mathrm{e}^{-\kappa z} ; \tag{7.166}
\end{equation*}
$$

in region II $(0<z<L)$ :

$$
\begin{equation*}
\psi_{\mathrm{II}}=A_{2} \phi_{1}(z)+B_{2} \phi_{2}(z) ; \tag{7.167}
\end{equation*}
$$

and in region III $(z>L)$ :

$$
\begin{equation*}
\psi_{\text {III }}=A_{3} \mathrm{e}^{\kappa(z-L)}+B_{3} \mathrm{e}^{-\kappa(z-L)} \tag{7.168}
\end{equation*}
$$

where $\kappa=\frac{1}{\hbar} \sqrt{2 m^{*}\left(V_{0}-|E|\right)}$.
Matching the wave function and its derivative at $z=0$, we get the following relations between the coefficients $\left(A_{1}, B_{1}\right)$ and $\left(A_{2}, B_{2}\right)$ :

$$
\left(\begin{array}{cc}
\kappa & -\kappa  \tag{7.169}\\
1 & 1
\end{array}\right)\left[\begin{array}{l}
A_{1} \\
B_{1}
\end{array}\right]=\left(\begin{array}{cc}
\phi_{1}{ }^{\prime}(0) & \phi_{2}{ }^{\prime}(0) \\
\phi_{1}(0) & \phi_{2}(0)
\end{array}\right)\left[\begin{array}{c}
A_{2} \\
B_{2}
\end{array}\right] .
$$

Similarly, at $z=W$ we get

$$
\left(\begin{array}{cc}
\phi_{1}{ }^{\prime}(L) & \phi_{2}{ }^{\prime}(L)  \tag{7.170}\\
\phi_{1}(L) & \phi_{2}(L)
\end{array}\right)\left[\begin{array}{l}
A_{2} \\
B_{2}
\end{array}\right]=\left(\begin{array}{cc}
\kappa & -\kappa \\
1 & 1
\end{array}\right)\left[\begin{array}{l}
A_{3} \\
B_{3}
\end{array}\right] .
$$

The coefficient $B_{1}=0$ must be zero for the wave function to be well behaved for $z<0$.

Since $\phi_{1}{ }^{\prime}(0)=1, \phi_{1}(0)=0, \phi_{2}{ }^{\prime}(0)=0$, and $\phi_{2}(0)=1$, Equation (7.169) leads to the following requirements:

$$
\begin{gather*}
A_{2}=\kappa A_{1},  \tag{7.171}\\
B_{2}=A_{1} . \tag{7.172}
\end{gather*}
$$

Equation (7.170) can be expanded as follows:

$$
\begin{gather*}
A_{2} \phi_{1}^{\prime}(L)+B_{2} \phi_{2}^{\prime}(L)=\kappa A_{3}-\kappa B_{3},  \tag{7.173}\\
A_{2} \phi_{1}(L)+B_{2} \phi_{2}(L)=A_{3}+B_{3} . \tag{7.174}
\end{gather*}
$$

Multiplying the last equation by $\kappa$ and adding it to Equation (7.173), we obtain

$$
\begin{equation*}
A_{3}=\frac{1}{2 \kappa}\left[A_{2}\left(\kappa \phi_{1}(L)+\phi_{1}^{\prime}(L)\right)+B_{2}\left(\kappa \phi_{2}(L)+\phi_{2}{ }^{\prime}(L)\right)\right] . \tag{7.175}
\end{equation*}
$$

Taking into account Equations (7.171)-(7.172), this last equation becomes

$$
\begin{equation*}
A_{3}=\frac{A_{1}}{2 \kappa}\left[\kappa^{2} \phi_{1}(L)+\kappa \phi_{1}{ }^{\prime}(L)+\kappa \phi_{2}(L)+\phi_{2}{ }^{\prime}(L)\right] \tag{7.176}
\end{equation*}
$$

For the wave function to be well behaved for $z>W$, we must have $A_{3}=0$. Since $A_{1} \neq 0$, this leads to

$$
\begin{equation*}
g(E)=\kappa^{2} \phi_{1}(L)+\kappa \phi_{1}{ }^{\prime}(L)+\kappa \phi_{2}(L)+\phi_{2}{ }^{\prime}(L)=0, \tag{7.177}
\end{equation*}
$$

which is the same as Equation (7.165) derived earlier for unity transmission through the tunneling structure as the width $d$ of the two barriers on either side of the well approaches infinity. The left-hand side of Equation (7.177) is a function of energy $g(E)$ whose zeros correspond to the bound state energies of the quantum well. Numerical examples of the calculations of bound state energies for various quantum wells with different $E_{\mathrm{c}}(z)$ using the results proven in this problem are given in Ref. [13].

## ** Problem 7.13: Quantum mechanical wave impedance in terms of elements of the transfer matrix

For the general conduction band energy profile shown in Figure 7.1 (with $z_{N}=L$ ), assuming a constant effective mass throughout, show that the quantum mechanical wave impedance $Z(0)$ is related to $Z_{\mathrm{QM}}(L)$ by the general expression

$$
\begin{equation*}
Z_{\mathrm{QM}}(0)=C \frac{Z_{\mathrm{QM}}(L) \phi_{2}(L)-C \phi_{2}{ }^{\prime}(L)}{C \phi_{1}{ }^{\prime}(L)-Z_{\mathrm{QM}}(L) \phi_{1}(L)}, \tag{7.178}
\end{equation*}
$$

where $C=2 \hbar /\left(m^{*} i\right)$ and the $\phi_{1}, \phi_{2}$ functions are two linearly independent solutions of the Schrödinger equation in the interval $[0, L]$.

Solution: By definition, the quantum mechanical wave impedance $[16,17]$ is (see Chapter 1)

$$
\begin{equation*}
Z_{\mathrm{QM}}(z)=C(\mathrm{~d} \phi / \mathrm{d} z) / \phi, \tag{7.179}
\end{equation*}
$$

where $\phi(z)$ is a solution of the time-independent Schrödinger equation

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m^{*}} \ddot{\phi}(z)+E_{\mathrm{c}}(z) \phi(z)=E_{\mathrm{p}} \phi(z), \tag{7.180}
\end{equation*}
$$

where all the quantities have their usual meaning.
The general solution of this second-order differential equation for $\phi(z)$ can be written as a linear combination of two linearly independent solutions $\phi(z)=$ $A_{1} \phi_{1}(z)+A_{2} \phi_{2}(z)$ (see Chapter 1).

The quantum mechanical wave impedance can therefore be written as

$$
\begin{equation*}
Z_{\mathrm{QM}}(z)=C\left[\frac{A_{1} \phi_{1}{ }^{\prime}(z)+A_{2} \phi_{2}{ }^{\prime}(z)}{A_{1} \phi_{1}(z)+A_{2} \phi_{2}(z)}\right] . \tag{7.181}
\end{equation*}
$$

Introducing the quantity $\beta=\frac{A_{2}}{A_{1}}$, we get

$$
\begin{equation*}
Z_{\mathrm{QM}}(z)=C\left[\frac{\phi_{1}{ }^{\prime}(z)+\beta \phi_{2}{ }^{\prime}(z)}{\phi_{1}(z)+\beta \phi_{2}(z)}\right] \tag{7.182}
\end{equation*}
$$

Writing this equation at $z=L$ and solving for $\beta$ from the above equation leads to

$$
\begin{equation*}
\beta=\frac{C \phi_{1}{ }^{\prime}(L)-Z_{\mathrm{QM}}(L) \phi_{1}(L)}{Z_{\mathrm{QM}}(L) \phi_{2}(L)-C \phi_{2}{ }^{\prime}(L)} . \tag{7.183}
\end{equation*}
$$

Plugging this value of $\beta$ back into Equation (7.179) evaluated at $z=0+$, we obtain

$$
\begin{equation*}
Z_{\mathrm{QM}}\left(0_{+}\right)=C\left[\frac{Z_{\mathrm{QM}}(L) \phi_{2}(L)-C \phi_{2}{ }^{\prime}(L)}{C \phi_{1}{ }^{\prime}(L)-Z_{\mathrm{QM}}(L) \phi_{1}(L)}\right] . \tag{7.184}
\end{equation*}
$$

If we consider a tunneling problem with an electron incident from the left, $Z_{\mathrm{QM}}(L)$ is the characteristic load impedance of the right contact,

$$
\begin{equation*}
Z_{\mathrm{QM}}(L)=\frac{2 \hbar}{m^{*} i} k_{\mathrm{F}} \tag{7.185}
\end{equation*}
$$

where $k_{\mathrm{F}}$ is the electron wave vector in the right contact.
Equation (7.184) is the quantum mechanical equivalent of the well-known formula for computing the impedance of a transmission line starting from the impedance of the load [18-21].

In the next problem, we show how to compute the reflection coefficient from an arbitrary conduction band energy profile using the quantum mechanical wave impedance concept.

## * Problem 7.14: Reflection coefficient in terms of quantum mechanical wave impedance

For an electron incident from the left on an arbitrary conduction band energy profile $E_{\mathrm{c}}(z)$ in the domain $[0, L]$, derive an expression for the reflection probability in terms of the quantum mechanical impedance at $z=0+$ and the characteristic quantum mechanical impedance $Z_{0}$ of the contact $(z<0)$.

Solution: The quantum mechanical wave impedance at $z=0+$ can be calculated from the load impedance in the right contact using the approach described in the previous problem. Because the wave function and its derivative are continuous, so is the quantum mechanical wave impedance. For an electron incident from the left, $\phi(z)=\mathrm{e}^{i k_{0} z}+r \mathrm{e}^{-i k_{0} z}$, where $r$ is the reflection amplitude and $k_{0}$ is the $z$-component of its wave vector. As a result,

$$
\begin{equation*}
Z_{\mathrm{QM}}(0-)=\frac{2 \hbar k_{0}}{m^{*}} \frac{(1-r)}{1+r}=Z_{0}\left(\frac{1-r}{1+r}\right), \tag{7.186}
\end{equation*}
$$

where $Z_{0}=\frac{2 \hbar k_{0}}{m^{*}}$ is the characteristic quantum mechanical wave impedance in the left contact. Since $Z_{\mathrm{QM}}(0+)=Z_{\mathrm{QM}}(0-)$, we get

$$
\begin{equation*}
(1+r) Z_{\mathrm{QM}}(0+)=(1-r) Z_{0} \tag{7.187}
\end{equation*}
$$

leading to the following expression for the reflection amplitude:

$$
\begin{equation*}
r=\frac{Z_{0}-Z_{\mathrm{QM}}(0+)}{Z_{0}+Z_{\mathrm{QM}}(0+)} \tag{7.188}
\end{equation*}
$$

This is the analog of the reflection amplitude formula in transmission line theory [19-21]. The reflection probability is therefore given by

$$
\begin{equation*}
R=|r|^{2}=\left|\frac{Z_{0}-Z_{\mathrm{QM}}\left(0_{+}\right)}{Z_{0}+Z_{\mathrm{QM}}\left(0_{+}\right)}\right|^{2} . \tag{7.189}
\end{equation*}
$$

## **** Problem 7.15: Quantum mechanical wave impedance approach to tunneling through a square barrier

Using the concept of quantum mechanical wave impedance, derive the energy dependence of the transmission probability through a square barrier of height $V_{0}$ and width $W$. Assume that the electron is impinging from the left and the effective mass is constant throughout.

Solution: In the barrier region, if $E>V_{0}$, the solution of the one-dimensional Schrödinger Equation (7.180) is

$$
\begin{equation*}
\phi=A^{+} \mathrm{e}^{i k z}+A^{-} \mathrm{e}^{-i k z}, \tag{7.190}
\end{equation*}
$$

where $k=\frac{\sqrt{2 m^{*}\left(E-V_{0}\right)}}{\hbar}$.
The quantum mechanical wave impedance in the barrier region is therefore given by

$$
\begin{equation*}
Z_{\mathrm{QM}}(z)=\frac{2 \hbar}{i m^{*}} \frac{\phi^{\prime}}{\phi}=\frac{2 \hbar k}{m^{*}}\left(\frac{A^{+} \mathrm{e}^{i k z}-A^{-} \mathrm{e}^{-i k z}}{A^{+} \mathrm{e}^{i k z}+A^{-} \mathrm{e}^{-i k z}}\right) \tag{7.191}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
Z_{\mathrm{QM}}(z)=\frac{2 \hbar k}{m^{*}}\left[\frac{A^{+} \mathrm{e}^{i k W} \mathrm{e}^{i k(z-W)}-A^{-} \mathrm{e}^{-i k W} \mathrm{e}^{-i k(z-W)}}{A^{+} \mathrm{e}^{i k W} \mathrm{e}^{i k(z-W)}+A^{-} \mathrm{e}^{-i k W} \mathrm{e}^{-i k(z-W)}}\right] . \tag{7.192}
\end{equation*}
$$

Introducing $\beta^{+}=A^{+} \mathrm{e}^{i k W}$ and $\beta^{-}=A^{-} \mathrm{e}^{-i k W}$, we obtain

$$
\begin{equation*}
Z_{\mathrm{QM}}(z)=\frac{2 \hbar k}{m^{*}}\left[\frac{\beta^{+} \mathrm{e}^{i k(z-W)}-\beta^{-} \mathrm{e}^{-i k(z-W)}}{\beta^{+} \mathrm{e}^{i k(z-W)}+\beta^{-} \mathrm{e}^{-i k(z-W)}}\right], \tag{7.193}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
Z_{\mathrm{QM}}(z)=\frac{2 \hbar k}{m^{*}}\left[\frac{\left(\beta^{+}-\beta^{-}\right) \cos [k(z-W)]+j\left(\beta^{+}+\beta^{-}\right) \sin [k(z-W)]}{\left(\beta^{+}+\beta^{-}\right) \cos [k(z-W)]+j\left(\beta^{+}-\beta^{-}\right) \sin [k(z-W)]}\right], \tag{7.194}
\end{equation*}
$$

or

$$
\begin{equation*}
Z_{\mathrm{QM}}(z)=\frac{2 \hbar k}{m^{*}}\left[\frac{\frac{\beta^{+}-\beta^{-}}{\beta^{+}+\beta^{-}} \cos [k(z-W)]+j \sin [k(z-W)]}{\cos [k(z-W)]+j \frac{\beta^{+-\beta^{-}}}{\beta^{+}+\beta^{-}} \sin [k(z-W)]}\right] \tag{7.195}
\end{equation*}
$$

and finally

$$
\begin{equation*}
Z_{\mathrm{QM}}(z)=Z_{0}\left[\frac{Z_{W} \cos [k(z-W)]+j Z_{0} \sin [k(z-W)]}{Z_{0} \cos [k(z-W)]+j Z_{W} \sin [k(z-W)]}\right], \tag{7.196}
\end{equation*}
$$

where $Z_{0}=\frac{2 \hbar k}{m^{*}}$ and $Z_{W}$ is the load impedance, i.e., $Z_{\mathrm{QM}}$, at $z=W$. According to Equation (7.195), this is given by

$$
\begin{equation*}
Z_{W}=Z_{\mathrm{QM}}(z=W)=Z_{0} \frac{\beta^{+}-\beta^{-}}{\beta^{+}+\beta^{-}} \tag{7.197}
\end{equation*}
$$

For $E>V_{0}$, an electron incident from the left will see a load impedance due to the barrier given by

$$
\begin{equation*}
Z_{\mathrm{i}}=Z_{\mathrm{QM}}(z=0+)=Z_{0}\left[\frac{Z_{W} \cos (k W)-j Z_{0} \sin (k W)}{Z_{0} \cos (k W)-j Z_{W} \sin (k W)}\right] \tag{7.198}
\end{equation*}
$$

Similarly, if $E<V_{0}$, the solution of the Schrödinger equation in region II is

$$
\begin{equation*}
\phi_{\mathrm{II}}=A^{+} \mathrm{e}^{\kappa z}+A^{-} \mathrm{e}^{-\kappa z}, \tag{7.199}
\end{equation*}
$$

where $\kappa=\frac{\sqrt{2 m^{*}\left(V_{0}-E\right)}}{\hbar}$. In this case, the quantum mechanical wave impedance is given by

$$
\begin{equation*}
Z_{\mathrm{QM}}(z)=\frac{2 \hbar}{i m^{*}} \frac{\phi^{\prime}}{\phi}=\frac{2 \hbar \kappa}{i m^{*}} \frac{A^{+} \mathrm{e}^{\kappa z}+A^{-} \mathrm{e}^{-\kappa z}}{a^{+} \mathrm{e}^{\kappa z}+A^{-} \mathrm{e}^{-\kappa z}} \tag{7.200}
\end{equation*}
$$

which we rewrite as

$$
\begin{equation*}
Z_{\mathrm{QM}}(z)=\frac{2 \hbar \kappa}{i m^{*}}\left[\frac{A^{+} \mathrm{e}^{\kappa W} \mathrm{e}^{\kappa(z-W)}-A^{-} \mathrm{e}^{-\kappa W} \mathrm{e}^{-\kappa(z-W)}}{A^{+} \mathrm{e}^{\kappa W} \mathrm{e}^{\kappa(z-W)}+A^{-} \mathrm{e}^{-\kappa W} \mathrm{e}^{-\kappa(z-W)}}\right] \tag{7.201}
\end{equation*}
$$

This last equation can be recast as

$$
\begin{equation*}
Z_{\mathrm{QM}}(z)=Z_{0}\left[\frac{Z_{W} \cosh [k(z-W)]+Z_{0} \sinh [k(z-W)]}{Z_{0} \cosh [k(z-W)]+Z_{W} \sinh [k(z-W)]}\right] \tag{7.202}
\end{equation*}
$$

The barrier provides the following load impedance to an electron incident from the left:

$$
\begin{equation*}
Z_{\mathrm{i}}=Z_{\mathrm{QM}}(z=0)=Z_{0}\left[\frac{Z_{L} \cosh (k L)-Z_{0} \sinh (k L)}{Z_{0} \cosh (k L)-Z_{L} \sinh (k L)}\right] \tag{7.203}
\end{equation*}
$$

If $E>V_{0}$, the reflection amplitude of an electron incident from the left is given by (see Problem 7.14)

$$
\begin{equation*}
r=\frac{Z_{L}-Z_{\mathrm{i}}}{Z_{L}+Z_{\mathrm{i}}}=\frac{Z_{L}-Z_{\mathrm{i}}\left[\frac{Z_{L} \cos (k L)-j Z_{0} \sin (k L)}{Z_{0} \cos (k L)-j Z_{L} \sin (k L)}\right]}{Z_{L}+Z_{\mathrm{i}}\left[\frac{Z_{L} \cos (k L)-j Z_{0} \sin (k L)}{Z_{0} \cos (k L)-j Z_{L} \sin (k L)}\right]} \tag{7.204}
\end{equation*}
$$

which becomes

$$
\begin{equation*}
r=\frac{j\left(Z_{0}^{2}-Z_{L}^{2}\right) \sin (k L)}{2 Z_{0} Z_{L} \cos (k L)-j\left(Z_{L}^{2}-Z_{0}^{2}\right) \sin (k L)} . \tag{7.205}
\end{equation*}
$$

Therefore, the reflection probability is given by (see Equation (7.189))

$$
\begin{align*}
R=|r|^{2} & =\frac{\left(Z_{0}^{2}-Z_{L}^{2}\right)^{2} \sin ^{2}(k L)}{4 Z_{0}^{2} Z_{L}^{2}+\left(Z_{L}^{2}-Z_{0}^{2}\right)^{2} \sin ^{2}(k L)} \\
& =\frac{\left(Z_{0}^{2}-Z_{L}^{2}\right)^{2} \sin ^{2}(k L)}{4 Z_{0}^{2} Z_{L}^{2}+\left(Z_{L}^{2}-Z_{0}^{2}\right)^{2} \sin ^{2}(k L)}, \tag{7.206}
\end{align*}
$$

from which we easily derive the transmission probability

$$
\begin{equation*}
|T|^{2}=1-|R|^{2} \tag{7.207}
\end{equation*}
$$

With $Z_{0}=\frac{2 \hbar k}{m^{*}}$ and $Z_{L}=\frac{2 \hbar k_{0}}{m^{*}}$, we get

$$
\begin{equation*}
|T|^{2}=\frac{1}{1+\left(\frac{Z_{L}^{2}-Z_{0}^{2}}{2 Z_{0} Z_{L}}\right)^{2} \sin ^{2}(k L)}=\frac{1}{1+\left(\frac{k^{2}-k_{0}^{2}}{2 k_{0} k}\right)^{2} \sin ^{2}(k L)} \tag{7.208}
\end{equation*}
$$

or

$$
\begin{equation*}
|T|^{2}=\frac{1}{1+\left(\frac{V_{0}^{2}}{2 E\left(E-V_{0}\right)}\right) \sin ^{2}(k L)} \tag{7.209}
\end{equation*}
$$

where $k=\frac{2 m^{*}}{\hbar} \sqrt{E-V_{0}}$.
Similarly, if $E<V_{0}$,

$$
\begin{equation*}
r=\frac{Z_{W}-Z_{\mathrm{i}}}{Z_{W}+Z_{\mathrm{i}}}=\frac{Z_{W}-Z_{0}\left[\frac{Z_{W} \cosh (\kappa W)-Z_{0} \sinh (\kappa W)}{Z_{0} \cosh (\kappa W)-Z_{W} \sinh (\kappa W)}\right]}{Z_{W}+Z_{0}\left[\frac{Z_{W} \cosh (\kappa W)-Z_{0} \sinh (\kappa W)}{Z_{0} \cosh (\kappa W)-Z_{W} \sinh (\kappa W)}\right]} \tag{7.210}
\end{equation*}
$$

which reduces to

$$
\begin{equation*}
r=\frac{\left(Z_{0}^{2}-Z_{W}^{2}\right)^{2} \sinh (\kappa W)}{2 Z_{0} Z_{W} \cosh (\kappa W)+\left(Z_{W}^{2}+Z_{0}^{2}\right)^{2} \sinh (\kappa W)} \tag{7.211}
\end{equation*}
$$

Hence, the reflection probability is

$$
\begin{equation*}
R=|r|^{2}=\frac{\left(Z_{0}^{2}+Z_{W}^{2}\right)^{2} \sinh ^{2}(\kappa W)}{4 Z_{0}^{2} Z_{W}^{2}+\left(Z_{W}^{2}+Z_{0}^{2}\right)^{2} \sinh ^{2}(\kappa W)} . \tag{7.212}
\end{equation*}
$$

The transmission probability is therefore given by

$$
\begin{equation*}
T=1-|R|^{2}=\frac{1}{1+\left(\frac{Z_{W}^{2}+Z_{0}^{2}}{2 Z_{0} Z_{W}}\right)^{2} \sinh ^{2}(\kappa W)}=\frac{1}{1+\left(\frac{\kappa^{2}+k_{0}^{2}}{2 \kappa k_{0}}\right)^{2} \sinh ^{2}(\kappa W)} \tag{7.213}
\end{equation*}
$$

or

$$
\begin{equation*}
T=\frac{1}{1+\left(\frac{V_{0}^{2}}{2 E\left(V_{0}-E\right)}\right) \sinh ^{2}(\kappa W)} . \tag{7.214}
\end{equation*}
$$

## ** Problem 7.16: Bound state energies using the quantum mechanical wave impedance concept

Starting with Equation (7.178) of Problem 7.13, which relates to the quantum mechanical impedance on either side of an arbitrary conduction band energy profile $E_{\mathrm{c}}(z)$ in a quantum well, derive a general equation to locate the bound state energies in that well.

Solution: In Problem 7.13, we showed that

$$
\begin{equation*}
Z_{\mathrm{QM}}(0)=C\left[\frac{Z(L) \phi_{2}(L)-C \phi_{2}{ }^{\prime}(L)}{C \phi_{1}{ }^{\prime}(L)-Z(L) \phi_{1}(L)}\right] \tag{7.215}
\end{equation*}
$$

where $C=2 \hbar / m^{*} i$ and $\phi_{1}(L), \phi_{1}{ }^{\prime}(L), \phi_{2}(L)$, and $\phi_{2}{ }^{\prime}(L)$ are the matrix elements of the transfer matrix across the quantum well, i.e., in the region $[0, L]$.

On the right side of the well, the solution of the Schrödinger equation is $A \mathrm{e}^{-\kappa z}$; hence,

$$
\begin{equation*}
Z_{\mathrm{QM}}(L)=-\frac{2 \hbar \kappa}{m^{*} i}, \tag{7.216}
\end{equation*}
$$

where $\kappa=\frac{1}{\hbar} \sqrt{2 m^{*}|E|}$.
On the left side of the well,

$$
\begin{equation*}
\phi=A \mathrm{e}^{\kappa z} \tag{7.217}
\end{equation*}
$$

and

$$
\begin{equation*}
Z_{\mathrm{QM}}(0)=\frac{2 \hbar \kappa}{m^{*} i} . \tag{7.218}
\end{equation*}
$$

Plugging the expressions for $Z_{\mathrm{QM}}(0)$ and $Z_{\mathrm{QM}}(L)$ above in Equation (7.215) and simplifying, we get

$$
\begin{equation*}
k^{2} \phi_{1}(L)+k \phi_{1}{ }^{\prime}(L)+k \phi_{2}(L)+\phi_{2}{ }^{\prime}(L)=0 . \tag{7.219}
\end{equation*}
$$

This is exactly the general Equation (7.177) we derived in Problem 7.10 for the location of the bound states in an arbitrary $E_{\mathrm{c}}(z)$ in the region $[0, L]$.

## *** Problem 7.17: Connection between transmission and transfer matrices

As shown in Figure 7.7, the transmission matrix across a region of length $d$ is the matrix $T$ which relates the amplitudes $\left(B^{+}, B^{-}\right)$of the outgoing and incoming waves at $z=d$ to the amplitudes of the incoming and outgoing waves $\left(A^{+}, A^{-}\right)$at $z=0$. Find the relation between the transmission matrix $T$ and the transfer matrix $W$ in the region between $z=0$ and $z=d$.

Solution: The transfer matrix $W$ is defined as

$$
W=\left[\begin{array}{cc}
\phi_{1}{ }^{\prime}(d) & \phi_{2}{ }^{\prime}(d)  \tag{7.220}\\
\phi_{1}(d) & \phi_{2}(d)
\end{array}\right],
$$

where $\phi_{1}, \phi_{2}$ are the two linearly independent solutions of the Schrödinger equation such that

$$
\begin{align*}
& \phi_{1}^{\prime}(0)=\phi_{2}(0)=1,  \tag{7.221}\\
& \phi_{2}^{\prime}(0)=\phi_{1}(0)=0 . \tag{7.222}
\end{align*}
$$



Figure 7.7: Connections between the incoming and outgoing wave amplitudes across a region where the potential energy profile is approximated by a constant. The effective mass is assumed constant throughout.

In the interval $[0, d]$, we have

$$
\begin{equation*}
\phi(z)=A_{1} \phi_{1}(z)+A_{2} \phi_{2}(z) . \tag{7.223}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\phi(0)=A_{2}=A^{+}+A^{-} \tag{7.224}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\frac{\mathrm{d} \phi}{\mathrm{~d} z}\right|_{z=0}=A_{1}=i k\left(A^{+}-A^{-}\right) . \tag{7.225}
\end{equation*}
$$

Similarly, at $z=d$,

$$
\begin{gather*}
\phi(d)=A_{1} \phi_{1}(d)+A_{2} \phi_{2}(d)=B^{+}+B^{-}  \tag{7.226}\\
\left.\frac{\mathrm{d} \phi}{\mathrm{~d} z}\right|_{z=d}=A_{1} \phi_{1}^{\prime}(d)+A_{2} \phi_{2}^{\prime}(d)=B^{+}-B^{-} . \tag{7.227}
\end{gather*}
$$

Therefore,

$$
\left[\begin{array}{cc}
i k^{\prime} & -i k^{\prime}  \tag{7.228}\\
1 & 1
\end{array}\right]\left[\begin{array}{l}
B^{+} \\
B^{-}
\end{array}\right]=\left[\begin{array}{cc}
\phi_{1}{ }^{\prime}(d) & \phi_{2}{ }^{\prime}(d) \\
\phi_{1}(d) & \phi_{2}(d)
\end{array}\right]\left[\begin{array}{cc}
i k & -i k \\
1 & 1
\end{array}\right]\left[\begin{array}{c}
A^{+} \\
A^{-}
\end{array}\right] .
$$

This last relation can be rewritten as

$$
\left[\begin{array}{c}
B^{+}  \tag{7.229}\\
B^{-}
\end{array}\right]=\left[\begin{array}{cc}
i k^{\prime} & -i k^{\prime} \\
1 & 1
\end{array}\right]^{-1} W\left[\begin{array}{cc}
i k & -i k \\
1 & 1
\end{array}\right]\left[\begin{array}{l}
A^{+} \\
A^{-}
\end{array}\right]
$$

and the transmission matrix $T$ is

$$
T=\frac{1}{2 i k^{\prime}}\left[\begin{array}{cc}
1 & i k^{\prime}  \tag{7.230}\\
-1 & i k^{\prime}
\end{array}\right] W\left[\begin{array}{cc}
i k & -i k \\
1 & 1
\end{array}\right],
$$

where $W$ is the transfer matrix across the region of width $d$.

## Suggested problems

- In Problem 7.1, start with Equation (7.13) and derive Equation (7.14) for the transmission amplitude. Derive an expression for the reflection amplitude and reflection probability in terms of the incident wave vector $k_{0}$ and the $W_{\text {TOT }}^{i j}$ components of the overall transfer matrix.
- Starting with the results of Problem 7.3, write down the analytical expression for the tunneling probability of an electron incident from the left on a square barrier of width $50 \AA$ and height $\Delta E_{\mathrm{d}}=0.3 \mathrm{eV}$. Plot the tunneling probability as a function of the $z$-component of the kinetic energy $E_{\mathrm{p}}$ for different values of the transverse energy $E_{\mathrm{t}}$ of the incident electron. Assume that the effective mass $m_{1}^{*}=0.067 m_{0}$ in the contacts and $m_{2}^{*}=0.083 m_{0}$ in the barrier region. Plot the tunneling probability versus $E_{\mathrm{p}}$ for $E_{\mathrm{t}}$ equal to $0,25,50$, and 100 meV , respectively.
- Starting with the results of Problem 7.5 describing the tunneling across a potential step, use Equations (7.53) and (7.54) and show that the following relation is satisfied: $|r|^{2}+\frac{k_{2}}{k_{1}} \frac{m_{1}^{*}}{m_{2}^{*}}|t|^{2}=1$.
- In Problem 7.6, derive an expression for the reflection probability in terms of the wave vectors of the electron on both sides of the device ( $k_{\mathrm{L}}$ and $k_{\mathrm{R}}$ ) and the $W_{\mathrm{TOT}}^{i j}$ components of the overall transfer matrix.
- Plot the transmission $(T)$ and reflection $(R)$ probabilities versus incident energy for an electron impinging on an attractive one-dimensional delta scatterer with strength $\Gamma=5 \mathrm{eV}-\AA$. Show that $R+T=1$ for all energies.
- Using the results of the Problems 7.1 and 7.2 , write the expressions for the tunneling probability through a square barrier of width $W$ and height $\Delta E_{\mathrm{c}}$ for the case of an electron incident with kinetic energy below and above $\Delta E_{\mathrm{c}}$. This problem illustrates the power of the transfer matrix formalism compared to the usual approach for this problem, which requires cumbersome algebra (see Problem 3.7).
- Starting with the result of the previous problem, show that the transmission probability above the square barrier reaches unity whenever the kinetic energy of the incident electron satisfies the relation

$$
\begin{equation*}
E_{\mathrm{p}}=\Delta E_{\mathrm{c}}+\frac{\hbar^{2}}{2 m^{*}} \frac{n^{2} \pi^{2}}{W^{2}} \tag{7.231}
\end{equation*}
$$

- In Problem 7.9, it was shown that the energy dispersion relation through an infinite lattice is given by

$$
\begin{equation*}
\operatorname{Tr} W=2 \cos (\xi L) \tag{7.232}
\end{equation*}
$$

where $\xi$ is the Bloch wave number, $L$ the period of the unit cell, and $W$ the transfer matrix of each unit cell.

Starting with Equation (7.133), show that the distinct solutions for $\lambda^{(1)}$ and $\lambda^{(2)}$ are given by

$$
\begin{align*}
& \lambda^{(1)}=\mathrm{e}^{j \frac{p i k}{N}} \\
& \lambda^{(2)}=\mathrm{e}^{-j \frac{p i k}{N}}, \quad k=1,2, \ldots, N-1 . \tag{7.233}
\end{align*}
$$

- The transfer matrix of a structure consisting of $N$ repeated unit cells is given by $D=W^{N}$. Call $\theta=\xi L$ and using the results of Problem 7.9, show that

$$
\begin{equation*}
D=W \frac{\sin N \theta}{\sin \theta}-I \frac{\sin (N-1) \theta}{\sin \theta} \tag{7.234}
\end{equation*}
$$

where $I$ is the $2 \times 2$ identity matrix.

- Use the results of the previous problem to derive the tunneling probability through a structure formed from $N$ repeated units in terms of the wave vector of the incident electron, the element of the transfer matrix of a unit cell, and $\theta=\xi L$.
- Use the results of the previous problem to show that at the energies of unity transmission through a finite repeated structure with $N$ periods, the following equality holds: $\left|T_{N_{1}}\right|^{2}=\left|T_{N_{2}}\right|^{2}$ whenever $N_{1}+N_{2}=N$. Here, $\left|T_{N_{1}}\right|^{2}$ and $\left|T_{N_{2}}\right|^{2}$ are the transmission probabilities through two subsections with $N_{1}$ and $N_{2}$ periods respectively.
- Similary, using the results of the previous problems, show that at the energies of unity transmission $\left(\left|T_{N}\right|^{2}=1\right)$ through a finite repeated structure with $N$ periods, the following equality holds: $\left|T_{N+M}\right|^{2}=\left|T_{N-M}\right|^{2}$ for all $M$ such that $1 \leq M<N$.
- Starting with the results of Problem 7.11 and Figure 7.5, plot the energy dispersion relations for the two lowest energy bands in the first Brillouin zone, i.e., in the range of the electron wave number $[-\pi / L, \pi / L], L$ being the length of the unit cell. Use $L=100 \AA$. Also, use $\Gamma=5 \mathrm{eV}-\AA$ and $z_{0}=25 \AA$ for the strength and location of the delta scatterer, respectively.
- Starting with the results of Problem 7.12, use Equation (7.177) and the results of Problem 7.2 to determine the transcendental equation for the bound states of a quantum well of width $W$ and depth $-\Delta E_{\mathrm{c}}$. Show that your result agrees with the transcendental equation derived in Problem 3.5.
- Starting with Equation (7.177) and the results of Problems 7.6 and 7.9, derive an analytical expression for the bound state of an attractive one-dimensional delta scatterer. Show that your result agrees with the result of Problem 3.1.
- Starting with the one-dimensional Schrödinger equation, derive an equation expressing the discontinuity of the quantum mechanical impedance across an attractive delta scatterer. Derive expressions for the reflection amplitude and probability associated with reflection of the electron from the delta scatterer in terms of the quantum mechanical impedance on both sides of the scatterer. Show that your results agree with the results of Problem 7.7.
- In Problem 7.15, starting with Equations (7.208) and (7.213), show that for $E=V_{0}$,

$$
\begin{equation*}
|T|^{2}\left(E=V_{0}\right)=\frac{1}{1+\frac{m^{*} V_{0} W^{2}}{\hbar^{2}}} . \tag{7.235}
\end{equation*}
$$

- Derive an analytical expression for the transmission matrix across a onedimensional delta scatterer.
- Derive an analytical expression for the transmission matrix across a potential step of height $\Delta E_{\mathrm{c}}$. Assume that the energy of the electron is above $\Delta E_{\mathrm{c}}$ and that the effective mass is constant throughout.
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## Chapter 8: Scattering Matrix

The transfer matrix technique, discussed in Chapter 7, is a very useful method to treat both bound state and tunneling problems. However, the elements of an individual transfer matrix can end up being either very large or very small (when evanescent states are involved, i.e., the electron's kinetic energy is lower than the potential step and we are dealing with the wavevector $\kappa$ rather than the wavevector $k$ ). When matrices with enormously large elements or vanishingly small elements are cascaded via matrix multiplication as described in Chapter 7, the resulting matrix can have elements that either blow up or become effectively zero, leading to numerical instabilities and truncation errors. For that reason, a scattering matrix technique is sometimes preferred over the transfer matrix technique, even though the rules for cascading scattering matrices are more complex. The cascading procedure for scattering matrices is not as simple as merely multiplying scattering matrices; on the other hand, the problem of handling extremely large or extremely small elements is ameliorated and the technique is numerically robust. This robustness is linked to the requirement that any scattering matrix used to describe coherent transport through nanoscale devices must be unitary, a property not shared by transfer matrices. The scattering matrix, however, has to be properly defined for unitarity, i.e., we must use the current scattering matrix as opposed to the more common amplitude scattering matrix. The unitarity follows from current conservation [1, 2].

We first describe the scattering matrix technique and how it can solve tunneling problems. Next, we present the cascading rule for cascading scattering matrices describing adjacent sections of an arbitrary potential profile (or conduction band energy profile in a semiconductor device) that has been partitioned into small sections each with a constant (spatially invariant) potential which is the spatial average of the potential within that section. Explicit analytical expressions for the elements of the scattering matrix for simple tunneling problems are then derived. Finally, we exemplify this approach with a derivation of the scattering matrix associated with tunneling through a two-dimensional delta scatterer in a two-dimensional quantum waveguide.

The scattering matrix relates the current amplitudes associated with incoming to outgoing electron waves on both sides of a region of width $L$ containing an arbitrary potential energy profile [2-4]. If the latter depends only on the $z$-coordinate (the direction of current flow), as shown in Figure 8.1, then the scattering matrix associated with the section located in the interval $[0, L]$ is such that

$$
\left[\begin{array}{c}
\phi^{+}(L)  \tag{8.1}\\
\phi^{-}(0)
\end{array}\right]=S\left[\begin{array}{l}
\phi^{+}(0) \\
\phi^{-}(L)
\end{array}\right]
$$

where $S$ is the scattering matrix relating the incoming and outgoing current density amplitudes $\phi^{+}(L), \phi^{-}(0), \phi^{+}(0)$, and $\phi^{-}(L)$ on both sides of region of width $L$ (see Problem 5.4), as shown in Figure 8.1.


Figure 8.1: The scattering matrix relates the current amplitudes of incoming [ $\left.\phi^{+}(0), \phi^{-}(L)\right]$ to outgoing $\left[\phi^{+}(L), \phi^{-}(0)\right]$ waves on both sides of a region of width $L$ containing an arbitrary potential energy profile. The scattering matrix $S$ is defined such that Equation (8.1) is satisfied.

The scattering matrix is a $2 \times 2$ matrix whose elements are defined as follows:

$$
S=\left[\begin{array}{cc}
t & r^{\prime}  \tag{8.2}\\
r & t^{\prime}
\end{array}\right]
$$

where $r$ and $t$ are, respectively, the (current) reflection and transmission amplitudes for an electron incident from the left contact, and $r^{\prime}$ and $t^{\prime}$ are, respectively, the current reflection and transmission amplitudes for an electron incident from the right contact. The four elements of the scattering matrix are not equal to, but are related to, the wave function reflection and transmission amplitudes which were derived in Chapter 5.

The scattering matrix in Equation (8.2) can be easily extended to the case of multi-moded or multi-channeled transport that takes place when electron waves are impinging from multiple modes and reflecting back into multiple modes in the regions surrounding the scattering region. If there are $M$ modes to consider, then each of the elements in the scattering matrix in Equation (8.2) will be an $M \times M$ matrix, each representing transmission or reflection from one mode to another, or unto itself. In that case, the scattering matrix will become a $2 M \times 2 M$ matrix.

## * Problem 8.1: Scattering matrix describing a free propagation region

Calculate the four components of the scattering matrix describing free propagation (no reflection) through a device of width $L$ as shown in the Figure 8.2.

Solution: Since the potential is spatially constant throughout, there is no force acting on the electron and hence the electron travels with a constant velocity.


Figure 8.2: The only non-zero elements of the scattering matrix describing a free propagating region are simple phase shifts of the waves incident from the left and right contacts. The effective mass $m^{*}$ is assumed to be constant throughout.

Consequently, the current amplitudes associated with the left- and right-going waves on both sides of the free propagation region are proportional to the corresponding wave function amplitudes. For $z<0$, the solution of the Schrödinger equation is given by

$$
\begin{equation*}
A^{+} \mathrm{e}^{i k z}+A^{-} \mathrm{e}^{-i k z}, \tag{8.3}
\end{equation*}
$$

and, for $z>L$, we have

$$
\begin{equation*}
\phi=B^{+} \mathrm{e}^{i k(z-L)}+B^{-} \mathrm{e}^{-i k(z-L)}, \tag{8.4}
\end{equation*}
$$

where $k=\frac{1}{\hbar} \sqrt{2 m^{*} E_{\mathrm{p}}}$ is the $z$-component of the wavevector of the electrons and $E_{\mathrm{p}}$ is the longitudinal component of its kinetic energy.

Since there is no reflection for a wave incident from the left, we can use the two preceding equations to show that, at $z=L$,

$$
\begin{equation*}
A^{+} \mathrm{e}^{i k L}=B^{+}, \tag{8.5}
\end{equation*}
$$

which shows that all that the wave experiences in traversing the region $[0, L]$ is a phase shift $k L$. Similarly, for an electron incident from the right, equating (8.3) and (8.4) at $z=0$ leads to

$$
\begin{equation*}
A^{-}=B^{-} \mathrm{e}^{i k L} . \tag{8.6}
\end{equation*}
$$

From Equations (8.5) and (8.6), we obtain

$$
\left[\begin{array}{c}
\phi^{+}(L)  \tag{8.7}\\
\phi^{-}\left(0_{-}\right)
\end{array}\right]=\left[\begin{array}{cc}
\mathrm{e}^{i k L} & 0 \\
0 & \mathrm{e}^{i k L}
\end{array}\right]\left[\begin{array}{c}
\phi^{+}\left(0_{-}\right) \\
\phi^{-}(L)
\end{array}\right],
$$

where the $2 \times 2$ matrix is the scattering matrix describing free propagation across the region of width $L$. Only its diagonal elements $\left(t, t^{\prime}\right)$ are non-zero, and each is
equal to a phase shift across the free propagation region. The off-diagonal elements $\left(r, r^{\prime}\right)$ are zero.

## *** Problem 8.2: Scattering matrix describing electron wave propagation across a potential step

Consider a potential step as shown in Figure 5.1. Assume a constant effective mass throughout and call $k_{1}$ and $k_{2}$ the z-components of the wavevector on the left and right sides of the potential step, respectively. Assume the incident energy is larger than the height of the step, i.e., both $k_{1}$ and $k_{2}$ are real. Determine the scattering matrix across the step and show that it is unitary.

Solution: The general solutions of the Schrödinger equation on both sides of the step are given by

$$
\begin{align*}
& A^{+} \mathrm{e}^{i k_{1} z}+A^{-} \mathrm{e}^{-i k_{1} z} \text { for } z<0,  \tag{8.8}\\
& B^{+} \mathrm{e}^{i k_{2} z}+B^{-} \mathrm{e}^{-i k_{2} z} \text { for } z>0 \tag{8.9}
\end{align*}
$$

The current density amplitudes associated with the left- and right-going plane waves on both sides of the step can then be calculated using the general expressions derived in Chapter 5 (see Problem 5.4):

$$
\begin{align*}
& \phi^{+}(z)=\frac{1}{2} \sqrt{\frac{\hbar k}{m^{*}}}\left[\phi(z)+\frac{1}{i k} \frac{\mathrm{~d} \phi(z)}{\mathrm{d} z}\right],  \tag{8.10}\\
& \phi^{-}(z)=\frac{1}{2} \sqrt{\frac{\hbar k}{m^{*}}}\left[\phi(z)-\frac{1}{i k} \frac{\mathrm{~d} \phi(z)}{\mathrm{d} z}\right], \tag{8.11}
\end{align*}
$$

where $k$ is set to either $k_{1}$ or $k_{2}$ depending on whether the electron is on the left or right side of the step, respectively.

Using Equations (8.11) and (8.12), we easily obtain

$$
\begin{align*}
& \phi^{+}\left(0_{+}\right)=\sqrt{\frac{\hbar k_{2}}{m^{*}}} B^{+},  \tag{8.12}\\
& \phi^{-}\left(0_{+}\right)=\sqrt{\frac{\hbar k_{2}}{m^{*}}} B^{-},  \tag{8.13}\\
& \phi^{+}\left(0_{-}\right)=\sqrt{\frac{\hbar k_{1}}{m^{*}}} A^{+},  \tag{8.14}\\
& \phi^{-}\left(0_{-}\right)=\sqrt{\frac{\hbar k_{1}}{m^{*}}} A^{-} . \tag{8.15}
\end{align*}
$$

Before deriving the scattering matrix across the potential step, we first derive the $2 \times 2$ matrix connecting the wave function amplitudes $A^{-}, A^{+}, B^{-}$, and $B^{+}$as

$$
\left[\begin{array}{l}
B^{+}  \tag{8.16}\\
A^{-}
\end{array}\right]=M\left[\begin{array}{l}
A^{+} \\
B^{-}
\end{array}\right] .
$$

Continuity of the wave function across the interface requires that

$$
\begin{equation*}
A^{+}+A^{-}=B^{+}+B^{-} . \tag{8.17}
\end{equation*}
$$

Continuity of the wave function's derivative across the interface requires that

$$
\begin{equation*}
k_{1} A^{+}-k_{1} A^{-}=k_{2} B^{+}-k_{2} B^{-} . \tag{8.18}
\end{equation*}
$$

Multiplying Equation (8.17) by $k_{1}$, we get that

$$
\begin{equation*}
k_{1} A^{+}+k_{1} A^{-}=k_{1} B^{+}+k_{1} B^{-} . \tag{8.19}
\end{equation*}
$$

Adding the last two equations leads to

$$
\begin{equation*}
2 k_{1} A^{+}=\left(k_{1}+k_{2}\right) B^{+}+\left(k_{1}-k_{2}\right) B^{-}, \tag{8.20}
\end{equation*}
$$

which we rewrite as

$$
\begin{equation*}
B^{+}=\frac{2}{1+\frac{k_{2}}{k_{1}}} A^{+}-\frac{1-\frac{k_{2}}{k_{1}}}{1+\frac{k_{2}}{k_{1}}} B^{-} . \tag{8.21}
\end{equation*}
$$

Similarly, multiplying Equation (8.17) by $k_{2}$, we get that

$$
\begin{equation*}
k_{2} A^{+}+k_{2} A^{-}=k_{2} B^{+}+k_{2} B^{-} . \tag{8.22}
\end{equation*}
$$

Subtracting this last equation from Equation (8.18), we get

$$
\begin{equation*}
\left(k_{1}-k_{2}\right) A^{+}-\left(k_{1}+k_{2}\right) A^{-}-2 k_{2} B^{-}, \tag{8.23}
\end{equation*}
$$

which we rewrite as

$$
\begin{equation*}
A^{-}=-\frac{1-\frac{k_{1}}{k_{2}}}{1+\frac{k_{1}}{k_{2}}} A^{+}+\frac{2}{1+\frac{k_{1}}{k_{2}}} B^{-} . \tag{8.24}
\end{equation*}
$$

The matrix $M$ defined in Equation (8.16) can then be inferred from Equations (8.22) and (8.25) written in the following form:

$$
\left[\begin{array}{c}
B^{+}  \tag{8.25}\\
A^{-}
\end{array}\right]=\left[\begin{array}{cc}
\frac{2 k_{1}}{k_{1}+k_{2}} & -\frac{k_{1}-k_{2}}{k_{1}+k_{2}} \\
-\frac{k_{2}-k_{1}}{k_{1}+k_{2}} & \frac{2 k_{2}}{k_{1}+k_{2}}
\end{array}\right]\left[\begin{array}{l}
A^{+} \\
B^{-}
\end{array}\right] .
$$

It is then easy to derive the scattering matrix relating the incoming and outgoing current amplitudes from the defining relation

$$
\left[\begin{array}{l}
\sqrt{\frac{\hbar k_{2}}{m^{*}}} B^{+}  \tag{8.26}\\
\sqrt{\frac{\hbar k_{1}}{m^{*}}} A^{-}
\end{array}\right]=S\left[\begin{array}{c}
\sqrt{\frac{\hbar k_{1}}{m^{*}}} A^{+} \\
\sqrt{\frac{\hbar k_{2}}{m^{*}}} B^{-}
\end{array}\right] .
$$

We get:

$$
S=\left[\begin{array}{cc}
\frac{2 \sqrt{k_{1} k_{2}}}{k_{1}+k_{2}} & -\left(\frac{k_{1}-k_{2}}{k_{1}+k_{2}}\right)  \tag{8.27}\\
-\left(\frac{k_{2}-k_{1}}{k_{1}+k_{2}}\right) & \frac{2 \sqrt{k_{1} k_{2}}}{k_{1}+k_{2}}
\end{array}\right] .
$$

Next, we prove that $S$ is unitary, i.e., $S^{\dagger} S=I$, where the $\dagger$ stands for the Hermitian conjugate and $I$ is the identity matrix. Indeed,

$$
S^{\dagger}=\left[\begin{array}{cc}
\frac{2 \sqrt{k_{1} k_{2}}}{k_{1}+k_{2}} & -\left(\frac{k_{2}-k_{1}}{k_{1}+k_{2}}\right)  \tag{8.28}\\
-\left(\frac{k_{1}-k_{2}}{k_{1}+k_{2}}\right) & \frac{2 \sqrt{k_{1} k_{2}}}{k_{1}+k_{2}}
\end{array}\right] .
$$

Hence,

$$
S^{\dagger} S=\left[\begin{array}{cc}
\frac{2 \sqrt{k_{1} k_{2}}}{k_{1}+k_{2}} & -\left(\frac{k_{2}-k_{1}}{k_{1}+k_{2}}\right)  \tag{8.29}\\
-\left(\frac{k_{1}-k_{2}}{k_{1}+k_{2}}\right) & \frac{2 \sqrt{k_{1} k_{2}}}{k_{1}+k_{2}}
\end{array}\right] \times\left[\begin{array}{cc}
\frac{2 \sqrt{k_{1} k_{2}}}{k_{1}+k_{2}} & -\left(\frac{k_{1}-k_{2}}{k_{1}+k_{2}}\right) \\
-\left(\frac{k_{2}-k_{1}}{k_{1}+k_{2}}\right) & \frac{2 \sqrt{k_{1} k_{2}}}{k_{1}+k_{2}}
\end{array}\right]
$$

Carrying out the matrix multiplication, we get

$$
S^{\dagger} S=\left[\begin{array}{ll}
1 & 0  \tag{8.30}\\
0 & 1
\end{array}\right]=I
$$

proving the unitarity of $S$.

## ** Problem 8.3: Scattering matrix describing electron wave propagation across a one-dimensional delta scatterer

Derive the expression for the scattering matrix describing propagation across a onedimensional delta scatterer. Assume the potential energy $E_{\mathrm{c}}(z)$ is equal to zero on both sides of the delta scatterer.

Solution: This tunneling problem was discussed in Problem 7.7 using the transfer matrix technique. Here, we treat it using the scattering matrix technique. Assuming a constant effective mass throughout, we have

$$
\begin{equation*}
\frac{-\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} z^{2}} \phi(z)+\Gamma \delta(z) \phi(z)=E \phi(z) \tag{8.31}
\end{equation*}
$$

Integrating both sides of this equation from $-\epsilon$ to $+\epsilon$ and letting $\epsilon \rightarrow 0$, we get

$$
\begin{equation*}
\frac{\mathrm{d} \phi}{\mathrm{~d} z}\left(0_{+}\right)-\frac{\mathrm{d}}{\mathrm{~d} z} \phi\left(0_{-}\right)=\frac{2 m^{*}}{\hbar^{2}} \Gamma \phi(0) \tag{8.32}
\end{equation*}
$$

Using this boundary condition together with the continuity of $\phi$ at $z=0$, we get, starting with Equations (8.8) and (8.9) for the description of the overall solutions of the Schrödinger equation on both sides of the delta scatterer,

$$
\begin{align*}
A^{+}+A^{-} & =B^{+}+B^{-}  \tag{8.33}\\
i k\left(B^{+}-B^{-}\right)-i k\left(A^{+}-A^{-}\right) & =\frac{2 m^{*} \Gamma}{\hbar^{2}}\left(A^{+}+A^{-}\right) \tag{8.34}
\end{align*}
$$

We rewrite the last equation as

$$
\begin{equation*}
B^{+}-B^{-}=\left[\frac{2 m^{*} \Gamma}{i k \hbar^{2}}+1\right] A^{+}+\left[\frac{2 m^{*} \Gamma}{i k \hbar^{2}}-1\right] A^{-} . \tag{8.35}
\end{equation*}
$$

Defining $\alpha=\frac{2 m^{*} \Gamma}{i k \hbar^{2}}$, Equation (8.35) becomes

$$
\begin{equation*}
B^{+}-B^{-}=(1+\alpha) A^{+}+(\alpha-1) A^{-} . \tag{8.36}
\end{equation*}
$$

Next, we rewrite Equations (8.33) and (8.36) as

$$
\begin{align*}
B^{+}-A^{-} & =A^{+}-B^{-},  \tag{8.37}\\
B^{+}-(\alpha-1) A^{-} & =(1+\alpha) A^{+}+B^{-} . \tag{8.38}
\end{align*}
$$

These last two equations can be written in the matrix form

$$
\left[\begin{array}{cc}
1 & -1  \tag{8.39}\\
1 & 1-\alpha
\end{array}\right]\left[\begin{array}{l}
B^{+} \\
A^{-}
\end{array}\right]=\left[\begin{array}{cc}
1 & -1 \\
1+\alpha & 1
\end{array}\right]\left[\begin{array}{l}
A^{+} \\
B^{-}
\end{array}\right] .
$$

A few extra steps of algebra then lead to

$$
\left[\begin{array}{l}
B^{+}  \tag{8.40}\\
A^{-}
\end{array}\right]=\left[\begin{array}{cc}
\frac{2}{2-\alpha} & \frac{\alpha}{2-\alpha} \\
\frac{\alpha}{2-\alpha} & \frac{2}{2-\alpha}
\end{array}\right]\left[\begin{array}{l}
A^{+} \\
B^{-}
\end{array}\right] .
$$

Since the wavevector (and electron velocity) is the same on both sides of the delta scatterer, the $2 \times 2$ matrix on the right-hand side is the current scattering matrix. Hence, the current density transmission amplitudes for waves incident from the left or right are equal and given by

$$
\begin{equation*}
t=t^{\prime}=\frac{2}{2-\alpha} \tag{8.41}
\end{equation*}
$$

The current density reflection amplitudes for left- or right-incoming waves are also equal and given by

$$
\begin{equation*}
r=r^{\prime}=\frac{\alpha}{2-\alpha} . \tag{8.42}
\end{equation*}
$$

It can be easily shown that the $2 \times 2$ scattering matrix is unitary, i.e., $S^{\dagger} S=S^{-1} S=$ $I$, where $I$ is the $2 \times 2$ identity matrix.

Furthermore, it can be easily checked that

$$
\begin{equation*}
|t|^{2}+|r|^{2}=1, \tag{8.43}
\end{equation*}
$$

which is an expression for current continuity.

## ** Problem 8.4: Cascading scattering matrices

Determine the cascading rule to derive the composite scattering matrix for a region consisting of two sections when the individual scattering matrix for each section is known.


Figure 8.3: Summing the current transmission amplitudes of multiple Feynman paths to calculate the total current amplitude transmitted through two successive sections. The electron is incident from the left.

Solution: For any specific interval in a device, we have seen before that the scattering matrix relates incoming current density amplitudes to the outgoing current density amplitudes, as given by Equation (8.1). In a region composed of two adjoining intervals, an electron can suffer multiple reflections at the interface between the two adjacent regions, as illustrated in Figure 8.3. The elements of the composite scattering matrix can be derived by summing the amplitudes associated with the multiple paths leading to either reflection or transmission of electrons incident from either side of the composite region, as illustrated in Figures 8.3 through 8.6.

For instance, electrons incident from the left of the composite region can be transmitted straight through the structure or can experience an infinite number of multiple reflections, illustrated in Figure 8.3, before being transmitted. The total transmitted current density amplitude is the sum of the contributions from each possible path and is given by

$$
\begin{equation*}
t=t_{2}\left[1+r_{1}^{\prime} r_{2}+\left(r_{1}^{\prime} r_{2}\right)^{2}+\cdots\right] t_{1} \tag{8.44}
\end{equation*}
$$

where the subscripts denote the two successive intervals with their respective current transmission and reflection amplitudes.

In Equation (8.44), the term within the square brackets forms an infinite geometric series and it results from the multiple reflections illustrated in Figure 8.3. The series is easily summed, yielding the current density amplitude of the beam transmitted across two successive regions:

$$
\begin{equation*}
t=t_{2}\left[1-r_{1}^{\prime} r_{2}\right]^{-1} t_{1} \tag{8.45}
\end{equation*}
$$



Figure 8.4: Summing the current reflection amplitudes of multiple Feynman paths to calculate the total current amplitude reflected by two successive sections. The electron is incident from the left.

Following a similar derivation and making use of Figures 8.4, 8.5, and 8.6, the remaining elements of the composite scattering matrix are found as

$$
\begin{align*}
r & =r_{1}+t_{1}{ }^{\prime} r_{2}\left[1-r_{1}{ }^{\prime} r_{2}\right]^{-1} t_{1},  \tag{8.46}\\
t^{\prime} & =t_{1}{ }^{\prime}\left[1+r_{2}\left[1-r_{1}{ }^{\prime} r_{2}\right]^{-1} r_{1}{ }^{\prime}\right] t_{2}{ }^{\prime},  \tag{8.47}\\
r^{\prime} & =r_{2}{ }^{\prime}+t_{2}\left[1-r_{1}{ }^{\prime} r_{2}\right]^{-1} r_{1}{ }^{\prime} t_{2}{ }^{\prime} \tag{8.48}
\end{align*}
$$



Figure 8.5: Summing the current transmission amplitudes of multiple Feynman paths to calculate the total current amplitude transmitted through two successive sections. The electron is incident from the right.


Figure 8.6: Summing the current reflection amplitudes of multiple Feynman paths to calculate the total current amplitude reflected by two successive sections. The electron is incident from the right.

## Remark

Even if the product $r_{1}{ }^{\prime} r_{2}$ were to approach unity, making the inverse of [ $1-r_{1}{ }^{\prime} r_{2}$ ] large, transmitted amplitudes $t_{1}{ }^{\prime}$ and $t_{2}$ would approach zero, owing to current conservation. Since many computer algorithms allow small numbers to underflow gracefully to zero, a scattering matrix approach to tunneling problems can be implemented with relatively little error checking.

## ** Problem 8.5: Scattering matrix across a resonant tunneling device

A resonant tunneling device can be approximated as two repulsive delta scatterers separated by a distance L. Using the results of Problems 8.1 and 8.3 and the rule for cascading scattering matrices described in Problem 8.4, derive the analytical expression for the current transmission ( $t$ ) and reflection ( $r$ ) amplitudes as a function of the wavevector of the electron in the contact, the strength of each delta scatterer (assumed to be the same), and the separation $L$ between the two scatterers.

Solution: Using the cascading rule derived in the previous problem, the scattering matrix across the resonant tunneling device is given by

$$
S_{\mathrm{tot}}=\left[\begin{array}{cc}
t_{\delta} & r_{\delta}  \tag{8.49}\\
r_{\delta} & t_{\delta}
\end{array}\right] \otimes\left[\begin{array}{cc}
\mathrm{e}^{i k L} & 0 \\
0 & \mathrm{e}^{i k L}
\end{array}\right] \otimes\left[\begin{array}{cc}
t_{\delta} & r_{\delta} \\
r_{\delta} & t_{\delta}
\end{array}\right]
$$

where the $\otimes$ symbol stands for the cascading rule applied to the scattering matrices describing adjacent regions. We use this symbol to distinguish it from mere multiplication.

The first and last $2 \times 2$ matrices are the scattering matrices for the two delta scatterers. The explicit expressions for $t_{\delta}$ and $r_{\delta}$ are given in Problem 8.3. The middle $2 \times 2$ matrix in Equation (8.49) is the scattering matrix for the free propagation region $S_{\text {free }}$ between the two scatterers.

Using the cascading rules derived in the previous problem, we first calculate the composite scattering matrix describing propagation through the free region and the right delta scatterer. This leads to

$$
S_{\text {free }} \otimes S_{\delta}=\left[\begin{array}{cc}
\mathrm{e}^{i k L} & 0  \tag{8.50}\\
0 & \mathrm{e}^{i k L}
\end{array}\right] \otimes\left[\begin{array}{cc}
t_{\delta} & r_{\delta} \\
r_{\delta} & t_{\delta}
\end{array}\right]=\left[\begin{array}{cc}
t_{\delta} \mathrm{e}^{i k L} & r_{\delta} \\
r_{\delta} \mathrm{e}^{2 i k L} & t_{\delta} \mathrm{e}^{i k L}
\end{array}\right] .
$$

Next, we calculate the overall scattering matrix $S_{\text {tot }}$ by cascading the scattering matrix of the left delta scatterer with the last equation, to yield

$$
S_{\mathrm{tot}}=\left[\begin{array}{cc}
t_{\delta} & r_{\delta}  \tag{8.51}\\
r_{\delta} & t_{\delta}
\end{array}\right] \otimes\left[\begin{array}{cc}
t_{\delta} \mathrm{e}^{i k L} & r_{\delta} \\
r_{\delta} \mathrm{e}^{2 i k L} & t_{\delta} \mathrm{e}^{i k L}
\end{array}\right]
$$

Using the cascading rules derived in Problem 8.4, the current density transmission amplitude for an electron incident from the left is found to be

$$
\begin{equation*}
t=\frac{t_{\delta}^{2} \mathrm{e}^{i k L}}{1-r_{\delta}^{2} \mathrm{e}^{2 i k L}} \tag{8.52}
\end{equation*}
$$

while the current reflection amplitude for an electron incident from the left is given by

$$
\begin{equation*}
r=r_{\delta}+\frac{t_{\delta}^{2} r_{\delta} \mathrm{e}^{2 i k L}}{\left[1-r_{\delta}^{2} \mathrm{e}^{2 i k L}\right]} \tag{8.53}
\end{equation*}
$$

Using Equations (8.52) and (8.53), it can be shown that $|t|^{2}+|r|^{2}=1$.

## **** Problem 8.6: The law of summing series resistances derived using the rule for cascading scattering matrices

This problem will show that the semi-classical conductance (or resistance) of a random array of scatterers can be deduced by replacing the current amplitude scattering matrix $S$ with the current probability scattering matrix $\Sigma$. The matrix $\Sigma$ is obtained from $S$ by replacing each of its elements with the square of its magnitude. This substitution leads to the semi-classical result for the conductance of a random array of scatterers, leading to the "series resistance law," which states that the total resistance of a number of resistors placed in series is the sum of their individual resistances.

To prove this law, consider an array of scatterers, all characterized by the same amplitude scattering matrix, but with different (random) spacing $d_{n}$ between them.

For a two-dimensional channel with $M$ propagating modes, the scattering matrix has dimensions $2 M \times 2 M$. Using the results of Problem 2.7, select the amplitude scattering matrix as

$$
\begin{equation*}
U=\mathrm{e}^{A} \tag{8.54}
\end{equation*}
$$

where $A$ is a $2 M \times 2 M$ matrix of the form $A=i \alpha a$, where $\alpha$ is a real parameter and $a$ is a $2 M \times 2 M$ matrix with all its elements equal to unity. In this case, as shown in Problem 2.7, the amplitude scattering matrix for the $m$ th scatterer is given by

$$
\begin{equation*}
S_{m}=I+\frac{\left(\mathrm{e}^{2 i \alpha M}-1\right)}{2 M} a \tag{8.55}
\end{equation*}
$$

where $I$ is the $M \times M$ identity matrix.
Starting with the scattering matrix amplitude in Equation (8.55), show that the probability scattering matrix for the mth scatterer is given by

$$
\Sigma_{m}=\left(\begin{array}{cc}
T & R  \tag{8.56}\\
R & T
\end{array}\right)
$$

where the matrix $R=\delta u$ and $u$ is the $N \times N$ matrix whose matrix elements are all equal to unity, i.e.

$$
u=\left[\begin{array}{ccc}
1 & \cdots & 1  \tag{8.57}\\
\vdots & \ddots & \vdots \\
1 & \cdots & 1
\end{array}\right]
$$

and the matrix $T$ is given by

$$
T=\left[\begin{array}{cclc}
1-(2 M-1) \delta & \delta & \cdots & \delta  \tag{8.58}\\
\delta & 1-(2 M-1) \delta & \cdots & \delta \\
\vdots & \vdots & \ddots & \vdots \\
\delta & \delta & \cdots & 1-(2 M-1) \delta
\end{array}\right]
$$

with

$$
\begin{equation*}
\delta=\left|\frac{\mathrm{e}^{2 i M \alpha}-1}{2 M}\right|^{2} \tag{8.59}
\end{equation*}
$$

For propagation between scatterers, the probability scattering matrix is given by

$$
P_{m}=\left(\begin{array}{ll}
I & 0  \tag{8.60}\\
0 & I
\end{array}\right) .
$$

$I$ is the identity matrix, because the probability associated with the phase shift between scatterers is equal to unity.

It is easy to show that the probability scattering matrices cascade in the same way as the amplitude scattering matrices. It is also easy to show, using the rule for cascading scattering matrices derived in Problem 8.4, that cascading any $P_{m}$ with
any matrix $\Sigma_{m}$ yields back $\Sigma_{m}$. In other words, the spacing between scatterers $d_{n}$ will not appear in the final expression for the overall scattering matrix describing propagation across a sample (as expected in a semi-classical treatment). Therefore, the overall scattering matrix across $N$ scatterers is obtained by cascading $N$ identical scattering matrices $\Sigma_{m}$.

Use the rule for cascading probability scattering matrices and show that the matrix giving the reflection probabilities through an array of $N$ scatterers is given by

$$
\begin{equation*}
R_{N}=\delta_{N} u \tag{8.61}
\end{equation*}
$$

where $\delta_{N}$ satisfies the relation

$$
\begin{equation*}
\frac{M \delta_{N}}{1-M \delta_{N}}=N\left(\frac{M \delta}{1-M \delta}\right) . \tag{8.62}
\end{equation*}
$$

Use this result to show that the zero temperature Landauer conductance $G_{N}$ through an array of $N$ scatterers is given by [2]

$$
\begin{equation*}
G=\frac{2 e^{2}}{h} \sum_{i}^{M} \sum_{j}^{M} T_{i j}, \tag{8.63}
\end{equation*}
$$

where the $T_{i j}$ are the matrix elements of the transmission probabilities associated with the ith mode incident from the left transmitting into the jth mode on the right of the array of scatterers.

Show that for large $N, G_{N}$ is inversely proportional to $N$, and hence the resistance $R_{N}=1 / G_{N}$ is proportional to $N$. This is the series law of resistance.

Solution: Consider first the result of cascading the probability scattering matrices of two adjacent scatterers. In the resulting composite scattering matrix, the reflection probability for $M$ propogating modes is given by

$$
\begin{equation*}
R_{2 \text { scatterers }}=R+T R\left(1-R^{2}\right)^{-1} T . \tag{8.64}
\end{equation*}
$$

The matrices $R$ and $T$ can be rewritten as

$$
\begin{align*}
& R=\delta u  \tag{8.65}\\
& T=(1-2 M \delta) I+\delta u . \tag{8.66}
\end{align*}
$$

Equation (8.64) can then be simplified to yield

$$
\begin{equation*}
R_{2 \text { scatterers }}=R \frac{1}{1-\delta^{2} M^{2}} T R T . \tag{8.67}
\end{equation*}
$$

Here, we have used the relation

$$
\begin{equation*}
R^{2}=\delta M R \tag{8.68}
\end{equation*}
$$

Equation (8.67) can be simplified further using Equation (8.64):

$$
\begin{equation*}
T R T=T(1-M \delta) R=(1-M \delta)^{2} R \tag{8.69}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
R_{2 \text { scatterers }}=\frac{2}{1+M \delta} R . \tag{8.70}
\end{equation*}
$$

Thus, $R_{2}$ can be written as

$$
\begin{equation*}
R_{2}=\delta_{2} u \tag{8.71}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta_{2}=\frac{2 \delta}{1+\delta} \tag{8.72}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\frac{M \delta_{2}}{1-M \delta_{2}}=2\left[\frac{M \delta}{1-M \delta}\right] \tag{8.73}
\end{equation*}
$$

Similarly, by cascading two sections, each having two scatterers, we can show that

$$
\begin{equation*}
R_{4 \text { scatterers }}=\delta_{4} u \tag{8.74}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{M \delta_{4}}{1-M \delta_{4}}=2 \frac{M \delta_{2}}{1-M \delta_{2}}=4 \frac{M \delta}{1-M \delta} \tag{8.75}
\end{equation*}
$$

We can continue this process indefinitely to get

$$
\begin{equation*}
R_{\mathrm{N} \text { scatterers }}=\delta_{N} u \tag{8.76}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{M \delta_{N}}{1-M \delta_{N}}=N\left(\frac{M \delta}{1-M \delta}\right) . \tag{8.77}
\end{equation*}
$$

Next, we rewrite the Landauer conductance (8.63) in terms of the reflection probabilities, taking into account the fact that

$$
\begin{equation*}
\sum_{j}^{M}\left(T_{i j}+R_{i j}\right)=1 \tag{8.78}
\end{equation*}
$$

This leads to

$$
\begin{equation*}
G_{N}=\frac{2 e^{2}}{h}\left(M-\sum_{i}^{M} \sum_{j}^{M} R_{i j}\right)=\frac{2 e^{2}}{h} M\left(1-\frac{M N \delta}{1+(N-1) M \delta}\right) \tag{8.79}
\end{equation*}
$$

which can be written as

$$
\begin{equation*}
G_{N}=\frac{2 e^{2}}{h} M \frac{\Lambda}{\Lambda+N}, \tag{8.80}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda=\frac{1-M \delta}{M \delta} \tag{8.81}
\end{equation*}
$$



Figure 8.7: A quasi two-dimensional electron waveguide of finite width $W$ containing randomly placed $\delta$ scatterers that cause elastic scattering.

We can rewrite Equation (8.80) as

$$
\begin{equation*}
G_{N}=\frac{2 e^{2}}{h} M \frac{\Lambda_{\mathrm{el}}}{\Lambda_{\mathrm{el}}+N\langle d\rangle}=\frac{2 e^{2}}{h} M \frac{\Lambda_{\mathrm{el}}}{\Lambda_{\mathrm{el}}+L} \tag{8.82}
\end{equation*}
$$

where $\Lambda_{\mathrm{el}}=\Lambda\langle d\rangle,\langle d\rangle$ is the average distance between scatterers, and $L$ is the total length of the resistor. The last equation can be rewritten as

$$
\begin{equation*}
\left.G_{N}=\left.\frac{2 e^{2}}{h} M\langle | T\right|^{2}\right\rangle, \tag{8.83}
\end{equation*}
$$

where $\left.\left.\langle | T\right|^{2}\right\rangle=\frac{\Lambda_{\mathrm{el}}}{\Lambda_{\mathrm{el}}+L}$ can be interpreted as the average transmission probability of a mode. The quantity $\Lambda_{\mathrm{el}}$ can be interpreted as the elastic mean free path [2]. The transmission probability $\left.\left.\langle | T\right|^{2}\right\rangle$ approaches unity when $\Lambda_{\mathrm{el}} \gg L$, which is the limit of ballistic transport.

In the limit of ballistic transport, the conductance (and hence also the resistance) of the device is independent of the length and is simply $2 e^{2} / h$ times the number of modes $M$. It is independent of the number of scatterers (and hence the length) since the scatterers are "ineffective" in ballistic transport (no scattering). The resistance $h /\left(2 e^{2}\right)$ has been interpreted as the contact resistance [5].

However, in the limit of severely diffusive transport, when $\Lambda_{\mathrm{el}} \ll L$, the scatterers are very effective. In this case, Equation (8.82) shows that the conductance of the sample is inversely proportional to the number of scatterers, and therefore inversely proportional to the length, which means that the resistance is directly proportional to the length. This can be viewed as implying that the total resistance of several sections in series is the sum of the resistances of individual sections, which is the series law of resistance.
**** Problem 8.7: Scattering matrix of a two-dimensional $\delta$ scatterer
Consider an electron moving in an electron waveguide formed in a 2DEG with finite width $W$ in the $y$-direction, which is perpendicular to the direction of current flow (x-axis), as shown in Figure 8.7. Assuming a particle-in-a-box confinement
in the $y$-direction, derive the analytical expression for the scattering matrix across a two-dimensional delta scatterer for an electron incident from the contacts with an energy equal to the Fermi level energy $E_{\mathrm{F}}$. Assume that $E_{\mathrm{F}}$ is such that there are $M$ propagating modes in the quantum wire. Assume a constant effective mass throughout and model the potential of the impurity as a two-dimensional $\delta$ function, i.e.

$$
\begin{equation*}
V_{\gamma}(x, y)=\gamma \delta\left(x-x_{i}\right) \delta\left(y-y_{i}\right) \tag{8.84}
\end{equation*}
$$

where $\gamma$ is the strength of the impurity and $x_{i}, y_{i}$ is the location of the impurity in the electron waveguide.

Solution: Our starting point is the two-dimensional one-electron effective mass Schrödinger equation

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 m^{*}} \nabla^{2}+E_{\mathrm{c}}(x, y)+V_{\gamma}(x, y)\right] \psi(x, y, t)=i \hbar \frac{\partial \psi(x, y, t)}{\partial t} \tag{8.85}
\end{equation*}
$$

In a quantum wire with particle-in-a-box confinement along the $y$-axis, we write

$$
\begin{equation*}
E_{\mathrm{c}}(x, y)=E_{\mathrm{c}, x}(x)+E_{\mathrm{c}, y}(y) \tag{8.86}
\end{equation*}
$$

where we assume $E_{\mathrm{c}, x}(x) \approx 0$ (i.e., a negligible bias electric field exists between the contacts to the quantum waveguide) and $E_{\mathrm{c}, y}=0$ for $0<y<W$ and $\infty$ otherwise.

Since impurity scattering is elastic in nature (because an impurity is a timeindependent scatterer), the electron's total energy is conserved while traversing the waveguide and therefore the time-dependent part of the wave function can be eliminated using the ansatz

$$
\begin{equation*}
\psi(x, y, t)=\phi(x, y) \mathrm{e}^{-\frac{i E t}{\hbar}} \tag{8.87}
\end{equation*}
$$

The problem is then reduced to solving the time-independent two-dimensional Schrödinger equation

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 m^{*}} \nabla^{2}+E_{\mathrm{c}}(x, y)+V_{\gamma}(x, y)\right] \phi(x, y)=E \phi(x, y) \tag{8.88}
\end{equation*}
$$

where $E$ is the energy of the electron in the waveguide.
Far from an impurity, ballistic motion in the quantum wire can be described by writing the solution of the Schrödinger Equation (8.88) as

$$
\begin{equation*}
\phi(x, y)=\sum_{n} C_{n}(x)|n\rangle \tag{8.89}
\end{equation*}
$$

where $|n\rangle$ are the eigenstates of the particle in a box confined in the $y$-direction (see Problem 3.5), and they form a complete set.

For a fixed energy of the electron incident from the contacts (taken as the Fermi energy), there will be $M$ propagating states along the $x$-direction, i.e., states
for which there exists a real value of the wavevector describing plane wave motion along the $x$-axis. The wavevectors corresponding to the Fermi energy in each of the propagating subbands in the waveguide are given by

$$
\begin{equation*}
E_{\mathrm{F}}=\epsilon_{n}^{y}+\frac{\hbar^{2} k_{x, n}^{2}}{2 m^{*}} \tag{8.90}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon_{n}^{y}=\frac{n^{2} \pi^{2} \hbar^{2}}{2 m^{*} W_{y}^{2}} \tag{8.91}
\end{equation*}
$$

are the energy eigenvalues due to the particle-in-a-box confinement along the $y$-axis.
For the particle-in-a-box confinement, the electron eigenstates in the $y$-direction are given by (see Problem 3.5)

$$
\begin{equation*}
\xi_{n}(y)=\sqrt{\frac{2}{W_{y}}} \sin \left(\frac{n \pi y}{W_{y}}\right) . \tag{8.92}
\end{equation*}
$$

Using the orthogonality property of the complete set (8.92), the current density $J(x)$ associated with the wave function (8.89) is given by

$$
\begin{equation*}
J(x)=e \sum_{n} \frac{i \hbar}{2 m^{*}}\left[\left(\frac{\mathrm{~d} C_{n}^{*}}{\mathrm{~d} x}\right) C_{n}-C_{n}^{*}\left(\frac{\mathrm{~d} C_{n}}{\mathrm{~d} x}\right)\right] . \tag{8.93}
\end{equation*}
$$

Using the expansion (8.89) in Equation (8.88), and making use of the orthogonality condition of the eigenstates (8.91), the Schrödinger Equation (8.88) can be rewritten as an infinite set of coupled differential equations for the coefficients $C_{n}(z)$ :

$$
\begin{equation*}
\frac{\mathrm{d}^{2} C_{n}}{\mathrm{~d} x^{2}}+k_{n}^{2} C_{n}=\sum_{m} \Gamma_{n m}(x) C_{m}(x) \tag{8.94}
\end{equation*}
$$

where

$$
\begin{align*}
k_{n}^{2} & =\frac{2 m^{*}}{\hbar^{2}}\left(E-\epsilon_{n}^{y}\right)  \tag{8.95}\\
\Gamma_{n m}(x) & =\frac{2 m^{*}}{\hbar^{2}} \int \mathrm{~d} y \xi_{n}^{*}(y) V(x, y) \xi_{m}(y) . \tag{8.96}
\end{align*}
$$

The scattering problem is then reduced to the calculation of the coefficients $\Gamma_{n m}$ and to the solution of the system of coupled differential equations (8.94). These equations must be written for the infinite set of modes given in Equation (8.91). Note that the sum over $m$ in Equation (8.94) includes the term $m=n$.

In practice, the set of coupled differential equations in Equation (8.94) is reduced to $M$, the number of propogating modes in the quantum waveguide, since they alone carry current. The remaining modes, which are evanescent, do not carry current but still have a non-trivial effect in that they renormalize the values of $\Gamma_{n m}$. In other words, if we ignore the evanescent modes, then we must also alter the values of $\Gamma_{n m}$
from what is given by Equation (8.96) to compensate for neglecting the evanescent modes. The procedure for renormalization is not mentioned here but is described in [6].

In the set of coupled differential equations (8.94), both the $k_{n}^{2}$ and $\Gamma_{n m}$ are functions of the variable $x$ and depend respectively on the exact shape of the conduction band energy profile (assumed to be flat along the $x$-axis in our case) and the interacting potential.

As shown earlier, the scattering matrix relates the modes incident on an obstacle from either direction to the modes leaving the obstacle in either direction. Generalizing the definition of the current amplitude introduced in Problem 5.4 for a single-moded structure to the multi-moded case considered here, we introduce the following new set of variables for each of the propagating modes in the quantum wire:

$$
\begin{equation*}
C_{n}^{ \pm}(x)=\frac{1}{2} \sqrt{\frac{\hbar k_{n}}{m^{*}}}\left(C_{n} \pm \frac{1}{i k_{n}} \frac{\mathrm{~d} C_{n}}{\mathrm{~d} x}\right) \tag{8.97}
\end{equation*}
$$

which can easily be inverted to give

$$
\begin{align*}
& C_{n}=\frac{1}{2 \kappa_{n}}\left(C_{n}^{+}+C_{n}^{-}\right),  \tag{8.98}\\
& \dot{C}_{n}=\frac{\mathrm{d} C_{n}}{\mathrm{~d} x}=\frac{i k_{n}}{2 \kappa_{n}}\left(C_{n}^{+}-C_{n}^{-}\right), \tag{8.99}
\end{align*}
$$

where, by definition,

$$
\begin{equation*}
\kappa_{n}=\frac{1}{2} \sqrt{\frac{\hbar k_{n}}{m^{*}}} . \tag{8.100}
\end{equation*}
$$

The $C_{n}^{+,-}$represent the amplitude of the current density in mode $n$ traveling along the positive and negative $x$-direction, respectively.

Indeed, one can easily show using Equation (8.93) and the definitions (8.98)(8.99) that the total current density in the electron waveguide is given by

$$
\begin{equation*}
J(x)=\sum_{n}\left(J_{n}^{+}-J_{n}^{-}\right), \tag{8.101}
\end{equation*}
$$

where $J_{n}^{+}=\left(C_{n}^{+}\right)^{*} C_{n}^{+}$and $J_{n}^{-}=\left(C_{n}^{-}\right)^{*} C_{n}^{-}$.
If we model the impurity scattering in a 2 D sample ( $x-y$ plane) by a $\delta$ impurity interaction,

$$
\begin{equation*}
V(x, y)=\gamma \delta\left(x-x_{i}\right) \delta\left(y-y_{i}\right) \tag{8.102}
\end{equation*}
$$

then the set of differential equations (8.94) can be written as

$$
\begin{equation*}
\frac{\mathrm{d}^{2} C_{m}}{\mathrm{~d} x^{2}}+k_{m}^{2} C_{m}=\sum_{n} \Gamma_{m, n} \delta\left(x-x_{i}\right) C_{n} \tag{8.103}
\end{equation*}
$$

where $\Gamma_{m, n}$ is given by

$$
\begin{equation*}
\Gamma_{m, n}=\frac{4 m^{*}}{\hbar^{2}} \frac{1}{W} \sin \left(\frac{\alpha \pi y_{i}}{W}\right) \sin \left(\frac{\beta \pi y_{i}}{W}\right) . \tag{8.104}
\end{equation*}
$$

Integrating both sides of Equation (8.103) from $x_{i}-\epsilon$ to $x_{i}+\epsilon(\epsilon$ being a small positive quantity), and taking into account the assumed continuity of the $C_{n}$, we obtain

$$
\begin{equation*}
\dot{C}_{n}\left(x_{i}+\epsilon\right)-\dot{C}_{n}\left(x_{i}-\epsilon\right)=\sum_{m} \Gamma_{n m} C_{m}\left(x_{i}+\epsilon\right), \tag{8.105}
\end{equation*}
$$

which we rewrite as

$$
\begin{equation*}
\dot{C}_{n}\left(x_{i}+\epsilon\right)=\dot{C}_{n}\left(x_{i}-\epsilon\right)+\sum_{m} \Gamma_{n m} C_{m}\left(x_{i}+\epsilon\right) . \tag{8.106}
\end{equation*}
$$

Since all the $C_{n}$ are continuous, we have

$$
\begin{equation*}
C_{n}\left(x_{i}+\epsilon\right)=C_{n}\left(x_{i}-\epsilon\right) . \tag{8.107}
\end{equation*}
$$

Dividing Equation (8.106) by $\mathrm{i} k_{\alpha}$ and adding the obtained result to Equation (8.107), we get

$$
\begin{align*}
& C_{n}\left(x_{i}+\epsilon\right)+\frac{1}{i k_{n}} \dot{C}_{n}\left(x_{i}+\epsilon\right)=\frac{1}{\kappa_{n}} C_{n}^{+}\left(x_{i}+\epsilon\right) \\
& \quad=\frac{1}{\kappa_{n}} C_{n}^{+}\left(x_{i}-\epsilon\right)-\sum_{m} \frac{\Gamma_{n m}}{i k_{n}} C_{m}\left(x_{i}\right) . \tag{8.108}
\end{align*}
$$

Now, using Equations (8.98) and (8.99), we have

$$
\begin{equation*}
C_{m}\left(x_{i}+\epsilon\right)=\frac{1}{2 \kappa_{m}}\left[C_{m}^{+}\left(x_{i}+\epsilon\right)+C_{m}^{-}\left(x_{i}-\epsilon\right)\right] . \tag{8.109}
\end{equation*}
$$

Plugging this last result into Equation (8.108), we finally derive

$$
\begin{equation*}
C_{n}^{+}\left(x_{i}+\epsilon\right)=C_{n}^{+}\left(x_{i}-\epsilon\right)+\frac{\kappa_{n}}{2 i k_{n}} \sum_{m} \Gamma_{n m} \frac{1}{\kappa_{m}}\left[C_{m}^{+}\left(x_{i}+\epsilon\right)+C_{m}^{-}\left(x_{i}-\epsilon\right)\right] \tag{8.110}
\end{equation*}
$$

or, equivalently,

$$
\begin{align*}
& C_{n}^{+}\left(x_{i}+\epsilon\right)-\sum_{m} \frac{1}{2 i k_{n}} \Gamma_{n m}\left(\frac{\kappa_{n}}{\kappa_{m}}\right) C_{m}^{+}\left(x_{i}+\epsilon\right) \\
& \quad=C_{n}^{+}\left(x_{i}-\epsilon\right)+\sum_{m} \frac{\Gamma_{n m}}{2 i k_{n}}\left(\frac{\kappa_{n}}{\kappa_{m}}\right) C_{m}^{-}\left(x_{i}+\epsilon\right), \tag{8.111}
\end{align*}
$$

valid for all modes $n$.
The equations for the different modes can be written in matrix form (which is done here for the case of two modes for the sake of simplicity):

$$
\begin{align*}
& {\left[\begin{array}{ccc}
\left(1-\frac{\Gamma_{11}}{2 i k_{1}}\right) & \frac{-1}{2 i k_{2}} \Gamma_{12}
\end{array}\right]\left[\begin{array}{l}
c_{1}^{+}\left(x_{i}+\epsilon\right) \\
c_{2}^{+}\left(x_{i}+\epsilon\right)
\end{array}\right]} \\
& \quad=\left[\begin{array}{cccc}
1 & 0 & \frac{\Gamma_{11}}{2 i k_{1}} & \frac{\Gamma_{12}}{2 i k_{1}} \\
0 & 1 & \frac{\Gamma_{21}}{2 i k_{2}} \frac{\kappa_{2}}{\kappa_{1}} & \frac{\Gamma_{22}}{2 i k_{2}}
\end{array}\right]\left[\begin{array}{c}
c_{1}^{+}\left(x_{i}-\epsilon\right) \\
c_{2}^{+}\left(x_{i}-\epsilon\right) \\
c_{1}^{-}\left(x_{i}+\epsilon\right) \\
c_{2}^{-}\left(x_{i}+\epsilon\right)
\end{array}\right] \tag{8.112}
\end{align*}
$$

which we write more simply as

$$
\left[I+i a_{++}\right]\left[\begin{array}{c}
c_{1}^{+}\left(x_{i}+\epsilon\right)  \tag{8.113}\\
c_{2}^{+}\left(x_{i}+\epsilon\right)
\end{array}\right]=\left[I-i a_{++}\right]\left[\begin{array}{c}
c_{1}^{+}\left(x_{i}-\epsilon\right) \\
c_{2}^{+}\left(x_{i}-\epsilon\right) \\
c_{1}^{-}\left(x_{i}+\epsilon\right) \\
c_{2}^{-}\left(x_{i}+\epsilon\right)
\end{array}\right]
$$

$I$ being the $2 \times 2$ identity matrix; the matrix $a_{++}$is given by

$$
a_{++}=\left[\begin{array}{cc}
\frac{1}{2 k_{1}} \Gamma_{11} & \frac{1}{2 k_{1}} \Gamma_{12} \frac{\kappa_{1}}{\kappa_{2}}  \tag{8.114}\\
\frac{1}{2 k_{2}} \Gamma_{21} \kappa_{2} \kappa_{1} & \Gamma_{22} /\left(2 k_{2}\right)
\end{array}\right] .
$$

From Equation (8.113), we then deduce

$$
\left[\begin{array}{c}
c_{1}^{+}\left(x_{i}+\epsilon\right)  \tag{8.115}\\
c_{2}^{+}\left(x_{i}+\epsilon\right)
\end{array}\right]=\left[\left[I+i a_{++}\right]^{-1}\right]\left[\begin{array}{ll}
I & \left(-i a_{++}\right)
\end{array}\right]\left[\begin{array}{c}
c_{1}^{+}\left(x_{i}-\epsilon\right) \\
c_{2}^{+}\left(x_{i}-\epsilon\right) \\
c_{1}^{-}\left(x_{i}+\epsilon\right) \\
c_{2}^{-}\left(x_{i}+\epsilon\right)
\end{array}\right]
$$

or, equivalently,

$$
\begin{align*}
{\left[\begin{array}{c}
c_{1}^{+}\left(x_{i}+\epsilon\right) \\
c_{2}^{+}\left(x_{i}+\epsilon\right)
\end{array}\right]=} & {\left[\begin{array}{ll}
\left(I+i a_{++}\right)^{-1} & -\left(I+i a_{++}\right)^{-1} i a_{++}
\end{array}\right] } \\
& \times\left[\begin{array}{c}
c_{1}^{+}\left(x_{i}-\epsilon\right) \\
c_{2}^{+}\left(x_{i}-\epsilon\right) \\
c_{1}^{-}\left(x_{i}+\epsilon\right) \\
c_{2}^{-}\left(x_{i}+\epsilon\right)
\end{array}\right] \tag{8.116}
\end{align*}
$$

Similarly, using Equations (8.109) and (8.110) and following a similar derivation, we obtain

$$
\begin{align*}
{\left[\begin{array}{c}
c_{1}^{-}\left(x_{i}-\epsilon\right) \\
c_{2}^{-}\left(x_{i}-\epsilon\right)
\end{array}\right]=} & {\left[-\left(I+i a_{++}\right)^{-1} i a_{++}\right.} \\
& \left.\left(I+i a_{++}\right)^{-1}\right]  \tag{8.117}\\
& \times\left[\begin{array}{c}
c_{1}^{+}\left(x_{i}-\epsilon\right) \\
c_{2}^{+}\left(x_{i}-\epsilon\right) \\
c_{1}^{-}\left(x_{i}+\epsilon\right) \\
c_{2}^{-}\left(x_{i}+\epsilon\right)
\end{array}\right]
\end{align*}
$$

Grouping the results (8.116) and (8.117), we obtain the final relation

$$
\begin{align*}
{\left[\begin{array}{c}
c_{1}^{-}\left(x_{i}-\epsilon\right) \\
c_{2}^{-}\left(x_{i}-\epsilon\right) \\
c_{1}^{+}\left(x_{i}+\epsilon\right) \\
c_{2}^{+}\left(x_{i}+\epsilon\right)
\end{array}\right]=} & {\left[\begin{array}{cc}
-\left(I+i a_{++}\right)^{-1} i a_{++} & \left(I+i a_{++}\right)^{-1} \\
\left(I+i a_{++}\right)^{-1} & -\left(I+i a_{++}\right)^{-1} i a_{++}
\end{array}\right] } \\
& \times\left[\begin{array}{c}
c_{1}^{+}\left(x_{i}-\epsilon\right) \\
c_{2}^{+}\left(x_{i}-\epsilon\right) \\
c_{1}^{-}\left(x_{i}+\epsilon\right) \\
c_{2}^{-}\left(x_{i}+\epsilon\right)
\end{array}\right] \tag{8.118}
\end{align*}
$$

where the $4 \times 4$ square matrix is the required scattering matrix.
For the general case of $M$ modes, we can easily generalize the $2 \times 2$ matrix given in Equation (8.114). The general expression for the $n, m$ th element of the matrix $a_{++}$can be written as

$$
\begin{equation*}
a_{++, n m}=\frac{1}{2} \frac{\Gamma_{n m}}{\sqrt{k_{n} k_{m}}} . \tag{8.119}
\end{equation*}
$$

The analysis above only takes into consideration the propagating modes, i.e., the modes for which the bottom of their energy dispersion relationship is below the Fermi level in the contacts. Actually, it has been shown that evanescent modes (whose bottom of the energy dispersion relation is above the Fermi level in the contacts) can have a drastic influence on the conductance through mesoscopic systems [6-8].

## Suggested problems

- The goal of this problem is to establish the connection between transfer (see Chapter 7) and scattering matrices. For a single-moded structure, show that the different elements of the transfer matrix $W_{i j}(i, j=1,2)$ and the corresponding scattering matrix $\left(t, r, t^{\prime}, r^{\prime}\right)$ are related as follows:

$$
\begin{align*}
& W_{11}=t-r^{\prime} t^{\prime-1} r,  \tag{8.120}\\
& W_{12}=r^{\prime} t^{\prime-1},  \tag{8.121}\\
& W_{21}=t^{\prime-1} r,  \tag{8.122}\\
& W_{22}=t^{-1} . \tag{8.123}
\end{align*}
$$

- Conversely, show that the various elements $\left(t, r, t^{\prime}, r^{\prime}\right)$ of the scattering matrix can be expressed in terms of the various elements of the transfer matrix $W_{i j}(i, j=1,2)$ as

$$
\begin{align*}
r & =-W_{22}^{-1} W_{21}  \tag{8.124}\\
r^{\prime} & =W_{12} W_{22}^{-1}  \tag{8.125}\\
t & =W_{11}-W_{12} W_{22}^{-1} W_{21}  \tag{8.126}\\
t^{\prime} & =W_{22}^{-1} \tag{8.127}
\end{align*}
$$

- By using the multiple path approach described in Problem 8.4 to calculate the current transmission amplitude through two adjacent sections of a device, use Figures 8.4, 8.5, and 8.6 to show that the current amplitudes $r, t^{\prime}$, and $r^{\prime}$ of the composite scattering matrix are given by Equations (8.46), (8.47), and (8.48), respectively.
- Starting with the results of Problem 5.5 and following the derivation outlined in Problem 8.2, derive the expression for the scattering matrix across a potential step, noting that the electron's effective mass is not the same on the two sides of the step. Verify whether this scattering matrix is unitary.
- Starting with Equations (8.52) and (8.53) for the current transmission $t$ and reflection $r$ amplitudes derived in Problem 8.5 for a resonant tunneling device composed of two delta scatterers separated by a distance $L$, show that $|t|^{2}+$ $|r|^{2}=1$.
- Repeat Problem 8.5 to study the energy dependence of the transmission probability through a resonant tunneling structure composed of two onedimensional delta scatterers of different strengths and separated by a distance L. Write Matlab code to study how the transmission probability through the resonant tunneling structure varies with the strength of the two delta scatterers.
- Starting with the results of Problem 8.6, show that the sum of the matrix elements in any row or column of the probability scattering matrix $\Sigma_{i}$ of a scatterer is equal to unity. What is the physical significance of this result?
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## Chapter 9: Perturbation Theory

In many quantum mechanical problems, the solutions to the Schrödinger equation with a particular Hamiltonian are known, so that one knows the eigenstates (energies of the allowed states and their wave functions) for that Hamiltonian. However, if the system is perturbed and the Hamiltonian changes, the new solutions may not be easily found. In such circumstances, one is able to find the new solutions by a technique known as perturbation theory as long as the perturbation is weak and the change in the Hamiltonian due to the perturbation is small. If the perturbation is time independent, then one uses time-independent perturbation theory, whereas if the perturbation is time dependent, then one uses time-dependent perturbation theory. We give the results of time-independent perturbation theory below. Timedependent perturbation theory has similar results, and can be found in [1]. However, very often, one is interested in the transitions between energy states of the unperturbed system caused by a time-dependent perturbation. This can be found using an important rule of quantum mechanics, Fermi's Golden Rule, which is derived from time-dependent perturbation theory [1]. Fermi's Golden Rule can yield the transition rates for transitions between states that are either degenerate or nondegenerate in energy.

In this chapter, we apply time-independent perturbation theory to solve some important problems that have applications in electro-optic modulators and bandstructure calculations. We then use Fermi's Golden Rule to solve some problems involving the rates with which electrons transition between states due to either timedependent or time-independent perturbations. In the former case, the electron will transition between states that are not degenerate in energy (inelastic transitions), whereas in the latter case the electron will transition between states that are degenerate in energy (elastic transitions).

## Brief tutorial: First-order time-independent non-degenerate perturbation theory

Imagine a time-independent static system described by the time-independent Hamiltonian $H_{0}(\vec{r})$. An electron in the $n$th eigenstate of this system will have a timeindependent wave function $\phi_{n}(\vec{r})$ satisfying the time-independent Schrödinger equation $H_{0}(\vec{r}) \phi_{n}(\vec{r})=E_{n} \phi_{n}(\vec{r})$, where $E_{n}$ is the energy of the $n$th eigenstate.

Suppose now that the system is perturbed by a time-independent perturbation that changes the Hamiltonian to $H_{0}(\vec{r})+H^{\prime}(\vec{r})$. The new wave function and the new eigenenergy in the $m$ th eigenstate can be approximately written as

$$
\begin{equation*}
\psi_{m}(\vec{r})=C_{m}\left[\phi_{m}(\vec{r})+\sum_{p=1, p \neq m}^{n} \frac{H_{p m}^{\prime}}{E_{m}+H_{m m^{\prime}}-E_{p}-H_{p p}^{\prime}} \phi_{p}(\vec{r})\right], \tag{9.1}
\end{equation*}
$$
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$$
\begin{equation*}
\bar{E}_{m}=E_{m}+H_{m m}^{\prime}+\sum_{p=1, p \neq m}^{n} \frac{\left|H_{p m}^{\prime}\right|^{2}}{E_{m}+H_{m m^{\prime}}^{\prime}-E_{p}-H_{p p}^{\prime}} \tag{9.2}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{i j}^{\prime}=\int \mathrm{d}^{3} \vec{r} \phi_{i}^{*}(\vec{r}) H^{\prime}(\vec{r}) \phi_{j}(\vec{r}) \tag{9.3}
\end{equation*}
$$

as long as no two states are degenerate in energy. The coefficient $C_{m}$ is found by normalizing the wave function such that $\int \mathrm{d}^{3} \vec{r}\left|\psi_{m}(\vec{r})\right|^{2}=1$. For a derivation of this result, see, for example, Refs. [1-6].

## ** Problem 9.1: Quantum-confined DC Stark effect

Consider a 10 nm layer of GaAs sandwiched between two ZnSe layers. The bulk bandgaps of $Z n S e$ and GaAs are 2.83 eV and 1.42 eV , respectively, so that for all practical purposes the electrons and holes in GaAs can be considered to be confined in an infinite potential well. Suppose that the carrier concentration and temperature are such that only the lowest electron subband and heavy hole subband in the GaAs quantum well are occupied. The effective masses of electrons and heavy holes in GaAs are 0.067 and 0.45 times the free electron mass, $m_{0}$, respectively.

Assume that an electric field of $100 \mathrm{kV} / \mathrm{cm}$ is applied transverse to the heterointerfaces, which tilts the energy band diagram and skews the electron and hole wave functions, as shown in Figure 9.1.
(a) Use first-order time-independent non-degenerate perturbation theory to derive an expression for the skewed wave functions of electrons and heavy holes in


Figure 9.1: The quantum-confined DC Stark effect. Application of an electric field transverse to the heterointerfaces of a quantum well skews the electron and hole wave functions in opposite directions. That decreases the overlap between them and partially quenches photoluminescence intensity. The band bending within the quantum well due to the electric field also reduces the effective bandgap and causes a red-shift of the suppressed peak in the photoluminescence spectrum.
the lowest subbands. Remember that the unperturbed wave functions in the direction of confinement would have been $\Psi_{\mathrm{e}}^{0}(z)=\Psi_{\mathrm{hh}}^{0}(z)=\sqrt{\frac{2}{W}} \sin \left(\frac{n \pi z}{W}\right)$ in the nth subband, where $W$ is the width of the well (see Problem 3.5). When the electric field is turned on, the electrons see a perturbation which changes the Hamiltonian by an amount $-e E z$, and the holes experience a perturbation of $+e E z$, where $E$ is the electric field.
(b) Which wave function is skewed more, the electron or the heavy hole? Why?
(c) The device emits light when the electrons and holes recombine to emit photons. The intensity of the emitted light is given by $I \sim\left|\int_{0}^{W} \Psi_{\mathrm{e}}^{*}(z) \Psi_{\mathrm{hh}}(z) \mathrm{d} z\right|^{2}$. Find the percentage decrease in the intensity when the electric field is turned on.
(d) The energy of emitted photons is the difference in the energy between the lowest-energy electron and the highest-energy heavy hole states. This energy is redshifted by the electric field. Find the amount of red-shift. The red-shift is obviously the algebraic sum of the changes in the electron and hole subband energies caused by the applied electric field.

## Solution:

(a) The skewed wave function is the perturbed wave function given by

$$
\begin{equation*}
\Psi_{\text {skewed }}(z)=\sum_{n} C_{n} \phi_{n}(z), \tag{9.4}
\end{equation*}
$$

where $\phi_{n}(z)=\sqrt{\frac{2}{W}} \sin \left(\frac{n \pi z}{W}\right)$. The perturbation is due to the electric field applied in the $z$-direction. Hence, $H^{\prime}=-e E z$.

Since the unperturbed wave functions $\phi_{n}(z)$ are orthogonal to each other, the normalized skewed wave function is

$$
\begin{equation*}
\Psi_{\text {skewed }}(z)=\frac{\sum_{n} C_{n} \phi_{n}(z)}{\sqrt{\sum_{n}\left|C_{n}\right|^{2}}} \tag{9.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{C_{n}}{C_{1}}=\frac{H_{1 n^{\prime}}}{E_{1}+H_{11}^{\prime}-E_{n}-H_{n n}^{\prime}} . \tag{9.6}
\end{equation*}
$$

The so-called self-energy terms $H_{m m}^{\prime}$ are given by

$$
\begin{equation*}
H_{m m^{\prime}}^{\prime}=-e E \int_{0}^{W} \phi_{m}^{2}(z) z \mathrm{~d} z=-\frac{2 e E}{W} \int_{0}^{W} \sin ^{2}\left(\frac{m \pi z}{W}\right) z \mathrm{~d} z=-e E W \tag{9.7}
\end{equation*}
$$

which is independent of $m$.
Next, we evaluate the term $H_{1 n}{ }^{\prime}$ :

$$
\begin{align*}
H_{1 n}^{\prime} & =-e E \int_{0}^{W} \phi_{1}(z) z \phi_{n}(z) \mathrm{d} z=-\frac{2 e E}{W} \int_{0}^{W} \sin \left(\frac{\pi z}{W}\right) \sin \left(\frac{n \pi z}{W}\right) \mathrm{d} z \\
& =-\frac{e E}{W} \int_{0}^{W} z\left[\cos \left(\frac{(n-1) \pi z}{W}\right)-\cos \left(\frac{(n+1) \pi z}{W}\right)\right] \mathrm{d} z \tag{9.8}
\end{align*}
$$

Integrate by parts to obtain

$$
\begin{align*}
H_{1 n}^{\prime}= & -\frac{e E}{W}\left[\left.\frac{W}{[n-1] \pi} z \sin \left(\frac{[n-1] \pi z}{W}\right)\right|_{z=0} ^{z=W}\right. \\
& \left.-\int_{0}^{W} \frac{W}{[n-1] \pi} \sin \left(\frac{[n-1] \pi z}{W}\right) \mathrm{d} z\right] \\
& +\frac{e E}{W}\left[\left.\frac{W}{[n+1] \pi} z \sin \left(\frac{[n+1] \pi z}{W}\right)\right|_{z=0} ^{z=W}\right. \\
& \left.-\int_{0}^{W} \frac{W}{[n+1] \pi} \sin \left(\frac{[n+1] \pi z}{W}\right) \mathrm{d} z\right] \\
= & -\left.\frac{e E}{W}\left(\frac{W}{[n-1] \pi}\right)^{2} \cos \left(\frac{[n-1] \pi z}{W}\right)\right|_{z=0} ^{z=W} \\
& +\left.\frac{e E}{W}\left(\frac{W}{[n+1] \pi}\right)^{2} \cos \left(\frac{[n+1] \pi z}{W}\right)\right|_{z=0} ^{z=W} \tag{9.9}
\end{align*}
$$

For odd values of $n, H_{1 n}{ }^{\prime}$ vanishes. For even values of $n$, it is given by

$$
\begin{equation*}
H_{1 n}^{\prime}=\frac{2 e E W}{\pi^{2}}\left[\frac{1}{(n-1)^{2}}-\frac{1}{(n+1)^{2}}\right] \quad(n \text { even }) \tag{9.10}
\end{equation*}
$$

There is elegant physics behind the fact that the perturbation term vanishes for odd values of $n$. Note that the unperturbed wave function is symmetric about the center of the well. The perturbed (or skewed) wave function is not symmetric. Perturbation caused by the electric field mixes the wave functions of the higher subbands into the wave function of the lowest subband to skew the wave function. You cannot make a symmetric (unperturbed) wave function asymmetric (perturbed) by mixing in other symmetric wave functions. You can do that only by mixing in antisymmetric wave functions. Therefore, you would have gained nothing by mixing in wave functions of states with odd subband index ( $n$ ) since those wave functions are symmetric. Only states with even subband index will help since these wave functions are antisymmetric. That is why the perturbation term vanishes for odd $n$, but not for even $n$.

Finally,

$$
\begin{equation*}
\frac{C_{2 p}}{C_{1}}=-\frac{\frac{2 e E W}{\pi^{2}}\left[\frac{1}{(2 p-1)^{2}}-\frac{1}{(2 p+1)^{2}}\right]}{\frac{\hbar^{2}}{2 m^{*}}\left[\left(\frac{2 p \pi}{W}\right)^{2}-\left(\frac{\pi}{W}\right)^{2}\right]} \tag{9.11}
\end{equation*}
$$

Next, we find the skewed wave function or perturbed wave function:

$$
\begin{equation*}
\Psi_{\text {skewed }}(z)=\frac{\sum_{n} C_{n} \phi_{n}(z)}{\sqrt{\sum_{n}\left|C_{n}\right|^{2}}}=\frac{\sum_{p} C_{2 p} \phi_{2 p}(z)}{\sqrt{\sum_{p}\left|C_{2 p}\right|^{2}}} \frac{\text { num }}{\text { denom }} \tag{9.12}
\end{equation*}
$$

where

$$
\begin{align*}
n u m & =\sqrt{\frac{2}{W}}\left\{\sin \left(\frac{\pi z}{W}\right)-\sum_{p} \frac{\frac{2 e E W}{\pi^{2}}\left[\frac{1}{(2 p-1)^{2}}-\frac{1}{(2 p+1)^{2}}\right]}{\frac{\hbar^{2}}{2 m^{*}}\left[\frac{1}{(2 p-1)^{2}}-\frac{1}{(2 p+1)^{2}}\right]^{2}} \sin \left(\frac{2 p \pi z}{W}\right)\right\}  \tag{9.13}\\
\text { denom } & =\sqrt{1+\sum_{p}\left(\frac{\frac{2 e E W}{\pi^{2}}\left[\frac{1}{(2 p-1)^{2}}-\frac{1}{(2 p+1)^{2}}\right]}{\frac{\hbar^{2}}{2 m^{*}}\left[\left(\frac{2 p \pi}{W}\right)^{2}-\left(\frac{\pi}{W}\right)^{2}\right]}\right)} \tag{9.14}
\end{align*}
$$

Let us get a sense of how much skewing is caused by the electric field. The first term in the summation above is (for $p=1$ )

$$
\begin{equation*}
\frac{\frac{2 e E W}{\pi^{2}}\left[1-\frac{1}{9}\right]}{\frac{\hbar^{2}}{2 m^{*}}\left[\left(\frac{2 \pi}{W}\right)^{2}-\left(\frac{\pi}{W}\right)^{2}\right]}=\frac{128 m^{*} e E W^{3}}{27 h^{2} \pi^{2}} . \tag{9.15}
\end{equation*}
$$

Plugging in the values of the electric field, well width, and effective mass, we find that the first term in the electron wave function skewing is 0.01 . That means the leading term skews the electron wave function by a mere $1 \%$. For holes, which are heavier, the leading term contributing to skewing is 0.067 , or $6.7 \%$. The hole wave function is therefore skewed more.
(b) It is easily seen that the only difference between the electron and hole is in the effective mass. The wave function of the heavier particle is more flexible and skews more. The physics behind this is the following. The subbands of the heavier particle are spaced more closely in energy since the subband separation in energy is $\frac{\hbar^{2}}{2 m^{*}}\left(n^{2}-1\right)\left(\frac{\pi}{W}\right)^{2}$, which is inversely proportional to the effective mass. Hence the wave functions of the higher subbands are more easily mixed into the wave function of the lowest subband in the case of the heavier particle when perturbation is on, making the wave function of the heavier particle more easily skewed, or more flexible. This happens because when states are spaced closer in energy, they intermix more effectively.
(c) The skewed wave functions of the electron and heavy hole in the presence of the electric field are given by

$$
\begin{align*}
\Phi_{\mathrm{e}}^{\text {skewed }}(z) & =\frac{\sqrt{\frac{2}{W}}\left[\sin \left(\frac{\pi z}{W}\right)-0.01 \sin \left(\frac{2 \pi z}{W}\right)+\cdots\right]}{\sqrt{1+(0.01)^{2}+\cdots}} \\
& =\sqrt{\frac{2}{W}}\left[\sin \left(\frac{\pi z}{W}\right)-0.01 \sin \left(\frac{2 \pi z}{W}\right)+\cdots\right]  \tag{9.16}\\
\Phi_{\mathrm{hh}}^{\text {skewed }} & =\frac{\sqrt{\frac{2}{W}}\left[\sin \left(\frac{\pi z}{W}\right)+0.067 \sin \left(\frac{2 \pi z}{W}\right)+\cdots\right]}{\sqrt{1+(0.067)^{2}+\operatorname{small} \text { terms }}} \\
& =0.997 \sqrt{\frac{2}{W}}\left[\sin \left(\frac{\pi z}{W}\right)+0.067 \sin \left(\frac{2 \pi z}{W}\right)+\cdots\right] . \tag{9.17}
\end{align*}
$$

In Equations (9.16) and (9.17), the three dots stand for negligible terms.
Note that the electron and hole wave functions are skewed in opposite directions since the signs of the second terms within the square brackets are opposite.

Therefore, when the electric field is on, the photoluminescence intensity is

$$
\begin{align*}
I_{\text {perturbed }} \sim \mid & \left\lvert\, 0.997\left(1-0.057 \frac{2}{W} \int_{0}^{W} \sin \left(\frac{\pi z}{W}\right) \sin \left(\frac{2 \pi z}{W}\right) \mathrm{d} z\right.\right. \\
& \left.-0.00067 \frac{2}{W} \int_{0}^{W} \sin ^{2}\left(\frac{2 \pi z}{W}\right) \mathrm{d} z\right)\left.\right|^{2} \tag{9.18}
\end{align*}
$$

Hence,

$$
\begin{equation*}
I_{\text {perturbed }} \sim|0.997 \times 0.99933|^{2}=0.9926 \tag{9.19}
\end{equation*}
$$

Therefore, the percentage quenching of photoluminescence is $(1-0.9926) \times 100=$ $0.73 \%$.
(d) The renormalization of the electron energy is

$$
\begin{equation*}
\Delta_{\text {electron }}=\sum_{p=1}^{n}\left(\frac{\left\{\frac{2 e E W}{\pi^{2}}\left[\frac{1}{(2 p-1)^{2}}-\frac{1}{(2 p+1)^{2}}\right]\right\}^{2}}{\frac{\hbar^{2}}{2 m_{e}^{*}}\left[\left(\frac{2 p \pi}{W}\right)^{2}-\left(\frac{\pi}{W}\right)^{2}\right]} \sim \frac{\left[\frac{2 e E W}{\pi^{2}} \frac{8}{9}\right]^{2}}{\frac{\hbar^{2}}{2 m_{e}^{*}}\left[3\left(\frac{\pi}{W}\right)^{2}\right]}\right) \tag{9.20}
\end{equation*}
$$

This amounts to $\Delta_{\text {electron }}=19.48 \mu \mathrm{eV}$. The renormalization of the heavy hole energy is found from the same expression after replacing $m_{\mathrm{e}}^{*}$ with $m_{\mathrm{hh}}^{*}$, leading to $\Delta_{\text {heavy hole }}=130 \mu \mathrm{eV}$. Therefore, the red-shift in the photon energy, which is the $\operatorname{sum} \Delta_{\text {electron }}+\Delta_{\text {heavy hole }}$, is a mere $149.5 \mu \mathrm{eV}$.

## * Problem 9.2: Nearly free electron theory of crystal band structure

In this problem we will use perturbation theory to find the energy versus momentum (or wavevector) relation for an electron in a periodic potential such as a crystal. For a free electron, the energy $(E)$ versus wavevector $(k)$ relation is parabolic: $E=\frac{\hbar^{2} k^{2}}{2 m_{0}}$, where $m_{0}$ is the free electron mass.

A free electron does not experience any force and therefore sees a spatially invariant (constant) potential, which we can always assume to be zero since potential is undefined to the extent of an arbitrary constant. However, in a crystal, an electron sees a spatially varying potential which is periodic in space. This potential will be treated as a perturbation.

The Schrödinger equation describing an electron in a crystal is

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \nabla^{2} \Psi(\vec{r})+V_{\mathrm{L}} \psi(\vec{r})=E \Psi(\vec{r}) \tag{9.21}
\end{equation*}
$$

where $m_{0}$ is the free electron mass and $V_{\mathrm{L}}(\vec{r})$ is the spatially periodic crystal or lattice potential. Assume that the crystal potential is weak and treat it like a perturbation within the ambit of perturbation theory. The unperturbed wave functions and eigenenergies can be written as

$$
\begin{align*}
\phi_{n}(\vec{r}) & =\frac{1}{\sqrt{a^{3}}} \mathrm{e}^{i(\vec{k}+n \vec{G}) \cdot \vec{r}}  \tag{9.22}\\
E_{n} & =\frac{\hbar^{2}}{2 m^{*}}|\vec{k}+n \vec{G}|^{2} \tag{9.23}
\end{align*}
$$

where $a^{3}$ is the volume of a unit cell, $\vec{k}$ is the electron wavevector, and $\vec{G}=2 \pi / \vec{a}$ is the reciprocal lattice vector.

Find an expression for the electron wave function in the crystal and the energywavevector relation. Since the crystal potential is weak, the electron is nearly free and hence the calculated energy-wavevector relation is often called the "nearly free electron" (NFE) model of band structure.

Solution: Treating the crystal potential as the perturbation Hamiltonian, we get

$$
\begin{align*}
H_{m n}^{\prime} & =\frac{1}{a^{3}} \int \mathrm{~d}^{3} \vec{r} \mathrm{e}^{-i(\vec{k}+m \vec{G}) \cdot \vec{r}} V_{\mathrm{L}}(\vec{r}) \mathrm{e}^{i(\vec{k}+n \vec{G}) \cdot \vec{r}} \\
& =\frac{1}{a^{3}} \int \mathrm{~d}^{3} \vec{r} V_{\mathrm{L}}(\vec{r}) \mathrm{e}^{i(n-m) \vec{G} \cdot \vec{r}}=\Pi_{(n-m) \vec{G}} \tag{9.24}
\end{align*}
$$

where the right-hand side is nothing but the Fourier component of the periodic lattice potential at $(n-m) \vec{G}$. The self-energy terms $H_{m m}$ are the DC component of the periodic crystal potential and are independent of $m$ or $n$.

Therefore, the wave function in the crystal lattice can be written (using perturbation theory) as

$$
\begin{align*}
\phi_{\mathrm{NFE}}(\vec{r}) & =\frac{1}{\sqrt{a^{3}}} \mathrm{e}^{i \vec{k} \cdot \vec{r}}+\sum_{p=1}^{n} \frac{\Pi_{p \vec{G}}}{E_{0}+H_{00^{\prime}}-E_{p}-H_{p p^{\prime}}} \frac{1}{\sqrt{a^{3}}} \mathrm{e}^{i(\vec{k}+p \vec{G}) \cdot \vec{r}} \\
& =\frac{1}{\sqrt{(2 \pi / G)^{3}}} \mathrm{e}^{i \vec{k} \cdot \vec{r}}\left[1+\sum_{p=1}^{n} \frac{\Pi_{p \vec{G}}}{\frac{\hbar^{2}|\vec{k}|^{2}}{2 m}-\frac{\hbar^{2}|\vec{k}+p \vec{G}|^{2}}{2 m}} \mathrm{e}^{i p \vec{G} \cdot \vec{r}}\right] \tag{9.25}
\end{align*}
$$

where we made use of the fact that the unperturbed energies are the free electron energies, i.e.,

$$
\begin{align*}
& E_{0}=\frac{\hbar^{2}|\vec{k}|^{2}}{2 m_{0}}  \tag{9.26}\\
& E_{p}=\frac{\hbar^{2}|\vec{k}+p \vec{G}|^{2}}{2 m_{0}} \tag{9.27}
\end{align*}
$$

Hence, according to perturbation theory, the energy versus wavevector dispersion relation (or crystal band structure) is given by

$$
\begin{align*}
E(\vec{k}) & =E_{0}+H_{00}{ }^{\prime}+\sum_{p=1}^{n} \frac{\left|\Pi_{p \vec{G}}\right|^{2}}{\frac{\hbar^{2}|\vec{k}|^{2}}{2 m_{0}}-\frac{\hbar^{2}|\vec{k}+p \vec{G}|^{2}}{2 m_{0}}} \\
& =\frac{\hbar^{2}|\vec{k}|^{2}}{2 m_{0}}+V_{0}+\sum_{p=1}^{n} \frac{\left|\Pi_{p \vec{G}}\right|^{2}}{\frac{\hbar^{2}|\vec{k}|^{2}}{2 m_{0}}-\frac{\hbar^{2}|\vec{k}+p \vec{G}|^{2}}{2 m_{0}}}, \tag{9.28}
\end{align*}
$$

where $V_{0}$ is a constant potential and can always be set equal to zero since potential is always undefined to the extent of an arbitrary constant.

Note that

$$
\begin{equation*}
V_{0}=H_{n n}{ }^{\prime}=\frac{1}{a^{3}} \int \mathrm{~d}^{3} \vec{r} V_{\mathrm{L}}(\vec{r}) \tag{9.29}
\end{equation*}
$$

is the DC component of the lattice potential $V_{\mathrm{L}}(\vec{r})$.
The above relations are not valid at the Brillouin zone edges, i.e., for $\vec{k}=$ $\pm p \vec{G} / 2$, since states at energies $E_{0}$ and $E_{p}$ become "degenerate" at those wavevectors. Bandgaps open up at these wavevectors.

## Brief tutorial: Electronic transitions and Fermi's Golden Rule

Many physical processes such as absorption and emission of light in a solid, or scattering of an electron due to impurities and phonons, involve the electron transitioning from one state to another. In a solid, the state of an electron is usually labeled by the wavevector $\vec{k}$. Transition from one state to another is caused by a time-independent (e.g., collisions with impurities) or time-dependent (e.g., collision with phonons) perturbation. Time-independent perturbations conserve energy, i.e., the energies of the electron in the initial and final states are same. Time-dependent perturbations do not conserve energy, meaning that the electron's energies in the initial and final states are different. The time rate of transition $S\left(\vec{k}, \overrightarrow{k^{\prime}}\right)$ from a wavevector state $\vec{k}$ to a wavevector state $\overrightarrow{k^{\prime}}$ is given by the so-called Fermi's Golden Rule:

$$
\begin{equation*}
S\left(\vec{k}, \overrightarrow{k^{\prime}}\right)=\frac{2 \pi}{\hbar}\left|M_{\vec{k}, \vec{k}^{\prime}}^{ \pm}\right|^{2} \delta\left(E_{\overrightarrow{k^{\prime}}}-E_{\vec{k}} \pm \hbar \omega_{0}\right) \tag{9.30}
\end{equation*}
$$

where $M_{\vec{k}, \overrightarrow{k^{\prime}}}^{ \pm}$is the so-called "matrix element" associated with a specific scattering potential, $E_{\vec{k}}$ is the energy of an electron in the wavevector state $\vec{k}$, and $\hbar \omega_{0}$ is the energy change in a non-energy-conserving (also known as inelastic) transition. In an energy-conserving (or elastic) transition, $\hbar \omega_{0}=0$. For a derivation of the above relation from time-dependent perturbation theory, see Ref. [2].

The matrix element $M_{\vec{k}, \overrightarrow{k^{\prime}}}$ is given by

$$
\begin{align*}
M_{\vec{k}, \overrightarrow{k^{\prime}}} & =\left\langle\Psi_{\overrightarrow{k^{\prime}}}^{*}(\vec{r}, t)\right| H_{\mathrm{int}}(\vec{r}, t)\left|\Psi_{\vec{k}}(\vec{r}, t)\right\rangle \\
& =\int \mathrm{d}^{3} \vec{r} \Psi_{\overrightarrow{k^{\prime}}}^{*}(\vec{r}, t) H_{\mathrm{int}}(\vec{r}, t) \Psi_{\vec{k}}(\vec{r}, t), \tag{9.31}
\end{align*}
$$

where $H_{\text {int }}(\vec{r}, t)$ is the operator for the interaction potential causing the transition and $\Psi(\vec{r}, t)$ is the wave function of the electron in the wavevector state $\vec{k}$. The interaction Hamiltonian will, of course, be time independent for a time-independent perturbation such as interaction with an ionized impurity, but will be time dependent for a time-dependent perturbation such as a photon or phonon interaction.

## **** Problem 9.3: Total electron scattering rate due to a screened ionized impurity

When an electron collides with a screened ionized impurity, the collision is elastic and the electron's kinetic energy is conserved. However, its momentum changes and the electron transitions from a wavevector state $\vec{k}$ to a wavevector state $\overrightarrow{k^{\prime}}$. The interaction potential for this transition has an operator

$$
\begin{equation*}
H_{\mathrm{int}}(\vec{r})=\frac{-Z q^{2} \mathrm{e}^{-\lambda r}}{4 \pi \epsilon|\vec{r}|} \tag{9.32}
\end{equation*}
$$

where $q$ is the magnitude of the electronic charge, $Z q$ is the charge on the ionized impurity, $\lambda$ is the inverse screening length, and $\epsilon$ is the dielectric constant of the material in which the electron and impurity are resident. The reader will recognize this as the screened Coulomb potential (sometimes referred to as the Yukawa potential).

Find the total electron scattering rate $\frac{1}{\tau\left(E_{\vec{k}}\right)}=\sum_{\vec{k}} S\left(\vec{k}, \overrightarrow{k^{\prime}}\right)$ and the momentum relaxation rate defined as $\frac{1}{\tau_{\mathrm{m}}\left(E_{\vec{k}}\right)}=\sum_{\vec{k}} S\left(\vec{k}, \overrightarrow{k^{\prime}}\right)\left(\frac{k_{z}-k_{z}^{\prime}}{k_{z}}\right)$, where $E_{\vec{k}}$ is the energy of an electron in wavevector state $\vec{k}$ and $k_{z}$ is the wavevector's component in an arbitrary direction that we call the $z$-direction. We assume that the initial and final electron wave functions are plane wave states. This would be an appropriate assumption in vacuum or in a solid whose band structure is approximately parabolic.

Solution: Since the initial and final wave functions are plane wave states,

$$
\begin{align*}
\Psi_{\mathrm{i}}(\vec{r}, t) & =\frac{1}{\sqrt{\Omega}} \mathrm{e}^{i \vec{k} \cdot \vec{r}} \mathrm{e}^{-i E_{\vec{k}} t / \hbar}  \tag{9.33}\\
\Psi_{\mathrm{f}}(\vec{r}) & =\frac{1}{\sqrt{\Omega}} \mathrm{e}^{i \overrightarrow{k^{\prime}} \cdot \vec{r}} \mathrm{e}^{-i E_{\vec{k}^{\prime}} t / \hbar} \tag{9.34}
\end{align*}
$$

where $\Omega$ is the normalizing volume.

Because the collision is elastic, $E_{\vec{k}}=E_{\vec{k}^{\prime}}$. Therefore, the matrix element is given by

$$
\begin{equation*}
M_{\vec{k}, \vec{k}^{\prime}}=\frac{1}{\Omega} \int \mathrm{~d}^{3} \vec{r} \mathrm{e}^{-i \vec{k}^{\prime} \cdot \vec{r}} H_{\mathrm{int}}(\vec{r}) \mathrm{e}^{i \vec{k} \cdot \vec{r}}=\frac{1}{\Omega} \int \mathrm{~d}^{3} \vec{r} H_{\mathrm{int}}(\vec{r}) \mathrm{e}^{i\left(\vec{k}-\vec{k}^{\prime}\right) \cdot \vec{r}} \tag{9.35}
\end{equation*}
$$

which is the Fourier component of the scattering potential at $\vec{k}-\overrightarrow{k^{\prime}}$. The Fourier component of the screened Coulomb potential in Equation (9.32) is

$$
\begin{equation*}
M_{\vec{k}, \vec{k}^{\prime}}=-\frac{1}{\Omega} \frac{Z q^{2}}{4 \pi \epsilon\left[\left|\vec{k}-\overrightarrow{k^{\prime}}\right|^{2}+\lambda^{2}\right]} \tag{9.36}
\end{equation*}
$$

The total scattering rate is the sum of $S\left(\vec{k}, \vec{k}^{\prime}\right)$ over all final wavevector states $\vec{k}^{\prime}$.
Summations over wavevector states can be converted to integrals over wavevector states if the latter form a continuum (as in bulk systems). We accomplish this by multiplying the summand with the density of states, which is $\Omega /\left(4 \pi^{3}\right)$ (see Chapter 6), and then integrating over all $\vec{k}^{\prime}$ states. Converting the sum into an integral in the calculation of the scattering rate $1 / \tau(\vec{k})$, we get

$$
\begin{align*}
\frac{1}{\tau\left(E_{\vec{k}}\right)} & =\sum_{\vec{k}^{\prime}} S\left(\vec{k}, \vec{k}^{\prime}\right) \\
& =\frac{2 \pi}{\hbar} \sum_{\overrightarrow{k^{\prime}}}\left|M_{\vec{k}, \vec{k}^{\prime}}\right|^{2} \delta\left(E_{\vec{k}}-E_{\vec{k}^{\prime}}\right) \\
& =\frac{\Omega}{4 \pi^{3}} \frac{2 \pi}{\hbar}\left(\frac{Z q^{2}}{4 \pi \epsilon}\right)^{2} \frac{1}{\Omega} \int \mathrm{~d}^{3} \vec{k}^{\prime}\left[\frac{1}{\left|\vec{k}-\vec{k}^{\prime}\right|^{2}+\lambda^{2}}\right]^{2} \delta\left(E_{\vec{k}}-E_{\overrightarrow{k^{\prime}}}\right) \\
& =\frac{Z^{2} q^{4}}{32 \hbar\left(\pi^{2} \epsilon\right)^{2}} \int \mathrm{~d}^{3} \vec{q}\left[\frac{1}{q^{2}+\lambda^{2}}\right]^{2} \delta\left(E_{\vec{k}}-E_{\vec{k} \mp \vec{q}}\right) \tag{9.37}
\end{align*}
$$

where $\vec{q}= \pm\left(\vec{k}-\vec{k}^{\prime}\right)$. Note that we made a variable substitution from $\vec{k}^{\prime}$ to $\vec{q}$ in the last line of the above equation. The upper sign corresponds to momentum loss and the lower sign to momentum gain.

The energy difference can be written as $E_{\vec{k}}-E_{\vec{k}^{\prime}}=\frac{\hbar^{2}}{2 m^{*}}\left(\left|\vec{k}^{\prime}\right|^{2}-|\vec{k}|^{2}\right)=$ $\frac{\hbar^{2}}{2 m^{*}}\left(q^{2} \pm 2 k q \cos \theta\right)$, where $\theta$ is the angle between the vectors $\vec{k}$ and $\vec{k}^{\prime}$. Therefore, substituting this in the argument of the delta function above, we get

$$
\begin{aligned}
\frac{1}{\tau\left(E_{\vec{k}}\right)} & =\frac{Z^{2} q^{4}}{32 \hbar\left(\pi^{2} \epsilon\right)^{2}} \iiint q^{2} \mathrm{~d} q \mathrm{~d}(\cos \theta) \mathrm{d} \phi\left[\frac{1}{q^{2}+\lambda^{2}}\right]^{2} \frac{2 m^{*}}{\hbar^{2}} \delta\left(q^{2} \pm 2 k q \cos \theta\right) \\
& =\frac{Z q^{4}}{32 \hbar\left(\pi^{2} \epsilon\right)^{2}} \iiint q^{2} \mathrm{~d} q \mathrm{~d}(\cos \theta) \mathrm{d} \phi\left[\frac{1}{q^{2}+\lambda^{2}}\right]^{2} \frac{2 m^{*}}{\hbar^{2}} \frac{1}{2 k q} \delta\left(\frac{q}{2 k} \pm \cos \theta\right)
\end{aligned}
$$

$$
\begin{align*}
& =\frac{m^{*} Z^{2} q^{4} 2 \pi}{32 \hbar^{3}\left(\pi^{2} \epsilon\right)^{2} k} \iint q \mathrm{~d} q\left[\frac{1}{q^{2}+\lambda^{2}}\right]^{2} \mathrm{~d}(\cos \theta) \delta\left(\frac{q}{2 k} \pm \cos \theta\right) \\
& =\frac{m^{*} Z^{2} q^{4} 2 \pi}{32 \hbar^{3}\left(\pi^{2} \epsilon\right)^{2} k} \int_{q_{\min }}^{q_{\max }} \frac{q}{\left(q^{2}+\lambda^{2}\right)^{2}} \mathrm{~d} q, \tag{9.38}
\end{align*}
$$

where $q_{\min }=0$ and $q_{\max }=2 k$. It is easy to see that since the scattering process is elastic, the maximum momentum change is $\hbar \vec{q}_{\text {max }}=\hbar(2 \vec{k})$.

Therefore,

$$
\begin{align*}
\frac{1}{\tau\left(E_{\vec{k}}\right)} & =\frac{m^{*} Z^{2} q^{4} 2 \pi}{32 \hbar^{3}\left(\pi^{2} \epsilon\right)^{2} k} \int_{0}^{2 k} \frac{q}{\left(q^{2}+\lambda^{2}\right)^{2}} \mathrm{~d} q \\
& =-\left.\frac{m^{*} Z^{2} q^{4} 2 \pi}{32 \hbar^{3}\left(\pi^{2} \epsilon\right)^{2} 2 k} \frac{1}{q^{2}+\lambda^{2}}\right|_{0} ^{2 k} \\
& =\frac{m^{*} Z^{2} q^{4} \pi}{32 \hbar^{3}\left(\pi^{2} \epsilon\right)^{2} k}\left[\frac{1}{\lambda^{2}}-\frac{1}{4 k^{2}+\lambda^{2}}\right] \\
& =\frac{\sqrt{m^{*} Z^{2} q^{4}}}{32 \sqrt{2} \hbar^{2} \pi^{3} \epsilon^{2} \sqrt{E_{k}}}\left[\frac{1}{\lambda^{2}}-\frac{1}{8 m^{*} E_{k} / \hbar^{2}+\lambda^{2}}\right] \tag{9.39}
\end{align*}
$$

where we have assumed a parabolic energy-wavevector relation $E_{k}=\frac{\hbar^{2} k^{2}}{2 m^{*}}$.
Clearly, the rate would diverge at $E_{k}=0$ if $\lambda=0$. For the momentum relaxation rate, we would get

$$
\begin{aligned}
1 / \tau_{\mathrm{m}}\left(E_{\vec{k}}\right)= & \frac{m^{*} Z q^{4} 2 \pi}{32 \hbar^{3}\left(\pi^{2} \epsilon\right)^{2} k} \iint q \mathrm{~d} q \mathrm{~d}(\cos \theta)\left[\frac{1}{q^{2}+\lambda^{2}}\right]^{2} \\
& \times(1-\cos \theta) \delta\left(\cos \theta \pm \frac{q}{2 k}\right) \\
= & \frac{m^{*} Z^{2} q^{4} 2 \pi}{32 \hbar^{3}\left(\pi^{2} \epsilon\right)^{2} k} \int_{0}^{2 k} \frac{q}{\left(q^{2}+\lambda^{2}\right)^{2}}\left[1 \pm \frac{q}{2 k}\right] \mathrm{d} q \\
= & -\left.\frac{m^{*} Z^{2} q^{4} 2 \pi}{32 \hbar^{3}\left(\pi^{2} \epsilon\right)^{2} 2 k} \frac{1}{q^{2}+\lambda^{2}}\right|_{q=0} ^{q=2 k} \\
& \pm\left.\frac{m^{*} Z^{2} q^{4} 2 \pi}{32 \hbar^{3}\left(\pi^{2} \epsilon\right)^{2} 2 \lambda k^{2}} \tan ^{-1}\left(\frac{q}{\lambda}\right)\right|_{q=0} ^{q=2 k} \\
& \left.\mp \frac{m^{*} Z^{2} q^{4} 2 \pi}{32 \hbar^{3}\left(\pi^{2} \epsilon\right)^{2} k^{2}} \frac{q}{q^{2}+\lambda^{2}}\right|_{q=0} ^{q=2 k} \\
= & \frac{m^{*} Z^{2} q^{4} \pi}{32 \hbar^{3}\left(\pi^{2} \epsilon\right)^{2} k^{3}}\left[\frac{k^{2}}{\lambda^{2}}-\frac{k^{2}}{4 k^{2}+\lambda^{2}}\right] \\
& +\frac{m^{*} Z^{2} q^{4} \pi}{32 \hbar^{3}\left(\pi^{2} \epsilon\right)^{2} k^{3}}\left[ \pm \frac{k}{2 \lambda} \tan ^{-1}(2 k \lambda) \mp \frac{2 k^{2}}{4 k^{2}+\lambda^{2}}\right]
\end{aligned}
$$

$$
\begin{align*}
= & \frac{m^{*} Z^{2} q^{4} \pi}{32 \hbar^{3}\left(\pi^{2} \epsilon\right)^{2}\left(2 m^{*} E_{k}\right)^{3 / 2}}\left\{\left[\frac{2 m^{*} E_{k}}{\hbar^{2} \lambda^{2}}-\frac{1}{4+\frac{\hbar^{2} \lambda^{2}}{2 m^{*} E_{k}}}\right]\right. \\
& \left. \pm \frac{\sqrt{2 m^{*} E_{k}}}{2 \hbar \lambda} \tan ^{-1}\left(2 \sqrt{2 m^{*} E_{k}} \hbar \lambda\right) \mp \frac{1}{2+\frac{\hbar^{2} \lambda^{2}}{4 m^{*} E_{k}}}\right\} . \tag{9.40}
\end{align*}
$$

The two signs correspond to momentum loss and momentum gain from the scattering process.

## ** Problem 9.4: Absorption coefficient of light

When light is absorbed in a semiconductor, an electron in the valence band absorbs a photon and is excited to the conduction band. Of course, the photon energy has to exceed the bandgap; otherwise, no absorption can occur via this process. We will use Fermi's Golden Rule to calculate the absorption coefficient of light. The absorption coefficient is defined by Beer's relation,

$$
\begin{equation*}
I(z)=I_{0} \mathrm{e}^{-\alpha z} \tag{9.41}
\end{equation*}
$$

where $I(0)$ is the intensity of light impinging on the surface of a semiconductor and $I(z)$ is the intensity at some depth $z$ beneath the surface. The intensity decays exponentially with distance into the semiconductor because photons from the incident beam are increasingly absorbed as the beam travels deep into the semiconductor. The coefficient of decay is the absorption coefficient $\alpha$. Find an expression for it.

Solution: We seek an expression for $\alpha$ using Fermi's Golden Rule. We can view the absorption process as an electronic transition from the valence to the conduction band governed by Fermi's Golden Rule, whose time rate will be given by

$$
\begin{equation*}
S\left(\vec{k}_{\mathrm{v}}, \vec{k}_{\mathrm{c}}\right)=\frac{2 \pi}{\hbar}\left|M_{\vec{k}_{\mathrm{v}}, \vec{k}_{\mathrm{c}}}\right|^{2} \delta\left(E_{\vec{k}_{\mathrm{c}}}-E_{\vec{k}_{\mathrm{v}}}-\hbar \omega_{\mathrm{l}}\right) \tag{9.42}
\end{equation*}
$$

where $\vec{k}_{\mathrm{v}}$ is the electron's wavevector in the valence band, $\vec{k}_{\mathrm{c}}$ is the wavevector in the conduction band, $\hbar \omega_{1}$ is the photon's energy, and $M_{\vec{k}_{\mathrm{v}}, \vec{k}_{\mathrm{c}}}$ is the matrix element for transition from the valence to the conduction band. The matrix element is given by the quantity

$$
\begin{equation*}
\left|M^{-} \vec{k}_{\mathrm{v}}, \vec{k}_{\mathrm{c}}\right|^{2}=\frac{\Gamma}{\hbar \omega_{l} \Omega} \delta_{\vec{k}_{\mathrm{v}}, \vec{k}_{\mathrm{c}}}, \tag{9.43}
\end{equation*}
$$

where $\Gamma$ is a material constant that also depends on the band structure of the material, and $\Omega$ is the normalizing volume. The delta is the Krönecker delta implying momentum conservation (or the $k$-selection rule) in the absorption process, i.e., the wavevector of the electron in the valence band and in the conduction band are the same. That is why absorption is strong in direct gap semiconductors and ideally should be absent in indirect gap semiconductors.

Equation (9.43) gives the time rate of transition. However, the absorption coefficient deals with the spatial decay and therefore involves the spatial rate, which
we can find easily by dividing the time rate by the velocity of light in the medium, which will be $c / \eta$, where $c$ is the speed of light in vacuum and $\eta$ is the refractive index of the material. Therefore, using Equations (9.41) and (9.43), we get

$$
\begin{equation*}
\alpha=\frac{\eta}{c} \frac{\Gamma}{\hbar \omega_{1} \Omega} \frac{2 \pi}{\hbar} \sum_{k} \delta\left(E_{\mathrm{c}}(k)-E_{\mathrm{v}}(k)-\hbar \omega_{\mathrm{l}}\right) \tag{9.44}
\end{equation*}
$$

where $E_{\mathrm{c}}(k)$ and $E_{\mathrm{v}}(k)$ are the energies of an electron with wavevector $\vec{k}$ in the conduction and valence bands, respectively. We will convert the summation to an integral by multiplying by the density of states, as usual. This yields

$$
\begin{equation*}
\alpha=\frac{\eta}{c} \frac{\Gamma}{\hbar \omega_{1} \Omega} \frac{2 \pi}{\hbar} \frac{\Omega}{4 \pi^{3}} \int \mathrm{~d}^{3} k \delta\left(E_{\mathrm{c}}(k)-E_{\mathrm{v}}(k)-\hbar \omega_{\mathrm{l}}\right) \tag{9.45}
\end{equation*}
$$

The conduction and valence band energies in a direct gap semiconductor are given by

$$
\begin{align*}
& E_{\mathrm{c}}(k)=E_{\mathrm{c}}(0)+\frac{\hbar^{2} k^{2}}{2 m_{\mathrm{c}}} \\
& E_{\mathrm{v}}(k)=E_{\mathrm{v}}(0)-\frac{\hbar^{2} k^{2}}{2 m_{\mathrm{v}}} \tag{9.46}
\end{align*}
$$

with $E_{\mathrm{c}}(0)-E_{\mathrm{v}}(0)=E_{\mathrm{g}}$, where $E_{\mathrm{g}}$ is the bandgap of the semiconductor, $m_{\mathrm{c}}$ is the effective mass in the conduction band, and $m_{\mathrm{v}}$ is the effective mass in the valence band. Using the energy dispersion relations (9.46) in Equation (9.45), we obtain

$$
\begin{equation*}
\alpha=\frac{\eta}{c} \frac{\Gamma}{\hbar \omega_{1} \Omega} \frac{2 \pi}{\hbar} \frac{\Omega}{4 \pi^{3}} \int \mathrm{~d}^{3} k \delta\left(E_{\mathrm{g}}+\frac{\hbar^{2} k^{2}}{2 \mu}-\hbar \omega_{l}\right) \tag{9.47}
\end{equation*}
$$

where $\mu$ is the "reduced mass," defined as $\frac{1}{\mu}=\frac{1}{m_{\mathrm{c}}}+\frac{1}{m_{\mathrm{v}}}$.
Equation (9.47) can be simplified to

$$
\begin{align*}
\alpha & =\frac{\eta}{c} \frac{\Gamma}{\hbar \omega_{1} \Omega} \frac{2 \pi}{\hbar} \frac{\Omega}{4 \pi^{3}} \int_{0}^{+\infty} 4 \pi k^{2} \mathrm{~d} k \delta\left(E_{\mathrm{g}}+\frac{\hbar^{2} k^{2}}{2 \mu}-\hbar \omega_{\mathrm{l}}\right) \\
& =\frac{\eta}{c} \frac{\Gamma}{\hbar \omega_{1}} \frac{1}{h} \int_{0}^{+\infty} k \mathrm{~d}\left(k^{2}\right) \delta\left(E_{\mathrm{g}}+\frac{\hbar^{2} k^{2}}{2 \mu}-\hbar \omega_{\mathrm{l}}\right) \\
& =\frac{\eta}{c} \frac{\Gamma}{\hbar \omega_{1}} \frac{1}{h} \int_{0}^{+\infty} k \mathrm{~d}\left(k^{2}\right) \delta\left(\frac{\hbar^{2}}{2 \mu}\left[k^{2}-\frac{2 \mu}{\hbar^{2}}\left\{\hbar \omega_{\mathrm{l}}-E_{\mathrm{g}}\right\}\right]\right) \\
& =\frac{\eta}{c} \frac{\Gamma}{\hbar \omega_{1}} \frac{1}{h} \frac{2 \mu}{\hbar^{2}} \int_{0}^{+\infty} k \mathrm{~d}\left(k^{2}\right) \delta\left(k^{2}-\frac{2 \mu}{\hbar^{2}}\left\{\hbar \omega_{1}-E_{\mathrm{g}}\right\}\right) \\
& =\frac{\eta}{c} \frac{\Gamma}{\hbar \omega_{1}} \frac{1}{h}\left(\frac{2 \mu}{\hbar^{2}}\right)^{3 / 2} \sqrt{\hbar \omega_{1}-E_{\mathrm{g}}} . \tag{9.48}
\end{align*}
$$

Note that the above expression shows that no absorption can occur if the photon energy is less than the bandgap, since then the absorption coefficient becomes imaginary.

## Suggested problems

- Consider an electron in a one-dimensional harmonic oscillator potential. It is described by the Hamiltonian

$$
H_{0}=\frac{p_{z}^{2}}{2 m^{*}}+\frac{1}{2} m^{*} \omega^{2} z^{2}
$$

In the presence of a constant electric field $E$, the Hamiltonian changes to $H_{0}+V(z)$, where $V(z)=-q E z$ and $q$ is the charge of the electron.
Using second-order perturbation theory, find the eigenvalues of the harmonic oscillator in the electric field and compare your results to the exact solution of this problem (see Problem 2.12).

- Consider the problem of a one-dimensional particle in a box in the presence of a repulsive delta scatterer modeled as $V(z)=\Gamma \delta\left(z-z_{0}\right)$, where $0<z_{0}<W$ and $W$ is the width of the box. If the strength of the scatterer is assumed to be small, use second-order perturbation theory to calculate the energy of the ground state.
- Use second-order perturbation theory to calculate the energy of the ground state for the one-dimensional particle in a box in the presence of a constant force of strength $F$.
- Consider the one-dimensional Schrödinger equation

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2} \psi(z)}{\mathrm{d} z^{2}}+\left[V_{0}(z)+g V_{1}(z)\right] \psi(z)=E \psi(z) \tag{9.49}
\end{equation*}
$$

where $g$ is a parameter characterizing the strength of the perturbing potential $V_{1}(z)$.
Transform the previous equation by introducing the function $S(z)$ such that $\Psi(z)=\mathrm{e}^{S(z)}$. Show that $S(z)$ satisfies the following non-linear second-order differential equation

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m^{*}}\left[\frac{\mathrm{~d}^{2} S(z)}{\mathrm{d} z^{2}}+S^{\prime}(z)^{2}\right]+V_{0}(z)+g V_{1}(z)-E=0 \tag{9.50}
\end{equation*}
$$

Next, expand $E$ and $S^{\prime}(z)$ as follows:

$$
\begin{align*}
E & =E_{0}+g E_{1}+g^{2} E_{2}+\cdots  \tag{9.51}\\
S^{\prime}(z) & =C_{0}(z)+g C_{1}(z)+g^{2} C_{2}(z)+\cdots \tag{9.52}
\end{align*}
$$

Substitute these last two expansions in Equation (9.50) and show that, by grouping terms of the same order in $g$, the $C_{i}{ }^{\prime}$ obey the following set of coupled differential equations:

$$
C_{0}{ }^{\prime}(z)+C_{0}{ }^{2}(z)=\frac{2 m^{*}}{\hbar^{2}}\left[V_{0}(z)-E_{0}\right],
$$

$$
\begin{align*}
& C_{1}^{\prime}(z)+2 C_{0}(z) C_{1}(z)=\frac{2 m^{*}}{\hbar^{2}}\left[V_{1}(z)-E_{1}\right] \\
& C_{2}^{\prime}(z)+2 C_{0}(z) C_{2}(z)=-\frac{2 m^{*}}{\hbar^{2}} E_{2}-C_{1}^{2}(z), \\
& \quad \vdots  \tag{9.53}\\
& C_{n}^{\prime}(z)+2 C_{0}(z) C_{n}(z)=-\frac{2 m^{*}}{\hbar^{2}} E_{n}-\sum_{k=1}^{n-1} C_{k}(z) C_{n-k}(z) .
\end{align*}
$$

The first of these equations is the Schrödinger equation of the unperturbed problem.

- Starting with the set of differential equations (9.53) for the $C_{i}{ }^{\prime}$ derived in the previous problem, show that for bound state solutions of the Schrödinger equation, the first- $\left(E_{1}\right)$ and second-order $\left(E_{2}\right)$ corrections to the ground state energy $E_{0}$ are given by

$$
\begin{align*}
& E_{1}=\int_{-\infty}^{+\infty} V_{1}(z)\left|\psi_{0}(z)\right|^{2} \mathrm{~d} z  \tag{9.54}\\
& E_{1}=-\frac{\hbar^{2}}{2 m^{*}} \int_{-\infty}^{+\infty} C_{1}^{2}(z)\left|\psi_{0}(z)\right|^{2} \mathrm{~d} z \tag{9.55}
\end{align*}
$$

where $\psi_{0}(z)$ is the normalized ground state wave function of the unperturbed problem.

- The Lennard-Jones potential is sometimes used to model the binding of two atoms into a molecule. Its functional form in one dimension is

$$
V(z)=\frac{C_{1}}{z^{12}}-\frac{C_{2}}{z^{6}} .
$$

This potential is plotted as a function of the coordinate $z$ in Figure 9.2.
(1) Derive an expression for the location of the potential minimum $z_{0}$ in terms of $C_{1}$ and $C_{2}$.


Figure 9.2: The Lennard-Jones potential plotted in one dimension.
(2) Show that in the neighborhood of $z_{0}$, the potential profile is approximately parabolic, like a simple harmonic motion oscillator's potential.
(3) Find the energy of the lowest bound state in this potential using lowestorder perturbation theory. You will need the following information [7]:

$$
\begin{equation*}
\int_{-\infty}^{\infty} u_{0}(z)^{*} x^{3} u_{1}(z) \mathrm{d} z \approx 1.06\left(m \omega / \hbar^{2}\right)^{-3 / 4} \tag{9.56}
\end{equation*}
$$

where $u_{n}(z)$ is the wave function of the $n$th excited state of the onedimensional harmonic oscillator (see Appendix B).
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## Chapter 10: Variational Approach

An important approach to finding approximate solutions to the Schrödinger equation is based on the variational principle known as the Rayleigh-Ritz variational principle [1]. For a specific problem, if the wave function associated with the ground or the first excited state of a Hamiltonian cannot be calculated exactly, a suitable guess for the general shape of the wave functions associated with these states can be inferred using some symmetry properties of the system and the general properties of the Schrödinger equation studied in Chapter 1. In this chapter, we first briefly describe the Rayleigh-Ritz variational procedure and apply it to the calculation of the energy of the ground and first excited states of problems for which an exact solution is known. Next, some general criteria for the existence of a bound state in a one-dimensional potential with finite range are derived.

## Preliminary: The Rayleigh-Ritz variational procedure

The Rayleigh-Ritz variational principle is often used when the wave functions of the ground state and the first few excited states of a Hamiltonian cannot be found analytically, and when perturbation theory is too poor an approximation to calculate the energies of the lower eigenstates of the Hamiltonian. In that case, physical arguments are invoked to guess an analytical form for the eigenstates of the Hamiltonian in terms of some variational parameters. The latter are then varied until the expectation value of the Hamiltonian (or the energy eigenvalue) is minimized. More precisely, the Rayleigh-Ritz variational procedure is based on the premise that if $|\phi\rangle$ is a guess for the ground state wave function, then the actual ground state energy will satisfy the inequality

$$
\begin{equation*}
E_{0} \leq E_{\min }=\min \left(\frac{\langle\phi| H|\phi\rangle}{\langle\phi \mid \phi\rangle}\right), \tag{10.1}
\end{equation*}
$$

where $|\phi\rangle$ is the trial wave function that contains variational parameters. The denominator appearing on the right-hand side ensures that the trial wave function is normalized. The variational parameters are varied until the expression on the right-hand side is minimized. This yields the best guess for $|\phi\rangle$.

The variational method can also be applied to obtain the eigenfunctions of the higher excited states but, in that case, the trial function for the excited state must be selected such that it is orthogonal to the trial eigenfunctions selected to describe the wave functions of the lower-energy eigenstates. This obviously follows from the requirement that the eigenfunctions of a Hermitian operator are orthonormal.

A more thorough discussion of the Rayleigh-Ritz variational principle can be found in some quantum mechanics textbooks [1]. In this chapter, we illustrate this principle with a few simple problems, including an estimation of the ground state energy in a triangular well, which approximates the potential energy profile in a high electron mobility transistor (HEMT) close to the heterointerface (see Appendix F).

[^1]We also discuss sufficient conditions for a one-dimensional confined potential to possess a bound state.

## * Problem 10.1: Ground state of a particle in an infinite square well

The eigenfunctions and corresponding eigenvalues of the $1 D$ particle in a box of width $W$ can be found exactly, as shown in Problem 3.5. The following problem illustrates how an approximate wave function for the ground state leads to an average energy that is larger than the exact value $E_{1}=\frac{\hbar^{2} \pi^{2}}{2 m^{*} W^{2}}$ derived in Problem 3.5.

Suppose that the ground state of a particle in a box is approximated by the following wave function:

$$
\begin{equation*}
\psi(z)=N\left(z^{2}-W z\right) \tag{10.2}
\end{equation*}
$$

(a) Show that the normalization coefficient is given by $N=\sqrt{\frac{30}{L^{5}}}$.
(b) Calculate the average kinetic energy in the state (10.2) and determine how much larger it is than its exact value.
(c) Using the wave function (10.2), determine the uncertainty in the position $\Delta z$ and momentum $\Delta p_{z}$ of the particle. Show that the product satisfies the Heisenberg uncertainty principle. Show that this product is larger that its value derived for the true ground state (see Equation (4.47)).

## Solution:

(a) Normalization requires that

$$
\begin{equation*}
\int_{0}^{W} \psi^{*}(z) \psi(z) \mathrm{d} z=1 \tag{10.3}
\end{equation*}
$$

Expanding the integral leads to

$$
\begin{equation*}
N^{2} \int_{0}^{W}\left(z^{2}-W z\right)^{2} \mathrm{~d} z=N^{2}\left(\frac{1}{5} L^{5}-\frac{1}{2} L^{5}+\frac{1}{3} L^{5}\right)=1 . \tag{10.4}
\end{equation*}
$$

Solving for $N$, we get

$$
\begin{equation*}
N=\sqrt{\frac{30}{L^{5}}} \tag{10.5}
\end{equation*}
$$

(b) The expectation value of the kinetic energy in the state (10.2) is given by

$$
\begin{align*}
\bar{E} & =\int_{0}^{W} \psi^{*}\left(-\frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2} \psi(z)}{\mathrm{d} z^{2}}\right) \mathrm{d} z=-\frac{\hbar^{2} N^{2}}{m^{*}} \int_{0}^{W}\left(z^{2}-W z\right) \mathrm{d} z \\
& =-\frac{\hbar^{2} N^{2}}{m}\left(-\frac{1}{6} W^{3}\right)=\frac{\hbar^{2}\left(\sqrt{\frac{30}{W^{5}}}\right)^{2} W^{3}}{6 m^{*}}=\frac{5 \hbar^{2}}{m^{*} W^{2}} \tag{10.6}
\end{align*}
$$

This last result is $1.03 \%$ larger than the exact energy of the ground state of the particle in a box, $E_{1}=\frac{\pi^{2} \hbar^{2}}{2 m^{*} W^{2}}$ (see Problem 3.5).
(c) The expectation value of the position of the particle is given by

$$
\begin{align*}
\bar{z} & =\int_{0}^{W} z|\psi(z)|^{2} \mathrm{~d} z=N^{2} \int_{0}^{W} z\left(z^{2}-W z\right)^{2} \mathrm{~d} z \\
& =N^{2}\left(\frac{1}{6} W^{6}-\frac{2}{5} W^{6}+\frac{1}{4} W^{6}\right)=\frac{1}{2} L . \tag{10.7}
\end{align*}
$$

This result makes sense. The expectation value of the particle's position is at the center of the well since the probability distribution given by (10.2) is symmetric with respect to the center of the well.

The uncertainty $\Delta z$ in the position of the particle is given by

$$
\begin{equation*}
\Delta z=\sqrt{\overline{z^{2}}-(\bar{z})^{2}} \tag{10.8}
\end{equation*}
$$

We first calculate

$$
\begin{equation*}
\overline{z^{2}}=\int_{0}^{W} z^{2}|\psi(z)|^{2} \mathrm{~d} z=N^{2} \int_{0}^{W}\left(z^{6}-2 z^{5} W+z^{4} W^{2}\right) \mathrm{d} z \tag{10.9}
\end{equation*}
$$

Carrying out the integration leads to

$$
\begin{equation*}
\overline{z^{2}}=N^{2}\left(\frac{W^{7}}{105}\right)=\left(\sqrt{\frac{30}{W^{5}}}\right)^{2} \frac{W^{7}}{105}=\frac{2 W^{2}}{7} . \tag{10.10}
\end{equation*}
$$

Hence the standard deviation of the position of the particle in the wave function (10.2) is given by

$$
\begin{equation*}
\Delta z=\sqrt{\overline{z^{2}}-(\bar{z})^{2}}=\sqrt{\frac{2 W^{2}}{7}-\left(\frac{W}{2}\right)^{2}}=0.1898 W \tag{10.11}
\end{equation*}
$$

Likewise, the uncertainty $\Delta p$ in the momentum is given by

$$
\begin{equation*}
\Delta p_{z}=\sqrt{\overline{p_{z}^{2}}-\left(\overline{p_{z}}\right)^{2}} \tag{10.12}
\end{equation*}
$$

The average value of the momentum, $\overline{p_{z}}$, is given by

$$
\begin{equation*}
\overline{p_{z}}=\int_{0}^{W} \psi(z)^{*}\left(-\frac{\hbar}{i} \frac{\mathrm{~d} \psi(z)}{\mathrm{d} z}\right) \mathrm{d} z \tag{10.13}
\end{equation*}
$$

which, upon substituting the wave function (10.2) is found to be

$$
\begin{equation*}
\overline{p_{z}}=\frac{\hbar N^{2}}{i} \int_{0}^{W}\left(z^{2}-W z\right)(2 z-W) \mathrm{d} z=\frac{\hbar N^{2}}{i}\left(\frac{1}{2} W^{4}-W^{4}+\frac{1}{2} W^{4}\right)=0 . \tag{10.14}
\end{equation*}
$$

This is to be expected, since the integral in Equation (10.14) is antisymmetric with respect to the center of the box. Next, we calculate $\overline{p^{2}}$ starting with Equation (10.6), which leads to

$$
\begin{equation*}
\overline{p_{z}^{2}}=\frac{10 \hbar^{2}}{W^{2}} \tag{10.15}
\end{equation*}
$$

Hence, the standard deviation of the momentum of the particle in the state (10.2) is given by

$$
\begin{equation*}
\Delta p_{z}=\sqrt{\overline{p_{z}^{2}}-\left(\overline{p_{z}}\right)^{2}}=\sqrt{\frac{10 \hbar^{2}}{W^{2}}-(0)^{2}}=3.16 \frac{\hbar}{W} \tag{10.16}
\end{equation*}
$$

Using the previous results, the product $\Delta z \Delta p_{z}$ is therefore given by

$$
\begin{equation*}
\Delta z \Delta p_{z}=0.1898 W \times 3.16 \frac{\hbar}{W}=1.2 \frac{\hbar}{2} \geq \frac{\hbar}{2} \tag{10.17}
\end{equation*}
$$

in agreement with the Heisenberg uncertainty principle for position and momentum.

## * Problem 10.2: Excited state in an infinite square well

This problem is an application of the variational principle to approximate the wave function of the first excited state of the particle in a box. Suppose that the wave function associated with the first excited state of a particle in a box of width $w$ is approximated as

$$
\begin{equation*}
\psi(z)=N z\left(z-\frac{w}{2}\right)(z-w) \tag{10.18}
\end{equation*}
$$

(a) Explain why this last expression is a good approximation for the wave function associated with the first excited state.
(b) Determine the normalization constant $N$.
(c) Calculate the average kinetic energy in the state (10.18) and determine how much larger it is than its exact value.
(d) Using the wave function (10.18), determine the uncertainty in the position $\Delta z$ and momentum $\Delta p_{z}$ of the particle. Show that the product satisfies the Heisenberg uncertainty principle. Show that this product is larger that its value derived for the true first excited state (see Equation (4.47)).

## Solution:

(a) The trial wave function (10.18) is equal to zero at the edges of the box, as required by the principles of quantum mechanics (see Appendix A), since the box has infinite walls on both sides and therefore the wave function must be zero outside the box and equal to zero at the edges of the box, as required by the continuity of the wave function. Furthermore, the trial wave function (10.18) has only one additional node located at the center of the box, i.e., for $z=w / 2$, and is odd with respect to the center of the box. This property is in agreement with the general properties of the solutions of the one-dimensional time-independent Schrödinger equation derived
in Problem 1.3. Finally, we note that the trial wave function associated with the first excited state is orthogonal to the trial wave function associated with the ground state considered in the previous problem.
(b) The normalization constant $N$ is found by enforcing that

$$
\begin{equation*}
\int_{0}^{w} \psi^{*} \psi \mathrm{~d} z=1 \tag{10.19}
\end{equation*}
$$

Using the trial wave function (10.18), we get

$$
\begin{equation*}
\int_{0}^{w} \psi(z)^{2} \mathrm{~d} z=N^{2} \int_{0}^{w}\left[z\left(z-\frac{w}{2}\right)(z-w)\right]^{2} \mathrm{~d} z=1 . \tag{10.20}
\end{equation*}
$$

Carrying out the integration leads to

$$
\begin{equation*}
N^{2}\left(\frac{w^{7}}{12}-\frac{3 w^{7}}{8}+\frac{13 w^{7}}{20}-\frac{w^{7}}{2}+\frac{w^{7}}{7}\right)=1 . \tag{10.21}
\end{equation*}
$$

Therefore the normalization coefficient is given by

$$
\begin{equation*}
N=\sqrt{\frac{840}{w^{7}}} \tag{10.22}
\end{equation*}
$$

(c) Next, we determine the expectation value and standard deviation of the position of the particle:

$$
\begin{equation*}
\bar{z}=\int_{0}^{w} z|\psi(z)|^{2} \mathrm{~d} z . \tag{10.23}
\end{equation*}
$$

This leads to

$$
\begin{equation*}
\bar{z}=N^{2} \int_{0}^{w} z\left[z\left(z-\frac{w}{2}\right)(z-w)\right]^{2} \mathrm{~d} z . \tag{10.24}
\end{equation*}
$$

Expanding the integrand, we get

$$
\begin{equation*}
\bar{z}=N^{2} \int_{0}^{w} z\left(\frac{w^{4} z^{2}}{4}-\frac{3 w^{3} z^{3}}{2}+\frac{13 w^{2} z^{4}}{4}-3 w z^{5}+z^{6}\right) \mathrm{d} z . \tag{10.25}
\end{equation*}
$$

Performing the integrations leads to

$$
\begin{equation*}
\bar{z}=N^{2}\left(\frac{w^{8}}{16}-\frac{3 w^{8}}{10}+\frac{13 w^{8}}{24}-\frac{3 w^{8}}{7}+\frac{w^{8}}{8}\right) . \tag{10.26}
\end{equation*}
$$

Simplifying and using the expression for the normalization coefficient (10.22), we obtain

$$
\begin{equation*}
\bar{z}=\left(\frac{840}{w^{7}}\right)\left(\frac{w^{8}}{1680}\right)=\frac{w}{2} . \tag{10.27}
\end{equation*}
$$

This result is not too surprising since the probability density associated with the trial wave function (10.18) is symmetric with respect to the center of the well and the average location of the particle should therefore be at the center of the well.
(d) Next, we calculate the uncertainty $\Delta z$ in the position of the particle in the state (10.18). We first calculate

$$
\begin{equation*}
\overline{z^{2}}=\int_{0}^{w} z^{2}|\psi(z)|^{2} \mathrm{~d} z \tag{10.28}
\end{equation*}
$$

With the explicit expression of the trial wave function (10.18), we get

$$
\begin{equation*}
\overline{z^{2}}=N^{2} \int_{0}^{w} z^{2}\left[z\left(z-\frac{w}{2}\right)(z-W)\right]^{2} \mathrm{~d} z \tag{10.29}
\end{equation*}
$$

Expanding the integrand leads to

$$
\begin{equation*}
\overline{z^{2}}=N^{2} \int_{0}^{w} z^{2}\left(\frac{w^{4} z^{2}}{4}-\frac{3 w^{3} z^{3}}{2}+\frac{13 w^{2} z^{4}}{4}-3 w z^{5}+z^{6}\right) \mathrm{d} z \tag{10.30}
\end{equation*}
$$

Performing the integration of the different terms gives

$$
\begin{equation*}
\overline{z^{2}}=N^{2}\left(\frac{w^{9}}{20}-\frac{3 w^{9}}{4}+\frac{13 w^{9}}{28}-\frac{3 w^{9}}{8}+\frac{w^{9}}{9}\right) \tag{10.31}
\end{equation*}
$$

Simplifying and using the expression of the normalization coefficient (10.22) that we found, we get

$$
\begin{equation*}
\overline{z^{2}}=N^{2} \frac{w^{9}}{2520}=\frac{840}{w^{7}} \times \frac{w^{9}}{2520}=\frac{w^{2}}{3} \tag{10.32}
\end{equation*}
$$

Regrouping the above results, the standard deviation of the position in the trial wave function (10.18) is given by

$$
\begin{equation*}
\Delta z=\sqrt{\overline{z^{2}}-(\bar{z})^{2}}=\sqrt{\frac{w^{2}}{3}-\left(\frac{w}{2}\right)^{2}}=\frac{w}{\sqrt{12}} \tag{10.33}
\end{equation*}
$$

Next, we calculate the average value of the momentum in state (10.18):

$$
\begin{equation*}
\overline{p_{z}}=\int_{0}^{w} \psi^{*}(z)\left(-\frac{\hbar}{i} \frac{\mathrm{~d} \psi(z)}{\mathrm{d} z}\right) \mathrm{d} z \tag{10.34}
\end{equation*}
$$

Using the fact that

$$
\begin{equation*}
\frac{\mathrm{d} \psi(z)}{\mathrm{d} z}=\frac{1}{2} N\left(w^{2}-6 w z+6 z^{2}\right) \tag{10.35}
\end{equation*}
$$

we get

$$
\begin{equation*}
\overline{p_{z}}=\frac{\hbar N^{2}}{2 i} \int_{0}^{W}\left[z\left(z-\frac{w}{2}\right)(z-w)\right]\left(w^{2}-6 w z+6 z^{2}\right) \mathrm{d} z \tag{10.36}
\end{equation*}
$$

Carrying out the integrations leads to

$$
\begin{equation*}
\overline{p_{z}}=\frac{\hbar N^{2}}{2 i}\left(\frac{w^{6}}{4}-\frac{3 w^{6}}{2}+\frac{13 w^{6}}{4}-3 w^{6}+w^{6}\right)=0 . \tag{10.37}
\end{equation*}
$$

This is to be expected since, even in the first excited state, the particle bounces back and forth between the walls of the box (suffering multiple reflections) and
hence the average momentum must be zero. The particle is a "standing" wave with no translational motion. Mathematically, this is linked to the fact that the integrand in Equation (10.36) is odd with respect to the center of the box.

To calculate the standard deviation of the momentum in the trial wave function (10.36), we first calculate

$$
\begin{equation*}
\overline{p_{z}^{2}}=\int_{0}^{w} \psi^{*}\left(-\hbar^{2} \frac{\mathrm{~d}^{2} \psi(z)}{\mathrm{d} z^{2}}\right) \mathrm{d} z . \tag{10.38}
\end{equation*}
$$

Since

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \psi(z)}{\mathrm{d} z^{2}}=-3 N w+6 N z=N(6 z-3 w) \tag{10.39}
\end{equation*}
$$

we get

$$
\begin{equation*}
\overline{p_{z}^{2}}=-\hbar^{2} N^{2} \int_{0}^{w} z\left(z-\frac{w}{2}\right)(z-w)(6 z-3 w) d z \tag{10.40}
\end{equation*}
$$

Carrying out the integration leads to

$$
\begin{equation*}
\overline{p^{2}}=-\hbar^{2} N^{2} \int_{0}^{w}\left(\frac{-3 w^{3} z}{2}+\frac{15 w^{2} z^{2}}{2}-12 w z^{3}+6 z^{4}\right) \mathrm{d} z \tag{10.41}
\end{equation*}
$$

This leads to the final result:

$$
\begin{equation*}
\overline{p_{z}^{2}}=\frac{42 \hbar^{2}}{w^{2}} . \tag{10.42}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\Delta p_{z}=\sqrt{\overline{p_{z}^{2}}-\left(\overline{p_{z}}\right)^{2}}=\sqrt{\frac{42}{w^{2}} \hbar^{2}-(0)^{2}}=\sqrt{42} \frac{\hbar}{w} \tag{10.43}
\end{equation*}
$$

Using the results above, we found that $\Delta z \Delta p_{z}$ is equal to $3.74 \frac{\hbar}{2}$, which is $65 \%$ larger than the same product calculated for the exact eigenfunction associated with the first excited state of the particle in a box (see Problems 3.5 and 4.3).

## * Problem 10.3: Ground state of the harmonic oscillator

Suppose we start with the following trial wave function for the harmonic oscillator ground state:

$$
\begin{equation*}
\phi(z)=\frac{N}{z^{2}+a^{2}}, \tag{10.44}
\end{equation*}
$$

where $a$ is a variational parameter and $N$ is the normalization coefficient.
This choice seems reasonable since the wave function is peaked at $z=0$ and decays for large values of $z$ without having any node. Moreover, this form of $\phi(z)$ allows an exact calculation of the functional $E_{\min }$ appearing in the inequality (10.1).

Apply the variational principle and find $E_{\min }$. How does it compare with the exact value of the energy of the ground state for the one-dimensional harmonic oscillator, which is $\frac{\hbar \omega}{2}$, where $\omega$ is the angular frequency appearing in the expression for the potential energy $V(z)=\frac{1}{2} m^{*} \omega^{2} z^{2}$ ? (See Appendix B).

Solution: The normalization is determined by enforcing that $\int_{-\infty}^{\infty} \psi^{*} \psi \mathrm{~d} z=1$. This leads to

$$
\begin{equation*}
N=\sqrt{\frac{2 a^{3}}{\pi}} \tag{10.45}
\end{equation*}
$$

Similarly, starting with the expression of the Hamiltonian of the one-dimensional harmonic oscillator (see Appendix B), the energy $E_{\min }$ on the right-hand side of inequality (10.1) is found to be

$$
\begin{equation*}
E_{\min }=\frac{h^{2}+2 a^{4} m^{* 2} \omega^{2}}{4 m^{*} a^{2}} \tag{10.46}
\end{equation*}
$$

The latter reaches a minimum for

$$
\begin{equation*}
a_{\min }=\frac{1}{2^{1 / 4}} \sqrt{\frac{h}{m^{*} \omega}} \tag{10.47}
\end{equation*}
$$

The corresponding minimum energy $E_{\text {min }}$ is

$$
\begin{equation*}
E_{\min }\left(a_{\min }\right)=\sqrt{2} \frac{\hbar \omega}{2} \tag{10.48}
\end{equation*}
$$

which is $\sqrt{2}$ times larger than the exact result $\hbar \omega / 2$.

## ** Problem 10.4: Variational method in a triangular well

This problem describes the use of the variational technique to model the two lowest eigenstates in the two-dimensional electron gas formed at the interface of a HEMT (see Appendix F). Close to the heterointerface, the conduction band in the semiconductor substrate is modeled as a triangular potential well (see Figure 3.8). The trial wave functions for the ground and first excited states are

$$
\begin{equation*}
\xi_{0}(z)=\left(\frac{b_{0}^{3}}{2}\right)^{\frac{1}{2}} z \mathrm{e}^{\frac{-b_{0} z}{2}} \tag{10.49}
\end{equation*}
$$

for the ground state and

$$
\begin{equation*}
\xi_{1}(z)=\left(\frac{3 b_{1}^{5}}{2\left[b_{0}^{2}+b_{1}^{2}-b_{0} b_{1}\right]}\right)^{\frac{1}{2}} z\left(1-\frac{b_{0}+b_{1}}{6} z\right) \mathrm{e}^{-\frac{b_{1} z}{2}} \tag{10.50}
\end{equation*}
$$

for the first excited state, where $b_{0}$ and $b_{1}$ are two variational parameters, and $z=0$ at the heterointerface.

Notice that both $\xi_{0}(z)$ and $\xi_{1}(z)$ are zero at $z=0$, as they should be since neither wave function can penetrate the barrier at the heterointerface if it is very high. Since the potential energy increases linearly with distance into the substrate, the choice of exponentially decaying trial wave functions seems appropriate.

Show that $\xi_{0}(z), \xi_{1}(z)$ are an appropriate set of trial wave functions for the ground state and first excited states, i.e., $\xi_{0}(z)$ and $\xi_{1}(z)$ are both normalized, so that $\int_{0}^{\infty}\left|\xi_{i}(z)\right|^{2} \mathrm{~d} z=1$, and $\xi_{0}$ and $\xi_{1}$ are orthogonal, meaning $\int_{0}^{\infty} \xi_{0}(z) \xi_{1}(z) \mathrm{d} z=0$.

Solution: Performing the integration over the probability in the ground state (magnitude of the square of the wave function), we get

$$
\begin{equation*}
\int_{0}^{+\infty}\left|\xi_{0}(x)\right|^{2} \mathrm{~d} z=\int_{0}^{+\infty}\left(\frac{b_{0}^{3}}{2}\right) z^{2} \mathrm{e}^{-b_{0} z} \mathrm{~d} z=\frac{b_{0}^{3}}{2} \frac{2}{b_{0}^{3}}=1 . \tag{10.51}
\end{equation*}
$$

So $\xi_{0}$ is indeed normalized. Similarly,

$$
\begin{equation*}
\int_{0}^{+\infty}\left|\xi_{1}(z)\right|^{2} \mathrm{~d} z=\frac{3 b_{1}^{5}}{2\left(b_{0}^{2}+b_{1}^{2}-b_{0} b_{1}\right)}\left[I_{2}-I_{3}+I_{4}\right] \tag{10.52}
\end{equation*}
$$

where

$$
\begin{align*}
& I_{2}=\int_{0}^{+\infty} z^{2} \mathrm{e}^{-b_{1} z} \mathrm{~d} z  \tag{10.53}\\
& I_{3}=\frac{\left(b_{0}+b_{1}\right)}{3} \int_{0}^{+\infty} z^{3} \mathrm{e}^{-b_{1} z} \mathrm{~d} z  \tag{10.54}\\
& I_{4}=\left(\frac{b_{0}+b_{1}}{6}\right)^{2} \int_{0}^{+\infty} z^{4} \mathrm{e}^{-b_{1} z} \mathrm{~d} z \tag{10.55}
\end{align*}
$$

We find:

$$
\begin{align*}
& I_{2}=\frac{2}{b_{1}^{3}},  \tag{10.56}\\
& I_{3}=\frac{2\left(b_{0}+b_{1}\right)}{b_{1}^{4}},  \tag{10.57}\\
& I_{4}=\frac{2}{3} \frac{\left(b_{0}+b_{1}\right)^{2}}{b_{1}^{5}} . \tag{10.58}
\end{align*}
$$

Hence,

$$
\begin{equation*}
\int_{0}^{+\infty}\left|\xi_{1}(z)\right|^{2} \mathrm{~d} z=\frac{3}{2} \frac{b_{1}^{5}}{\left[b_{0}^{2}+b_{1}^{2}-b_{0} b_{1}\right]}\left[\frac{2}{b_{1}^{3}}-\frac{2\left(b_{0}+b_{1}\right)}{b_{1}^{4}}+\frac{2\left(b_{0}+b_{1}\right)^{2}}{3 b_{1}^{5}}\right] . \tag{10.59}
\end{equation*}
$$

Simplifying,

$$
\begin{equation*}
\int_{0}^{+\infty}\left|\xi_{1}(z)\right|^{2} \mathrm{~d} z=\frac{3}{2} \frac{1}{\left[b_{0}^{2}+b_{1}^{2}-b_{0} b_{1}\right]} \frac{2}{3}\left[b_{0}^{2}+b_{1}^{2}-b_{0} b_{1}\right]=1 . \tag{10.60}
\end{equation*}
$$

So $\xi_{1}(z)$ is also normalized.
To prove the orthogonality of $\xi_{0}$ and $\xi_{1}$, we must show that the following integral is equal to zero:

$$
\begin{equation*}
\int_{0}^{+\infty} \xi_{0}^{*}(z) \xi_{1}(z) \mathrm{d} z=\left(\frac{b_{0}^{3}}{2}\right)^{\frac{1}{2}}\left(\frac{3 b_{1}^{5}}{2\left[b_{0}^{2}+b_{1}^{2}-b_{0} b_{1}\right]}\right)^{\frac{1}{2}}\left(J_{2}-J_{3}\right), \tag{10.61}
\end{equation*}
$$

where

$$
\begin{align*}
& J_{2}=\int_{0}^{+\infty} z^{2} \mathrm{e}^{-\left(\frac{b_{0}+b_{1}}{2}\right) z} \mathrm{~d} z  \tag{10.62}\\
& J_{3}=\left(\frac{b_{0}+b_{1}}{6}\right) \int_{0}^{+\infty} z^{3} \mathrm{e}^{-\left(\frac{b_{0}+b_{1}}{2}\right) z} \mathrm{~d} z \tag{10.63}
\end{align*}
$$

We find

$$
\begin{equation*}
J_{2}=J_{3}=\frac{16}{\left(b_{0}+b_{1}\right)^{3}} . \tag{10.64}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\int_{0}^{+\infty} \xi_{0}(z) \xi_{1}(z) \mathrm{d} z=0 \tag{10.65}
\end{equation*}
$$

and $\xi_{0}, \xi_{1}$ are indeed orthogonal.

## ** Problem 10.5: General criterion for a bound state using the variational principle

According to the variation principle, the true bound state energy $E_{0}$ in a onedimensional potential $V(z)$ is such that the following inequality must be satisfied:

$$
\begin{equation*}
E_{0} \leq E(\alpha)=\int \phi_{\alpha}{ }^{*}(z)\left[-\frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} z^{2}}+V(z)\right] \phi_{\alpha}(z) \mathrm{d} z \tag{10.66}
\end{equation*}
$$

where $\phi_{\alpha}(z)$ is a trial function describing the ground state and $\alpha$ is the variational parameter.

By using the normalized Gaussian trial function

$$
\begin{equation*}
\phi_{\alpha}(z)=\left(\frac{2 \alpha}{\pi}\right)^{1 / 4} \mathrm{e}^{-\alpha z^{2}} \tag{10.67}
\end{equation*}
$$

show that the right-hand side of the inequality (10.66) can be made negative for some positive value of $\alpha$. Negative $E_{0}$ corresponds to a "bound state."

Solution: We calculate the average value of the kinetic energy operator by first calculating the first and second derivatives of the trial function (10.67). This leads to

$$
\begin{align*}
\frac{\mathrm{d} \phi_{\alpha}(z)}{\mathrm{d} z} & =-2 \alpha z\left(\frac{2 \alpha}{\pi}\right)^{1 / 4} \mathrm{e}^{-\alpha z^{2}}  \tag{10.68}\\
\frac{\mathrm{~d}^{2} \phi_{\alpha}}{\mathrm{d} z^{2}} & =-2 \alpha\left(\frac{2 \alpha}{\pi}\right)^{1 / 4}\left(\mathrm{e}^{-\alpha z^{2}}-2 \alpha z^{2} \mathrm{e}^{-\alpha z^{2}}\right) \tag{10.69}
\end{align*}
$$

The average value of the kinetic energy operator is given by

$$
\begin{align*}
\int \phi^{*} & \left(-\frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2} \phi^{2}}{\mathrm{~d} z^{2}}\right) \mathrm{d} z \\
& =\frac{\hbar^{2}}{m^{*}} \alpha\left(\frac{2 \alpha}{\pi}\right)^{1 / 2}\left[\int_{-\infty}^{+\infty} \mathrm{d} z \mathrm{e}^{-2 \alpha z^{2}}-2 \alpha \int_{-\infty}^{+\infty} \mathrm{d} z z^{2} \mathrm{e}^{-\alpha z^{2}}\right] \tag{10.70}
\end{align*}
$$

Using the integrals

$$
\begin{align*}
\int_{0}^{+\infty} \mathrm{d} z \mathrm{e}^{-2 \alpha z^{2}} & =\frac{\sqrt{\pi}}{2 \sqrt{2 \alpha}}  \tag{10.71}\\
\int_{0}^{+\infty} \mathrm{d} z z^{2} \mathrm{e}^{-2 \alpha x^{2}} & =\frac{\sqrt{\pi}}{4(2 \alpha)^{3 / 2}} \tag{10.72}
\end{align*}
$$

the average value $E(\alpha)$ on the right-hand side of the inequality (10.66) is given by

$$
\begin{equation*}
E(\alpha)=\frac{\alpha \hbar^{2}}{2 m^{*}}+\sqrt{\frac{2 \alpha}{\pi}} I_{1}, \tag{10.73}
\end{equation*}
$$

where $I_{1}$ is defined by

$$
\begin{equation*}
I_{1}=\int_{-\infty}^{+\infty} \mathrm{e}^{-2 \alpha z^{2}} V(z) \mathrm{d} z \tag{10.74}
\end{equation*}
$$

The energy $E(\alpha)$ is found to be minimum when

$$
\begin{equation*}
\frac{\mathrm{d} E}{\mathrm{~d} \alpha}=\frac{\hbar^{2}}{2 m^{*}}+\frac{1}{\sqrt{2 \alpha \pi}} I_{1}-\sqrt{\frac{2 \alpha}{\pi}} \int_{-\infty}^{+\infty} 2 z^{2} \mathrm{e}^{-2 \alpha z^{2}} V(z) \mathrm{d} z=0 \tag{10.75}
\end{equation*}
$$

This last equation is equivalent to

$$
\begin{equation*}
0=\frac{\hbar^{2}}{2 m^{*}}+\frac{1}{\sqrt{2 \alpha \pi}} I_{1}-2 \sqrt{\frac{2 \alpha}{\pi}} I_{2} \tag{10.76}
\end{equation*}
$$

where we have introduced the shorthand notation

$$
\begin{equation*}
I_{2}=\int_{-\infty}^{+\infty} z^{2} \mathrm{e}^{-2 \alpha z^{2}} V(z) \mathrm{d} z \tag{10.77}
\end{equation*}
$$

Using this definition, we rewrite Equation (10.76) as

$$
\begin{equation*}
0=\frac{1}{\alpha}\left[\frac{\hbar^{2}}{2 m^{*}} \alpha+\sqrt{\frac{\alpha}{2 \pi}} I_{1}\right]-2 \sqrt{\frac{2 \alpha}{\pi}} I_{2} \tag{10.78}
\end{equation*}
$$

This last equation can be rewritten in terms of the energy $E(\alpha)$ defined in Equation (10.73) as

$$
\begin{equation*}
0=\frac{1}{\alpha}\left[E(\alpha)-\sqrt{\frac{2 \alpha}{\pi}} I_{1}+\sqrt{\frac{\alpha}{2 \pi}} I_{1}\right]-2 \sqrt{\frac{2 \alpha}{\pi}} I_{2} \tag{10.79}
\end{equation*}
$$

Solving for $E(\alpha)$, we get

$$
\begin{equation*}
E(\alpha)=\sqrt{\frac{\alpha}{2 \pi}}\left[I_{1}+4 \alpha I_{2}\right] . \tag{10.80}
\end{equation*}
$$

Since $\alpha$ must be positive for the trial function (10.67) to be normalized, $E(\alpha)<0$ if both $I_{1}$ and $I_{2}$ are negative. Since both $\mathrm{e}^{-\alpha z^{2}}$ and $z^{2} \mathrm{e}^{-\alpha z^{2}}$ are positive for all $z$, both $I_{1}$ and $I_{2}$, and hence $E(\alpha)$, are negative if the following condition is satisfied:

$$
\begin{equation*}
\int_{-\infty}^{+\infty} V(z) \mathrm{d} z<0 \tag{10.81}
\end{equation*}
$$

This is a sufficient condition for the existence of a bound state in a one-dimensional potential with finite range. It is not a necessary condition since, for instance, the one-dimensional harmonic oscillator is characterized by a potential energy that does not satisfy the inequality (10.81). In fact, it is well known that the one-dimensional harmonic oscillator has an infinite number of bound states (see Appendix B).

## **** Problem 10.6: Improvement of the criterion for existence of a bound state in one dimension

This problem considers an improvement of the criterion (10.81) for the existence of a bound state in a one-dimensional potential $V(z)$ with finite extent (i.e., assuming $V(z)=0$ outside some interval $[-a,+a]$ ). Starting with a trial function of the form

$$
\begin{equation*}
\phi_{\lambda}(z)=P(z)+\lambda V(z), \tag{10.82}
\end{equation*}
$$

where $\lambda$ is a real parameter and $P(z)$ is the function defined as

$$
\begin{align*}
& P(z)=1 \text { for } z \in[-a,+a]  \tag{10.83}\\
& P(z)=\mathrm{e}^{-\frac{(z-a)^{2}}{L^{2}}} \text { for } z>a  \tag{10.84}\\
& P(z)=\mathrm{e}^{-\frac{(z+a)^{2}}{L^{2}}} \text { for } z<-a \tag{10.85}
\end{align*}
$$

show that $V(z)$ will have at least one bound state if $\int_{-a}^{+a} V(z) \mathrm{d} z \leq 0$ is satisfied. This is a weaker condition compared to the one derived in the previous problem, since even potential whose average value $\int_{-a}^{+a} V(z) \mathrm{d} z$ is equal to zero will have at least one bound state.

Solution: The following proof is an adaptation of the one given in Ref. [2], which is based on a trial function of the form (10.82) but with the function $P(z)$ approximated by the tent function

$$
\begin{align*}
& P(z)=1 \text { for } z \in[-a, a]  \tag{10.86}\\
& P(z)=1-(|z|-a) / L \text { for } a<|z|<L+a  \tag{10.87}\\
& P(z)=0 \text { for } L+a<|z|<\infty \tag{10.88}
\end{align*}
$$

This choice of $P(z)$ makes the derivative of the wave function $\phi_{\lambda}(z)$ discontinuous at $z= \pm a$, which violates one of the principles of quantum mechanics (see Appendix A). A discontinuity at $z= \pm a$ is acceptable only if there is a delta function potential existing at these locations, as shown in Problem 3.1.

To prove that the Hamiltonian possesses a bound state, we must show that the average value of this Hamiltonian in the trial wave function (10.82) can be made negative. This average value is given by

$$
\begin{equation*}
\langle H\rangle=\frac{\int \phi_{\lambda} H \phi_{\lambda} \mathrm{d} z}{\int \phi_{\lambda} \phi_{\lambda} \mathrm{d} z} \tag{10.89}
\end{equation*}
$$

where the integration is from $-\infty$ to $+\infty$. The denominator in the last expression is always positive, so we must show that the numerator can be made negative. Since the potential $V(z)$ is assumed to be of finite range (or to decay rapidly enough to zero at $\pm \infty$ ), we can integrate the numerator by parts and use the fact that both the wave function and its derivative decay to zero at $\pm \infty$ to rewrite the numerator as follows (using the fact that $\phi_{\lambda}(z)$ is real):

$$
\begin{equation*}
\operatorname{num}=\int_{-\infty}^{\infty}\left[\frac{\hbar^{2}}{2 m^{*}}\left(\frac{\mathrm{~d} \phi_{\lambda}}{\mathrm{d} z}\right)^{2}+V \phi_{\lambda}^{2}\right] \mathrm{d} z \tag{10.90}
\end{equation*}
$$

where we carried out the integration by parts and used the fact that $\phi_{\lambda}$ vanishes at $\pm \infty$.

Substituting the (normalizable) trial function (10.82) in this last expression, we get

$$
\begin{equation*}
\left.\operatorname{num}=\int_{\infty}^{+\infty} \frac{\hbar^{2}}{2 m^{*}}\left[P^{\prime}+\lambda V^{\prime}\right]^{2}+V(P+\lambda V)^{2}\right] \mathrm{d} z \tag{10.91}
\end{equation*}
$$

Taking into account the explicit expression of the function $P(z)$, we can rewrite Equation (10.90) as

$$
\begin{equation*}
\operatorname{num}=A \lambda^{2}+B \lambda+C+\frac{\hbar^{2}}{2 m^{*}} \sqrt{\frac{\pi}{2}} \frac{1}{L} \tag{10.92}
\end{equation*}
$$

where the following quantities were introduced:

$$
\begin{align*}
A & =\int_{-a}^{+a} \mathrm{~d} z\left[V^{3}(z)+\frac{\hbar^{2}}{2 m^{*}} V^{\prime 2}(z)\right]  \tag{10.93}\\
B & =2 \int_{-a}^{+a} \mathrm{~d} z V^{2}(z)  \tag{10.94}\\
C & =\int_{-a}^{+a} \mathrm{~d} z V(z) \tag{10.95}
\end{align*}
$$

Since $A, B$, and $C$ do not depend on $L$, for large enough $L$, the condition for the existence of a bound state requires the following inequality to be satisfied:

$$
\begin{equation*}
A \lambda^{2}+B \lambda+C<0 \tag{10.96}
\end{equation*}
$$

The problem is to find a $\lambda$ which satisfies this inequality. Notice that $\lambda=0$ does if $C$ is strictly negative. This corresponds to the criterion for the existence of a bound state found in the previous problem.

The left-hand side of the inequality (10.96) is a polynomial of second degree in $\lambda$. We first consider the case where $A<0$. The $A$ versus $\lambda$ curve corresponds to a parabola (Equation (10.96)) oriented toward the negative axis and therefore the inequality (10.96) is satisfied for some $\lambda$ of sufficiently large magnitude. This holds true even if $C=\int_{-a}^{+a} V(z) \mathrm{d} z \leq 0$.

If $A=0, B \lambda+C<0$ can be realized if $\lambda<-\frac{C}{B}$, which is always possible even if $C=\int_{-a}^{+a} V(z) \mathrm{d} z \leq 0$.

Finally, we consider the case $A>0$. In this case, the polynomial of second degree on the left-hand side of (10.96) can only be made negative between the two $\lambda$ roots of the polynomial. These two roots are real if the following condition is satisfied:

$$
\begin{equation*}
B^{2}-4 A C<0 \tag{10.97}
\end{equation*}
$$

This amounts to $C<\frac{B^{2}}{4 A}$. Using the definitions of $A, B$, and $C$ above, this last inequality can be rewritten as

$$
\begin{equation*}
\int_{-a}^{+a} V(z) \mathrm{d} z<\frac{\left(\int_{-a}^{+a} \mathrm{~d} z V^{2}(z)\right)^{2}}{\int_{-a}^{+a} \mathrm{~d} z\left[V^{3}(z)+\frac{\hbar^{2}}{2 m^{*}} V^{\prime 2}(z)\right]} \tag{10.98}
\end{equation*}
$$

Since the right-hand side of this last inequality is always strictly positive, this last inequality will be satisfied for any potential $V(z)$ obeying the condition

$$
\begin{equation*}
\int_{-a}^{+a} V(z) \mathrm{d} z \leq 0 \tag{10.99}
\end{equation*}
$$

Regrouping the results above, we see that the inequality (10.98) is satisfied for any value of the potential $V(z)$ that satisfies the condition (10.99). This is a weaker condition for the existence of a bound state than the one derived in Problem 10.5. Indeed, even a potential whose average value $\int_{-a}^{+a} V(z) \mathrm{d} z$ is equal to zero will have at least one bound state.

## Suggested problems

- Use Matlab to plot the probability densities associated with the trial wave functions for the ground and first excited states given in Problems 10.1 and 10.2 , respectively. For comparison, also plot the probability densities associated with the exact eigenfunctions for the ground and first excited states of the particle in a box (see Problem 3.5). Assume a well width of $100 \AA$.
- Armed with the insight gained in Problems 10.1 and 10.2, derive an analytical expression for a trial wave function as a polynomial of fourth degree in $z$ suitable to describe the second excited state of the particle in a box. Make sure that the trial function is normalized. Then calculate the expectation value of the kinetic energy and compare it with the true eigenenergy associated with the second excited state of the particle in a box (see Problem 3.5).
- Using the results of the previous problem, calculate the standard deviation of the position and the momentum starting with the trial wave function you derived for the second excited state of the particle in a box and compare the value of that product with its exact value (i.e., its value for the exact eigenstate associated with the second excited state), which was derived in Problem 4.3.
- Prove that the normalization coefficient of the trial wave function (10.44) for the ground state of the harmonic oscillator is given by Equation (10.45). Calculate the average value of the total energy of the one-dimensional harmonic oscillator in its ground state when its wave function is approximated by the trial function (10.44).
- Starting with the trial wave function (10.49), calculate an upper bound for the energy of the ground state in a triangular well in which the potential is assumed to be equal to infinity for $z<0$ and for which the potential energy is given by

$$
E_{\mathrm{c}}(z)=\beta z \text { for } z>0 .
$$

This problem can actually be solved exactly with the use of Airy functions, as shown in Problem 3.11. The exact result for the ground state energy is given by

$$
E_{0}=1.857\left(\frac{\beta^{2} \hbar^{2}}{m^{*}}\right)^{1 / 3}
$$

Show that the expectation value $E_{\min }$ for the ground state energy in the trial wave function (10.49) is minimum for

$$
b_{0, \min }=\left(\frac{12 \beta m^{*}}{\hbar^{2}}\right)^{1 / 3}
$$

leading to an upper bound on the ground state energy of

$$
E_{\min }\left(b_{0, \min }\right)=1.966\left(\frac{\beta^{2} \hbar^{2}}{m^{*}}\right)^{1 / 3}
$$

which is only about $6 \%$ larger than the exact result.

- For the trial wave functions of the ground and first excited states of a particle in a triangular potential, calculate the average values and standard deviations of the position and momentum in terms of the parameters $b_{0}$ and $b_{1}$. Plot the product $\Delta z \Delta p_{z}$ as a function of $b_{0}$ and $b_{1}$ and calculate the value of that product for the values of $b_{0}$ and $b_{1}$ which minimize the total energy in the ground and first excited states.
- By using a trial function

$$
\phi_{\alpha}(z)=N z \mathrm{e}^{-\alpha z^{2}},
$$

show that a one-dimensional potential of finite range will have a first excited bound state if the following (sufficient) condition is satisfied: $\int_{-\infty}^{+\infty}$ $\left[V(z)+\frac{z V^{\prime}(z)}{2}\right] \mathrm{d} z<0$.

- By using a trial function

$$
\phi_{\alpha}(z)=N z \mathrm{e}^{-\alpha z^{2}},
$$

show that a one-dimensional potential of finite range will have a ground state if the following (sufficient) condition is satisfied: $\int_{0}^{+\infty}\left[V(z)+\frac{z V^{\prime}(z)}{2}\right] \mathrm{d} z<0$. Using this result, show that the potential $V(z)=-V_{0} z \mathrm{e}^{-\beta z}$ has a ground state for all values of $V_{0}$ and $\beta$.
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## Chapter 11: Electron in a Magnetic Field

Many important phenomena in condensed matter physics, such as the quantum Hall effect, require an understanding of the quantum mechanical behavior of electrons in a magnetic field. In this chapter, we introduce the concept of a vector potential and gauge to incorporate magnetic fields in the Hamiltonian of an electron. We then study quantum-confined systems and derive the eigenstates of an electron in such systems subjected to a magnetic field, an example being the formation of Landau levels in a two-dimensional electron gas with a magnetic field directed perpendicular to the plane of the electron gas. The effect of a magnetic field (other than lifting spin degeneracy via the Zeeman effect) is to modify the momentum operator through the introduction of a magnetic vector potential. We study properties of the transformed momentum operator and conclude by deriving the polarizability of an electron in a three-dimensional harmonic potential in the presence of a uniform magnetic field.

## Preliminary: Choice of vector potential $\vec{A}$ associated with a constant uniform magnetic field $\vec{B}=\vec{\nabla} \times \vec{A}$

As shown in Appendix $F$, to describe electrons in the presence of an external magnetic field, the following Hamiltonian must be used:

$$
\begin{equation*}
H=\frac{[\vec{p}-q \vec{A}(x, y, z)]^{2}}{2 m}+V(x, y, z) \tag{11.1}
\end{equation*}
$$

where $\vec{A}(x, y, z)$ is the vector potential due to the magnetic field.
For a uniform magnetic field $\vec{B}=\vec{\nabla} \times \vec{A}$ along the $z$-axis, the gauge $\vec{A}$ is typically selected from one of the following three gauges:

$$
\begin{array}{ll}
\vec{A}=\left(-\frac{B y}{2}, \frac{B x}{2}, 0\right) & \text { (symmetric gauge) } \\
\vec{A}=(0, B x, 0), & \text { (asymmetric Landau gauge) } \\
\vec{A}=(-B y, 0,0) & \text { (asymmetric Landau gauge). } \tag{11.4}
\end{array}
$$

Starting with the relation $\vec{B}=\vec{\nabla} \times \vec{A}$, it is easy to show that each of the three gauges given above indeed corresponds to a constant magnetic field $\vec{B}$ along the $z$-direction.

## * Problem 11.1: General gauge

Find a way to write a general gauge $\vec{A}$ to generate a uniform magnetic field $\vec{B}$ along the $z$-axis such that any of the three gauges above can be generated by the appropriate selection of a parameter.

Solution: With

$$
\begin{equation*}
\vec{A}=[-(1-\xi) B y, \xi B x, 0], \tag{11.5}
\end{equation*}
$$

where $\xi$ is a real parameter in the interval $[0,1]$, it is easy to show that

$$
\begin{equation*}
\vec{\nabla} \times \vec{A}=B \hat{z}, \tag{11.6}
\end{equation*}
$$

where $\hat{z}$ is the unit vector along the $z$-axis. The vector potential $\vec{A}$ reduces to the different gauges (11.2), (11.3), and (11.4) listed above when $\xi$ is set equal to $\frac{1}{2}, 1$, and 0 , respectively.

## ** Problem 11.2: Landau levels in a general gauge

Find the energy levels of a free particle in a uniform magnetic field along the $z$-axis using the general gauge in Equation (11.5).

Solution: Our starting point is the Hamiltonian of a free particle in a magnetic field given by

$$
\begin{equation*}
H=\frac{1}{2 m^{*}}(\vec{p}-q \vec{A})^{2} . \tag{11.7}
\end{equation*}
$$

For a uniform magnetic field along the $z$-axis, we use the general gauge in Equation (11.5). The Hamiltonian becomes

$$
\begin{equation*}
H=\frac{1}{2 m^{*}}\left[p_{x}-(1-\xi) q B y\right]^{2}+\frac{1}{2 m^{*}}\left(p_{y}+\xi q B x\right)^{2}+\frac{1}{2 m^{*}} p_{z}^{2} . \tag{11.8}
\end{equation*}
$$

Next, we define the new variables

$$
\begin{align*}
P & =p_{x}-(1-\xi) q B y  \tag{11.9}\\
Q & =\xi x+\frac{p_{y}}{q B}  \tag{11.10}\\
P^{\prime} & =p_{x}+(1-\xi) q B y  \tag{11.11}\\
Q^{\prime} & =\xi x-\frac{p_{y}}{q B} \tag{11.12}
\end{align*}
$$

Using the commutation rules governing position and momentum operators (see Appendix B), it is easy to show the following results:

$$
\begin{align*}
{\left[Q, Q^{\prime}\right] } & =\left[P, P^{\prime}\right]=\left[Q, P^{\prime}\right]=\left[Q^{\prime}, P\right]=0  \tag{11.13}\\
{[Q, P] } & =\left[Q^{\prime}, P^{\prime}\right]=i \hbar \tag{11.14}
\end{align*}
$$

Indeed,

$$
\begin{align*}
{[P, Q] } & =\left[p_{x}-(1-\xi) q B y, \xi x+\frac{p_{y}}{q B}\right] \\
& =\xi\left[p_{x}, x\right]-(1-\xi)\left[y, p_{y}\right]=-\xi i \hbar-(1-\xi) i \hbar=-i \hbar \tag{11.15}
\end{align*}
$$

and

$$
\begin{align*}
{\left[Q^{\prime}, P^{\prime}\right] } & =\left[\xi x-\frac{p_{y}}{q B}, p_{x}+(1-\xi) q B y\right] \\
& =\xi\left[x, p_{x}\right]-(1-\xi)\left[p_{y}, y\right]=\xi i \hbar+(1-\xi) i \hbar=i \hbar \tag{11.16}
\end{align*}
$$

In terms of the new variables, the Hamiltonian becomes

$$
\begin{equation*}
H=\frac{p_{z}^{2}}{2 m^{*}}+\frac{P^{2}}{2 m^{*}}+\frac{1}{2} m^{*} \omega_{\mathrm{c}}^{2} Q^{2} \tag{11.17}
\end{equation*}
$$

where $\omega_{\mathrm{c}}=\frac{q B}{m^{*}}$ is the cyclotron frequency.
Since $\left[H, p_{z}\right]=0, p_{z}$ is a good quantum number. Furthermore, the second and third terms of $H$ describe the Hamiltonian of a 1D harmonic oscillator. The energy eigenvalues of $H$ are therefore given by

$$
\begin{equation*}
E_{n}\left(k_{z}\right)=\frac{\hbar^{2} k_{z}^{2}}{2 m^{*}}+\left(n+\frac{1}{2}\right) \hbar \omega_{\mathrm{c}} \tag{11.18}
\end{equation*}
$$

a result independent of the parameter $\xi$ in the general expression of the gauge $\vec{A}$. Here, $\omega_{\mathrm{c}}$ is the cyclotron frequency given by $\omega_{\mathrm{c}}=q B / m^{*}$. These energy levels are referred to as Landau levels.

Physical significance: The Landau levels are very important in understanding the electrical and optical properties of electron gases in the presence of a uniform magnetic field. Any observable physical quantity must be independent of the choice of gauge, and here we showed that the energies of the eigenstates in a magnetic field, which are physical observables, are independent of the gauge.

## * Problem 11.3: Current density operator in a uniform magnetic field

Starting with the time-dependent Schrödinger equation in a uniform static magnetic field, follow the procedure outlined in Problem 3.1 to derive a current continuity equation and find the modified expression of the current density in the presence of a magnetic field. Assume a constant effective mass $m^{*}$ throughout.

Solution: In the presence of a magnetic field, the Hamiltonian of the Schrödinger equation in the Coulomb gauge (i.e., $\vec{\nabla} \cdot \vec{A}=0$ ) was derived in Appendix F, leading to the time-dependent Schrödinger equation

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m^{*}} \nabla^{2} \psi-\frac{q \hbar}{m^{*}} \vec{A} \cdot \vec{\nabla} \psi+\left[\frac{q^{2} A^{2}}{2 m^{*}}+V\right] \psi+\frac{\hbar}{i} \frac{\partial \psi}{\partial t}=0 . \tag{11.19}
\end{equation*}
$$

The complex conjugate of this equation is

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m^{*}} \nabla^{2} \psi^{*}-\frac{q \hbar}{m^{*}} \vec{A} \cdot \vec{\nabla} \psi^{*}+\left[\frac{q^{2} A^{2}}{2 m^{*}}+V\right] \psi^{*}-\frac{\hbar}{i} \frac{\partial \psi^{*}}{\partial t}=0 \tag{11.20}
\end{equation*}
$$

where we (correctly) assumed that the scalar and vector potentials are real quantities. If they were imaginary or complex, they would have made the Hamiltonian non-Hermitian, which is not allowed.

Multiplying Equation (11.19) on the left by $\psi^{*}$ and Equation (11.20) on the left by $\psi$, and then subtracting the second from the first, we get

$$
\begin{equation*}
\frac{\hbar^{2}}{2 m^{*}}\left(\psi^{*} \nabla^{2} \psi-\psi \nabla^{2} \psi^{*}\right)-\frac{i \hbar}{m} q \vec{A} \cdot \vec{\nabla}\left(\psi^{*} \psi\right)+i \hbar \frac{\partial}{\partial t}\left(\psi^{*} \psi\right)=0 \tag{11.21}
\end{equation*}
$$

Next, we use the identities

$$
\begin{align*}
& \psi^{*} \nabla^{2} \psi-\psi \nabla^{2} \psi^{*}=\vec{\nabla} \cdot\left(\psi^{*} \vec{\nabla} \psi-\psi \vec{\nabla} \psi^{*}\right),  \tag{11.22}\\
& \vec{A} \cdot \vec{\nabla}\left(\psi^{*} \psi\right)=\vec{\nabla} \cdot\left(\psi^{*} \psi \vec{A}\right), \tag{11.23}
\end{align*}
$$

since $\vec{\nabla} \cdot \vec{A}=0$ in the Coulomb gauge.
Equation (11.21) therefore becomes

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\vec{\nabla} \cdot\left[\frac{\hbar}{2 m^{*} i}\left(\psi^{*} \vec{\nabla} \psi-\psi \vec{\nabla} \psi^{*}\right)-\frac{q}{m^{*}} \psi^{*} \psi \vec{A}\right]=0 \tag{11.24}
\end{equation*}
$$

with $\rho=\psi^{*} \psi$, the probability density. The term in the square brackets is the generalized form of the probability current density in the presence of a uniform static magnetic field, i.e.,

$$
\begin{equation*}
\vec{J}(\vec{A} \neq 0)=\vec{J}(\vec{A}=0)-\frac{q}{m^{*}} \psi^{*} \psi \vec{A} \tag{11.25}
\end{equation*}
$$

## * Problem 11.4: An electron in a 2DEG with parabolic shape of the confining potential and a magnetic field in the plane of the electron gas

Find the eigenstates and corresponding eigenvalues for an electron confined in the $z$ direction by a parabolic potential well $E_{\mathrm{c}}(z)=\frac{1}{2} m^{*} \omega^{2} z^{2}$ in the presence of a uniform and constant magnetic field $\vec{B}=(B, 0,0)$. Use the gauge $\vec{A}=(0,-B z, 0)$.

Solution: Using the given gauge in the Hamiltonian (11.8), we obtain that the one-electron Hamiltonian is

$$
\begin{equation*}
H_{0}=\frac{1}{2 m^{*}}\left(p_{x}^{2}+p_{y}^{2}+p_{z}^{2}\right)+\left(\frac{q^{2} B^{2}}{2 m^{*}}+\frac{1}{2} m^{*} \omega^{2}\right) z^{2}-\left(\frac{q B}{m^{*}}\right) p_{y} z . \tag{11.26}
\end{equation*}
$$

The subband eigenfunctions are the solutions of the Schrödinger equation with the above Hamiltonian and can therefore be written as

$$
\begin{equation*}
\psi_{n}(\vec{k})=\frac{1}{\sqrt{A}} \mathrm{e}^{i \vec{k} \cdot \vec{\rho}} \phi_{n}(z) \tag{11.27}
\end{equation*}
$$

since the Hamiltonian depends only on the $z$-coordinate. Here, $A$ is a normalizing area in the $x-y$ plane, $\vec{k}=\left(k_{x}, k_{y}\right)$, and $\vec{\rho}=(x, y)$. Plugging $\psi_{n}(\vec{k})$ into the timeindependent Schrödinger equation, we get

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} z^{2}}+\frac{m^{*}}{2} \omega^{2}\left(z-z_{0}\right)^{2}\right] \phi_{n}(z)=\epsilon_{n} \phi_{n}(z) \tag{11.28}
\end{equation*}
$$

where

$$
\begin{align*}
\omega & =\left[\omega_{\mathrm{c}}^{2}+\omega_{0}^{2}\right]^{\frac{1}{2}} \\
\omega_{\mathrm{c}} & =q B / m^{*} \quad(\text { cyclotron frequency }) \\
z_{0} & =\left[\frac{\sqrt{1-\gamma}}{\omega}\right]\left(\frac{\hbar k_{y}}{m^{*}}\right) \\
\gamma & =\left(\frac{\omega_{0}}{\omega}\right)^{2} \\
\epsilon_{n} & =\left(n+\frac{1}{2}\right) \hbar \omega \tag{11.29}
\end{align*}
$$

The eigenenergies of the Hamiltonian $H_{0}$ are then

$$
\begin{equation*}
E_{n}(\vec{k})=\frac{\hbar^{2} k^{2}}{2 m^{*}}+\epsilon_{n}=\frac{\hbar^{2} k^{2}}{2 m^{*}}+\left(n+\frac{1}{2}\right) \hbar \omega, \tag{11.30}
\end{equation*}
$$

and the $\phi_{n}(z)$ in Equation (11.28) are 1D harmonic oscillator wave functions given by

$$
\begin{equation*}
\phi_{n}(z)=\left[\frac{1}{2^{n} n!}\left(\frac{m^{*} w}{\pi \hbar}\right)^{\frac{1}{2}}\right]^{\frac{1}{2}} \exp \left[-\frac{m^{*} w}{2 \hbar}\left(z-z_{0}\right)^{2}\right] H_{n}\left[\left(\frac{m^{*} w}{\hbar}\right)^{\frac{1}{2}}\left(z-z_{0}\right)\right] \tag{11.31}
\end{equation*}
$$

where $H_{n}$ is the Hermite polynomial of the $n$th order.

## ** Problem 11.5: Spin-1/2 particle in a magnetic field

Taking into account the spin of the electron, the Hamiltonian of a free electron of charge $q$ in a magnetic field is given by

$$
\begin{equation*}
H_{0}=\frac{1}{2 m_{0}}(\vec{p}+q \vec{A})^{2} I, \tag{11.32}
\end{equation*}
$$

where $I$ is the $2 \times 2$ identity matrix and $\vec{A}$ is the vector potential.

Show that

$$
\begin{equation*}
[\vec{\sigma} \cdot(\vec{p}+q \vec{A})]^{2}=(\vec{p}+q \vec{A})^{2} I+2 m_{0} \mu_{\mathrm{B}} \vec{B} \cdot \vec{\sigma} \tag{11.33}
\end{equation*}
$$

where $\mu_{\mathrm{B}}=q \hbar / 2 m_{0}$ is the Bohr magneton and and $\vec{B}=\vec{\nabla} \times \vec{A}$.

Solution: Carrying out the expansion, we get

$$
\begin{align*}
{[\vec{\sigma} \cdot(\vec{p}+q \vec{A})]^{2}=} & {\left[\sigma_{x}\left(p_{x}+q A_{x}\right)+\sigma_{y}\left(p_{y}+q A_{y}\right)+\sigma_{z}\left(p_{z}+q A_{z}\right)\right] } \\
& \times\left[\sigma_{x}\left(p_{x}+q A_{x}\right)+\sigma_{y}\left(p_{y}+q A_{y}\right)+\sigma_{z}\left(p_{z}+q A_{z}\right)\right] \\
= & \sigma_{x}^{2}\left(p_{x}+q A_{x}\right)^{2}+\sigma_{y}^{2}\left(p_{y}+q A_{y}\right)^{2}+\sigma_{z}^{2}\left(p_{z}+q A_{z}\right)^{2} \\
& +\sigma_{x} \sigma_{y}\left(p_{x}+q A_{x}\right)\left(p_{y}+q A_{y}\right) \\
& +\sigma_{y} \sigma_{x}\left(p_{y}+q A_{y}\right)\left(p_{x}+q A_{x}\right) \\
& +\sigma_{y} \sigma_{z}\left(p_{y}+q A_{y}\right)\left(p_{z}+q A_{z}\right) \\
& +\sigma_{z} \sigma_{y}\left(p_{z}+q A_{z}\right)\left(p_{y}+q A_{y}\right) \\
& +\sigma_{z} \sigma_{x}\left(p_{z}+q A_{z}\right)\left(p_{x}+q A_{x}\right) \\
& +\sigma_{x} \sigma_{z}\left(p_{x}+q A_{x}\right)\left(p_{z}+q A_{z}\right) \tag{11.34}
\end{align*}
$$

Using the properties of the Pauli matrices in Appendix B, we get

$$
\begin{align*}
{[\vec{\sigma} \cdot(\vec{p}+q \vec{A})]^{2}=} & \left(p_{x}+q A_{x}\right)^{2}+\left(p_{y}+q A_{y}\right)^{2}+\left(p_{z}+q A_{z}\right)^{2} \\
& +i \sigma_{z}\left(-i q \hbar \frac{\partial A_{y}}{\partial x}+i q \hbar \frac{\partial A_{x}}{\partial y}\right) \\
& +i \sigma_{y}\left(-i q \hbar \frac{\partial A_{x}}{\partial z}+i q \hbar \frac{\partial A_{z}}{\partial x}\right) \\
& +i \sigma_{x}\left(-i q \hbar \frac{\partial A_{z}}{\partial y}+i q \hbar \frac{\partial A_{y}}{\partial z}\right) \\
= & \left(p_{x}+q A_{x}\right)^{2}+\left(p_{y}+q A_{y}\right)^{2}+\left(p_{z}+q A_{z}\right)^{2} \\
& +q \hbar \sigma_{z}\left(\frac{\partial A_{y}}{\partial x}-\frac{\partial A_{x}}{\partial y}\right) \\
& +q \hbar \sigma_{y}\left(\frac{\partial A_{x}}{\partial z}-\frac{\partial A_{z}}{\partial x}\right) \\
& +q \hbar \sigma_{x}\left(\frac{\partial A_{z}}{\partial y}-\frac{\partial A_{y}}{\partial z}\right) \\
= & {[\vec{p}+q \vec{A}]^{2}+q \hbar(\vec{\nabla} \times \vec{A}) \cdot \vec{\sigma} } \tag{11.35}
\end{align*}
$$

where we have used the fact that $\vec{p}_{n}=-i \hbar\left(\partial / \partial \vec{x}_{n}\right)$.
Using the definition of the Bohr magneton and $\vec{B}=\vec{\nabla} \times \vec{A}$, we finally get the identity (11.33).

## ** Problem 11.6: Wave function associated with Landau levels

Let us consider a 2DEG in the $x-y$ plane with a uniform magnetic field perpendicular to it, as shown in Figure 11.1.

We choose the gauge

$$
\begin{equation*}
A_{x}=B y, A_{y}=A_{z}=0 . \tag{11.36}
\end{equation*}
$$

Find the wave functions of an electron in the 2DEG.

Solution: In this case, the Schrödinger equation describing the electron in the 2DEG is given by

$$
\begin{align*}
& {\left[-\frac{\left(-i \hbar \frac{\partial}{\partial x}+q B y\right)^{2}}{2 m *}-\frac{\hbar^{2}}{2 m^{*}}\left(\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}}\right)+V(z)\right] \Psi(x, y, z)} \\
& \quad=E \Psi(x, y, z), \tag{11.37}
\end{align*}
$$

where $V(z)$ is the confining potential in the $z$-direction.
We can expand the last equation as

$$
\begin{align*}
\{- & \frac{\hbar^{2}}{2 m^{*}}\left[\frac{\partial^{2}}{\partial x^{2}}+i \hbar \frac{q B}{m^{*}} y \frac{\partial}{\partial x}+\frac{(q B y)^{2}}{2 m *}\right] \\
& \left.-\frac{\hbar^{2}}{2 m^{*}}\left[\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}}\right]-\frac{\partial^{2}}{\partial z^{2}}+V(z)\right\} \Psi=E \Psi . \tag{11.38}
\end{align*}
$$

Since there are no mixed terms in the Hamiltonian in the above equation, meaning that there is not a single term that depends on more than one coordinate, the wave function can be written as the product of an $x$-dependent wave function, a $y$-dependent wave function, and a $z$-dependent wave function:

$$
\begin{equation*}
\Psi(x, y, z)=\phi(x) \eta(y) \xi(z) . \tag{11.39}
\end{equation*}
$$

Uniform magnetic field


Figure 11.1: Illustration of a 2DEG with a uniform magnetic field applied perpendicular to it (pointing in the $z$-direction).

Furthermore, since the Hamiltonian is invariant in $x$, meaning that it does not depend on the $x$-coordinate, the $x$-component of the wave function is a plane wave. Hence,

$$
\begin{equation*}
\Psi(x, y, z)=\frac{1}{\sqrt{L_{x}}} \mathrm{e}^{i k_{x} x} \eta(y) \xi(z) \tag{11.40}
\end{equation*}
$$

where $L_{x}$ is the normalizing length in the $x$-direction.
Substituting the last result in the Schrödinger equation, multiplying by the complex conjugate of the $x$-component of the wave function, and then integrating over the $x$-coordinate, we get

$$
\begin{align*}
& {\left[\frac{\hbar^{2} k_{x}^{2}}{2 m^{*}}-\hbar k_{x} \frac{q B}{m^{*}} y+\frac{(q B y)^{2}}{2 m *}-\frac{\hbar^{2}}{2 m^{*}}\left(\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}}\right)+V(z)\right] \eta(y) \xi(z)} \\
& \quad=E \eta(y) \xi(z) . \tag{11.41}
\end{align*}
$$

We can break this equation up to generate two equations:

$$
\begin{align*}
& {\left[\frac{\hbar^{2} k_{x}^{2}}{2 m^{*}}-\hbar k_{x} \frac{q B}{m^{*}} y+\frac{(q B y)^{2}}{2 m *}\right] \eta(y) \xi(z)-\frac{\hbar^{2}}{2 m^{*}} \frac{\partial^{2} \eta(y)}{\partial y^{2}} \xi(z)=\Lambda \eta(y) \xi(z)} \\
& \quad-\frac{\hbar^{2}}{2 m^{*}} \frac{\partial^{2} \xi(z)}{\partial z^{2}} \eta(y)+V(z) \eta(y) \xi(z)=\Xi \eta(y) \xi(z) \tag{11.42}
\end{align*}
$$

where $\Lambda+\Xi=E$. This allows us to decouple the $y$ - and $z$-components of the dynamics.

Dividing Equation (11.41) throughout by $\xi(z)$ and Equation (11.42) throughout by $\eta(y)$, we find two equations which depend exclusively on $y$ and $z$ coordinates, respectively, meaning that the $y$ - and $z$-components of motion have been decoupled. These equations are

$$
\begin{gather*}
{\left[-\frac{\hbar^{2}}{2 m^{*}} \frac{\partial^{2} \eta(y)}{\partial y^{2}}+\frac{1}{2} m^{*} \omega_{\mathrm{c}}^{2}\left(y-y_{0}\right)^{2}\right] \eta(y)=\Lambda \eta(y)}  \tag{11.43}\\
{\left[-\frac{\hbar^{2}}{2 m^{*}} \frac{\partial^{2}}{\partial z^{2}}+V(z)\right] \xi(z)=\Xi \xi(z)} \tag{11.44}
\end{gather*}
$$

where $\omega_{\mathrm{c}}=q B / m^{*}, y_{0}=\hbar k_{x} /(q B)$.
The solutions for the $z$-component of the wave function $\xi(z)$ and the corresponding eigenenergies $\Xi$ depend on the confining potential $V(z)$.

The solution for the $y$-component of the wave function $\eta(y)$ is that of a simple harmonic motion oscillator oscillating along the $y$-coordinate with motion centered at $y=y_{0}$. Hence, the solution for the $z$-component of the wave function depends on the confining potential $V(z)$. The solution for the $y$-component of the wave function is

$$
\begin{equation*}
\eta(y)=\left(\frac{\alpha}{\sqrt{\pi} 2^{m} m!}\right)^{1 / 2} H_{m}\left[\alpha\left(y-y_{0}\right)\right] \mathrm{e}^{-(1 / 2) \alpha^{2}\left(y-y_{0}\right)^{2}} \tag{11.45}
\end{equation*}
$$

where $m$ is an integer, $H_{m}$ is the Hermite polynomial of the $m$ th order (see Appendix B), and $\alpha=\sqrt{m^{*} \omega_{\mathrm{c}} / \hbar}$. The solution for the eigenenergy is

$$
\begin{equation*}
\Lambda=\left(m+\frac{1}{2}\right) \hbar \omega_{\mathrm{c}} . \tag{11.46}
\end{equation*}
$$

## * Problem 11.7: Average kinetic energy of an electron in a 2DEG in the presence of a perpendicular magnetic field

Starting with the results of the previous problem, find the expectation values of the kinetic energies associated with the x-component of motion in a $2 D E G$ (in the $x-y$ plane) subjected to a perpendicular magnetic field. Find also the kinetic energy for the $y$-component of the motion.

Solution: With the results from the previous problem, we have $\left\langle y^{2}\right\rangle$ $=\langle\eta(y)| y^{2}|\eta(y)\rangle=\left(m+\frac{1}{2}\right) \frac{\hbar}{m^{*} \omega_{\mathrm{c}}}+y_{0}{ }^{2}$ and $\langle y\rangle=y_{0}$.

The velocity operator becomes $\frac{\overrightarrow{p_{\mathrm{op}}}-q \vec{A}}{m^{*}}$ in a magnetic field. Hence, the expectation value is given by

$$
\begin{align*}
\left\langle v_{x}^{2}\right\rangle & =\left\langle\left(\frac{p_{x}-q A_{x}}{m^{*}}\right)^{2}\right\rangle=\frac{\left\langle p_{x}^{2}\right\rangle-2\left\langle p_{x} A_{x}+A_{x} p_{x}\right\rangle+q^{2} A_{x}^{2}}{m^{* 2}} \\
& =\frac{\hbar^{2} k_{x}^{2}-2 \hbar k_{x} q B\langle y\rangle+q^{2} B^{2}\left\langle y^{2}\right\rangle}{m^{* 2}} \\
& =\frac{\hbar^{2} k_{x}^{2}-2 \hbar k_{x} q B y_{0}+q^{2} B^{2}\left\langle y^{2}\right\rangle}{m^{* 2}} \\
& =\frac{q^{2} B^{2}\left(\left\langle y^{2}\right\rangle-y_{0}^{2}\right)}{m^{* 2}} \\
& =\omega_{\mathrm{c}}^{2}\left(\left\langle y^{2}\right\rangle-y_{0}^{2}\right), \tag{11.47}
\end{align*}
$$

where we used the facts that $A_{x}=B y$, the operators $A_{x}$ and $p_{x}$ commute, $y_{0}=$ $\hbar k_{x} /(q B),\left\langle p_{x}\right\rangle=\hbar k_{x},\left\langle p_{x}^{2}\right\rangle=\hbar^{2} k_{x}^{2}$, and $\omega_{c}=q B / m^{*}$.

Using the given expression for $\left\langle y^{2}\right\rangle$, we immediately find

$$
\begin{equation*}
\left\langle v_{x}^{2}\right\rangle=\left(m+\frac{1}{2}\right) \frac{\hbar \omega_{\mathrm{c}}}{m^{*}} . \tag{11.48}
\end{equation*}
$$

Hence, the kinetic energy associated with the $x$-component of motion is

$$
\begin{equation*}
\frac{1}{2} m^{*}\left\langle v_{x}^{2}\right\rangle=\frac{1}{2}\left(m+\frac{1}{2}\right) \hbar \omega_{\mathrm{c}} . \tag{11.49}
\end{equation*}
$$

Since the total energy $\Lambda=\frac{1}{2} m^{*}\left(\left\langle v_{x}^{2}\right\rangle+\left\langle v_{y}^{2}\right\rangle\right)=\left(m+\frac{1}{2}\right) \hbar \omega_{\mathrm{c}}$, the kinetic energy of the $y$-component of motion will be the same as that of the $x$-component, i.e.,

$$
\begin{equation*}
\frac{1}{2} m^{*}\left\langle v_{y}^{2}\right\rangle=\frac{1}{2}\left(m+\frac{1}{2}\right) \hbar \omega_{\mathrm{c}} . \tag{11.50}
\end{equation*}
$$

## * Problem 11.8: Kinematic momentum operator in a magnetic field

Show that the kinematic momentum operator $\vec{\Pi}_{\mathrm{op}}=\vec{p}_{\mathrm{op}}-q \vec{A}$ satisfies the relation

$$
\begin{equation*}
\vec{\Pi}_{\mathrm{op}} \times \vec{\Pi}_{\mathrm{op}}=i q \hbar \vec{B} \tag{11.51}
\end{equation*}
$$

where $\vec{B}$ is the magnetic flux density.

Solution: We have

$$
\begin{align*}
{\left[\vec{\Pi}_{\mathrm{op}} \times \vec{\Pi}_{\mathrm{op}}\right] \Psi=} & (-i \hbar \vec{\nabla}-q \vec{A}) \times(-i \hbar \vec{\nabla}-q \vec{A}) \Psi \\
= & -\hbar^{2} \vec{\nabla} \times \vec{\nabla} \Psi+i q \hbar \vec{\nabla} \times(\vec{A} \Psi) \\
& +i q \hbar \vec{A} \times \vec{\nabla} \Psi+q^{2} \vec{A} \times \vec{A} \Psi \\
= & i q \hbar[\vec{\nabla} \times(\vec{A} \Psi)+\vec{A} \times \vec{\nabla} \Psi] \tag{11.52}
\end{align*}
$$

Using the vector identity $\vec{\nabla} \times(\vec{A} \Psi)=\vec{\nabla} \Psi \times \vec{A}+\Psi(\vec{\nabla} \times \vec{A})$, Equation (11.52) becomes

$$
\begin{equation*}
\left[\vec{\Pi}_{\mathrm{op}} \times \overrightarrow{\Pi_{\mathrm{op}}}\right] \Psi=i q \hbar[-\vec{A} \times \vec{\nabla} \Psi+\Psi(\vec{\nabla} \times \vec{A})+\vec{A} \times \vec{\nabla} \Psi]=i q \hbar \vec{B} \Psi \tag{11.53}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\vec{\Pi}_{\mathrm{op}} \times \vec{\Pi}_{\mathrm{op}}=i q \hbar \vec{B} . \tag{11.54}
\end{equation*}
$$

## *** Problem 11.9: Wave functions in a 2DEG in the presence of constant electric and magnetic fields

Consider a 2DEG in the $x-y$ plane with an electric field $E$ directed in the $-y$ direction. A magnetic field of flux density $B$ is present in the $-z$-direction. The coordinate system is the same as in Figure 11.1. Show that the wave function of an electron in this system is given by

$$
\begin{equation*}
\Psi(x, y)=\mathrm{e}^{i k_{x} x} \eta_{m}(y) \tag{11.55}
\end{equation*}
$$

where $\eta_{m}(y)$ is given by Equation (11.45), except that $y_{0}$ is replaced by $y_{0}{ }^{\prime}$, where

$$
\begin{equation*}
y_{0}^{\prime}=\frac{1}{\omega_{\mathrm{c}}}\left[\frac{\hbar k_{x}}{m^{*}}-\frac{E}{B}\right] . \tag{11.56}
\end{equation*}
$$

Also, show that the eigenenergies of the electron are

$$
\begin{equation*}
\Lambda_{m}\left(k_{x}, E, B\right)=\left(m+\frac{1}{2}\right) \hbar \omega_{\mathrm{c}}-q E y_{0}^{\prime}+\frac{1}{2} m^{*}\left(\frac{E}{B}\right)^{2} \tag{11.57}
\end{equation*}
$$

where $m$ is an integer.

Solution: The Hamiltonian for this system is

$$
\begin{equation*}
H=\frac{(\vec{p}-q \vec{A})^{2}}{2 m^{*}}+q E y \tag{11.58}
\end{equation*}
$$

Starting with the time-independent Schrödinger equation and using Equation (11.55), this yields the following equation for the $y$-component of the wave function:

$$
\begin{equation*}
\left[\frac{\hbar^{2} k_{x}^{2}}{2 m^{*}}-\left(\hbar k_{x} \frac{q B}{m^{*}}-q E\right) y+\frac{(q B y)^{2}}{2 m *}-\frac{\hbar^{2}}{2 m^{*}} \frac{\partial^{2}}{\partial y^{2}}\right] \eta(y)=\Lambda \eta(y) \tag{11.59}
\end{equation*}
$$

The above equation can be recast as

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 m^{*}} \frac{\partial^{2}}{\partial y^{2}}+\frac{1}{2} m^{*} \omega_{\mathrm{c}}^{2}\left(y-y_{0}^{\prime}\right)^{2}-q E y_{0}-\frac{1}{2} m^{*}\left(\frac{E}{B}\right)^{2}\right] \eta(y)=\Lambda \eta(y) \tag{11.60}
\end{equation*}
$$

where $y_{0}{ }^{\prime}=\frac{1}{\omega_{\mathrm{c}}}\left[\frac{\hbar k_{x}}{m^{*}}-\frac{E}{B}\right]$ and $y_{0}=\frac{1}{\omega_{\mathrm{c}}} \frac{\hbar k_{x}}{m^{*}}$. Equation (11.60) can then be recast as

$$
\begin{gather*}
{\left[-\frac{\hbar^{2}}{2 m^{*}} \frac{\partial^{2} \eta}{\partial y^{2}}+\frac{1}{2} m^{*} \omega_{\mathrm{c}}{ }^{2}\left(y-y_{0}{ }^{\prime}\right)^{2}\right] \eta(y)} \\
\quad=\left[\Lambda+q E y_{0}{ }^{\prime}-\frac{1}{2} m^{*}\left(\frac{E}{B}\right)^{2}\right] \eta(y) . \tag{11.61}
\end{gather*}
$$

This is the same equation as Equation (11.43), with $y_{0}{ }^{\prime}$ replacing $y_{0}$ and $\Lambda^{\prime}=$ $\Lambda+q E y_{0}{ }^{\prime}-\frac{1}{2} m^{*}\left(\frac{E}{B}\right)^{2}$ replacing $\Lambda$.

Hence, the solutions for the wave function $\eta(y)$ in perpendicular electric and magnetic fields, sometimes referred to as magneto-electric states in a 2DEG, are given by Equation (11.45) with $y_{0}{ }^{\prime}$ replacing $y_{0}$.

Furthermore, since $\Lambda^{\prime}=\left(m+\frac{1}{2} \hbar \omega_{c}\right)$, we get that the eigenenergies of the magneto-electric states in a 2DEG are given by

$$
\begin{equation*}
\Lambda_{m}\left(k_{x}, E, B\right)=\left(m+\frac{1}{2} \hbar \omega_{\mathrm{c}}\right)-e E y_{0}^{\prime}+\frac{1}{2} m^{*}\left(\frac{E}{B}\right)^{2} . \tag{11.62}
\end{equation*}
$$

## ***** Problem 11.10: Polarizability $\alpha$ of a three-dimensional harmonic oscillator in a uniform external magnetic field

Prove that the polarizability of a three-dimensional harmonic oscillator is independent of the angle between the external magnetic and electric fields. Furthermore, the polarizability is independent of the magnetic field and is given by the well-known zero field value, $\alpha=\frac{q^{2}}{m^{*} \omega_{0}^{2}}$.

Solution: We consider the Hamiltonian of a three-dimensional harmonic oscillator in a static magnetic field ( $\vec{B}$ along $z$ ),

$$
\begin{equation*}
H_{0}=\frac{(\vec{p}-q \vec{A})^{2}}{2 m^{*}}+\frac{1}{2} m^{*} \omega_{0}^{2} r^{2} \tag{11.63}
\end{equation*}
$$

which can be written

$$
\begin{equation*}
H_{0}=\frac{p^{2}}{2 m^{*}}+\frac{m^{*} \omega_{0}^{2} r^{2}}{2}-\frac{q \vec{A} \cdot \vec{p}}{m^{*}}+\frac{q^{2} \vec{A} \cdot \vec{A}}{2 m^{*}} \tag{11.64}
\end{equation*}
$$

Using the symmetric gauge

$$
\begin{equation*}
\vec{A}=-\frac{1}{2} \vec{r} X \vec{B} \tag{11.65}
\end{equation*}
$$

the Hamiltonian (11.64) can be rewritten as

$$
\begin{equation*}
H_{0}=\frac{p^{2}}{2 m^{*}}+\frac{m^{*}}{2} \omega_{0}^{2} r^{2}+\frac{m^{*}}{4} \omega_{L}^{2}\left(x^{2}+y^{2}\right)+\vec{\omega}_{L} \cdot \vec{L} \tag{11.66}
\end{equation*}
$$

where

$$
\begin{equation*}
\vec{\omega}_{L}=\frac{-q}{2 m^{*}} \vec{B} . \tag{11.67}
\end{equation*}
$$

We then rewrite Equation (11.66) as

$$
\begin{equation*}
H_{0}=H_{\|}+H_{\perp} \tag{11.68}
\end{equation*}
$$

where

$$
\begin{align*}
H_{\|} & =\frac{p_{z}^{2}}{2 m^{*}}+\frac{m^{*}}{2} \omega_{0}^{2} z^{2}  \tag{11.69}\\
H_{\perp} & =\frac{p_{z}^{2}+p_{y}^{2}}{2 m^{*}}+\frac{m^{*} \omega^{2}}{2}\left(x^{2}+y^{2}\right)+\omega_{L} L_{z} \tag{11.70}
\end{align*}
$$

In Equation (11.70), $\omega_{L}=\frac{-q B}{2 m^{*}}$ and $\omega=\sqrt{\omega_{0}^{2}+\omega_{L}^{2}}$. We define the annihilation and creation operators

$$
\begin{align*}
& a_{z}=\frac{1}{\sqrt{2}}\left(\beta_{0} z+\frac{i}{\hbar \beta_{0}} p_{z}\right),  \tag{11.71}\\
& a_{z}^{\dagger}=\frac{1}{\sqrt{2}}\left(\beta_{0} z-\frac{i}{\hbar \beta_{0}} p_{z}\right), \tag{11.72}
\end{align*}
$$

with

$$
\begin{equation*}
\beta_{0}=\left(\frac{m^{*} \omega_{0}}{\hbar}\right)^{1 / 2} \tag{11.73}
\end{equation*}
$$

The operators $a_{z}, a_{z}^{\dagger}$ satisfy the commutation rule

$$
\begin{equation*}
\left[a_{z}, a_{z}^{\dagger}\right]=1 \tag{11.74}
\end{equation*}
$$

We also introduce the operators

$$
\begin{align*}
& a_{r}=\frac{1}{\sqrt{2}}\left(a_{x}-i a_{y}\right),  \tag{11.75}\\
& a_{\ell}=\frac{1}{\sqrt{2}}\left(a_{x}+i a_{y}\right), \tag{11.76}
\end{align*}
$$

where $a_{x}$ and $a_{y}$ are defined using Equation (11.71), changing $z$ to $x$ and $y$, respectively.

It is easily seen that the following commutation rules are satisfied:

$$
\begin{align*}
& {\left[a_{\ell}, a_{\ell}^{\dagger}\right]=1,}  \tag{11.77}\\
& {\left[a_{r}, a_{r}^{\dagger}\right]=1 .} \tag{11.78}
\end{align*}
$$

Using the definitions, the Hamiltonian (11.66) can be rewritten as

$$
\begin{equation*}
H_{0}=H_{\|}+H_{\perp}, \tag{11.79}
\end{equation*}
$$

where

$$
\begin{align*}
& H_{\|}=\hbar \omega_{0}\left(N_{z}+\frac{1}{2}\right)  \tag{11.80}\\
& H_{\perp}=\hbar \omega\left(N_{r}+N_{\ell}+1\right)+\hbar \omega_{L}\left(N_{r}-N_{\ell}\right) \tag{11.81}
\end{align*}
$$

and we have introduced the occupation number operators

$$
\begin{align*}
& N_{z}=a_{z}^{\dagger} a_{z},  \tag{11.82}\\
& N_{\ell}=a_{\ell}^{\dagger} a_{\ell},  \tag{11.83}\\
& N_{r}=a_{r}^{\dagger} a_{r} . \tag{11.84}
\end{align*}
$$

In the presence of an external (uniform) electric field, we must add the Stark interaction to the Hamiltonian (11.63). The total Hamiltonian can be written as

$$
\begin{equation*}
H=H_{0}-q \vec{E} . \vec{r} . \tag{11.85}
\end{equation*}
$$

## Case 1: Polarizability of a harmonic oscillator in parallel configuration $(\vec{E} \| \vec{B})$

In this case, Equation (11.85) becomes

$$
\begin{equation*}
H=H_{0}-q E z . \tag{11.86}
\end{equation*}
$$

Next, we perform a unitary transform on $H_{0}$ with $U=\mathrm{e}^{S}$, where

$$
\begin{equation*}
S=-\lambda\left(a_{z}-a_{z}^{\dagger}\right), \tag{11.87}
\end{equation*}
$$

$\lambda$ being some parameter to be determined later. The transformed Hamiltonian $H$ can be written as

$$
\begin{equation*}
H=U H U^{\dagger}=\mathrm{e}^{S} H \mathrm{e}^{-S} . \tag{11.88}
\end{equation*}
$$

Next, we make use of the following identity derived in Problem 2.5:

$$
\begin{equation*}
\mathrm{e}^{\xi \hat{A}} \hat{B} \mathrm{e}^{\xi \hat{A}}=\hat{B}+\xi[\hat{A}, \hat{B}]+\frac{E^{2}}{2!}[\hat{A},[\hat{A}, \hat{B}]]+\frac{\xi^{3}}{3!}[\hat{A},[\hat{A},[\hat{A}, \hat{B}]]]+\cdots \tag{11.89}
\end{equation*}
$$

For $\xi=1, \hat{B}=H_{0}$, and $\hat{A}=S$, Equation (11.89) gives

$$
\begin{equation*}
\mathrm{e}^{S} H_{0} \mathrm{e}^{-S}=H_{0}+\left[S, H_{0}\right]+\frac{1}{2!}\left[S,\left[S, H_{0}\right]\right]+\cdots \tag{11.90}
\end{equation*}
$$

First, we calculate $\left[S, H_{0}\right]$ :

$$
\begin{equation*}
\left[S, H_{0}\right]=\left[-\lambda\left(a_{z}-a_{z}^{\dagger}\right), H_{\perp}\right]=-\lambda \hbar \omega_{0}\left[a_{z}-a_{z}^{\dagger}, a_{z}^{\dagger} a_{z}\right] \tag{11.91}
\end{equation*}
$$

Making use of the relations

$$
\begin{equation*}
\left[a_{z}^{\dagger}, a_{z}^{\dagger} a_{z}\right]=\left[a_{z}^{\dagger}, a_{z}^{\dagger}\right] a_{z}+a_{z}^{\dagger}\left[a_{z}^{\dagger}, a_{z}\right]=-a_{z}^{\dagger}, \tag{11.92}
\end{equation*}
$$

we finally obtain

$$
\begin{equation*}
\left[S, H_{0}\right]=-\lambda \hbar \omega_{0}\left(a_{z}+a_{z}^{\dagger}\right) \tag{11.93}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
{\left[S,\left[S, H_{0}\right]\right] } & =\lambda^{2} \hbar \omega_{0}\left[a_{z}-a_{z}^{\dagger}, a_{z}+a_{z}^{\dagger}\right] \\
& =\lambda^{2} \hbar \omega_{0}\left\{\left[a_{z}, a_{z}^{\dagger}\right]-\left[a_{z}^{\dagger}, a_{z}\right]\right\} \\
& =2 \lambda^{2} \hbar \omega_{0} . \tag{11.94}
\end{align*}
$$

We therefore conclude that all the terms after the third one in the expansion (11.89) are identically zero. Grouping the previous results, the transformed Hamiltonian is therefore

$$
\begin{equation*}
H=\mathrm{e}^{S} H_{0} \mathrm{e}^{-S}=H_{0}-\lambda \hbar \omega_{0}\left(a_{z}+a_{z}^{\dagger}\right)+\lambda^{2} \hbar \omega_{0} \tag{11.95}
\end{equation*}
$$

Since

$$
\begin{equation*}
z=\frac{1}{2 \beta_{0}}\left(a_{z}+a_{z}^{\dagger}\right) \tag{11.96}
\end{equation*}
$$

the second term in Equation (11.95) is equal to the Stark shift $-q E z$ if we choose $\lambda$ such that

$$
\begin{equation*}
\lambda=\frac{q E}{\sqrt{2 m^{*} \hbar \omega_{0}}} \frac{1}{\omega_{0}} . \tag{11.97}
\end{equation*}
$$

Equation (11.95) can then be rewritten as

$$
\begin{equation*}
H-\frac{q^{2}}{2 m^{*} \omega_{0}^{2}} E^{2}=H_{0}-q E z \tag{11.98}
\end{equation*}
$$

In other words, the eigenvalues of $H_{0}-q E z$ are the same as the eigenvalues of $H-\frac{q^{2}}{2 m^{*} \omega_{0}^{2}} E^{2}$. Calling $|n\rangle$ the eigenstates of $H_{0}$, we therefore deduce that the eigenstates of $H_{0}-q E z$ are

$$
\begin{equation*}
\mathrm{e}^{S}|n\rangle \tag{11.99}
\end{equation*}
$$

with eigenvalues

$$
\begin{equation*}
E_{n}=E_{n}^{0}-\frac{q^{2}}{2 m^{*} \omega_{0}^{2}} E^{2} \tag{11.100}
\end{equation*}
$$

$E_{n}^{0}$ being the eigenvalues of $H_{0}$, given by

$$
\begin{equation*}
E_{n}^{0}=\hbar \omega_{0}\left(n_{0}+\frac{1}{2}\right)+\hbar \omega\left(n_{r}+n_{\ell}+1\right)+\hbar \omega_{L}\left(n_{r}-n_{\ell}\right) \tag{11.101}
\end{equation*}
$$

where $n_{0}, n_{r}, n_{\ell}$ are integers. By definition, the polarizability $\alpha$ is such that

$$
\begin{equation*}
E_{n}=E^{0}{ }_{n}-\frac{1}{2} \alpha_{n} E^{2} . \tag{11.102}
\end{equation*}
$$

By comparing Equations (11.100) and (11.102), the polarizability of each level is therefore deduced to be

$$
\begin{equation*}
\alpha_{\|}=\frac{q^{2}}{m^{*} \omega_{0}^{2}}, \tag{11.103}
\end{equation*}
$$

which does not depend on the magnetic field intensity.

Case 2: Polarizability of a harmonic oscillator in the perpendicular configuration $(\vec{E} \perp \vec{B})$

If the electric field is selected along the $y$-axis, the Stark shift can be written as

$$
\begin{equation*}
-q E y \tag{11.104}
\end{equation*}
$$

From Equations (11.75) and (11.76), we have

$$
\begin{equation*}
y=\frac{1}{\sqrt{2} \beta_{0}}\left(a_{y}+a_{y}^{\dagger}\right)=\frac{1}{2 \beta_{0} i}\left[\left(a_{\ell}-a_{\ell}^{+}\right)+\left(a_{r}^{+}-a_{r}\right)\right] \tag{11.105}
\end{equation*}
$$

We now perform two unitary transforms on the Hamiltonian $H_{0}$, i.e.,

$$
\begin{equation*}
H=U H_{0} U^{\dagger} \tag{11.106}
\end{equation*}
$$

where $U=U_{r} U_{\ell}$ with

$$
\begin{align*}
& U_{r}=\mathrm{e}^{-\left(\lambda a_{r}-\lambda^{*} a_{r}^{\dagger}\right)},  \tag{11.107}\\
& U_{l}=\mathrm{e}^{-\left(\mu a_{\ell}-\mu^{*} a_{\ell}^{\dagger}\right)}, \tag{11.108}
\end{align*}
$$

$\lambda, \mu$ are two complex numbers to be determined later, and the $*$ stands for complex conjugate. We have

$$
\begin{equation*}
H=U H_{0} U^{\dagger}=\left(U_{\ell} U_{r}\right) H_{\perp}\left(U_{r}^{\dagger} U_{\ell}^{\dagger}\right)+H_{\|} \tag{11.109}
\end{equation*}
$$

since $H_{\|}$is not affected by either $U_{\ell}$ nor $U_{r}$. We first calculate

$$
\begin{equation*}
U_{r} H_{\perp} U_{r}^{\dagger}=\hbar\left(\omega+\omega_{L}\right) U_{r} N_{r} U_{r}^{\dagger}+\hbar \omega+\hbar\left(\omega-\omega_{L}\right) N_{\ell} \tag{11.110}
\end{equation*}
$$

Since $U_{r}$ does not affect the operator $N_{\ell}$, we have

$$
\begin{equation*}
U_{r} N_{r} U_{r}^{\dagger}=\left(U_{r} a_{r}^{\dagger} U_{r}^{\dagger}\right)\left(U_{r} a_{r} U_{r}^{\dagger}\right) \tag{11.111}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{r} a_{r}^{\dagger} U_{r}^{\dagger}=\mathrm{e}^{S_{r}} a_{r}^{\dagger} \mathrm{e}^{-S_{r}}, \tag{11.112}
\end{equation*}
$$

with

$$
\begin{equation*}
S_{r}=-\left(\lambda a_{r}-\lambda^{*} a_{r}^{\dagger}\right) \tag{11.113}
\end{equation*}
$$

Using once again the identity (11.89), we have

$$
\begin{align*}
U_{r} a_{r}^{\dagger} U_{r}^{\dagger} & =a_{r}^{\dagger}+\left[S_{r}, a_{r}^{\dagger}\right]+\frac{1}{2!}\left[S_{r},\left[S_{r}, a_{r}^{\dagger}\right]\right]+\cdots \\
& =a_{r}^{\dagger}-\left[\lambda a_{r}-\lambda^{*} a_{r}^{\dagger}, a_{r}^{\dagger}\right]+0+\cdots \\
& =a_{r}^{\dagger}-\lambda, \tag{11.114}
\end{align*}
$$

and similarly

$$
\begin{equation*}
U_{r} a_{r} U_{r}^{\dagger}=a_{r}-\lambda^{*} \tag{11.115}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
U_{r} H_{\perp} U_{r}^{\dagger}= & \hbar\left(\omega+\omega_{L}\right)\left(a_{r}^{\dagger}-\lambda\right)\left(a_{r}-\lambda^{*}\right)+\hbar \omega+\hbar\left(\omega-\omega_{L}\right) N_{\ell} \\
& +\hbar\left(\omega+\omega_{L}\right) N_{r}+\hbar\left(\omega-\omega_{L}\right) N_{\ell} \\
& -\hbar\left(\omega+\omega_{L}\right)\left(\lambda a_{r}+\lambda^{*} a_{r}^{\dagger}\right)+\hbar \omega+\hbar\left(\omega+\omega_{L}\right)|\lambda|^{2} . \tag{11.116}
\end{align*}
$$

Next, we perform the second unitary transform,

$$
\begin{align*}
U_{\ell}\left(U_{r} H_{\perp} U_{r}^{\dagger}\right) U_{\ell}= & \hbar\left(\omega-\omega_{L}\right) N_{r}-\lambda \hbar\left(\omega-\omega_{L}\right)\left(a_{r}+a_{r}^{\dagger}\right) \\
& +\hbar\left(\omega-\omega_{L}\right)|\lambda|^{2} \\
& +\hbar \omega+U_{\ell}\left[\hbar\left(\omega-\omega_{L}\right) N_{\ell}\right] U_{\ell}^{\dagger} . \tag{11.117}
\end{align*}
$$

Following the derivation leading to Equations (11.114) and (11.115), we get

$$
\begin{align*}
& U_{\ell} a_{\ell}^{\dagger} U_{\ell}^{\dagger}=a_{\ell}^{\dagger}-\mu,  \tag{11.118}\\
& U_{\ell} a_{\ell} U_{\ell}^{\dagger}=a_{\ell}-\mu^{*} . \tag{11.119}
\end{align*}
$$

Therefore,

$$
\begin{align*}
U_{\ell}\left(U_{r} H_{\perp} U_{r}^{\dagger}\right) U_{\ell}^{\dagger}= & \hbar\left(\omega+\omega_{L}\right) N_{r}+\hbar\left(\omega-\omega_{L}\right) N_{\ell} \\
& -\hbar\left(\omega+\omega_{L}\right)\left(\lambda a_{r}+\lambda^{*} a_{r}^{\dagger}\right) \\
& -\hbar\left(\omega-\omega_{L}\right)\left(\mu a_{\ell}+\mu^{*} a_{\ell}^{\dagger}\right)+\hbar \omega \\
& +\hbar\left(\omega-\omega_{L}\right)|\mu|^{2}+\hbar\left(\omega+\omega_{L}\right)|\lambda|^{2} \tag{11.120}
\end{align*}
$$

Choosing $\lambda$ and $\mu$ such that

$$
\begin{align*}
& -\hbar\left(\omega+\omega_{L}\right)\left(\lambda a_{r}+\lambda^{*} a_{r}^{\dagger}\right)=\frac{-q E}{2 \beta} i\left(a_{r}-a_{r}^{\dagger}\right),  \tag{11.121}\\
& -\hbar\left(\omega-\omega_{L}\right)\left(\mu a_{\ell}+\mu^{*} a_{\ell}^{\dagger}\right)=\frac{-q E}{2 \beta i} i\left(a_{\ell}-a_{\ell}^{\dagger}\right), \tag{11.122}
\end{align*}
$$

we get

$$
\begin{align*}
& \lambda=\frac{i q E}{2\left(\omega+\omega_{L}\right)} \frac{1}{\sqrt{m \hbar \omega}}  \tag{11.123}\\
& \mu=\frac{-q E}{2\left(\omega-\omega_{L}\right)} \frac{1}{\sqrt{m \hbar \omega}} \tag{11.124}
\end{align*}
$$

We therefore obtain

$$
\begin{align*}
U_{\ell} U_{r} H_{\perp} U_{r}^{\dagger} U_{\ell}^{\dagger}= & \hbar \omega\left(N_{r}+N_{\ell}+1\right)+\hbar \omega_{L}\left(N_{r}-N_{\ell}\right)-q E y \\
& +\hbar\left(\omega+\omega_{L}\right)|\lambda|^{2}+\hbar\left(\omega-\omega_{L}\right)|\mu|^{2} \tag{11.125}
\end{align*}
$$

and using Equation (11.109) we obtain

$$
\begin{align*}
H & =U_{\ell} U_{r} H_{0} U_{r}^{\dagger} U_{\ell}^{\dagger}-\hbar\left(\omega+\omega_{L}\right)|\lambda|^{2}-\hbar\left(\omega-\omega_{L}\right)|\mu|^{2} \\
& =\hbar \omega\left(N_{r}+N_{\ell}+1\right)+\hbar \omega_{L}\left(N_{r}-N_{\ell}\right)+\hbar \omega_{0}\left(N_{z}+\frac{1}{2}\right)-q E y \tag{11.126}
\end{align*}
$$

The eigenstates of $H$ are

$$
\begin{equation*}
U_{\ell} U_{r}|n\rangle \tag{11.127}
\end{equation*}
$$

with eigenvalues

$$
\begin{equation*}
E_{n}=E_{n}^{0}-\hbar\left(\omega+\omega_{L}\right)|\lambda|^{2}-\hbar\left(\omega-\omega_{L}\right)|\mu|^{2}, \tag{11.128}
\end{equation*}
$$

where $E_{n}^{0}$ is given by Equation (11.101).
Using Equations (11.123) and (11.124), we finally obtain

$$
\begin{equation*}
E_{n}=E_{n}^{0}-\frac{1}{2} \frac{q^{2} E^{2}}{m} \frac{1}{\left(\omega^{2}-\omega_{L}^{2}\right)} \tag{11.129}
\end{equation*}
$$

Then, using $\omega^{2}=\omega_{0}^{2}+\omega_{L}^{2}$, we get

$$
\begin{equation*}
E_{n}=E_{n}^{0}-\frac{1}{2}\left(\frac{q^{2}}{m^{*} \omega_{0}^{2}}\right) E^{2} \tag{11.130}
\end{equation*}
$$

which means that in the perpendicular configuration the polarizability is also given by

$$
\begin{equation*}
\alpha_{\perp}=\frac{q^{2}}{m^{*} \omega_{0}^{2}} \tag{11.131}
\end{equation*}
$$

and does not depend on the magnetic field intensity.

Case 3: Polarizability of a harmonic oscillator for an arbitrary angle between $\vec{E}$ and $\vec{B}$
Assuming the $\vec{E}$ field to be in the $y-z$ plane at an angle $\theta$ with the $z$-axis, the total Hamiltonian can be written as

$$
\begin{equation*}
H=H_{0}-q E \cos \theta-q E \sin \theta \tag{11.132}
\end{equation*}
$$

Therefore, the polarizability is given by

$$
\begin{equation*}
\alpha=\alpha_{\perp} \sin ^{2} \theta+\alpha_{\|} \cos ^{2} \theta \tag{11.133}
\end{equation*}
$$

Since $\alpha_{\|}=\alpha_{\perp}$, we get

$$
\begin{equation*}
\alpha=\frac{q^{2}}{m^{*} \omega_{0}^{2}}, \tag{11.134}
\end{equation*}
$$

independent of the angle $\theta$ between the electric and magnetic fields and the intensity of the magnetic field.

## Suggested problems

- Find a general expression for a gauge which would be associated with a homogeneous (i.e., independent of position) magnetic field in the $(\theta, \phi)$ direction. Find the components $A_{x}, A_{y}, A_{z}$ of $\vec{A}$ such that $\vec{\nabla} \times \vec{A}=\vec{B}$.
- Show that the gauge $\vec{A}=(0,-B z, 0)$ corresponds to a uniform magnetic field along the $x$-axis, i.e., $\vec{B}=(B, 0,0)$.
- Starting with the Hamiltonian for a free electron in a uniform magnetic field,

$$
H=\frac{(\vec{p}-q \vec{A})^{2}}{2 m^{*}}
$$

show that in the Coulomb gauge, for which $\vec{\nabla} \cdot \vec{A}=0, H$ can be rewritten as

$$
H=\frac{p^{2}}{2 m^{*}}-\frac{q \vec{p} \cdot \vec{A}}{m^{*}}+\frac{q^{2} \vec{A} \cdot \vec{A}}{2 m^{*}}
$$

- Find the analytical expression for the wave functions of the Landau levels derived in the general gauge in Problem 11.1.
- An electron has its spin parallel to $\hat{n}=(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$ at time $t=0$ and is in the presence of a magnetic field $\vec{B}=(0,0, B)$. The Hamiltonian of this system is

$$
H=\frac{1}{2} \hbar \omega_{B} \sigma_{z}
$$

with $\omega_{B}=g \mu_{\mathrm{B}} B$.
(1) Write the initial state in terms of the eigenvectors $|\alpha\rangle$ and $|\beta\rangle$ of $\sigma_{z}$, i.e., $\sigma_{z}|\alpha\rangle=+1|\alpha\rangle$ and $\sigma_{z}|\beta\rangle=-1|\beta\rangle$.
(2) Find the state $\phi(t)$ for $t \geq 0$.
(3) What is the probability that a measurement of $S_{z}$ gives $+\frac{\hbar}{2}$ at time $t$ ?

- Suppose an electron is trapped in a 2DEG (in the $x-y$ plane) and that the confinement in the $z$-direction can be approximated by a harmonic potential of the form $V(z)=\frac{1}{2} m^{*} \omega^{2} z^{2}$.
(1) What is the Hamiltonian associated with the electron in the presence of a uniform tilted magnetic field with components $\vec{B}=\left(B_{x}, 0, B_{z}\right)$ ? You must first find a suitable gauge to describe this tilted magnetic field.
(2) Using the fact that $p_{x}$ is a constant of motion, show that the Hamiltonian is of the form $\frac{\hbar^{2} k_{x}{ }^{2}}{2 m^{*}}+H\left(y, p_{z}\right)$, where $H\left(y, p_{z}\right)$ is the Hamiltonian associated with two coupled harmonic oscillators.
- Derive an analytical expression for the energy eigenvalues of the Hamiltonian derived in the previous step. Your expression should depend on the angle $\theta$ of the magnetic field defined such that $\sin \theta=B_{x} / B$, where $B=\sqrt{B_{x}^{2}+B_{y}^{2}}$ is the external magnetic field's flux density.
- Calculate the explicit form of the unitary operator for the case of a spin- $1 / 2$ particle (electron) in a spatially uniform and time-independent magnetic field along the $z$-axis.
- Find the eigenvalues and eigenfunctions of an electron in a uniform magnetic field $\vec{B}=(0,0, B)$ taking into account the spin of the electron. Use the gauge $\vec{A}=(0, B x, 0)$.
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## Chapter 12: Electron in an Electromagnetic Field and Optical Properties of Nanostructures

Many important quantum mechanics problems deal with the interaction of an electron with an electromagnetic wave such as light. They include problems dealing with absorption and stimulated emission of light, and the behavior of an electron in the presence of light [1-3]. In this chapter, we describe how to treat an electron's interaction with an electromagnetic wave, followed by some important problems and solutions.

## Preliminary

An electromagnetic field has a space- and time-varying electric field $\vec{E}(\vec{r}, t)$ and a space- and time-varying magnetic field of flux density $\vec{B}(\vec{r}, t)$. They generate both vector and scalar potentials $\vec{A}(\vec{r}, t)$ and $V(\vec{r}, t)$, respectively, such that the electric and magnetic fields can be related to these potentials as [4]

$$
\begin{align*}
& \vec{E}(\vec{r}, t)=-\vec{\nabla} V(\vec{r}, t)-\frac{\partial \vec{A}(\vec{r}, t)}{\partial t}  \tag{12.1}\\
& \vec{B}(\vec{r}, t)=\nabla \times \vec{A}(\vec{r}, t) \tag{12.2}
\end{align*}
$$

where $V(\vec{r}, t)$ is the (space- and time-varying) scalar potential and $\vec{A}(\vec{r}, t)$ is the (space- and time-varying) vector potential.

Obviously there are many different vector and scalar potentials that will satisfy the above equations for a given electric or magnetic field. Each such choice is called a "gauge," and all choices satisfying the above relations are legitimate, although some may be preferred over others for no other reason than mathematical convenience. No matter what choice of gauge we adopt, the final observable must always be gauge independent. Consider the following transformations to the scalar and vector potentials:

$$
\begin{align*}
V(\vec{r}, t) & \rightarrow V(\vec{r}, t)-\frac{\partial \Lambda(\vec{r}, t)}{\partial t}  \tag{12.3}\\
\vec{A}(\vec{r}, t) & \rightarrow \vec{A}(\vec{r}, t)+\vec{\nabla} \Lambda(\vec{r}, t) \tag{12.4}
\end{align*}
$$

where $\Lambda(\vec{r}, t)$ is an arbitrary space- and time-dependent scalar. These potential transformations, which are called "gauge transformations," do not affect the electric field and the magnetic flux densities at all, as can be seen from Equations (12.1) and (12.2). Therefore, the electric and magnetic flux densities are gauge invariant. Any physical quantity must be gauge invariant.

## Problem 12.1: Electron-photon interaction Hamiltonian

The Hamiltonian of an electron in an electromagnetic field is of the form

$$
\begin{equation*}
H=\frac{1}{2 m}|\vec{p}-e \vec{A}(t)|^{2}+V(\vec{r}, t)+V_{0}(\vec{r}, t) \tag{12.5}
\end{equation*}
$$

where $e$ is the electronic charge, $\vec{p}=-i \hbar \vec{\nabla}$, and $V_{0}(\vec{r}, t)$ is the scalar potential that the electron experiences in the absence of the wave. The electromagnetic field is, of course, composed of photons. From the above, derive the electron-photon interaction operator if the electromagnetic wave is a transverse electric and magnetic (TEM) wave.

Solution: In the absence of the electromagnetic wave, the Hamiltonian is

$$
\begin{equation*}
H_{0}=\frac{1}{2 m^{*}}|\vec{p}|^{2}+V_{0}(\vec{r}, t)=-\frac{\hbar^{2}}{2 m^{*}} \nabla^{2}+V_{0}(\vec{r}, t) \tag{12.6}
\end{equation*}
$$

Therefore, the electron-photon interaction Hamiltonian is

$$
\begin{align*}
H_{\mathrm{e}-\mathrm{p}}= & H-H_{0}=-\frac{e}{2 m^{*}}[\vec{p} \cdot \vec{A}(\vec{r}, t)+\vec{A}(\vec{r}, t) \cdot \vec{p}] \\
& +\frac{e^{2}}{2 m^{*}} \vec{A}(\vec{r}, t) \cdot \vec{A}(\vec{r}, t)+V(\vec{r}, t) . \tag{12.7}
\end{align*}
$$

Note that, in general, the momentum operator and the vector potential will not commute, since

$$
\begin{equation*}
\vec{p} \cdot \vec{A}(\vec{r}, t)-\vec{A}(\vec{r}, t) \cdot \vec{p}=-i \hbar \vec{\nabla} \cdot[\vec{A}(\vec{r}, t)] \neq 0 \tag{12.8}
\end{equation*}
$$

However, for a TEM wave, the divergence of the vector potential can be shown to be zero as follows:

First, since scalar potential is always undefined to the extent of an arbitrary potential, let us set it equal to zero and write $\vec{E}(\vec{r}, t)=-\frac{\partial \vec{A}(\vec{r}, t)}{\partial t}$. For a TEM wave,

$$
\begin{equation*}
\vec{E}(\vec{r}, t)=\hat{\mu} E_{0} \sin (\omega t-\vec{q} \cdot \vec{r}) \tag{12.9}
\end{equation*}
$$

where $\hat{\mu}$ is the unit vector in the direction of the wave's polarization, $E_{0}$ is the amplitude of the electric field in the wave, $\omega$ is the wave frequency, and $\vec{q}$ is the wavevector. Therefore, from Equation (12.1), we get

$$
\begin{equation*}
\vec{A}(\vec{r}, t)=\hat{\mu} \frac{E_{0}}{\omega} \cos (\omega t-\vec{q} \cdot \vec{r})+\lambda(\vec{r}) \tag{12.10}
\end{equation*}
$$

where $\lambda(\vec{r})$ is an arbitrary time-independent quantity. We will choose the gauge to make $\lambda(\vec{r})=0$.

The divergence of the vector potential is

$$
\begin{equation*}
\vec{\nabla} \cdot[\vec{A}(\vec{r}, t)]=-\hat{\mu} \cdot \vec{q} \frac{E_{0}}{\omega} \cos (\omega t-\vec{q} \cdot \vec{r}) \tag{12.11}
\end{equation*}
$$

For a TE (transverse electric) or TEM wave, $\hat{\mu} \cdot \vec{q}=0$. Hence $\operatorname{div}[\vec{A}(\vec{r}, t)]=0$.

Returning to the electron-photon interaction Hamiltonian, it now becomes

$$
\begin{equation*}
H_{\mathrm{e}-\mathrm{p}}=-\frac{e}{m^{*}} \vec{A}(\vec{r}, t) \cdot \vec{p}+\frac{e^{2}}{2 m^{*}}|\vec{A}(\vec{r}, t)|^{2}+V(\vec{r}, t) . \tag{12.12}
\end{equation*}
$$

Unless the wave amplitude is very large, we can neglect the square term involving the vector potential in comparison with the linear term and write (setting $V(\vec{r}, t)=0)$

$$
\begin{equation*}
H_{\mathrm{e}-\mathrm{p}} \approx-\frac{e}{m^{*}} \vec{A}(\vec{r}, t) \cdot \vec{p}=\frac{i e \hbar}{2 m^{*}} \frac{E_{0}}{\omega}\left[\mathrm{e}^{i(\omega t-\vec{q} \cdot \vec{r})}+\mathrm{e}^{-i(\omega t-\vec{q} \cdot \vec{r})}\right] \hat{\mu} \cdot \vec{\nabla} \tag{12.13}
\end{equation*}
$$

We can go one step further and eliminate the electric field amplitude. Equating the energy density in the wave to the photon energy density (which is somewhat equivalent to quantizing the wave or recognizing that it consists of discrete quanta of energy in the form of photons), we get

$$
\begin{equation*}
\frac{1}{2} \epsilon E_{0}^{2}=\frac{\hbar \omega}{\Omega}, \tag{12.14}
\end{equation*}
$$

where $\Omega$ is the normalizing volume. We therefore obtain

$$
\begin{equation*}
H_{\mathrm{e}-\mathrm{p}}==\frac{i e \hbar}{2 m^{*}} \sqrt{\frac{\hbar}{2 \epsilon \omega \Omega}}\left[\mathrm{e}^{i(\omega t-\vec{q} \cdot \vec{r})}+\mathrm{e}^{-i(\omega t-\vec{q} \cdot \vec{r})}\right] \hat{\mu} \cdot \vec{\nabla} \tag{12.15}
\end{equation*}
$$

## Absorption in a quantum well

The electron-photon interaction will cause a photon to induce a transition between one electron energy state and another, resulting in stimulated emission or absorption of a photon. Consider a quantum well in the $x-y$ plane, as shown in Figure 12.1.

An electron in the quantum well is free to move in the $x-y$ plane, but its motion is restricted in the $z$-direction. The confinement causes every band (conduction


Figure 12.1: Quantum well in the $x-y$ plane.
band, valence band, etc.) to break up into discrete subbands. The electron's wave function in the $l$ th subband of the $s$ th band having the wavevector $\overrightarrow{k_{t}}$ in the plane of the well is given by

$$
\begin{equation*}
\psi_{s, l}\left(\vec{r}, \overrightarrow{k_{t}}\right)=\mathrm{e}^{i \overrightarrow{k_{t} \stackrel{\rightharpoonup}{\rho}}} \phi_{s, l}(z) u_{\overrightarrow{k_{t}, s}}(\vec{r})=\mathrm{e}^{i \overrightarrow{\vec{k}_{t}}} \phi_{l}(z) u_{\overrightarrow{k_{t}}, s}(\vec{\rho}, z), \tag{12.16}
\end{equation*}
$$

where the vector $\vec{\rho}$ denotes the radial coordinate in the $x-y$ plane. The quantity $\phi_{s, l}(z)$ is the $z$-component of the wave function in the $l$ th subband of the $s$ th band, and the quantity $u_{\overrightarrow{k_{t}}, s} \vec{r}$ is the Bloch part of the electron's wave function in the $s$ th band for the wavevector $\overrightarrow{k_{t}}$.

The absorption coefficient associated with a photon exciting an electron from the $m$ th subband of the $i$ th band to the $n$th subband of the $j$ th band is proportional to the magnitude square of the quantity

$$
\begin{equation*}
\left.\left|\left\langle\psi_{j, l}\left(\vec{r}, \overrightarrow{k_{t}}\right)\right| H_{\mathrm{e}-\mathrm{p}}\right| \psi_{i, m}\left(\vec{r}, \overrightarrow{k_{t}}\right)\right\rangle\left.\right|^{2}=\left|\int \mathrm{d}^{3} \vec{r} \psi_{j, l}^{*}\left(\vec{r}, \overrightarrow{k_{t}}\right) H_{\mathrm{e}-\mathrm{p}} \psi_{i, m}^{*}\left(\vec{r}, \overrightarrow{k_{t}}\right)\right|^{2} \tag{12.17}
\end{equation*}
$$

In the case of light polarized in the plane of the quantum well, the last quantity can be shown to be proportional to [2]

$$
\begin{align*}
& \left|\int_{-\infty}^{+\infty} \mathrm{d} z \phi_{j, n}^{*}(z) \phi_{i, m}(z)\right|^{2} \times\left|i k_{\mu} \delta_{i, j}+\int_{0}^{\infty} \mathrm{d}^{3} \vec{r} \frac{1}{\Omega} u_{k_{i}, j}^{*}(\vec{r})\left(\hat{\mu} \cdot \vec{\nabla} u_{k_{t}, j}(\vec{r})\right)\right|^{2} \\
& \quad=\left|\int_{-\infty}^{+\infty} \mathrm{d} z \phi_{j, n}^{*}(z) \phi_{i, m}(z)\right|^{2} \times\left|i k_{\mu} \delta_{i, j}+\frac{1^{2}}{\hbar} \hat{\mu} \cdot \vec{\Gamma}_{i j}\right|^{2} \tag{12.18}
\end{align*}
$$

where $k_{\mu}$ is the component of $\overrightarrow{k_{t}}$ along the direction of light polarization in the plane of the well, $\delta_{i, j}$ is the Kronecker delta, and $\vec{\Gamma}_{i j}=\int_{0}^{\infty} \mathrm{d}^{3} \vec{r} \frac{1}{\Omega} u_{k_{i}, j}^{*}(\vec{r})(-i \hbar \vec{\nabla}) u_{k_{t}, j}(\vec{r})$.

Table 12.1 lists the values of the vector $\vec{\Gamma}_{i j}$ for various types of transitions in a quantum well. The row headings denote the initial states and the column headings denote the final states. These states are spin dependent.

Table 12.1: The quantity $\vec{\Gamma}_{i j}$ in a quantum well. Note that the quantity is electron spin dependent.

|  | Conduction band <br> (up spin) | Conduction band <br> (down spin) |
| :--- | :---: | :---: |
| Heavy hole band (up spin) | $(\gamma / \sqrt{2})(\hat{x}+i \hat{y})$ | 0 |
| Heavy hole band (down spin) | 0 | $i \gamma / \sqrt{2}(\hat{x}-i \hat{y})$ |
| Light hole band (up spin) | $i \gamma \sqrt{2 / 3} \hat{z}$ | $\frac{i \gamma}{\sqrt{6}}(\hat{x}+i \hat{y})$ |
| Light hole band (up spin) | $\frac{\gamma}{\sqrt{6}}(\hat{x}-i \hat{y})$ | $\gamma \sqrt{2 / 3} \hat{z}$ |
| Split off band (up spin) | $\gamma \sqrt{1 / 3} \hat{z}$ | $\frac{\gamma}{\sqrt{3}}(\hat{x}+i \hat{y})$ |
| Split off band (down spin) | $\frac{-i \gamma}{\sqrt{3}}(\hat{x}-i \hat{y})$ | $\frac{i \gamma}{\sqrt{1 / 3}} \hat{z}$ |

Similarly, in the case of light polarized perpendicular to the plane of the quantum well, it can be shown that the absorption is proportional to [2]

$$
\begin{equation*}
\left|\hat{z} \cdot \vec{\Gamma}_{i j} \int_{-\infty}^{+\infty} \phi_{j, n}^{*}(z) \phi_{i, m}(z)+\delta_{i, j} \int_{-\infty}^{+\infty} \phi_{j, n}^{*}(z)\left[-i \hbar \frac{\partial}{\partial z}\right] \phi_{i, m}(z)\right|^{2} \tag{12.19}
\end{equation*}
$$

## Problem 12.2: Absorption coefficient in a quantum well

Show that if light is polarized in the plane of a quantum well, then the strength of absorption involving an electron transitioning from the highest heavy hole subband to the lowest conduction band subband is three times stronger than the strength of absorption involving an electron transitioning from the highest light hole subband to the lowest conduction band subband. Also show that:
(a) The heavy hole transition preserves spin while the light hole transition flips spin.
(b) Intraband intersubband absorption due to transition between two subbands in the same band is not possible.

Solution: For light polarized in the plane of the quantum well, the unit polarization vector is given by $\hat{\nu}=a \hat{x}+b \hat{y}$, with $|a|^{2}+|b|^{2}=1$. For interband transitions $(i \neq j), \delta_{i, j}=0$. Therefore, the absorption coefficient

$$
\begin{equation*}
\alpha \sim\left|\int_{-\infty}^{+\infty} \phi_{j, 1}^{*}(z) \phi_{i, 1}(z)\right|^{2} \times\left|\hat{\nu} \cdot \vec{\Gamma}_{i j}\right|^{2} . \tag{12.20}
\end{equation*}
$$

Using Table 12.1, we see that:
(a) For a heavy hole transition, $\left.\left|\hat{\nu} \cdot \vec{\Gamma}_{i j}\right|^{2} \sim\left|(a \hat{x}+b \hat{y}) \cdot \frac{1}{\sqrt{2}}(\hat{x}+i \hat{y})\right|^{2}=\frac{1}{2} \right\rvert\, a \pm$ $\left.i b\right|^{2}=\frac{1}{2}\left(|a|^{2}+|b|^{2}\right)=\frac{1}{2}$ for a spin-conserving transition, and exactly zero for a spin-flip transition.

For a light hole transition, $\left|\hat{\nu} \cdot \vec{\Gamma}_{i j}\right|^{2} \sim\left|(a \hat{x}+b \hat{y}) \cdot \frac{1}{\sqrt{6}}(\hat{x}+i \hat{y})\right|^{2}=\frac{1}{6}|a \pm i b|^{2}=$ $\frac{1}{6}\left(|a|^{2}+|b|^{2}\right)=\frac{1}{6}$ for a spin-flip transition. For a spin-conserving transition, $\left|\hat{\nu} \cdot \vec{\Gamma}_{i j}\right|^{2} \sim|(a \hat{x}+b \hat{y}) \cdot \hat{z}|^{2}=0$.

Therefore, the heavy hole transition is spin conserving and the corresponding absorption is three times stronger than that due to the light hole transition, which is spin flipping.
(b) For an intraband transition $(i=j)$,

$$
\begin{equation*}
\left|\int_{-\infty}^{+\infty} \phi_{j, m}^{*}(z) \phi_{i, n}(z)\right|^{2}=\left|\int_{-\infty}^{+\infty} \phi_{i, m}^{*}(z) \phi_{i, n}(z)\right|^{2}=0 \tag{12.21}
\end{equation*}
$$

since the wave functions $\phi_{i, m}(z)$ and $\phi_{i, n}(z)$ are orthogonal. Therefore, light polarized in the plane of the quantum well cannot induce transitions between subbands in the same band.

## Problem 12.3:

Show that if light is polarized perpendicular to the plane of the quantum well, then no heavy hole to conduction band transition is possible, but light hole to conduction band transition is possible. Also show that intraband intersubband transition is possible, unlike in the case of light polarized in the plane of the quantum well.

Solution: In this case, the absorption coefficient is [2]

$$
\begin{equation*}
\alpha \sim\left|\hat{z} \cdot \vec{\Gamma}_{i j} \int_{-\infty}^{+\infty} \phi_{j, n}^{*}(z) \phi_{i, m}(z)+\delta_{i, j} \int_{-\infty}^{+\infty} \phi_{j, n}^{*}(z)\left[-i \hbar \frac{\partial}{\partial z}\right] \phi_{i, m}(z)\right|^{2} \tag{12.22}
\end{equation*}
$$

For interband transition, $i \neq j$ and therefore $\alpha \sim\left|\hat{z} \cdot \vec{\Gamma}_{i j} \int_{-\infty}^{+\infty} \phi_{j, n}^{*}(z) \phi_{i, m}(z)\right|^{2}$. For a heavy hole transition, $\hat{z} \cdot \vec{\Gamma}_{i j}=\hat{z} \cdot(\hat{x} \pm i \hat{y})=0$. Hence, no heavy hole transition is allowed.

For a light hole transition, $\hat{z} \cdot \vec{\Gamma}_{i j} \sim \hat{z} \cdot \hat{z} \neq 0$. Hence, light hole transitions are allowed.

For an intraband transition between two subbands $(i=j, m \neq n)$,

$$
\begin{equation*}
\alpha \sim\left|\int_{-\infty}^{+\infty} \mathrm{d} z \phi_{j, n}^{*}(z) \frac{\partial \phi_{j, m}(z)}{\partial z}\right|^{2} \neq 0 \tag{12.23}
\end{equation*}
$$

even though $\int_{-\infty}^{+\infty} \mathrm{d} z \phi_{j, n}^{*}(z) \phi_{j, m}(z)=0$. This means intraband and intersubband transitions are allowed.

## Problem 12.4: Photoluminescence from a quantum well

A photoluminescence experiment in a CdTe/InSb quantum well was carried out with polarized light. The bulk bandgaps of InSb and $C d T e$ are 0.17 eV and 1.56 eV , respectively. The electrons were excited with polarized light from the valence to the conduction band, and as they decayed back to the valence band they emitted photoluminescence light. When the light was polarized in the plane of the quantum well, two photoluminescence peaks were found separated by an energy of 30 meV and the height of the peak at the higher photon energy was one-third that at the lower photon energy, suggesting that perhaps they were due to light and heavy hole transitions.
(a) What other experiment should you carry out to verify this, and what would you expect to observe if these were indeed the two transitions?
(b) Can you estimate the width of the quantum well if the effective masses of heavy holes and light holes (in units of free electron mass) in the narrow gap semiconductor InSb are $m_{\mathrm{hh}}^{*}=0.244$ and $m_{\mathrm{lh}}^{*}=0.021$, respectively?

## Solution:

(a) One should also measure photoluminescence with light polarized perpendicular to the plane of the quantum well. If the initial guess was correct, then the lower photon energy peak will disappear because the heavy hole transition corresponds to that peak and it should not be present when light is polarized perpendicular to the well. Furthermore, the higher energy peak should increase in strength if it is due to light hole transition. The light hole transition with in-plane light polarization has a relative strength of

$$
\begin{equation*}
\left|\hat{\mu} \cdot \vec{\Gamma}_{i j}\right|^{2} \sim\left|(a \hat{x}+b \hat{y}) \cdot \frac{1}{\sqrt{6}}(\hat{x}+i \hat{y})\right|^{2}=\frac{1}{6}|a+i b|^{2}=\frac{1}{6}\left(|a|^{2}+|b|^{2}\right)=\frac{1}{6} \tag{12.24}
\end{equation*}
$$

and with perpendicular-to-plane polarization, the relative strength is

$$
\begin{equation*}
\left|\hat{\mu} \cdot \overrightarrow{\Gamma_{i j}}\right|^{2} \sim\left|\hat{x} \cdot \sqrt{\frac{2}{3}}\right|^{2}=\frac{2}{3} \tag{12.25}
\end{equation*}
$$

Therefore, (i) the height of the higher photon energy peak should increase four times, and (ii) the lower energy peak should disappear when the incident light polarization is changed from in-plane to perpendicular-to-plane.
(b) Since the bandgap of InSb is so much smaller than that of CdTe , we can view the confining potential of electrons in the InSb layer as an infinite square well potential. Hence, the energy separation between the light hole and heavy hole peaks is

$$
\begin{equation*}
\Delta E=\frac{\hbar^{2}}{2}\left(\frac{1}{m_{\mathrm{lh}}^{*}}-\frac{1}{m_{\mathrm{hh}}^{*}}\right)\left(\frac{\pi}{W}\right)^{2} \tag{12.26}
\end{equation*}
$$

where $W$ is the quantum well width. Since $\Delta E=30 \mathrm{meV}$, the well width is 23.2 nm .

## Problem 12.5: Quantum efficiency of a semiconductor quantum wire

A light-emitting device (e.g., a laser or a light-emitting diode) emits light when an electron decays from a higher energy state to a lower energy state, in the process emitting a photon. The quantum efficiency of the device is defined as

$$
\begin{equation*}
Q=\frac{\tau_{\mathrm{nr}}}{\tau_{\mathrm{nr}}+\tau_{\mathrm{r}}} \tag{12.27}
\end{equation*}
$$

where $1 / \tau_{\mathrm{r}}$ is the rate with which electrons decay by emitting photons (radiative decay) and $1 / \tau_{\mathrm{nr}}$ is the rate with which the electron decays by emitting phonons (non-radiative decay).

In a semiconductor quantum wire (quasi one-dimensional system) with rectangular cross section, the conduction band is discretized into subbands (particle-in-abox states) whose energies are given by

$$
\begin{equation*}
E_{i, j}=\frac{\hbar^{2}}{2 m^{*}}\left[\left(\frac{i \pi}{W_{y}}\right)^{2}+\left(\frac{j \pi}{W_{z}}\right)^{2}\right] \tag{12.28}
\end{equation*}
$$

and the (unnormalized) wave functions of the states are given by

$$
\begin{equation*}
\Phi_{i, j}=\mathrm{e}^{i k_{x} x} \sin \left(\frac{i \pi y}{W_{y}}\right) \sin \left(\frac{j \pi z}{W_{z}}\right), \tag{12.29}
\end{equation*}
$$

where $i$ and $j$ are integers (called the "transverse subband indices in the $y$ - and $z$-directions"), $W_{y}$ is the thickness along the $y$-direction, and $W_{z}$ is the width along the $z$-direction.

The rate with which a photon polarized in the $y$-direction is emitted by an electron decaying from one subband to another with the same transverse subband index in the $z$-direction but different transverse subband index in the $y$-direction is

$$
\begin{equation*}
\frac{1}{\tau_{\mathrm{r}}} \sim\left|\int_{0}^{W_{y}} \mathrm{~d} y \sin \left(\frac{i \pi y}{W_{y}}\right) \frac{\partial \sin \left(\frac{i^{\prime} \pi y}{W_{y}}\right)}{\partial y}\right|^{2} \tag{12.30}
\end{equation*}
$$

where $i$ and $i^{\prime}$ are the subband indices corresponding to $y$-confinement. On the other hand, the rate with which a phonon is emitted by transition between the same two states is given by [2]

$$
\begin{equation*}
\frac{1}{\tau_{\mathrm{nr}}} \sim\left|\int_{0}^{W_{y}} \mathrm{~d} y \sin \left(\frac{i \pi y}{W_{y}}\right) \sin \left(\frac{i^{\prime} \pi y}{W_{y}}\right)\right|^{2} \tag{12.31}
\end{equation*}
$$

Find the quantum efficiency associated with this process.

Solution: The non-radiative rate is exactly zero since the wave functions are mutually orthogonal because they are eigenstates of the Hermitian operator describing the Hamiltonian of the quantum wire. Thus, no phonon emission can occur between these two states.

The radiative rate, however, is proportional to

$$
\begin{equation*}
\left|\frac{\cos \left(i+i^{\prime}\right) \pi-1}{i+i^{\prime}}+\frac{\cos \left(i-i^{\prime}\right) \pi-1}{i-i^{\prime}}\right|^{2} \tag{12.32}
\end{equation*}
$$

This quantity is non-zero unless both $i+i^{\prime}$ and $i-i^{\prime}$ are even. Since the radiative rate can be non-zero and the non-radiative rate is zero, this process can yield $100 \%$ quantum efficiency.

## Problem 12.6: Atoms in a super intense laser field [5-7]

For an atom in the presence of an electrostatic potential $V(\vec{r})$ and a spatially uniform circular polarized laser beam characterized by the time-dependent vector potential $\vec{A}(t)=A(\hat{x} \cos \omega t+\hat{y} \sin \omega t)$, show that the time-dependent Schrödinger equation

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \psi(\vec{r}, t)=H_{0} \psi(\vec{r}, t)=\left[\frac{1}{2 m}(\vec{p}-e \vec{A}(t))^{2}+V(\vec{r})\right] \psi(\vec{r}, t) \tag{12.33}
\end{equation*}
$$

can be reduced to the form

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \phi(\vec{r}, t)=H \phi(\vec{r}, t)=\left[\frac{p^{2}}{2 m}+V(\vec{r}+\vec{R})\right] \phi(\vec{r}, t) \tag{12.34}
\end{equation*}
$$

where

$$
\begin{equation*}
\vec{R}=-\int_{-\infty}^{t} \frac{e}{m} \vec{A}(\tau) \mathrm{d} \tau \tag{12.35}
\end{equation*}
$$

by performing the canonical transformation

$$
\begin{equation*}
\phi(\vec{r}, t)=\Omega \psi(\vec{r}, t)=\mathrm{e}^{i S} \psi(\vec{r}, t) \tag{12.36}
\end{equation*}
$$

with

$$
\begin{equation*}
S=\frac{1}{\hbar} \int_{-\infty}^{t}\left[-\frac{e}{m} \vec{A}(\tau) \cdot \vec{p}+\frac{e^{2}}{2 m} A^{2}(\tau)\right] \mathrm{d} \tau \tag{12.37}
\end{equation*}
$$

where $\vec{p}=\frac{\hbar}{i} \vec{\nabla}$ is the momentum operator.

Solution: Since the operator $S$ is Hermitian, the operator $\Omega$ is unitary. Using $\Omega$ to perform a unitary transformation on the Schrödinger Equation (12.34), we obtain

$$
\begin{equation*}
\left[\mathrm{e}^{+i S} H_{0} \mathrm{e}^{-i S}\right] \phi(\vec{r}, t)=i \hbar \mathrm{e}^{i S} \frac{\partial}{\partial t}\left[\mathrm{e}^{-i S} \phi(\vec{r}, t)\right] \tag{12.38}
\end{equation*}
$$

We first rewrite $\mathrm{e}^{i S}$ as

$$
\begin{equation*}
\Omega=\mathrm{e}^{i S}=\mathrm{e}^{i\left(S_{1}+S_{2}\right)}, \tag{12.39}
\end{equation*}
$$

where

$$
\begin{align*}
& S_{1}=-\frac{1}{\hbar} \int_{-\infty}^{t} \frac{e}{m} \vec{A} \cdot \vec{p} \mathrm{~d} \tau  \tag{12.40}\\
& S_{2}=\frac{e^{2}}{2 m} \int_{-\infty}^{t} A^{2} \mathrm{~d} \tau \tag{12.41}
\end{align*}
$$

Since $S_{1}$ and $S_{2}$ commute, use of the Glauber identity (see Problem 2.4) leads to

$$
\begin{equation*}
\Omega=\mathrm{e}^{i S_{1}} \mathrm{e}^{i S_{2}} \tag{12.42}
\end{equation*}
$$

Under this unitary transformation, the transformed Hamiltonian becomes

$$
\begin{equation*}
H=\mathrm{e}^{+i S} H_{0} \mathrm{e}^{-i S}=\mathrm{e}^{-i S_{2}} \mathrm{e}^{-i S_{1}} \frac{(\vec{p}-e \vec{A})^{2}}{2 m} \mathrm{e}^{i S_{1}} \mathrm{e}^{i S_{2}}=\frac{1}{2 m}(\vec{p}-e \vec{A})^{2}, \tag{12.43}
\end{equation*}
$$

since both $S_{1}$ and $S_{2}$ commute with $\frac{1}{2 m}(\vec{p}-e \vec{A})^{2}$. Furthermore, we get

$$
\begin{equation*}
\mathrm{e}^{-i S_{2}} \mathrm{e}^{-i S_{1}} V(\vec{r}) \mathrm{e}^{i S_{1}} \mathrm{e}^{i S_{2}}=V(\vec{r}+\vec{R}) \tag{12.44}
\end{equation*}
$$

where

$$
\begin{equation*}
\vec{R}=-\int_{-\infty}^{t} \frac{e}{m} \vec{A}(\tau) \mathrm{d} \tau \tag{12.45}
\end{equation*}
$$

The right-hand side of Equation (12.38) becomes

$$
\begin{equation*}
\text { R.H.S. }=i \hbar \mathrm{e}^{i S} \frac{\partial}{\partial t}\left(\mathrm{e}^{-i S} \phi\right)=-\hbar \dot{S} \phi+i \hbar \frac{\partial \phi}{\partial t}, \tag{12.46}
\end{equation*}
$$

where the dot denotes the first derivative with respect to time.
So,

$$
\begin{equation*}
\text { R.H.S. }=\left[-\frac{e}{m} \vec{A} \cdot \vec{p}+\frac{e^{2}}{2 m} A^{2}\right] \phi \tag{12.47}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\frac{(\vec{p}-e \vec{A})^{2}}{2 m}=\frac{p^{2}}{2 m}-\frac{e}{m} \vec{A} \cdot \vec{p}+\frac{e^{2}}{2 m} \vec{A} \cdot \vec{A} \tag{12.48}
\end{equation*}
$$

because $\vec{A}$ is spatially invariant.
Regrouping the previous results, the wave function $\phi(\vec{r}, t)$ is found to satisfy the Schrödinger equation

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \nabla^{2} \phi(\vec{r}, t)+V(\vec{r}+\vec{R}) \phi(\vec{r}, t)=i \hbar \frac{\partial}{\partial t} \phi(\vec{r}, t) \tag{12.49}
\end{equation*}
$$

## Suggested problems

- Consider light polarized in the plane of a quantum well in the $x-y$ plane. Derive an expression for the absorption coefficient as a function of photon frequency associated with electron excitation from the first heavy hole subband to the first electron subband. Assume that the heavy hole subband is completely filled with electrons and the conduction band subband is completely empty. Hint: The absorption coefficient is

$$
\begin{aligned}
\alpha \sim & \left|\int_{-\infty}^{+\infty} \mathrm{d} z \phi_{\text {electron }}^{*}(z) \phi_{\text {heavy hole }}(z) \mathrm{d} z\right|^{2} \\
& \times\left|\vec{\mu} \cdot \vec{\Gamma}_{\text {electron:heavy hole }}\right|^{2} \sum_{\vec{k}_{t}} \delta\left(E_{\text {electron }}-E_{\text {heavy hole }}-\hbar \omega\right),
\end{aligned}
$$

where $\vec{\mu}$ is the photon polarization unit vector, $E_{\text {electron }}$ is the energy of an electron in the lowest conduction subband, $E_{\text {heavy hole }}$ is the energy of an electron in the highest heavy hole subband, and $\omega$ is the photon frequency.

- Repeat the above problem for a quantum wire whose axis is along the $x$ direction.
Hint: The absorption coefficient is

$$
\begin{aligned}
\alpha \sim & \left|\int_{-\infty}^{+\infty} \mathrm{d} z \phi_{\text {electron }}^{*}(z) \phi_{\text {heavy hole }}(z) \mathrm{d} z\right|^{2} \\
& \times\left|\int_{-\infty}^{+\infty} \mathrm{d} y \phi_{\text {electron }}^{*}(z) \phi_{\text {heavy hole }}(y) \mathrm{d} y\right|^{2} \\
& \times\left|\vec{\mu} \cdot \vec{\Gamma}_{\text {electron:heavy hole }}\right|^{2} \sum_{\vec{k}_{x}} \delta\left(E_{\text {electron }}-E_{\text {heavy hole }}-\hbar \omega\right)
\end{aligned}
$$

- For light polarized in the plane of a quantum well, show that the strengths of absorption from the light hole band to the conduction band, and from the split-off band to the conduction band, bear the ratio 1:2. Show also that for light polarized in the $z$-direction, that ratio is reversed and becomes 2:1.
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## Chapter 13: Time-Dependent Schrödinger Equation

This chapter shows how to solve the time-dependent Schrödinger equation and calculate the probability of transitions between eigenstates of a given Hamiltonian due to the presence of a time-dependent potential that cannot be considered as a weak perturbation. Several properties of one-dimensional Gaussian wave packets [1-4] are studied, including a calculation of the spatio-temporal dependence of their probability current and energy flux densities and a proof that their average kinetic energy is a constant of motion. An algorithm to study the time evolution of wave packets, based on the Crank-Nicholson scheme [5], is discussed for the cases of totally reflecting and absorbing boundaries at the ends of the simulation domain.

## ** Problem 13.1: Time-dependent states of a harmonic oscillator

The eigenenergies of a particle in a one-dimensional parabolic potential $m^{*} \omega^{2} z^{2} / 2$ are expressed as $E_{n}=\left(n+\frac{1}{2}\right) \hbar \omega$ (see Appendix B). Suppose that at time $t=0$, the particle has equal probability of being in the ith and $j$ th eigenstate and zero probability of being in any other state. Derive an expression for the time dependence of the velocity $v(t)$.

Hint: Do not try to use the Ehrenfest theorem (see Problem 2.20). You will not need to know the wave functions of the electrons in the ith or $j$ th eigenstate to solve this problem, but will need to know that they obey the following relation:

$$
\int_{-\infty}^{\infty} \phi_{i}^{*}(z) z \phi_{j}(z) \mathrm{d} z=\left\{\begin{array}{cc}
\sqrt{\frac{\hbar}{m^{*} \omega}\left(\frac{i+1}{2}\right)} & \text { for } j=i+1  \tag{13.1}\\
\sqrt{\frac{\hbar}{m^{*} \omega}\left(\frac{i}{2}\right)} & \text { for } j=i-1 \\
0 & \text { otherwise }
\end{array}\right.
$$

Solution: At any time, the wave function of the electron is a linear superposition of all eigenstates and hence can be written as

$$
\begin{equation*}
\psi(z, t)=\sum_{n} C_{n}(t) \phi_{n}(z) \tag{13.2}
\end{equation*}
$$

The probability of finding the electron in the $n$th eigenstate at time $t$ is $\left|C_{n}(t)\right|^{2}$. Obviously, $\sum_{n}\left|C_{n}(t)\right|^{2}=1$, at all $t$, for the sake of normalization (the electron has unit probability of being in a mixture of one or more allowed states at all times).

The time-dependent Schrödinger equation is

$$
\begin{equation*}
i \hbar \frac{\partial \psi(z, t)}{\partial t}=H \psi(z, t) \tag{13.3}
\end{equation*}
$$

Problem Solving in Quantum Mechanics: From Basics to Real-World Applications for Materials Scientists, Applied Physicists, and Devices Engineers, First Edition.
where

$$
\begin{equation*}
H=-\frac{\hbar^{2}}{2 m^{*}} \frac{d^{2}}{d z^{2}}+\frac{1}{2} m^{*} \omega^{2} z^{2} . \tag{13.4}
\end{equation*}
$$

Substituting Equation (13.2) in Equation (13.3), we get

$$
\begin{equation*}
i \hbar \sum_{n} \frac{\partial C_{n}(t)}{\partial} \phi_{n}(z)=\sum_{n} C_{n}(t) H \phi_{n}(z)=\sum_{n} C_{n}(t) E_{n} \phi_{n}(z), \tag{13.5}
\end{equation*}
$$

where we have used the fact that $H$ is time independent, and we have also made use of the time-independent Schrödinger equation $H \phi_{n}(z)=E_{n} \phi_{n}(z)$.

Multiplying the above equation throughout by $\phi_{n}^{*}(z)$ and integrating over all $z$, we get

$$
\begin{equation*}
i \hbar \sum_{n} \frac{\partial C_{n}(t)}{\partial t} \int_{-\infty}^{+\infty} \phi_{m}^{*}(z) \phi_{n}(z) \mathrm{d} z=\sum_{n} C_{n}(t) E_{n} \int_{-\infty}^{+\infty} \phi_{m}^{*}(z) \phi_{n}(z) \tag{13.6}
\end{equation*}
$$

Since the $\phi$ are eigenfunctions of the Hamiltonian, which is always a Hermitian operator, they are orthonormal, meaning $\int_{-\infty}^{+\infty} \phi_{m}^{*}(z) \phi_{n}(z) \mathrm{d} z=\delta_{m, n}$, where the delta is the Kronecker delta, i.e., it is 1 when $m=n$ and 0 otherwise. Therefore, the last equation reduces to

$$
\begin{equation*}
i \hbar \sum_{n} \frac{\partial C_{n}(t)}{\partial t} \delta_{m, n}=\sum_{n} C_{n}(t) E_{n} \delta_{m, n} \tag{13.7}
\end{equation*}
$$

The Kronecker delta removes the summation since only one term (corresponding to $m=n$ ) will survive in the sum and all the other terms will vanish. This means,

$$
\begin{equation*}
i \hbar \frac{\partial C_{m}(t)}{\partial t}=C_{m}(t) E_{m} \tag{13.8}
\end{equation*}
$$

The solution of the last equation is

$$
\begin{equation*}
C_{m}(t)=C_{m}(0) \mathrm{e}^{-\frac{i E_{m} t}{\hbar}} \tag{13.9}
\end{equation*}
$$

Substituting this result in Equation (13.2), we obtain

$$
\begin{equation*}
\psi(z, t)=\sum_{n} \mathrm{e}^{-i E_{n} t / \hbar} C_{n}(0) \phi_{n}(z) . \tag{13.10}
\end{equation*}
$$

The problem states that at time $t=0$, there was equal probability of being in the $i$ th and $j$ th state and zero probability of being in any other state. Hence, $C_{i}(0)=C_{j}(0)=1 / \sqrt{2}$, and all the other $C(0)$ s are zero. Substituting these results in Equation (13.10), we get

$$
\begin{align*}
\psi(z, t) & =\mathrm{e}^{-\frac{i E_{i} t}{\hbar}} C_{i}(0) \phi_{i}(z)+\mathrm{e}^{-\frac{i E_{j} t}{\hbar}} C_{j}(0) \phi_{j}(z) \\
& =\frac{1}{\sqrt{2}}\left[\mathrm{e}^{-\frac{i E_{i} t}{\hbar}} \phi_{i}(z)+\mathrm{e}^{-\frac{i E_{j} t}{\hbar}} \phi_{j}(z)\right] . \tag{13.11}
\end{align*}
$$

Hence,

$$
\begin{align*}
\langle z\rangle(t)= & \int_{-\infty}^{+\infty} \psi^{*}(z, t) z \psi(z, t) \mathrm{d} z \\
= & \frac{1}{2} \int_{-\infty}^{+\infty}\left[\mathrm{e}^{\frac{i E_{i} t}{\hbar}} \phi_{i}{ }^{*}(z)+\mathrm{e}^{\frac{i E_{j} t}{\hbar}} \phi_{j}{ }^{*}(z)\right] z\left[\mathrm{e}^{-\frac{i E_{i} t}{\hbar}} \phi_{i}(z)+\mathrm{e}^{-\frac{i E_{j} t}{\hbar}} \phi_{j}(z)\right] \mathrm{d} z, \\
= & \frac{1}{2}\left[\int_{-\infty}^{\infty} \phi_{i}^{*}(z) z \phi_{i}(z) \mathrm{d} z+\int_{-\infty}^{\infty} \phi_{j}^{*}(z) z \phi_{j}(z) \mathrm{d} z\right. \\
& \left.+\mathrm{e}^{i\left(E_{i}-E_{j}\right) t / \hbar} \int_{-\infty}^{\infty} \phi_{i}^{*}(z) z \phi_{j}(z) \mathrm{d} z+\mathrm{e}^{i\left(E_{j}-E_{i}\right) t / \hbar} \int_{-\infty}^{\infty} \phi_{j}^{*}(z) z \phi_{i}(z) \mathrm{d} z\right] \\
= & \int_{-\infty}^{+\infty} \psi^{*}(z, t) z \psi(z, t) \mathrm{d} z\left[\frac{\mathrm{e}^{i\left(E_{i}-E_{j}\right) t / \hbar}+\mathrm{e}^{-i\left(E_{i}-E_{j}\right) t / \hbar}}{2}\right] \tag{13.12}
\end{align*}
$$

where we have used the fact that in any eigenstate, $\langle z\rangle=\int_{-\infty}^{\infty} \phi_{i}^{*}(z) z \phi_{i}(z) \mathrm{d} z=0$ and $\int_{-\infty}^{\infty} \phi_{i}^{*}(z) z \phi_{j}(z) \mathrm{d} z=\int_{-\infty}^{\infty} \phi_{j}^{*}(z) z \phi_{i}(z) \mathrm{d} z$, since the operator $z$ is Hermitian.

Therefore,

$$
\begin{equation*}
\langle z\rangle(t)=\int_{-\infty}^{+\infty} \mathrm{d} z \phi_{i}^{*}(z) z \phi_{j}(z) \cos [(i-j) \omega t], \tag{13.13}
\end{equation*}
$$

since $E_{n}=\left(n+\frac{1}{2}\right) \hbar \omega$.
If $i=j+1$, then

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \mathrm{d} z \phi_{i}^{*}(z) z \phi_{j}(z, t)=\sqrt{\frac{i}{2} \frac{\hbar}{m^{*} \omega}}, \tag{13.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle z\rangle(t)=\sqrt{\frac{i}{2} \frac{\hbar}{m^{*} \omega}} \cos (\omega t) . \tag{13.15}
\end{equation*}
$$

If $i=j-1$, then

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \mathrm{d} z \phi_{i}^{*}(z) z \phi_{j}(z)=\sqrt{\frac{j}{2} \frac{\hbar}{m^{*} \omega}} \tag{13.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle z\rangle(t)=\sqrt{\frac{j}{2} \frac{\hbar}{m^{*} \omega}} \cos (\omega t) . \tag{13.17}
\end{equation*}
$$

In all the other cases, $\langle z\rangle(t)=0$.
Therefore,

$$
v(t)=\frac{\mathrm{d}\langle z\rangle(t)}{\mathrm{d} t}=\left\{\begin{array}{cl}
-\sqrt{\frac{i \hbar \omega}{2 m^{*}}} \sin (\omega t) & \text { for } i=j \pm 1  \tag{13.18}\\
0, & \text { otherwise }
\end{array}\right.
$$

The physical interpretation of this result is that classical simple harmonic motion, where the velocity of the oscillator varies sinusoidally with time, can be initiated by placing the quantum mechanical oscillator in a mixture of two adjacent eigenstates.

## *** Problem 13.2: Evolution of a one-dimensional harmonic oscillator in a time-varying electric field

Suppose a one-dimensional harmonic oscillator is in its ground state at time $t=0$ when an external spatially invariant time-dependent force $F(t)$ is turned on. Find the probability that the oscillator will be in its nth state at time $t$ for the following two cases:
(a) $F(t)=F_{0} \mathrm{e}^{-t^{2} / \tau^{2}}$,
(b) $F(t)=F_{0}\left[1+t^{2} / \tau^{2}\right]$.

Solution: The 1D harmonic oscillator is described by the Hamiltonian

$$
\begin{equation*}
H=-\frac{\hbar^{2}}{2 m^{*}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} z^{2}}+\frac{1}{2} m^{*} \omega^{2} z^{2} . \tag{13.19}
\end{equation*}
$$

In the presence of a spatially uniform but time-varying force $F(t)$, the Hamiltonian becomes

$$
\begin{equation*}
H=H_{0}-z F(t) \tag{13.20}
\end{equation*}
$$

This last Hamiltonian can be written in terms of the creation and annihilation operators defined in Problem 2.12. We get

$$
\begin{equation*}
H=\hbar \omega\left(a^{\dagger} a+\frac{1}{2}\right)-\left(a^{\dagger}+a\right) \sqrt{\hbar / 2 m^{*} \omega} F(t) \tag{13.21}
\end{equation*}
$$

We seek a solution $\phi(t)$ to the time-dependent Schrödinger equation

$$
\begin{equation*}
i \hbar \frac{\partial \phi(t)}{\partial t}=H \phi(t)=\left(H_{0}+H^{\prime}\right) \phi(t) \tag{13.22}
\end{equation*}
$$

where

$$
\begin{align*}
H_{0} & =\hbar \omega\left(a^{\dagger} a+\frac{1}{2}\right)  \tag{13.23}\\
H^{\prime} & =-\left(a^{\dagger}+a\right) \sqrt{\frac{\hbar}{2 m^{*} \omega}} F(t) . \tag{13.24}
\end{align*}
$$

Using the commutation relation

$$
\begin{equation*}
\left[a, a^{\dagger}\right]=1 \tag{13.25}
\end{equation*}
$$

we get

$$
\begin{align*}
{[a, H] } & =\hbar \omega a-\sqrt{\frac{\hbar}{2 m^{*} \omega}} F(t)  \tag{13.26}\\
{\left[a^{\dagger}, H\right] } & =-\hbar \omega a^{\dagger}-\sqrt{\frac{\hbar}{2 m^{*} \omega}} F(t) . \tag{13.27}
\end{align*}
$$

Next, we calculate the time evolution of the average value of the annihilation operator $A(t)=\langle\phi(t)| a|\phi(t)\rangle$. Using Ehrenfest's theorem (see Problem 2.20), we get

$$
\begin{equation*}
\frac{\mathrm{d} A}{\mathrm{~d} t}=\frac{\mathrm{d}\langle a\rangle}{\mathrm{d} t}=-\frac{i}{\hbar}\langle\phi[a, H] \phi\rangle=-i \omega A+i\left(2 m^{*} \hbar \omega\right)^{-\frac{1}{2}} F(t) . \tag{13.28}
\end{equation*}
$$

The general solution of this first-order differential equation is

$$
\begin{align*}
A(t) & =A(-\infty)+i\left(2 m^{*} \hbar \omega\right)^{-\frac{1}{2}} \int_{-\infty}^{t} F\left(t^{\prime}\right) \mathrm{e}^{-i \omega\left(t-t^{\prime}\right)} \mathrm{d} t^{\prime} \\
& =A(-\infty)+i \mathrm{e}^{-i \omega t} \lambda(t) \tag{13.29}
\end{align*}
$$

where the following function was introduced:

$$
\begin{equation*}
\lambda(t)=\left(2 m^{*} \hbar \omega\right)^{-\frac{1}{2}} \int_{-\infty}^{t} F\left(t^{\prime}\right) \mathrm{e}^{i \omega t^{\prime}} \mathrm{d} t^{\prime} \tag{13.30}
\end{equation*}
$$

The probability for the oscillator to be in its $n$th eigenstate at time $t$ is

$$
\begin{equation*}
P_{n}=|\langle n \mid \phi(t)\rangle|^{2} . \tag{13.31}
\end{equation*}
$$

Since for the 1D harmonic oscillator we have

$$
\begin{equation*}
|n\rangle=(n!)^{-1 / 2}\left(a^{\dagger}\right)^{n}|0\rangle, \tag{13.32}
\end{equation*}
$$

Equation (13.31) can be rewritten as

$$
\begin{equation*}
\left.P_{n}=\frac{1}{n!}\left|\langle 0| a^{n}\right| \phi(t)\right\rangle\left.\right|^{2} . \tag{13.33}
\end{equation*}
$$

Next, we consider the state

$$
\begin{equation*}
\chi(t)=(a-A(t)) \phi(t) \tag{13.34}
\end{equation*}
$$

Using Equations (13.28) and (13.34), we get

$$
\begin{equation*}
i \hbar \frac{\mathrm{~d} \chi(t)}{\mathrm{d} t}=(a-A(t)) H \phi(t)-i \hbar \frac{\mathrm{~d} A(t)}{\mathrm{d} t} \phi=(H+\hbar \omega) \chi \tag{13.35}
\end{equation*}
$$

Since $H+\hbar \omega$ is Hermitian, $\langle\chi \mid \chi\rangle$ is a constant of motion. At time $t=-\infty$, $\phi(-\infty)$ is the ground state of the harmonic oscillator. Therefore, $A(-\infty)=0$. Hence, $\chi(-\infty)=0$. From Equation (13.35), we then get $\frac{\mathrm{d} \chi}{\mathrm{d} t}(-\infty)=0$. As a result, $\chi(t)=0$ for all time and therefore

$$
\begin{equation*}
a \phi(t)=A(t) \phi(t) \tag{13.36}
\end{equation*}
$$

Using Equations (13.33) and (13.36), we get

$$
\begin{equation*}
P_{n}=\frac{|A(t)|^{2}}{n!}|\langle 0 \mid \phi(t)\rangle|^{2}=\frac{|\lambda(t)|^{2}}{n!}|\langle 0 \mid \phi(t)\rangle|^{2} . \tag{13.37}
\end{equation*}
$$

Finally, we calculate $\langle 0 \mid \phi(t)\rangle$.

$$
\begin{align*}
i \hbar \frac{\mathrm{~d}}{\mathrm{~d} t}\langle 0 \mid \phi(t)\rangle & =\langle 0| H|\phi(t)\rangle \\
& =\frac{1}{2} \hbar \omega\langle 0 \mid \phi(t)\rangle-\sqrt{\frac{\hbar}{2 m^{*}}} F(t)\left\langle 0 \mid\left(a^{\dagger}+a\right) \phi(t)\right\rangle \tag{13.38}
\end{align*}
$$

This yields

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\langle 0 \mid \phi(t)\rangle=\left[-\frac{i}{2} \omega+i\left(2 m^{*} \hbar \omega\right)^{-1 / 2} F(t) A(t)\right]\langle 0 \mid \phi(t)\rangle . \tag{13.39}
\end{equation*}
$$

Integrating from $-\infty$ to $t$, and using the fact that $\phi(-\infty)=|0\rangle$, we get

$$
\begin{equation*}
\langle 0 \mid \phi(t)\rangle=\exp \left(-\frac{i}{2} \omega t+i\left(2 m^{*} \hbar \omega\right)^{-1 / 2} \int_{-\infty}^{t} F\left(t^{\prime}\right) A\left(t^{\prime}\right) \mathrm{d} t^{\prime}\right) . \tag{13.40}
\end{equation*}
$$

Furthermore, since $A(-\infty)=0$, we get

$$
\begin{equation*}
A(t)=i \mathrm{e}^{-i \omega t} \lambda(t) \tag{13.41}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
|\langle 0 \mid \phi(t)\rangle|^{2}= & \exp \left[-\left(2 m^{*} \hbar \omega\right)^{-1 / 2} \int_{-\infty}^{t} \mathrm{~d} t^{\prime} F\left(t^{\prime}\right) \mathrm{e}^{-i \omega t^{\prime}}\right. \\
& \left.\times \int_{-\infty}^{t^{\prime}} \mathrm{d} t^{\prime \prime} F\left(t^{\prime \prime}\right) \mathrm{e}^{i \omega t^{\prime \prime}}+\text { c.c. }\right] \tag{13.42}
\end{align*}
$$

where c.c. stands for complex conjugate.
By first swapping the dummy indices $t^{\prime}$ and $t^{\prime \prime}$, and then swapping the order of integration, we get

$$
\begin{align*}
& \int_{-\infty}^{t} \mathrm{~d} t^{\prime} \int_{-\infty}^{t^{\prime}} \mathrm{d} t^{\prime \prime} F\left(t^{\prime}\right) F\left(t^{\prime \prime}\right) \mathrm{e}^{-i \omega\left(t^{\prime}-t^{\prime \prime}\right)} \\
& \quad=\int_{-\infty}^{t} \mathrm{~d} t^{\prime} \int_{t^{\prime}}^{t} \mathrm{~d} t^{\prime \prime} F\left(t^{\prime}\right) F\left(t^{\prime \prime}\right) \mathrm{e}^{i \omega\left(t^{\prime}-t^{\prime \prime}\right)} \tag{13.43}
\end{align*}
$$

Taking this last result into account in Equation (13.42) leads to

$$
\begin{equation*}
|\langle 0 \mid \phi(t)\rangle|^{2}=\exp \left[-|\lambda(t)|^{2}\right] . \tag{13.44}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
P_{n}=\frac{|\lambda(t)|^{2}}{n!} \mathrm{e}^{-|\lambda(t)|^{2}} \tag{13.45}
\end{equation*}
$$

At $t=+\infty$, for $F(t)=F_{0} \mathrm{e}^{-t^{2} / \tau^{2}}$ we get

$$
\begin{equation*}
|\lambda(\infty)|^{2}=\frac{\pi F_{0}^{2} \tau^{2}}{2 m^{*} \hbar \omega} \mathrm{e}^{-\frac{\omega^{2} \tau^{2}}{2}} \tag{13.46}
\end{equation*}
$$

and for $F(t)=F_{0}\left[1+\left(t^{2} / \tau^{2}\right)\right]$ we find

$$
\begin{equation*}
|\lambda(\infty)|^{2}=\frac{\pi^{2} F_{0}^{2} \tau^{2}}{2 m^{*} \hbar \omega} \mathrm{e}^{-2 \omega \tau} \tag{13.47}
\end{equation*}
$$

## *** Problem 13.3: Time dependence of the probability current density associated with a one-dimensional Gaussian wave packet

Preliminary: A plane wave solution to the time-dependent Schrödinger equation associated with a free particle moving in one dimension is given by

$$
\begin{equation*}
\Phi_{k}(x, t)=A \mathrm{e}^{i\left(k_{x} x-\omega\left(k_{x}\right) t\right)} \tag{13.48}
\end{equation*}
$$

where $\omega\left(k_{x}\right)=\hbar k_{x}{ }^{2} / 2 m^{*}$.
A wave packet is a weighted superposition of such plane waves with components that can move in either direction. The most general one-dimensional wave packet associated with a free particle is of the form [1]

$$
\begin{equation*}
\Phi(x, t)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} g\left(k_{x}\right) \mathrm{e}^{i\left(k_{x} x-\omega\left(k_{x}\right) t\right)} \mathrm{d} k_{x} . \tag{13.49}
\end{equation*}
$$

At $t=0$, we have

$$
\begin{equation*}
\Phi(x, 0)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} g\left(k_{x}\right) \mathrm{e}^{i k_{x} x} \mathrm{~d} k_{x} \tag{13.50}
\end{equation*}
$$

and $g\left(k_{x}\right)$ can be obtained by simply taking the Fourier transform of the original wave packet, i.e.,

$$
\begin{equation*}
g\left(k_{x}\right)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} \Phi(x, 0) \mathrm{e}^{-i k_{x} x} \mathrm{~d} x . \tag{13.51}
\end{equation*}
$$

For an initial Gaussian wave packet [6],

$$
\begin{equation*}
\Psi(x, 0)=\left(\frac{2}{\pi a^{2}}\right)^{1 / 4} \mathrm{e}^{i \phi} \mathrm{e}^{i k_{x, 0} x} \mathrm{e}^{-\frac{x^{2}}{a^{2}}}, \tag{13.52}
\end{equation*}
$$

where $\phi$ is an arbitrary phase and a is a parameter characterizing the initial spread of the wave packet; $k_{x, 0}$ is the momentum characterizing the initial average momentum of the wave packet (it is left as an exercise to show that the average value of the momentum operator along the $x$-axis of the wave packet given by Equation (13.52) is $\left.\left\langle p_{x}\right\rangle=\hbar k_{0}\right)$.

The Fourier transform of this Gaussian wave packet is

$$
\begin{equation*}
g\left(k_{x}\right)=\frac{\sqrt{a}}{2 \pi^{1 / 4}} \mathrm{e}^{i \phi} \mathrm{e}^{-\frac{a^{2}}{4}\left(k_{x}-k_{x, 0}\right)^{2}} \tag{13.53}
\end{equation*}
$$

The wave packet at time $t$ can then be calculated using Equation (13.49):

$$
\begin{equation*}
\Psi(x, t)=\left(\frac{2 a^{2}}{\pi}\right)^{\frac{1}{4}} \frac{\mathrm{e}^{i \phi} \mathrm{e}^{i k_{0} x}}{\left(a^{4}+\frac{4 \hbar^{2} t^{2}}{m^{* 2}}\right)^{\frac{1}{4}}} \times \exp \left[\frac{-\left(x-\frac{\hbar k_{x, 0} t}{m^{*}}\right)^{2}}{a^{2}+\frac{2 i \hbar t}{m^{*}}}\right] \tag{13.54}
\end{equation*}
$$

Compute the spatio-temporal dependence of the probability current density $J_{x}(x, t)$ associated with the one-dimensional Gaussian wave packet (13.54).

Solution: In Problem 5.1, we showed that the probability current density is given by

$$
\begin{equation*}
J_{x}(x, t)=\frac{\hbar}{2 m^{*} i}\left[\psi^{*}(x, t) \frac{\mathrm{d} \psi(x, t)}{\mathrm{d} x}-\psi(x, t) \frac{\mathrm{d} \psi^{*}(x, t)}{\mathrm{d} x}\right] . \tag{13.55}
\end{equation*}
$$

This last expression can be rewritten as

$$
\begin{equation*}
J_{x}(x, t)=\frac{\hbar}{m} \operatorname{Im}\left[\psi^{*}(x, t) \frac{\mathrm{d} \psi(x, t)}{\mathrm{d} x}\right], \tag{13.56}
\end{equation*}
$$

where Im stands for imaginary part.
The Gaussian wave packet (13.54) is first written as $\psi(x, t)=N \mathrm{e}^{i k_{0} x} \phi(x, t)$, where

$$
\begin{align*}
N & =\left(\frac{2 a^{2}}{\pi}\right)^{\frac{1}{4}} \frac{\mathrm{e}^{i \phi}}{\left[a^{4}+\frac{4 \hbar^{2} t^{2}}{m^{* 2}},\right]^{\frac{1}{4}}},  \tag{13.57}\\
\phi(x, t) & =\exp \left[-\frac{\left(x-\frac{\hbar k_{0} t}{m}\right)^{2}}{a^{2}+\frac{2 i \hbar t}{m^{*}}}\right] . \tag{13.58}
\end{align*}
$$

Hence,

$$
\begin{equation*}
\frac{\mathrm{d} \psi(x, t)}{\mathrm{d} x}=N\left[i k_{0} \phi(x, t)+\frac{\mathrm{d} \phi(x, t)}{\mathrm{d} x}\right] \mathrm{e}^{i k_{0} x} \tag{13.59}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi^{*}(x, t)=N^{*} \mathrm{e}^{-i k_{0} x} \phi^{*}(x, t) . \tag{13.60}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\psi^{*}(x, t) \frac{\mathrm{d} \psi(x, t)}{\mathrm{d} x}=N^{2}\left[i k-\frac{2}{f(t)}\left(x-\frac{\hbar k t}{m^{*}}\right)\right] \phi(x, t) \phi^{*}(x, t), \tag{13.61}
\end{equation*}
$$

where we have evaluated the derivative $\frac{\mathrm{d} \phi(x, t)}{\mathrm{d} x}$ from Equation (13.58), and introduced the function

$$
\begin{equation*}
f(t)=a^{2}+\frac{2 i \hbar t}{m^{*}} . \tag{13.62}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\psi^{*}(x, t) \frac{\mathrm{d} \psi(x, t)}{\mathrm{d} x}=|N|^{2}\left[i k_{0}-2 \frac{\left(a^{2}-\frac{2 i \hbar t}{m^{*}}\right)}{\left(a^{4}+\frac{4 \hbar^{2} t^{2}}{m^{* 2}}\right)}\left(x-\frac{\hbar k_{0} t}{m^{*}}\right)\right] \phi(x, t) \phi^{*}(x, t), \tag{13.63}
\end{equation*}
$$

and the probability current density becomes

$$
\begin{equation*}
J_{x}(x, t)=\frac{\hbar k_{0}}{m^{*}}|N|^{2}\left[\frac{a^{4}+\frac{4 \hbar^{2} t^{2}}{m^{2}}\left(x /\left(\hbar k_{0} t / m^{*}\right)\right)}{a^{4}+\frac{4 \hbar^{2} t^{2}}{m^{* 2}}}\right] \phi^{*}(x, t) \phi(x, t) . \tag{13.64}
\end{equation*}
$$

Using Equations (13.57) and (13.58), we obtain the final expression:

$$
\begin{equation*}
J_{x}(x, t)=\frac{\hbar k_{0}}{m^{*}} \sqrt{\frac{2}{\pi a^{2}}} \frac{\left[1+\frac{4 \hbar^{2} t^{2}}{m^{*}}\left(x /\left(\hbar k_{0} t\right)\right)\right]}{\left[1+\frac{4 \hbar^{2} t^{2}}{m^{*} a^{4}}\right]^{3 / 2}} \exp \left[\frac{-2\left(x-\frac{\hbar k_{0} t}{m^{*}}\right)^{2}}{a^{2}\left(1+\frac{4 \hbar^{2} t^{2}}{m^{*} a^{4}}\right)}\right] . \tag{13.65}
\end{equation*}
$$

## * Problem 13.4: Time dependence of the energy flux density associated with a one-dimensional Gaussian wave packet

For the one-dimensional Gaussian wave packet (13.59) propagating in free space, compute the time dependence of the energy flux density

$$
\begin{equation*}
S_{x}=-\frac{\hbar^{2}}{2 m^{*}}\left(\frac{\partial \psi^{*}}{\partial t} \frac{d \psi}{d x}+\frac{\partial \psi}{\partial t} \frac{d \psi^{*}}{d x}\right) \tag{13.66}
\end{equation*}
$$

introduced in Problem 5.8.

Solution: As shown in Problem 5.9, the energy flux density of a free particle solution to the one-dimensional Schrödinger equation can be written as

$$
\begin{equation*}
S_{x}(x, t)=\frac{\hbar^{3}}{2 m^{* 2}} \operatorname{Im}\left[\left(\frac{\mathrm{~d}^{2} \psi(x, t)}{\mathrm{d} x^{2}}\right)\left(\frac{\mathrm{d} \psi^{*}(x, t)}{\mathrm{d} x}\right)\right] \tag{13.67}
\end{equation*}
$$

where $\operatorname{Im}$ stands for imaginary part.
Proceeding as in the previous problem, we first rewrite the one-dimensional Gaussian wave packet (13.54) as $\psi(x, t)=N \mathrm{e}^{i k_{0} x} \phi(x, t)$, where $N$ and $\phi(x, t)$ are given by Equations (13.57) and (13.58), respectively.

Next, we derive the following expressions for the derivatives of the wave function associated with the wave packet:

$$
\begin{align*}
\frac{\mathrm{d}^{2} \psi(x, t)}{\mathrm{d} x^{2}} & =N\left[\frac{\mathrm{~d}^{2} \phi(x, t)}{\mathrm{d} x^{2}}+2 i k_{0} \frac{\mathrm{~d} \phi(x, t)}{\mathrm{d} x}-k^{2} \phi(x, t)\right] \mathrm{e}^{i k_{0} x}  \tag{13.68}\\
\frac{\mathrm{~d} \phi(x, t)}{\mathrm{d} x} & =-\frac{2}{f(t)} u(x, t) \phi(x, t) \tag{13.69}
\end{align*}
$$

where $f(t)$ is given by Equation (13.62) and the function $u(x, t)$ is defined as

$$
\begin{equation*}
u(x, t)=x-\frac{\hbar k_{0} t}{m^{*}} \tag{13.70}
\end{equation*}
$$

From Equation (13.69), we also get

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \phi(x, t)}{\mathrm{d} x^{2}}=-\frac{2}{f(t)}\left[1-\frac{2}{f(t)} u^{2}\right] \phi(x, t) \tag{13.71}
\end{equation*}
$$

Starting with Equations (13.59) and (13.68), we calculate the product:

$$
\begin{align*}
\left(\frac{\mathrm{d}^{2} \psi(x, t)}{\mathrm{d} x^{2}}\right)\left(\frac{\mathrm{d} \psi^{*}(x, t)}{\mathrm{d} x}\right)= & |N|^{2}\left[-\frac{2}{f}+\frac{4 u^{2}}{f^{2}}-\frac{4 i u(x, t) k_{0}}{f}-k_{0}^{2}\right] \\
& \times\left[-i k_{0}-\frac{2}{f^{*}}\right] \phi^{*}(x, t) \phi(x, t) \tag{13.72}
\end{align*}
$$

Expanding this last expression and regrouping terms, we finally find

$$
\begin{align*}
S(x, t)= & S\left(k_{0}\right)\left[1+\left\{\frac{12 u(x, t)}{k_{0}^{2} X}+\frac{16 u(x, t)^{3}}{k_{0}^{5} X^{4}} g(u(x, t), t)\right\} \frac{\hbar k_{0} t}{m^{*}}\right] \\
& \times N^{2} \phi^{*}(x, t) \phi(x, t), \tag{13.73}
\end{align*}
$$

where

$$
\begin{equation*}
S\left(k_{0}\right)=\frac{\hbar k_{0}}{m^{*}}\left(\frac{\hbar^{2} k_{0}^{2}}{2 m^{*}}\right) \tag{13.74}
\end{equation*}
$$

is the energy flux density associated with the plane wave $\mathrm{e}^{i k_{0} x}$, while $g$ is the function given by

$$
\begin{equation*}
g(u(x, t), t)=2 a^{4}\left[a^{2}+2 u(x, t)^{2}\right]+8 \frac{\hbar^{2} t^{2}}{m^{* 2}}\left[a^{2}+6 u(x, t)^{2}\right] . \tag{13.75}
\end{equation*}
$$

## * Problem 13.5: Average kinetic energy of a one-dimensional Gaussian wave packet in free space

As shown in Problem 5.8, the kinetic energy flux density associated with a free particle in one dimension is given by

$$
\begin{equation*}
W(x, t)=\frac{\hbar^{2}}{2 m^{*}}\left(\frac{\mathrm{~d} \Psi^{*}(x, t)}{\mathrm{d} x}\right)\left(\frac{\mathrm{d} \Psi(x, t)}{\mathrm{d} x}\right) . \tag{13.76}
\end{equation*}
$$

Calculate the explicit expression for $W(x, t)$ starting with the time-dependent onedimensional Gaussian wave packet given in Equation (13.54), and show that the total kinetic energy of the wave packet, i.e., $E_{\mathrm{tot}}=\int_{-\infty}^{+\infty} W(x, t)$, is time independent and given by

$$
\begin{equation*}
E_{\mathrm{tot}}=\frac{\hbar^{2}}{2 m^{*}}\left(k_{0}^{2}+\frac{1}{2 \sigma^{2}}\right) . \tag{13.77}
\end{equation*}
$$

Solution: Starting with Equation (13.59), we have

$$
\begin{equation*}
\frac{\mathrm{d} \psi^{*}(x, t)}{\mathrm{d} x}=N\left[-i k_{0} \phi^{*}(x, t)+\frac{\mathrm{d} \phi^{*}(x, t)}{\mathrm{d} x}\right] \mathrm{e}^{-i k_{0} x} \tag{13.78}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
W(x, t)=\frac{\hbar^{2}}{2 m^{*}}|N|^{2} \phi(x, t) \phi^{*}(x, t)\left[k_{0}^{2}+\frac{4 u^{2}(x, t)}{f(t) f^{*}(t)}+2 i k_{0}\left(\frac{1}{f(t)}-\frac{1}{f^{*}(t)}\right)\right], \tag{13.79}
\end{equation*}
$$

where $f(t)$ is given by Equation (13.62). Using this equation, we get that

$$
\begin{equation*}
W(x, t)=\frac{\hbar^{2}}{2 m^{*}}|N|^{2} \phi(x, t) \phi^{*}(x, t)\left[k_{0}^{2}+\frac{4 u(x, t)\left(x+\frac{\hbar k_{0} t}{m^{*}}\right)}{X}\right] \tag{13.80}
\end{equation*}
$$

where $X=a^{4}+\frac{4 \hbar^{2} t^{2}}{m^{* 2}}$.

Integrating both sides of Equation (13.80) over $x$ from $x=-\infty$ to $x=+\infty$, and using the integrals

$$
\begin{align*}
\int_{0}^{\infty} \mathrm{d} x x^{2} \mathrm{e}^{-r^{2} x^{2}} & =\frac{\sqrt{\pi}}{4 r^{3}}  \tag{13.81}\\
\int_{-\infty}^{+\infty} \mathrm{d} x x^{3} \mathrm{e}^{-r^{2} x^{2}} & =0 \tag{13.82}
\end{align*}
$$

the total kinetic energy of the wave packet is found to be

$$
\begin{equation*}
E_{\mathrm{tot}}=\frac{\hbar^{2}}{2 m^{*}}\left(k_{0}^{2}+\frac{1}{2 \sigma^{2}}\right), \tag{13.83}
\end{equation*}
$$

which is time independent. This generalizes to the well-known classical result that the kinetic energy of a free particle is independent of time because, by definition, a free particle has no force acting on it and hence its velocity does not change with time. This result can also be arrived at by a simple application of Ehrenfest's theorem, derived in Problem 2.20.

[^2]Solution: Finite difference approximation for the one-dimensional
Schrödinger equation in the case of a constant effective mass
Our starting point is the one-dimensional time-dependent Schrödinger equation for a particle with a constant effective mass $m^{*}$ in an arbitrary time-independent potential $V(x)$ (see Problem 1.1):

$$
\begin{equation*}
H \psi(x, t)=-\frac{\hbar^{2}}{2 m^{*}} \frac{\partial^{2} \psi(x, t)}{\partial x^{2}}+V(x) \psi(x, t)=i \hbar \frac{\partial \psi(x, t)}{\partial t} . \tag{13.84}
\end{equation*}
$$

For the time being, let us ignore the time dependence and consider the total derivative in space as opposed to the partial derivative. Using equally spaced intervals along the $x$-axis at integer multiples of a small increment $\Delta x$, we first write a finite difference version of the kinetic operator using the approximation [7]

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \psi_{i}}{\mathrm{~d} x^{2}}=\frac{\psi_{i+1}-2 \psi_{i}+\psi_{i-1}}{(\Delta x)^{2}} \tag{13.85}
\end{equation*}
$$

At location $i$ (i.e. in the $i$ th mesh), the expression for the left-hand side of Equation (13.84) can be written as

$$
\begin{equation*}
H \psi_{i}=-\left(\frac{\hbar^{2}}{2 m}\right)\left(\frac{\psi_{i+1}-2 \psi_{i}+\psi_{i-1}}{\Delta x^{2}}\right)+V_{i} \psi_{i} . \tag{13.86}
\end{equation*}
$$

For a conservative system whose Hamiltonian is time independent (because the potential is time independent), a formal solution to the Schrödinger equation can be written as

$$
\begin{equation*}
\psi(x, t)=U\left(t, t_{0}\right) \psi\left(x, t_{0}\right)=\mathrm{e}^{-j\left(t-t_{0}\right) H / \hbar} \psi\left(x, t_{0}\right), \tag{13.87}
\end{equation*}
$$

where $j$ is the imaginary square-root of -1 .
Calling $\delta t=t-t_{0}$, and using the Cayley approximation for the unitary operator $\mathrm{e}^{-j \delta t H / \hbar}$ (see Problem 2.24), we get

$$
\begin{equation*}
U\left(t-t_{0}\right)=\mathrm{e}^{-j \delta t H / \hbar}=\frac{1-j \delta t H / 2 \hbar}{1+j \delta t H / 2 \hbar}=\frac{2 \hbar-j \delta t H}{2 \hbar+j \delta t H} \tag{13.88}
\end{equation*}
$$

To characterize the wave function at different time intervals separated by a small increment $\delta t$, we use a superscript $n$ which takes integer multiples of $\delta t$. With the use of Equation (13.84), the wave functions at two different times separated by a time interval $\delta t$ are related as follows:

$$
\begin{equation*}
\psi_{i}^{n+1}=\frac{2 \hbar-j \delta t H}{2 \hbar+j \delta t H} \psi_{i}^{n} . \tag{13.89}
\end{equation*}
$$

This last equation can be rearranged as

$$
\begin{equation*}
(2 \hbar+j \delta t H) \psi_{i}^{n+1}=(2 \hbar-j \delta t H) \psi_{i}^{n} . \tag{13.90}
\end{equation*}
$$

Using the expression for $H \psi_{i}$ in Equation (13.86), we get

$$
\begin{gather*}
2 \hbar \psi_{i}^{n+1}-\frac{j \delta t \hbar^{2}}{2 m^{*}}\left(\frac{\psi_{i+1}^{n+1}-2 \psi_{i}^{n+1}+\psi_{i-1}^{n+1}}{(\Delta x)^{2}}-\frac{2 m^{*}}{\hbar^{2}} V_{i}^{n+1} \psi_{i}^{n+1}\right) \\
=2 \hbar \psi_{i}^{n}+\frac{j \delta t \hbar^{2}}{2 m^{*}}\left(\frac{\psi_{i+1}^{n}-2 \psi_{i}^{n}+\psi_{i-1}^{n}}{(\Delta x)^{2}}-\frac{2 m^{*}}{\hbar^{2}} V_{i}^{n} \psi_{i}^{n}\right) \tag{13.91}
\end{gather*}
$$

The last equation leads to an implicit algorithm for obtaining the wave function at the next time step, i.e., at time $t=(n+1) \delta t$, at three discrete points in space (points $(i-1) \Delta x, i \Delta x$, and $(i+1) \Delta x)$ :

$$
\begin{align*}
& \psi_{i+1}^{n+1}+\psi_{i}^{n+1}\left(\frac{2 j(\Delta x)^{2} \hbar}{\delta t}-2-(\Delta x)^{2} V_{i}^{n}\right)+\psi_{i-1}^{n+1} \\
& =-\psi_{i+1}^{n}+\psi_{i}^{n}\left(\frac{2 j(\Delta x)^{2} \hbar}{\delta t}+2+(\Delta x)^{2} V_{i}^{n}\right)-\psi_{i-1}^{n} \tag{13.92}
\end{align*}
$$

This implicit algorithm is called the Crank-Nicholson scheme. The latter ensures the conservation of the probability density over time, i.e., the integral over the simulation domain of the probability density of the wave packet is conserved. This probability is equal to unity if the original wave packet is normalized.

For a given initial wave packet, repeated application of the implicit algorithm (13.92) allows one to calculate the wave packet at any later time across the entire solution domain. The implementation of the boundary conditions at both ends of the solution domain is described later.

Finite difference approximation for the one-dimensional timedependent Schrödinger equation in the case of a spatially varying effective mass $m^{*}(x)$

In this case, the time-dependent Schrödinger equation is given by (see Problem 1.1)

$$
\begin{align*}
i \hbar \frac{\partial \psi(x, t)}{\partial t}= & -\frac{\hbar^{2}}{2\left[m^{*}(x)\right]^{2}} \frac{\partial m^{*}(x)}{\partial x} \frac{\partial \psi(x, t)}{\partial x}-\frac{\hbar^{2}}{2 m^{*}(x)} \frac{\partial^{2} \psi(x, t)}{\partial x^{2}} \\
& +V(x) \psi(x, t) \tag{13.93}
\end{align*}
$$

We again rewrite this using the Crank-Nicholson form as

$$
\begin{align*}
i \hbar \frac{\psi_{i}^{n+1}-\psi_{i}^{n}}{\Delta t}= & \frac{\hbar^{2}}{2 m_{i}^{* 2}}\left(\frac{m_{i+1}^{*}-m_{i-1}^{*}}{2 \Delta x}\right)\left(\frac{\psi_{i+1}^{n+1}-\psi_{i-1}^{n+1}}{4 \Delta x}+\frac{\psi_{i+1}^{n}-\psi_{i-1}^{n}}{4 \Delta x}\right) \\
& -\frac{\hbar^{2}}{2 m_{i}^{*}}\left[\frac{\psi_{i+1}^{n+1}-2 \psi_{i}^{n+1}+\psi_{i-1}^{n+1}}{2(\Delta x)^{2}}+\frac{\psi_{i+1}^{n}-2 \psi_{i}^{n}+\psi_{i-1}^{n}}{2(\Delta x)^{2}}\right] \\
& +\frac{1}{2}\left(V_{i}^{n+1} \psi_{i}^{n+1}+V_{i}^{n} \psi_{i}^{n}\right) . \tag{13.94}
\end{align*}
$$

At every grid point, we must find the wave function $\psi_{i}^{n+1}$ at time $t=(n+1) \delta t$ given the wave function $\psi_{i}^{n}$ at time $t=n \delta t$. This is accomplished by deriving a difference equation for the variables representing the difference of the wave function at a given location at two successive time steps, i.e.,

$$
\begin{equation*}
\delta \psi_{i}=\psi_{i}^{n+1}-\psi_{i}^{n} . \tag{13.95}
\end{equation*}
$$

With these new variables, Equation (13.94) can be rewritten as

$$
\begin{align*}
& \left(1+\frac{m_{i+1}^{*}-m_{i-1}^{*}}{4 m_{i}^{*}}\right) \delta \psi_{i-1}+\left(\frac{j 4 m_{i}^{*}(\Delta z)^{2}}{\hbar \Delta t}-2-\frac{2 m_{i}^{*}(\Delta x)^{2} V_{i}^{n+1}}{\hbar^{2}}\right) \delta \psi_{i} \\
& \quad+\left(1-\frac{m_{i+1}^{*}-m_{i-1}^{*}}{4 m_{i}^{*}}\right) \delta \psi_{i+1}=\left(-\frac{m_{i+1}^{*}-m_{i-1}^{*}}{2 m_{i}^{*}}-2\right) \psi_{i-1}^{n} \\
& \quad+\left(4+\frac{2 m_{i}^{*}(\Delta x)^{2}\left(V_{i}^{n+1}+V_{i}^{n}\right)}{\hbar^{2}}\right) \psi_{i}^{n}+\left(\frac{m_{i+1}^{*}-m_{i-1}^{*}}{2 m_{i}^{*}}-2\right) \psi_{i+1}^{n} . \tag{13.96}
\end{align*}
$$

If we use a simulation domain with $N_{x}$ internal grid points, Equation (13.96) must be written $N_{x}+2$ times, including for $i=0$ and $i=N_{x}+1$, to implement the left
and right boundary conditions, respectively. The resulting set of $N_{x}+2$ equations can then be written in matrix form:

$$
\begin{equation*}
\mathbf{A} \cdot \boldsymbol{\delta} \psi=\mathbf{b} \tag{13.97}
\end{equation*}
$$

where the matrix $\mathbf{A}$ is an $\left(N_{x}+2\right) \times\left(N_{x}+2\right)$ tridiagonal matrix of the form

$$
\mathbf{A}=\left(\begin{array}{cccccc}
a_{1,1} & a_{1,2} & 0 & \cdots & 0 & 0  \tag{13.98}\\
a_{2,1} & a_{2,2} & a_{2,3} & 0 & \cdots & 0 \\
0 & a_{3,2} & a_{3,3} & a_{3,4} & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & a_{N_{x}+1, N_{x}} & a_{N_{x}+1, N_{x}+1} & a_{N_{x}+1, N_{x}+2} \\
0 & 0 & \cdots & 0 & a_{N_{x}+2, N_{x}+1} & a_{N_{x}+2, N_{x}+2}
\end{array}\right)
$$

and $\boldsymbol{\delta} \boldsymbol{\psi}$ and $\mathbf{b}$ are column vectors of dimension $\left(N_{x}+2\right) \times 1$.
The wave packet update after each time increment over the solution domain, including at the boundaries, is then given by

$$
\begin{equation*}
\psi_{i}^{n+1}=\psi_{i}^{n}+\delta \psi_{i} \tag{13.99}
\end{equation*}
$$

The elements of the matrix $\mathbf{A}$ are obtained from Equation (13.96) and are given by, for $i=1, \ldots, N_{x}$ :

$$
\begin{align*}
a_{i+1, i+1} & =-2-\frac{2 m_{i}^{*}(\Delta x)^{2} V_{i}^{n+1}}{\hbar^{2}}+i \frac{4 m_{i}^{*}(\Delta x)^{2}}{\hbar \Delta t}  \tag{13.100}\\
a_{i+1, i+2} & =1-\frac{m_{i+1}^{*}-m_{i-1}^{*}}{4 m_{i}^{*}}  \tag{13.101}\\
a_{i+1, i} & =1+\frac{m_{i+1}^{*}-m_{i-1}^{*}}{4 m_{i}^{*}} \tag{13.102}
\end{align*}
$$

Furthermore, the inner components of the column vector $\mathbf{b}$ are given by, for $i=$ $1, \ldots, N_{x}$ :

$$
\begin{align*}
b_{i+1}= & \left(-\frac{m_{i+1}^{*}-m_{i-1}^{*}}{2 m_{i}^{*}}-2\right) \psi_{i-1}^{n}+\left(4+\frac{2 m_{i}^{*}(\Delta x)^{2}\left(V_{i}^{n+1}+V_{i}^{n}\right)}{\hbar^{2}}\right) \psi_{i}^{n} \\
& +\left(\frac{m_{i+1}^{*}-m_{i-1}^{*}}{2 m_{i}^{*}}-2\right) \psi_{i+1}^{n} . \tag{13.103}
\end{align*}
$$

The matrix elements $a_{1,1}, a_{1,2}, a_{N_{x}+2, N_{x}+2}$, and $a_{N_{x}+2, N_{x}+1}$ and vector components $b_{1}$ and $b_{N_{x}+2}$ depend on the boundary conditions at the end of the simulation domain, as described next.

## Boundary conditions

(a) Reflecting boundaries: The implementation of a perfectly reflecting boundary is straightforward. In this case, there is zero probability of finding the particle outside the solution domain. Hence, the wave function must therefore vanish at both boundaries, i.e.,

$$
\begin{equation*}
\psi_{0}^{n}=\psi_{N+x+1}^{n}=0, \forall n . \tag{13.104}
\end{equation*}
$$

Table 13.1: First and last row values of $\mathbf{A}$ and $\mathbf{b}$ for the case of $100 \%$ reflecting boundaries at both ends of the solution domain.

| $a_{1,1}$ | $a_{1,2}$ | $b_{1}$ | $a_{N_{x}+2, N_{x}+1}$ | $a_{N_{x}+2, N_{x}+2}$ | $b_{N_{x}+2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | 1 | 0 |

Numerically, this is imposed by setting the elements of the first and last rows of the tridiagonal matrix $\mathbf{A}$ and column vector $\mathbf{b}$ defined above as shown in Table 13.1.
(b) Absorbing boundaries: The implementation of absorbing boundaries is trickier, but the extra work is well worth it because it eliminates the effects of spurious reflections found with perfectly reflecting boundaries. They affect the overall shape of the wave packet as time elapses.

First, we consider the special case of plane wave solutions to the time-dependent Schrödinger equation, i.e.,

$$
\begin{equation*}
\psi(z, t)=\mathrm{e}^{ \pm i\left(k z-\frac{E}{\hbar} t\right)} \tag{13.105}
\end{equation*}
$$

where the + and - signs correspond to a plane wave propagating to the right and left, respectively.

The kinetic energy $E$ and the momentum $k$ of the particle are related by the energy dispersion relation

$$
\begin{equation*}
k=\frac{1}{\hbar} \sqrt{2 m^{*} E} . \tag{13.106}
\end{equation*}
$$

This energy dispersion relation must be satisfied everywhere and at all time. The presence of the square root makes it difficult to implement a partial differential equation that ensures the presence of absorbing boundary conditions at the ends of the solution domain. This problem can be circumvented by replacing the energy dispersion relation in Equation (13.106) by a linear approximation, as illustrated in Figure 13.1.

If the energy content of the initial wave packet is mostly contained within the energy range between $\alpha_{1}$ and $\alpha_{2}$, as shown in Figure 13.1, we first approximate the energy dispersion relation in Equation (13.106) by a straight line characterized by the following energy-momentum relationship:

$$
\begin{equation*}
E=\frac{ \pm f_{1}}{\sqrt{2 m^{*}}}(\hbar k)+f_{2} \tag{13.107}
\end{equation*}
$$

where

$$
\begin{align*}
& f_{1}=\frac{\alpha_{2}-\alpha_{1}}{\sqrt{\alpha_{2}}-\sqrt{\alpha_{1}}},  \tag{13.108}\\
& f_{2}=\frac{\alpha_{1} \sqrt{\alpha_{2}}-\alpha_{2} \sqrt{\alpha_{1}}}{\sqrt{\alpha_{2}}-\sqrt{\alpha_{1}}} . \tag{13.109}
\end{align*}
$$



Figure 13.1: Linear approximation to the parabolic energy dispersion relation for a free particle over the energy range $\left[\alpha_{1}, \alpha_{2}\right]$ describing the spectral content of the initial wave packet.

Note that the $\pm \operatorname{sign}$ of $f_{1}$ in Equation (13.107) is related to waves propagating in either the positive or the negative direction. The appropriate sign must be selected when implementing the reflecting boundary at the right and left ends of the solution domain.

Next, we multiply Equation (13.107) on the right by $\psi(x, t)$ and get

$$
\begin{equation*}
E \psi(x, t)=\left(\frac{ \pm f_{1}}{\sqrt{2 m^{*}}}(\hbar k)+f_{2}\right) \psi(x, t) . \tag{13.110}
\end{equation*}
$$

We then replace $E$ and $k$ by their quantum mechanical operators $i \hbar \partial / \partial t$ and $-i \partial / \partial x$, respectively. This leads to the differential equation

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \psi(x, t)=\left(-i \hbar \frac{ \pm f_{1}}{\sqrt{2 m^{*}}} \frac{\partial}{\partial z}+f_{2}\right) \psi(x, t) \tag{13.111}
\end{equation*}
$$

As will be shown next, this last equation can be approximated by a difference equation, which allows a straightforward numerical implementation of absorbing boundary conditions at both ends of the solution domain.

Left absorbing boundary: The left boundary will be reached by the left-moving plane wave components associated with the Fourier transform of the moving wave packet. To implement the left absorbing boundary condition starting with Equation (13.111), we use the negative sign with $f_{1}$. The left boundary affects the first row of the matrices and vectors in Equation (13.98), i.e., the elements $a_{1,1}, a_{1,2}$, and $b_{1}$. Since only a first-order spatial derivative is involved in Equation (13.111), we implement it using a forward Euler difference scheme. The difference form of

Equation (13.111) becomes

$$
\begin{align*}
& i \hbar\left(\frac{\psi_{i+1}^{n+1}-\psi_{i+1}^{n}+\psi_{i}^{n+1}-\psi_{i}^{n}}{2 \Delta t}\right)=\frac{i \hbar f_{1}}{\sqrt{2 m_{i}^{*}}}\left(\frac{\psi_{i+1}^{n+1}-\psi_{i}^{n+1}+\psi_{i+1}^{n}-\psi_{i}^{n}}{2 \Delta x}\right) \\
& \quad+f_{2}\left(\frac{\psi_{i+1}^{n+1}+\psi_{i+1}^{n}+\psi_{i}^{n+1}+\psi_{i}^{n}}{4}\right) \\
& \quad+\left(\frac{V_{i+1}^{n+1} \psi_{i+1}^{n+1}+V_{i}^{n+1} \psi_{i}^{n+1}+V_{i+1}^{n} \psi_{i+1}^{n}+V_{i}^{n} \psi_{i}^{n}}{4}\right) . \tag{13.112}
\end{align*}
$$

Using Equation (13.95), setting $i=0$ in the previous equation, and rearranging terms, we get

$$
\begin{align*}
\delta \phi_{0}(1 & \left.+\frac{f_{1} \delta t}{\Delta x \sqrt{2 m_{0}^{*}}}+\frac{i f_{2} \delta t}{2 \hbar}+\frac{i \delta t V_{0}^{n+1}}{2 \hbar}\right) \\
& +\delta \phi_{1}\left(1+\frac{f_{1} \delta t}{\Delta x \sqrt{2 m_{0}^{*}}}+\frac{i f_{2} \delta t}{2 \hbar}+\frac{i \delta t V_{0}^{n+1}}{2 \hbar}\right) \\
= & \phi_{0}^{n}\left(-\frac{2 f_{1} \delta t}{\Delta x \sqrt{2 m_{0}^{*}}}-\frac{i f_{2} \delta t}{\hbar}-\frac{i \delta t\left(V_{0}^{n+1}+V_{0}^{n}\right)}{2 \hbar}\right) \\
& +\phi_{1}^{n}\left(\frac{2 f_{1} \delta t}{\Delta x \sqrt{2 m_{0}^{*}}}-\frac{i f_{2} \delta t}{\hbar}-\frac{i \delta t\left(V_{1}^{n+1}+V_{1}^{n}\right)}{2 \hbar}\right) . \tag{13.113}
\end{align*}
$$

Using this last equation, we get the following expression for the elements in the top rows of the matrix $\mathbf{A}$ and column vector $\mathbf{b}$ needed to implement the left absorbing boundary conditions:

$$
\begin{align*}
a_{1,1}= & 1+\frac{f_{1} \delta t}{\Delta x \sqrt{2 m_{0}^{*}}}+\frac{i f_{2} \delta t}{2 \hbar}+\frac{i \delta t V_{0}^{n+1}}{2 \hbar},  \tag{13.114}\\
a_{1,2}= & 1+\frac{f_{1} \delta t}{\Delta x \sqrt{2 m_{0}^{*}}}+\frac{i f_{2} \delta t}{2 \hbar}+\frac{i \delta t V_{0}^{n+1}}{2 \hbar},  \tag{13.115}\\
b_{1}= & \phi_{0}^{n}\left(-\frac{2 f_{1} \delta t}{\Delta x \sqrt{2 m_{0}^{*}}}-\frac{i f_{2} \delta t}{2 \hbar}-\frac{i \delta t\left(V_{0}^{n+1}+V_{0}^{n}\right)}{2 \hbar}\right) \\
& +\phi_{1}^{n}\left(\frac{2 f_{1} \delta t}{\Delta x \sqrt{2 m_{0}^{*}}}-\frac{i f_{2} \delta t}{2 \hbar}-\frac{i \delta t\left(V_{1}^{n+1}+V_{1}^{n}\right)}{2 \hbar}\right) . \tag{13.116}
\end{align*}
$$

Setting $i=1$ in the last three equations yields the elements of the first rows of $\mathbf{A}$ and $\mathbf{b}$ in Equation (13.97) needed to implement a left absorbing boundary.

Right absorbing boundary: The derivation of the right absorbing boundary follows the same approach as in the previous section, except with two important differences. First, we must use a positive value of $f_{1}$ associated with the description of the right-moving components in the Fourier transform of the moving wave packet.

Second, the first-order spatial derivative appearing in Equation (13.111) must be implemented using a backward Euler difference scheme.

The difference equation to implement the right boundary condition can then be obtained from Equation (13.112) by simply flipping the sign of $f_{1}$, and changing the spatial subscripts of $\psi$ from $i$ and $i+1$ to $i-1$ and $i$, respectively. This leads to the analytical expressions for the elements in the bottom row of the matrix $\mathbf{A}$, i.e. $a_{N_{x}+2, N_{x}+2}$ and $a_{N_{x}+2, N_{x}+1}$, and the bottom element in the column vector $\mathbf{b}$, i.e., $b_{N_{x}+2}$, needed to implement the right absorbing boundary condition.

## Suggested problems

- For the initial one-dimensional wave packet given in Equation (13.52), show that the average value of its momentum $\langle p\rangle=\hbar k_{0}$. Calculate the standard deviation of both the position and momentum as a function of the parameter $\sigma$.
- Calculate the time dependence of:
(1) the average position $\langle x(t)\rangle$,
(2) the momentum $\langle p(t)\rangle$, and
(3) the standard deviations $\Delta x(t)$ and $\Delta p(t)$
of the one-dimensional wave packets given by Equation (13.54).
- Perform the integral given in Equation (13.49) by completing the square using the dispersion relation for the free particle, and show that the spatiotemporal dependence of the wave function associated with the one-dimensional Gaussian wave packet is given by Equation (13.59).
- Consider a one-dimensional harmonic oscillator initially in the state

$$
\begin{equation*}
\phi(x)=N\left(1+\alpha^{2} x^{2}\right) \mathrm{e}^{-\frac{1}{2} x^{2}}, \tag{13.117}
\end{equation*}
$$

where $\alpha=(m \omega / \hbar)^{1 / 2}$ and $N$ is a normalization constant.
(1) Find $N$.
(2) What possible values are obtained in a measurement of the total energy of the oscillator and with what probability?
(3) Give an analytical expression of the wave function at time $t$.

- If a particle of mass $m^{*}$ is in an infinite potential well described by $V(x)=0$ for $|x| \leq a$ and $+\infty$ otherwise, and its wave function at time $t=0$ is an even function of $x$, then what possible values result from a measurement of the particle kinetic energy at $t=0$ ?

How soon after time $t=0$ will the particle return to its initial state if left undisturbed?

- In going from Equation (13.38) to Equation (13.39), we used the fact that

$$
\begin{equation*}
\langle 0| a^{\dagger}|\phi(t)\rangle=0 \tag{13.118}
\end{equation*}
$$

Explain why this is true.

- Consider a particle described by a one-dimensional wave packet $\phi(z)$ at $t=0$ for which $\langle z\rangle=0$ and $\left\langle p_{z}\right\rangle=0$.
Define the operators

$$
\begin{align*}
a & =\frac{z}{2 \sigma}+i \frac{\sigma p_{z}}{\hbar},  \tag{13.119}\\
a^{\dagger} & =\frac{z}{2 \sigma}-i \frac{\sigma p_{z}}{\hbar} . \tag{13.120}
\end{align*}
$$

Starting with the fact that for any $\phi(z),\left\langle a^{\dagger} a\right\rangle \geq 0$, prove the Heisenberg uncertainty relation for position and momentum,

$$
\begin{equation*}
\Delta z \Delta p_{z} \geq \frac{\hbar}{2} \tag{13.121}
\end{equation*}
$$

Show that the equality sign holds for a one-dimensional Gaussian wave packet.

- Starting with the results of Problem 13.3, write Matlab code to plot the spatial variation of the probability density and probability current density $J_{x}(x, t)$ as a function of time. Select the appropriate time scale to display the wave packet spreading for the $k_{0}$ and $a$ parameters you select to represent your wave packet.
- Calculate the probability density $\rho(x, t)$ associated with the Gaussian wave packet in Equation (13.54). Then, using the result of the previous exercise, show that the current continuity equation $\frac{\mathrm{d} \rho(x, t)}{\mathrm{d} t}+\frac{\mathrm{d} J_{x}(x, t)}{\mathrm{d} x}=0$ is satisfied for the one-dimensional wave packet.
- In Problem 13.4, derive the missing steps going from Equation (13.72) to Equation (13.73).
- Write Matlab code to plot the spatial variation of the probability density and energy flux density $S_{x}(x, t)$ as a function of time (see Problem 13.5). Select the appropriate time scale to display the wave packet spreading for your selected values of the $k_{0}$ and $a$ describing your wave packet.
- Consider the one-dimensional problem consisting of a particle subjected to a constant force $F$.
(1) Write down the Schrödinger equation in both the $x$ and $p$ representation (use a Fourier transform to obtain the latter - see Problem 3.2).
(2) Starting with the Schrödinger equation in momentum space, show that a solution at time $t$, designated as $\phi(p, t)$, can be found from the solution at time $t=0$, designated as $\phi_{0}(p)=\phi(p, t=0)$, as follows:

$$
\begin{equation*}
\phi(p, t)=\phi_{0}(p-F t) \mathrm{e}^{i\left[(p-F t)^{3}-p^{3}\right] / 6 m^{*} \hbar F} . \tag{13.122}
\end{equation*}
$$

(3) Using this last result, show that

$$
\begin{equation*}
|\phi(p, t)|^{2}=\left|\phi_{0}(p-F t)\right|^{2} . \tag{13.123}
\end{equation*}
$$

What is the physical significance of this result?

- Following the derivation of the difference equation for implementing a left absorbing boundary condition given in Equation (13.112), derive the explicit form of the difference equation needed to implement a right absorbing boundary condition. Using this difference equation, find the explicit values of the elements of the last rows of $\mathbf{A}$ and $\mathbf{b}$ in Equation (13.97) necessary to implement a right absorbing boundary.
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## Appendix A: Postulates of Quantum Mechanics

This appendix closely follows the treatment of Nielsen and Chuang [1]. A review of fundamental concepts such as vector space, inner product, outer product, Hilbert space, linear operators, matrices, eigenvectors, adjoint, unitary, and Hermitian operators, tensor products, operator functions, commutators, and anti-commutators is given in Chapter 2, Section 2.1 of Ref. [1].

## Postulate 1

Associated with any isolated physical system is a complex vector space with inner product (Hilbert space) known as the state space of the system. In Dirac notation, the system is completely described by its state vector $|\psi\rangle$, which is a unit vector in the state space, i.e., we must have $\langle\psi \mid \psi\rangle=1$, which is referred to as the normalization condition.

## Postulate 2

The evolution of a closed quantum system is described by a unitary transformation, i.e., the state $\left|\psi\left(t_{1}\right)\right\rangle$ of the system at time $t_{1}$ is related to the state $\left|\psi\left(t_{2}\right)\right\rangle$ at time $t_{2}$ by a unitary operator $U$ which depends only on the initial $\left(t_{1}\right)$ and final $\left(t_{2}\right)$ times in the evolution history:

$$
\begin{equation*}
\left|\psi\left(t_{2}\right)\right\rangle=U\left(t_{2}, t_{1}\right)\left|\psi\left(t_{1}\right)\right\rangle . \tag{A.1}
\end{equation*}
$$

Note that $\left\langle\psi\left(t_{2}\right) \mid \psi\left(t_{2}\right)\right\rangle=\left\langle\psi\left(t_{1}\right)\right| U^{+} U\left|\psi\left(t_{1}\right)\right\rangle=\left\langle\psi\left(t_{1}\right) \mid \psi\left(t_{1}\right)\right\rangle=1$, i.e., the state vector stays normalized at all times.

In non-relativistic quantum mechanics, Postulate 2 is sometimes formulated as a prelude to the Schrödinger equation which describes the time evolution of the state of a closed system characterized by a Hamiltonian $H$ :

$$
\begin{equation*}
i \hbar \frac{\mathrm{~d}}{\mathrm{~d} t}|\psi\rangle=H|\psi\rangle \tag{A.2}
\end{equation*}
$$

If the Hamiltonian does not depend explicitly on time, a formal solution of the Schrödinger equation can be written as

$$
\begin{equation*}
\left|\psi\left(t_{2}\right)\right\rangle=\mathrm{e}^{\frac{-i}{\hbar} H\left(t_{2}-t_{1}\right)}\left|\psi\left(t_{1}\right)\right\rangle \tag{A.3}
\end{equation*}
$$

and since $H$ is Hermitian, the operator $U$ defined as

$$
\begin{equation*}
U\left(t_{2}, t_{1}\right)=\mathrm{e}^{\frac{-i}{\hbar} H\left(t_{2}-t_{1}\right)} \tag{A.4}
\end{equation*}
$$

is unitary (see Chapter 2).

## Postulate 3: Quantum measurements

The quantum projective approach of von Neumann describes the wave function collapse associated with measurements performed on quantum mechanical systems. According to this approach, a projective measurement is described by an observable $M$, which is a Hermitian operator on the state space of the system. Measurements obey the following set of rules:

- Since the operator $M$ is Hermitian, it has a spectral decomposition

$$
\begin{equation*}
M=\sum_{m} m P_{m} \tag{A.5}
\end{equation*}
$$

where $P_{m}$ is the projector onto the eigenspace of $M$ with eigenvalue $m$ and corresponding eigenvector $|m\rangle$. The quantity $P_{m}$ is explicitly given by the outer product

$$
\begin{equation*}
P_{m}=|m\rangle\langle m| . \tag{A.6}
\end{equation*}
$$

- The possible outcomes of the measurement of the observable $M$ correspond to the eigenvalues $m$ of the observable.
- Upon measuring $M$ on a quantum mechanical system characterized by the ket $|\psi\rangle$, the probability of getting the result $m$ is given by

$$
\begin{equation*}
p(m)=\langle\psi| P_{m}|\psi\rangle=\langle\psi \mid m\rangle\langle m \mid \psi\rangle=|\langle\psi \mid m\rangle|^{2} . \tag{A.7}
\end{equation*}
$$

- After the measurement is made, if outcome $m$ has occurred, the state of the quantum system immediately after the measurement is given by (or has collapsed to)

$$
\begin{equation*}
P_{m}|\psi\rangle / \sqrt{p(m)}=\frac{\langle m \mid \psi\rangle|m\rangle}{\sqrt{|\langle\psi \mid m\rangle|^{2}}} \tag{A.8}
\end{equation*}
$$

where $\sqrt{p(m)}$ is introduced to renormalize the state after collapse occurs.

A useful property of projection measurements: In order to calculate the average value of repeated measurements of the observable $M$ on a quantum mechanical system in the state $|\psi\rangle$, we must perform the summation

$$
\begin{equation*}
E(M)=\sum_{m} m p(m) \tag{A.9}
\end{equation*}
$$

which is what we expect from the definition of average value associated with a random variable using probability theory. Plugging in the definition of $p(m)=$ $\langle\psi| P_{m}|\psi\rangle$,

$$
\begin{equation*}
E(M)=\sum_{m} m\langle\psi| P_{m}|\psi\rangle=\langle\psi| \sum_{m} m P_{m}|\psi\rangle=\langle\psi| M|\psi\rangle . \tag{A.10}
\end{equation*}
$$

The latter expression can usually be calculated easily for a given operator $M$ and state $|\psi\rangle$.

Similarly, the standard deviation of a large number of measurements of the observable $M$ is defined by

$$
\begin{equation*}
\Delta(M)=\left[\langle\psi|(M-\langle M\rangle)^{2}|\psi\rangle\right]^{\frac{1}{2}} \tag{A.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\langle M\rangle \doteq\langle\psi| M|\psi\rangle . \tag{A.12}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\Delta(M)=\sqrt{\langle\psi|\left(M^{2}-2\langle M\rangle M+\langle M\rangle^{2}\right)|\psi\rangle}=\sqrt{\left\langle M^{2}\right\rangle-\langle M\rangle^{2}} \tag{A.13}
\end{equation*}
$$

where $\left\langle M^{2}\right\rangle=\langle\psi|\left(M^{2}|\psi\rangle\right.$.
The standard deviation $\Delta(M)$ can therefore also be calculated easily once the operator $M$ and the ket $|\psi\rangle$ are known.

The extension of Postulate 1 to a multiparticle system is referred to as Postulate 4 of quantum mechanics. It is based on the concept of tensor product. This book does not consider many particle problems and therefore we will not make use of Postulate 4.
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## Appendix B: Useful Relations for the One-Dimensional Harmonic Oscillator

The eigenstates of the 1D harmonic oscillator described by the Hamiltonian [1-5]

$$
\begin{equation*}
H=\frac{p_{z}^{2}}{2 m}+\frac{1}{2} m \omega^{2} z^{2} \tag{B.1}
\end{equation*}
$$

are given by

$$
\begin{equation*}
\phi_{n}(z)=\sqrt{\frac{\alpha}{\sqrt{\pi} 2^{n} n!}} \mathrm{e}^{-\frac{\xi^{2}}{2}} H_{n}(\xi), \tag{B.2}
\end{equation*}
$$

where $n$ is an integer, $\xi=\alpha z$, and

$$
\begin{equation*}
\alpha=\sqrt{\frac{m \omega}{\hbar}} \tag{B.3}
\end{equation*}
$$

The corresponding eigenvalues are

$$
\begin{equation*}
E_{n}=\left(n+\frac{1}{2}\right) \hbar \omega \tag{B.4}
\end{equation*}
$$

In Equation (B.2), the quantities $H_{n}(\xi)$ are the Hermite polynomials given by

$$
\begin{equation*}
H_{n}(\xi)=(-1)^{n} \mathrm{e}^{\xi^{2}} \frac{\mathrm{~d}^{n}}{\mathrm{~d} \xi^{n}} \mathrm{e}^{-\xi^{2}} \tag{B.5}
\end{equation*}
$$

Using this last relation, the first few Hermite polynomials can be written explicitly as

$$
\begin{align*}
& H_{0}(\xi)=1  \tag{B.6}\\
& H_{1}(\xi)=2 \xi  \tag{B.7}\\
& H_{2}(\xi)=4 \xi^{2}-2  \tag{B.8}\\
& H_{3}(\xi)=8 \xi^{3}-12 \xi \tag{B.9}
\end{align*}
$$

The Hermite polynomials can also be obtained from the generating function [5]

$$
\begin{equation*}
\mathrm{e}^{-t^{2}+2 t \xi}=\sum_{n=0}^{\infty} \frac{H_{n}(\xi)}{n!} t^{n} \tag{B.10}
\end{equation*}
$$

or

$$
\begin{equation*}
H_{n}(\xi)=\left.\left(\frac{\mathrm{d}^{n}}{\mathrm{~d} \xi^{n}} \mathrm{e}^{-t^{2}+2 t \xi}\right)\right|_{t=0} \tag{B.11}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
H_{n}(\xi)=(-1)^{n} \mathrm{e}^{\xi^{2}}\left[\frac{\mathrm{~d}^{n}}{\mathrm{~d} \xi^{n}} \mathrm{e}^{-\xi^{2}}\right] \tag{B.12}
\end{equation*}
$$
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## Appendix C: Properties of Operators [1-5]

In quantum mechanics, any physical variable has an associated operator such that if an experiment is made to "measure" the value of the physical variable, the expected result of the measurement will be the "expectation value" of the operator, defined as

$$
\begin{equation*}
\langle\phi| O|\phi\rangle=\int \mathrm{d}^{3} \vec{r} \Phi^{*}(\vec{r}, t) O(\vec{r}, t) \Phi(\vec{r}, t) \tag{C.1}
\end{equation*}
$$

where the asterisk denotes complex conjugate, $O(\vec{r}, t)$ is the spatially and temporally varying operator describing the physical variable, and $\phi(\vec{r}, t)$ is the spatially and temporally varying wave function which is an eigenfunction of the operator, meaning that the following relation is satisfied: $O(\vec{r}, t) \Psi(\vec{r}, t)=\lambda \Psi(\vec{r}, t)$, where $\lambda$ is a constant (called the "eigenvalue" of the operator). Clearly, $\lambda$ is also the expectation value, or the value that is expected to be measured if an experiment were carried out to measure the physical variable represented by the operator.

## All legitimate quantum mechanical operators must be Hermitian

In other words, they must satisfy the relation

$$
\begin{equation*}
\int \mathrm{d}^{3} \vec{r} \Phi^{*}(\vec{r}, t) O(\vec{r}, t) \Psi(\vec{r}, t)=\int \mathrm{d}^{3} \vec{r}[O(\vec{r}, t) \Phi(\vec{r}, t)]^{*} \Psi(\vec{r}, t) \tag{C.2}
\end{equation*}
$$

because Hermitian operators have real eigenvalues. This ensures that the expectation value of the operator, or the eigenvalue, will be always real. Any imaginary or complex expectation value would have been unphysical since the measured value in any experiment must always be a real quantity.

It is easy to show that the eigenvalues of Hermitian operators are real. Indeed, if $O(\vec{r}, t)$ is a Hermitian operator with eigenvalue $\lambda$ and eigenfunction $\Psi(\vec{r}, t)$, then, by definition,

$$
\begin{equation*}
O(\vec{r}, t) \Psi(\vec{r}, t)=\lambda \Psi(\vec{r}, t) \tag{C.3}
\end{equation*}
$$

According to Equation (C.2), Hermiticity implies

$$
\begin{equation*}
\int \mathrm{d}^{3} \vec{r} \Psi_{2}^{*}(\vec{r}, t) O(\vec{r}, t) \Psi_{1}(\vec{r}, t)=\int \mathrm{d}^{3} \vec{r}\left[O(\vec{r}, t) \Psi_{2}(\vec{r}, t)\right]^{*} \Psi_{1}(\vec{r}, t) \tag{C.4}
\end{equation*}
$$

Using $\Psi_{1}(\vec{r}, t)=\Psi_{2}(\vec{r}, t)=\Psi(\vec{r}, t)$, and then inserting Equation (C.3) in Equation (C.4), we obtain

$$
\begin{equation*}
\lambda^{*} \int \mathrm{~d}^{3} \vec{r} \Psi^{*}(\vec{r}, t) \Psi(\vec{r}, t)=\lambda \int \mathrm{d}^{3} \vec{r} \Psi^{*}(\vec{r}, t) \Psi(\vec{r}, t) \tag{C.5}
\end{equation*}
$$

or

$$
\begin{equation*}
\lambda=\lambda^{*} \tag{C.6}
\end{equation*}
$$

Hence, $\lambda$ is real.

Physical significance of this result: The eigenvalue of a quantum mechanical operator is its expectation value, which is the value expected to be measured on average after repeated measurements. The latter must be a real quantity since one cannot measure an imaginary physical variable (e.g., imaginary position or imaginary momentum or imaginary energy). Hence, quantum mechanical operators must always possess real eigenvalues. Since Hermitian operators are guaranteed to yield real eigenvalues, all legitimate quantum mechanical operators must be Hermitian.

## The eigenfunctions of a Hermitian operator corresponding to two distinct eigenvalues are mutually orthogonal

Let $\phi$ and $\psi$ be two eigenfunctions of a Hermitian operator corresponding to two different eigenvalues $\alpha$ and $\beta$, i.e., $\alpha \neq \beta$.

By definition, $O \psi=\alpha \psi$ and $O \phi=\beta \phi$. Hermiticity implies

$$
\begin{equation*}
\int \mathrm{d}^{3} \vec{r}(O \psi)^{*} \phi=\int \mathrm{d}^{3} \vec{r} \psi^{*} O \phi \tag{C.7}
\end{equation*}
$$

or

$$
\begin{equation*}
\alpha^{*} \int \mathrm{~d}^{3} \vec{r} \psi^{*} \phi=\beta \int \mathrm{d}^{3} \vec{r} \psi^{*} \phi . \tag{C.8}
\end{equation*}
$$

But since $\alpha$ is real,

$$
\begin{equation*}
\alpha \int \mathrm{d}^{3} \vec{r} \psi^{*} \phi=\beta \int \mathrm{d}^{3} \vec{r} \psi^{*} \phi, \tag{C.9}
\end{equation*}
$$

or

$$
\begin{equation*}
(\alpha-\beta) \int \mathrm{d}^{3} \vec{r} \psi^{*} \phi=0 \tag{C.10}
\end{equation*}
$$

Since $\alpha \neq \beta$, we must have $\int \mathrm{d}^{3} \vec{r} \psi^{*} \phi=0$. This implies that eigenfunctions corresponding to distinct eigenvalues are orthornormal.

Physical significance of this result: The wave function of no eigenstate of a quantum mechanical system can be written as a linear combination of the wave functions of other eigenstates. If that were not true, then we could have written

$$
\begin{equation*}
\left|\phi_{m}\right\rangle=\sum_{p=1, p \neq m} C_{p}\left|\phi_{p}\right\rangle \tag{C.11}
\end{equation*}
$$

where we used the Dirac bra-ket notation to write the wave function. Evaluating the norm, we get

$$
\begin{equation*}
\left\langle\phi_{m} \mid \phi_{m}\right\rangle=\sum_{p=1, p \neq m} C_{p}\left\langle\phi_{m} \mid \phi_{p}\right\rangle=\sum_{p=1, p \neq m} C_{p} \delta_{p, m}=0, \tag{C.12}
\end{equation*}
$$

since the Kronecker $\delta_{p, m}=0$ when $p \neq m$, which is an absurdity since it implies that the norm of the wave function is equal to zero everywhere and at all times. That would mean that the probability of finding the electron in that eigenstate is forever zero, i.e. the eigenstate is no eigenstate at all!

## Useful operator identities

One of the fundamental tenets of quantum mechanics is the Heisenberg uncertainty principle discussed in Problem 4.1 in Chapter 4. This pertains to operators that do not commute and is based on some basic properties of the commutator of the operators associated with some physical variables. The commutator of two operators $A$ and $B$ is defined as

$$
\begin{equation*}
[A, B]=A B-B A . \tag{C.13}
\end{equation*}
$$

The following properties are easily proven:

$$
\begin{align*}
{[A, B] } & =-[B, A]  \tag{C.14}\\
{[A, B C] } & =[A, B] C+B[A, C]  \tag{C.15}\\
(A B)^{\dagger} & =B^{\dagger} A^{\dagger}  \tag{C.16}\\
{[A, B]^{\dagger} } & =-[A, B] \quad \text { if } A \text { and } B \text { are Hermitian. } \tag{C.17}
\end{align*}
$$
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## Appendix D: The Pauli Matrices and their Properties [1-5]

The $2 \times 2$ Pauli matrices are defined as follows:

$$
\begin{align*}
\sigma_{z} & =\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)  \tag{D.1}\\
\sigma_{x} & =\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right)  \tag{D.2}\\
\sigma_{y} & =\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right) \tag{D.3}
\end{align*}
$$

The following properties of the Pauli matrices can be proven easily:

$$
\begin{aligned}
& \operatorname{det}\left(\sigma_{j}\right)=-1 \text { for } j=x, y, \text { or } z \\
& \operatorname{Tr}\left(\sigma_{j}\right)=0 \\
& \sigma_{x}^{2}=\sigma_{y}^{2}=\sigma_{z}^{2}=I \\
& \sigma_{p} \sigma_{q}+\sigma_{q} \sigma_{p}=0 \quad(p \neq q ; p, q=x, y, z) \\
& \sigma_{x} \sigma_{y} \sigma_{z}=i I \\
& \sigma_{x} \sigma_{y}=-\sigma_{y} \sigma_{x}=i \sigma_{z} \\
& \sigma_{y} \sigma_{z}=-\sigma_{z} \sigma_{y}=i \sigma_{x} \\
& \sigma_{z} \sigma_{x}=-\sigma_{x} \sigma_{z}=i \sigma_{y} .
\end{aligned}
$$

These last three identities can be written in a more compact form as

$$
\begin{equation*}
\sigma_{j} \sigma_{k}=i \epsilon_{j k l}+\delta_{k j} I \tag{D.4}
\end{equation*}
$$

where $\epsilon_{j k l}=0$ if the indices $j, k, l$ are not distinct, $\epsilon_{j k l}=1$ if the indices $(j, k, l)$ are distinct and a cyclic permutation of the $(x, y, z)$ indices, and $\epsilon_{j k l}=-1$ if the indices $(j, k, l)$ are distinct and not a cyclic permutation of $(x, y, z)$.

## Eigenvectors of the Pauli matrices

The eigenvalues of the three Pauli spin matrices are $\pm 1$. The corresponding eigenvectors are listed below.

Matrix $\boldsymbol{\sigma}_{z}$ : The eigenvectors of $\sigma_{z}$ must satisfy

$$
\begin{equation*}
\sigma_{z}| \pm\rangle_{z}= \pm 1| \pm\rangle_{z} \tag{D.5}
\end{equation*}
$$
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In a $(2 \times 1)$ column vector form, the normalized eigenvectors of $\sigma_{z}$ are given by

It is easy to verify that these two eigenvectors are orthonormal, as they must be since they are eigenvectors of a Hermitian matrix corresponding to distinct (nondegenerate) eigenvalues.

Matrix $\sigma_{x}$ : The eigenvectors of $\sigma_{x}$ must satisfy

$$
\begin{equation*}
\sigma_{x}| \pm\rangle_{x}= \pm 1| \pm\rangle_{x} \tag{D.8}
\end{equation*}
$$

Starting with Equation (D.2), these eigenvectors are found to be

Once again, the two eigenvectors are orthonormal. As can be easily checked, these eigenvectors can also be expressed as

Matrix $\sigma_{y}$ : The eigenvectors of $\sigma_{y}$ must satisfy

$$
\begin{equation*}
\sigma_{y}| \pm\rangle_{y}= \pm 1| \pm\rangle_{y} \tag{D.12}
\end{equation*}
$$

Using Equation (D.3), these eigenvectors are found to be

These eigenvectors are also orthonormal and can be expressed as

The eigenvectors of the Pauli spin matrices are examples of spinors, which are $2 \times 1$ column vectors that represent the spin state of an electron. If we know the spinor associated with an electron in a given state, we can deduce the electron's spin orientation, i.e., find the quantities $\left\langle S_{x}\right\rangle,\left\langle S_{y}\right\rangle$, and $\left\langle S_{z}\right\rangle$, where the angular brackets $\langle\cdots\rangle$ denote expectation values.
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## Appendix E: Threshold Voltage in a High Electron Mobility Transistor Device

Here, we derive an expression for the threshold voltage $V_{\mathrm{T}}$ of a HEMT starting with the energy band diagram shown in Figure E.1.

By analogy with MOSFETs [1-4], we expect the sheet carrier concentration $n_{\mathrm{s}}$ in the 2DEG near the AlGaAs/GaAs interface to be given by

$$
\begin{equation*}
e n_{\mathrm{s}}=\frac{\epsilon_{\mathrm{s}}}{d}\left(V_{\mathrm{G}}-V_{\mathrm{T}}\right) \tag{E.1}
\end{equation*}
$$

where $\epsilon_{\mathrm{s}}$ is the electric constant of the wide gap layer and and $V_{\mathrm{G}}$ is the gate voltage.
We will show that

$$
\begin{equation*}
V_{\mathrm{T}}=\phi_{\mathrm{m}}+\frac{\left(E_{\mathrm{F}}^{\mathrm{sub}}-\Delta E_{\mathrm{c}}\right)}{e}-V_{d} \tag{E.2}
\end{equation*}
$$

where $V_{d}=\frac{e N_{\mathrm{D}}(d-w)^{2}}{2 \epsilon_{\mathrm{s}}}, N_{\mathrm{D}}$ is the uniform doping concentration in the region $[-d,-w]$ of the wide gap layer, $E_{\mathrm{F}}{ }^{\text {sub }}$ is the Fermi energy in the bulk narrow gap material measured from the bottom of the triangular well at the interface, $\Delta E_{\mathrm{c}}$ is the conduction band offset between the wide and narrow gap materials, and $\phi_{\mathrm{m}}$ is the work function of the metallic gate.

Solution: We will make the so-called depletion approximation for the wide gap layer, assuming a uniform doping density $N_{\mathrm{D}}$ for $-d<z<-w$ and $N_{\mathrm{D}}=0$ in $-w<z<0$ (spacer layer). We first see from the energy band diagram that

$$
\begin{equation*}
e \phi_{\mathrm{m}}-e V_{\mathrm{G}}=\left|e V_{2}\right|+\Delta E_{\mathrm{c}}-E_{\mathrm{F}}^{\mathrm{sub}} \tag{E.3}
\end{equation*}
$$

We solve Poisson's equation in the interval $[-w,-d]$ :

$$
\begin{equation*}
\frac{\mathrm{d} E}{\mathrm{~d} z}=\frac{\rho(z)}{\epsilon_{\mathrm{s}}}=\frac{e N_{\mathrm{D}}}{\epsilon_{\mathrm{s}}} \tag{E.4}
\end{equation*}
$$

where $E$ is the electric field related to the conduction band slope $\left(E=\frac{1}{q} \frac{\mathrm{~d} E_{\mathrm{c}}}{\mathrm{d} z}\right)$.
Integrating from $-w$ to $z$, we get

$$
\begin{equation*}
E(z)=E(-w)+\frac{e N_{\mathrm{D}}}{\epsilon_{\mathrm{s}}}(z+w) \tag{E.5}
\end{equation*}
$$

The electrostatic potential is then obtained from

$$
\begin{equation*}
\frac{\mathrm{d} V}{\mathrm{~d} z}=-E(z) \tag{E.6}
\end{equation*}
$$



Figure E.1: A HEMT is implemented with a heterostructure comprising a narrow bandgap semiconductor and a wide bandgap semiconductor. The wide gap semiconductor is doped with donor atoms and the resulting free electrons transfer to the narrow bandgap semiconductor to minimize their potential energies. This results in spatial separation of the electrons from their parent donors, which causes the electron mobility to be high because of suppression of scattering due to ionized donor atoms. A quasi two-dimensional layer (2DEG) of electrons forms at the heterointerface. The energy band diagram along the direction perpendicular to the heterointerface is shown. There is a gate bias applied to the top metallic gate leading to a difference between the Fermi level in the bulk narrow gap semiconductor $E_{\mathrm{F}}{ }^{\text {sub }}$ and the Fermi level in the gate metal $E_{F}{ }^{\mathrm{G}}$. The quantity $\phi_{\mathrm{m}}$ is the work function of the metal. The wide bandgap layer is doped uniformly with donors for $-d<z<-w$ and undoped in the region $-w<z<0$.

Integrating this last equation from $-w$ to $z$ using Equation (E.5), we get

$$
\begin{equation*}
V(z)-(-w)=-E(-w)(z+w)-\frac{e N_{\mathrm{D}}}{\epsilon_{\mathrm{s}}}\left(\frac{z^{2}}{2}+w z+\frac{w^{2}}{2}\right) \tag{E.7}
\end{equation*}
$$

or

$$
\begin{align*}
V(z)-V(-w) & =-E(-w)(-d+w)-\frac{e N_{\mathrm{D}}}{\epsilon_{\mathrm{s}}}\left(\frac{d^{2}}{2}+w d+\frac{w^{2}}{2}\right)  \tag{E.8}\\
& =-E(-w)(w-d)-\frac{e N_{\mathrm{D}}}{2 \epsilon_{\mathrm{s}}}(d-w)^{2} \tag{E.9}
\end{align*}
$$

Similarly, in the interval $[-w, 0]$, neglecting the contribution from any residual free carriers, Poisson's equation is simply

$$
\begin{equation*}
\frac{\mathrm{d} E}{\mathrm{~d} z}=0 \tag{E.10}
\end{equation*}
$$

Hence, the electric field is constant in the spacer layer, i.e.

$$
\begin{equation*}
E(z)=E(-w) \tag{E.11}
\end{equation*}
$$

Therefore, in that interval, the electrostatic potential satisfies

$$
\begin{equation*}
\frac{\mathrm{d} V}{\mathrm{~d} z}=-E(z)=-E(-w) \tag{E.12}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
V(z)-V(0)=-E(-w) z \tag{E.13}
\end{equation*}
$$

Setting the electrostatic potential at $z=0$ to zero, we get

$$
\begin{equation*}
V(z)=-E(-w) z . \tag{E.14}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
V(-w)=E(-w) w \tag{E.15}
\end{equation*}
$$

From the set of equations above, we obtain

$$
\begin{equation*}
V(-d)=E(-w) d-\frac{e N_{\mathrm{D}}}{2 \epsilon_{\mathrm{s}}}(d-w)^{2} \tag{E.16}
\end{equation*}
$$

Therefore, referring back to Figure E.1,

$$
\begin{equation*}
V_{2}=-V(-d)=\frac{e N_{\mathrm{D}}}{2 \epsilon_{\mathrm{s}}}(d-w)^{2}-E(-w) d \tag{E.17}
\end{equation*}
$$

So,

$$
\begin{equation*}
V_{2}=\frac{e N_{\mathrm{D}}}{2 \epsilon_{\mathrm{s}}}(d-w)^{2}-E_{\mathrm{s}} d=V_{d}-\epsilon_{\mathrm{s}} d \tag{E.18}
\end{equation*}
$$

From Equations (E.3)-(E.18), the electric field $E_{\mathrm{s}}$ in the spacer layer is therefore

$$
\begin{equation*}
E_{\mathrm{s}}=\frac{\left(V_{d}-\phi_{\mathrm{m}}-\frac{E_{\mathrm{F}}-\Delta E_{\mathrm{c}}}{e}+V_{\mathrm{G}}\right)}{d} . \tag{E.19}
\end{equation*}
$$

Using the continuity of the displacement vector at the interface of the wide and narrow gap semiconductors, we get $\epsilon_{\mathrm{s}} E_{\mathrm{s}}=\epsilon_{\text {narrow }} E_{\text {narrow }}$, where $\epsilon_{\mathrm{s}}$ is the permittivity of the wide gap semiconductor in the spacer layer and $\epsilon_{\text {narrow }}$ is the permittivity in the narrow gap semiconductor. Applying Gauss's law to a box extending from the heterointerface far into the GaAs substrate leads to

$$
\begin{equation*}
E_{\mathrm{s}}=\left(\frac{\epsilon_{\text {narrow }}}{\epsilon_{\mathrm{s}}}\right) E_{\text {narrow }}=\frac{e}{\epsilon_{\mathrm{s}}}\left(n_{\mathrm{s}}+N_{\text {depl }}\right) \tag{E.20}
\end{equation*}
$$

where $E_{\text {narrow }}$ is the electric field in the narrow gap semiconductor and $N_{\text {depl }}$ is the depletion charge due to the $N_{\mathrm{A}}$ dopants in the substrate, which we assume is negligible. Hence, $E_{\mathrm{s}}=\frac{e}{E_{\mathrm{s}}} n_{\mathrm{s}}$. Plugging this back into Equation (E.19), we get

$$
\begin{equation*}
e n_{\mathrm{s}}=\epsilon_{\mathrm{s}} E_{\mathrm{s}}=\epsilon_{\mathrm{s}} \frac{\left(V_{d}-\phi_{\mathrm{m}}-\frac{1}{e}\left(E_{\mathrm{F}}-\Delta E_{\mathrm{c}}\right)+V_{\mathrm{G}}\right)}{d} \tag{E.21}
\end{equation*}
$$

which can be written in the more compact form

$$
\begin{equation*}
e n_{\mathrm{s}}=\epsilon_{\mathrm{s}} \frac{\left(V_{\mathrm{G}}-V_{\mathrm{T}}\right)}{d} \tag{E.22}
\end{equation*}
$$

by defining the threshold voltage $V_{\mathrm{T}}$ as

$$
\begin{equation*}
V_{\mathrm{T}}=\phi_{\mathrm{m}}+\frac{\left(E_{\mathrm{F}}-\Delta E_{\mathrm{c}}\right)}{e}-V_{d} \tag{E.23}
\end{equation*}
$$
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## Appendix F: Peierls's Transformation [1, 2]

To account for an external magnetic field of flux density $\vec{B}$ and an electrostatic potential $\phi$ in the Schrödinger equation of a free particle given by

$$
\begin{equation*}
H \psi=\frac{\vec{p} \cdot \vec{p}}{2 m} \psi=E \psi \tag{F.1}
\end{equation*}
$$

we must make the following two substitutions:

$$
\begin{equation*}
\vec{p} \rightarrow \vec{p}-q \vec{A}(\vec{r}, t) \tag{F.2}
\end{equation*}
$$

referred to as Peierls's substitution or transformation, and

$$
\begin{equation*}
E \rightarrow E-q \phi(\vec{r}, t) \tag{F.3}
\end{equation*}
$$

where $\vec{A}$ is a vector potential whose curl is the magnetic flux density, i.e., $\vec{B}=\vec{\nabla} \times \vec{A}$, and $\phi$ is the electrostatic potential. The latter is defined as the work done per unit charge to bring the charge to the location $\vec{r}$ from some reference point, typically selected at infinity.

The new Hamiltonian of the Schrödinger equation then becomes

$$
\begin{equation*}
H=\frac{(\vec{p}-q \vec{A})^{2}}{2 m}+q \phi \tag{F.4}
\end{equation*}
$$

The easiest way to derive the two substitutions described above is to start with a Lagrangian description of charge dynamics. In the presence of an electrostatic potential alone, the Lagrangian of a charged particle is given by the difference between the kinetic $(T)$ and potential $(V)$ energies:

$$
\begin{equation*}
L=T-V=(1 / 2) m \vec{v} \cdot \vec{v}-q \phi . \tag{F.5}
\end{equation*}
$$

The charge dynamics are then described by Euler's equation,

$$
\begin{equation*}
\frac{\partial L}{\partial x_{i}}-\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{x}_{i}}\right)=0 \tag{F.6}
\end{equation*}
$$

where the $x_{i}$ are spatial coordinates of the particle, and the single dot superscript denotes the first derivative with respect to time.

With the Lagrangian above, Euler's equation becomes

$$
\begin{equation*}
-q \frac{\partial \phi}{\partial x_{i}}-\frac{\mathrm{d}}{\mathrm{~d} t}\left(m \dot{x}_{i}\right)=0 \tag{F.7}
\end{equation*}
$$

which is equivalent to the Newton equation of motion

$$
\begin{equation*}
m \ddot{x}_{i}=-q \frac{\partial \phi}{\partial x_{i}} . \tag{F.8}
\end{equation*}
$$

In the presence of an external magnetic field, the force acting on the charge $q$ should contain the Lorentz contribution, and the total force acting on the particle is given by

$$
\begin{equation*}
\vec{F}=q \vec{E}+q \vec{v} \times \vec{B}, \tag{F.9}
\end{equation*}
$$

where the electric field $\vec{E}=-\vec{\nabla} \phi-\partial \vec{A} / \partial t$.
Next, we show that a modification of the Lagrangian in Equation (F.5) to the new form

$$
\begin{equation*}
L=(1 / 2) m \vec{v} \cdot \vec{v}-q \phi+q \vec{v} \cdot \vec{A} \tag{F.10}
\end{equation*}
$$

leads to Newton's equation where the force term includes both the Lorentz force due to the magnetic field and the force due to the electric field.

Starting with this new expression for the Lagrangian, we get the canonical momentum component

$$
\begin{equation*}
p_{i}=\frac{\partial L}{\partial \dot{x}_{i}}=m \dot{x}_{i}+q A_{i}, \tag{F.11}
\end{equation*}
$$

or, in vector form,

$$
\begin{equation*}
\vec{p}=m \vec{v}+q \vec{A} . \tag{F.12}
\end{equation*}
$$

Now,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{x_{i}}}\right)=m \ddot{x}_{i}+q \frac{\mathrm{~d} A_{i}}{\mathrm{~d} t} . \tag{F.13}
\end{equation*}
$$

Since, in the most general case, $\vec{A}$ is a function of position and time, we have

$$
\begin{equation*}
\frac{\mathrm{d} A_{i}}{\mathrm{~d} t}=\frac{\partial A_{i}}{\partial t}+\vec{v} \cdot \vec{\nabla} A_{i} \tag{F.14}
\end{equation*}
$$

Moreover, because

$$
\begin{equation*}
\frac{\partial L}{\partial x_{i}}=-q \frac{\partial \phi}{\partial x_{i}}+q \vec{v} \cdot \frac{\partial \vec{A}}{\partial x_{i}} \tag{F.15}
\end{equation*}
$$

Euler's equation becomes

$$
\begin{equation*}
-q \frac{\partial \phi}{\partial x_{i}}+q \vec{v} \cdot \frac{\partial \vec{A}}{\partial x_{i}}-m \ddot{x}_{i}-q\left(\frac{\mathrm{~d} A_{i}}{\mathrm{~d} t}+\vec{v} \cdot \vec{\nabla} A_{i}\right)=0 \tag{F.16}
\end{equation*}
$$

In vector notation, the right-hand side of the last equation can be expressed as a general force $\vec{F}$,

$$
\begin{equation*}
\vec{F}=q\left(-\vec{\nabla} \phi-\frac{\partial \vec{A}}{\partial t}\right)+q[\vec{\nabla}(\vec{v} \cdot \vec{A})-(\vec{v} \cdot \vec{\nabla}) \vec{A}] \tag{F.17}
\end{equation*}
$$

which reduces to

$$
\begin{equation*}
\vec{F}=q \vec{E}+q \vec{v} \times(\vec{\nabla} \times \vec{A})=q \vec{E}+q \vec{v} \times \vec{B}, \tag{F.18}
\end{equation*}
$$

where we have used the relation between the magnetic field and the vector potential

$$
\begin{equation*}
\vec{B}=\vec{\nabla} \times \vec{A} \tag{F.19}
\end{equation*}
$$

Starting with the modified Lagrangian, the Hamiltonian of the charge particle can then be derived as

$$
\begin{equation*}
H=\sum_{i=1}^{3} p_{i} \dot{x}_{i}-L=\sum_{i=1}^{3}\left(m \dot{x}_{i}+q A_{i}\right) \dot{x}_{i}-\frac{1}{2} m\left(\dot{x}_{i}\right)^{2}+q \phi-q A_{i} \dot{x}_{i} \tag{F.20}
\end{equation*}
$$

or

$$
\begin{equation*}
H=\sum_{i=1}^{3} \frac{1}{2} m\left(\dot{x}_{i}\right)^{2}+q \phi, \tag{F.21}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
H=\frac{(\vec{p}-q \vec{A})^{2}}{2 m}+q \phi \tag{F.22}
\end{equation*}
$$

where we have used Equation (F.11).
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## Appendix G: Matlab Code

Listed below is the Matlab code used to generate some of the figures in the book. Each program is identified with the problem number and the chapter where it was used. A copy of the source code can be requested from Marc Cahay at marc.cahay@ uc.edu.

## Matlab code for Problem 3.13

```
% Finding the first three roots of the Airy function
% Written by
% Jordan Bishop
% Project for Quantum Systems class taught at UC by M. Cahay
    (Fall 2014)
clc;
clear all;
close all;
% first root of the Airy function Ai
ZetaLeft1 = 1;%Established by looking at the graph of the
    function
ZetaRight1 = 3;%Established by looking at the graph of the
        function
    % Break the function into a left and right sections
    AiryFuncLeft1 = airy(-ZetaLeft1);
    AiryFuncRight1 = airy(-ZetaRight1);
%Loop for the left side
while (AiryFuncLeft1>0)
    ZetaLeft1 = ZetaLeft1 + .00001;
    AiryFuncLeft1 = airy(-ZetaLeft1);
end
%Loop for the right side
while (AiryFuncRight1<0)
    ZetaRight1 = ZetaRight1 - .00001;
    AiryFuncRight1 = airy(-ZetaRight1);
end
```

\%average the left and right to find the zero
root $1=($ ZetaLeft $1+$ ZetaRight1 $) / 2 ;$
$\operatorname{disp}($ 'Root 1 is:'); \% displaying first root of Airy function Ai
$\operatorname{disp}(\operatorname{root} 1) ;$
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```
%
second root of the Airy function
```

    ZetaLeft2 \(=3.5 ; \%\) Established by looking at the graph of the
        function
    ZetaRight2 \(=5 ; \%\) Established by looking at the graph of the
        function
    AiryFuncLeft2 \(=\) airy (-ZetaLeft2) ;
    AiryFuncRight2 \(=\) airy (-ZetaRight2) ;
    while (AiryFuncLeft2 $<0$ )
ZetaLeft2 $=$ ZetaLeft $2+.00001$;
AiryFuncLeft2 = airy (-ZetaLeft2);
end
while (AiryFuncRight2 > 0)
ZetaRight2 $=$ ZetaRight2 - . 00001 ;
AiryFuncRight2 $=$ airy (-ZetaRight2);
end
root2 $=($ ZetaLeft $2+$ ZetaRight2) $/ 2 ;$
disp('Root 2 is:'); \% displaying the second root of the Airy
function $A$
$\operatorname{disp}(\operatorname{root} 2) ;$
\% third Root of the Airy Function
ZetaLeft3 $=5$;
ZetaRight3 $=6$;
AiryFuncLeft3 $=$ airy (-ZetaLeft3);
AiryFuncRight3 $=$ airy (-ZetaRight3);
while (AiryFuncLeft3 > )
ZetaLeft $3=$ ZetaLeft $3+.00001$;
AiryFuncLeft3 $=\operatorname{airy}(-$ ZetaLeft 3$)$;
end
while (AiryFuncRight3 < 0)
ZetaRight3 $=$ ZetaRight3 - . 00001 ;
AiryFuncRight3 $=$ airy (-ZetaRight3);
end
root3 $=($ ZetaLeft $3+$ ZetaRight3) $/ 2 ;$
disp('Root 3 is:'); \% displaying the third root of the Airy
function $A$ i
$\operatorname{disp}(\operatorname{root} 3) ;$

## Matlab code for Problem 4.3

```
% Written by
% Erik Henderson and Adam Fornalcyzk
% Project for Quantum Systems class taught at UC by M. Cahay
    (Fall 2015)
clear all;
close all;
clc;
n = 1:5;
f = ((n .* pi) ./ sqrt(3)) .* sqrt(1 - 6 ./ (n.^2 .* pi * pi))
ratio = f ./ 2;
plot(n,ratio,'*')
xlabel('Eigen States')
ylabel('Ratio')
title('Levels of uncertainty')
```


## Matlab code for Problem 5.6

```
% Matlab code to generate Figure 5.2
% written by Henry Jentz, Charlie Skipper, and M. Cahay (Fall
        2015)
% Project for Quantum Systems class taught at UC by M. Cahay
        (Fall 2015)
%
% This program generates plots of the transmission probability T
        (Equation 5.77),
% reflection probability R (Equation 5.78) and absorption
        probability A (Equation 5.79)
% as a function of the incident energy of an electron with
        effective mass m* = 0.067 m0
% (where m0 is the free electron mass) impining on an absorbing
        repulsive one-dimensional
% delta scatterer.
% The strength of the repulsive delta scatterer VO is in eV-
        angstrom
% The strength of the imaginary part of the absorbing delta W0 is
        in eV-angstrom.
%
ev=1.602;% this is electron volt and has a 10^-19 factored into
        the equations
W_o = [0*ev 1*ev 2*ev];% this has a angstrom along with the
        electron volt factored into the equation
```

```
V_o=-0.1*ev;% this has a angstrom along with the electron volt
    factored into the equation
E=0:0.00001*ev:0.001*ev;% this is energy in electron volts
m}=9.1;% mass of an electron has a factored 10^-31 pulled ou
m_star=0.067*m;% mass of electron * effective mass of
    gallium_arsenide (GaAs)
h_bar=1.054;% this is to the power 10^-34
% k= sqrt(2Em_star)/h_bar
% | r|^2= (((m_star^2 * V_o^2)/h_bar^4)+ ((m_star^2 *
% W_o^2)/h_bar^4))/ (((m_star^2 * V_o^2)/h_bar^4) + (k + ((m_star
    *
% V_o)/h_bar^2))^2)
%|}t\mp@subsup{|}{}{\wedge}2=k^2/(((m_star^2 * V_o ^2)/h_bar`4) +(k+((m_star * W_o)/
        h_bar`2))`2)
%we want to simplify these equations a bit
% x= m_star*V_o^2/(2E*h_bar`2) y= m_star*W_o^2/(2E*h_bar^2)
% |r|^2= (x + y)/(x+(1 + sqrt(y))^2
% | t|`2= 1/(x+(1 + sqrt(y))^2
% A= sqrt(y)* 1/(x+(1 + sqrt(y))^2
for iteration = 1:3
    x=((m_star*V_o^2)*10^-2)./(2.*E.*h_bar^ 2);
    y=((m_star*W_o(iteration)^2)*10^-2)./(2.*E.*h_bar ^2);
    r= (x+y)./(x+(1+sqrt(y)).^2);
    t=(1)./(x+(1+sqrt(y)).^2);
    %A_1=1-r-t;
    A_2= 2.*sqrt(y)./(x+(1+sqrt(y)).^ 2);
    figure;
    %grid on
    hold on
    %plot(E,A_1,'r');
    %plot(E,r,'g');
    %plot(E,t);
    %plot(E,A_2,'r');
    %plot(E,r+t+A_2);
    plot(E*1e3,r,E*1e3,t,E*1e3,A_2), xlabel('Energy (meV)')
    legend('R','T','A')
end
hold off
```


## Matlab code for Problem 5.7

\% Matlab code to generate Figure 5.5
\% written by Henry Jentz, Charlie Skipper, and M. Cahay (Fall 2015)
\% Project for Quantum Systems class taught at UC by M. Cahay (Fall 2015)

## $\%$

clc;
clear all;
close all;
$\mathrm{m} 0=9.1$;
mstar $=0.067 * \mathrm{~m} 0$;
hbar $=1.054 ;$
$\mathrm{ev}=1.602$;
figure
for $E=0: 0.0005: 0.3$
$\mathrm{E} 1=\mathrm{E} * \mathrm{ev}$;
$\mathrm{k}=(0.1 /$ hbar $) * \mathbf{s q r t}(2 *$ mstar $) * \mathbf{s q r t}(\mathrm{E} 1)$;
$\mathrm{V} 0=-0.3 * \mathrm{ev}$;
$\mathrm{W} 0=0.1 * \mathrm{ev}$;
$\mathrm{a}=50$;
$\mathrm{E} 2=\mathrm{E} 1-\mathrm{V} 0+\mathrm{i} * \mathrm{~W} 0 ;$
alphap $=\operatorname{sqrt}\left(\left(\left(\mathrm{k}^{\wedge} 2\right) * E 2\right) / E 1\right)$;
alphar $=\boldsymbol{a b s}(\boldsymbol{r e a l}($ alphap $))$;
alphai $=\operatorname{abs}(\operatorname{imag}($ alphap $)) ;$
alpha $=$ alphar $+i * a l p h a i ;$
$\mathrm{P}=\mathrm{k} /$ alpha;
$\mathrm{r}=\left(\left(1-\mathrm{P}^{\wedge} 2\right) *(1-\exp (-2 * \mathrm{i} *\right.$ alpha $\left.* \mathrm{a}))\right) /\left(\left((1+\mathrm{P})^{\wedge} 2\right) * \exp (-2 * \mathrm{i} *\right.$ alpha *a) - ((1-P) ^2));
$\mathrm{R}=(\operatorname{real}(\mathrm{r}))^{\wedge} 2+(\operatorname{imag}(r))^{\wedge} 2 \quad ;$
$\mathrm{t}=(4 * \mathrm{P}) /\left(\left((1+\mathrm{P})^{\wedge} 2\right) * \exp (\mathrm{i} * \mathrm{a} *(\mathrm{k}-\mathrm{alpha}))-\left((1-\mathrm{P})^{\wedge} 2\right) * \exp (\mathrm{i} * \mathrm{a} *(\right.$ k+alpha)) ) ;
$\mathrm{T}=(\operatorname{real}(\mathrm{t}))^{\wedge} 2+(\operatorname{imag}(\mathrm{t}))^{\wedge} 2 ;$
$\mathrm{M}=\boldsymbol{\operatorname { e x p }}(-2 *$ alphai*a) ;
$\mathrm{N}=\exp (2 *$ alphai $*$ a) ;
$\mathrm{M} 1=\exp (-2 * 1 \mathrm{i} *$ alphar*a);
$\mathrm{N} 1=\boldsymbol{\operatorname { e x p }}(2 * 1 \mathrm{i} *$ alphar$* \mathrm{a})$;
$\mathrm{C}=0.5 *(1+\mathrm{P}) * \mathrm{t} * \exp ((\mathrm{i} * \mathrm{k} * \mathrm{a})-(\mathrm{i} * \operatorname{alpha} * \mathrm{a})) ;$
$\mathrm{D}=0.5 *(1-\mathrm{P}) * \mathrm{t} * \exp ((\mathrm{i} * \mathrm{k} * \mathrm{a})+(\mathrm{i} * \mathrm{alpha} * \mathrm{a})) ;$
Cstar $=\mathbf{c o n j}(\mathrm{C})$;
Dstar $=\boldsymbol{c o n j}(\mathrm{D})$;

$$
\begin{aligned}
\mathrm{A}= & ((\mathrm{k} * \mathrm{~W} 0) / \mathrm{E} 1) *(((\mathrm{C} * \text { Cstar } *(\mathrm{M}-1)) /(-2 * \text { alphai }))+((\mathrm{D} * \text { Dstar } *(\mathrm{~N} \\
& -1)) /(2 * \text { alphai }))+((\mathrm{C} * \text { Dstar } *(\mathrm{~N} 1-1)) /(2 * 1 \mathrm{i} * \text { alphar }))+((\mathrm{D} * \\
& \mathrm{Cstar} *(\mathrm{M} 1-1)) /(-2 * 1 \mathrm{i} * \text { alphar }))) ;
\end{aligned}
$$

```
    sum \(=\mathrm{R}+\mathrm{T}+\mathrm{A} ;\)
    hold on
    plot(E,R,'r')
    ylim ([0,1])
    hold on
    plot(E,T, 'b')
    xlim ([0, 0.3])
    ylim ([0, 1])
    hold on
    plot(E, A, 'g')
    xlabel('Energy (eV)','Fontsize',16)
end
\%legend ('|r|`2', '|t|^2', 'A');
```


## Matlab code for Problem 6.6

```
% Matlab code to generate Figures 6.4, 6.5, and 6.6
% written by Chelsea Duran and Ashley Mason (Fall 2015)
% Project for Quantum Systems class class taught at UC by
    M. Cahay (Fall 2015)
%
clc;
clear all;
close all;
W=100e-10; %m
e=1.6e-19; %Coulombs
Nd=10^23; %m^-3
eo=8.85e-12; %F/m
er=12.9; %For GeAs
z=0:.1e-10:100e-10; %/m
%Charge Concentration (Equation 6.65)
p = e*Nd*\boldsymbol{cos}(2*\mathbf{pi}.*\textrm{z}./W); %C/m^3
%Electric Field (Equation 6.71)
E}=((\textrm{e}*\textrm{Nd}*\textrm{W})/(2*\mathbf{pi}*\mathrm{ eo *er ) ) *sin}(2*\mathbf{pi}.*\textrm{z}./\textrm{W}); %V/
%Electrostatic Potential Energy (Equation 6.73)
V=((e*Nd*(W^2)) / ((2*\mathbf{pi )}}
```

$\% \mathrm{mV}$
$\mathrm{z} 1=\mathrm{z} * 10^{\wedge} 10$;
$\mathrm{V}=\mathrm{V} * 10^{\wedge} 3$;
\%Plot the three equations
figure
\%subplot (3, 1, 1)
plot(z1, p,'b')
\%title ('Total Charge Concentration in the Quantum Wire');
ylabel('Total Charge Density (C/m^3)');
xlabel('z (Angstroms)');
figure
\%subplot (3,1,2)
plot(z1,E,'bl')
\%title('Electric Field inside the Quantum Wire');
ylabel('Electric Field (V/m)');
xlabel('z (Angstroms)');

## figure

\%subplot (3,1,3)
plot(z1,V,'bl')
\%title('Electrostatic Potential Energy inside the Quantum Wire');
ylabel('Electrostatic Potential (mV)');
xlabel('z (Angstroms)');

## Matlab code for Problem 6.11

```
% Matlab code to generate Figure 6.10
% written by Chelsea Duran and Ashley Mason (Fall 2015)
% Project for Quantum Systems class taught at UC by M. Cahay
    (Fall 2015)
%
clc;
clear all;
close all;
%Normalize electron distribution
%associated to 1D electron gas
%impinging on an infinite potential (Equation 6.122)
%constants needed
hbar =1.054e-34;
m_star =0.067*9.10e-31;
Kb=1.38e-23;
```

```
T=[300 77 4.2]; % three different temperatures at which plot is
    made
i=1;
while( ( ~ = 4)
    Ef=-3*Kb*T(i);
    %finding NO and lambda
    N0=(1/hbar) *sqrt(2*m_star *Kb*T(i)/pi);
    lambda=hbar/(sqrt(2*m_star*Kb*T(i)))*1e10; %lambda in
        angstroms
    x= - 1000:.1:0;
    n{i}=(1-\operatorname{exp(-x.^2/lambda.^2)); %normalized electron}
        concentration
    i=i+1;
end
```

\%Generating plot of normalized electron concentration
\%at three different temperatures, 4.2, 77, and 300K.
figure (1)
plot(x, $\left.n\{1\}, r^{\prime}\right)$
\%str $=$ 'T= $300 K \backslash$ rightarrow ';
\%text (x (9200) , n\{1\}(9200), str)
hold on;
plot( $\left.\mathrm{x}, \mathrm{n}\{2\}, \mathrm{b}^{\prime}\right)$
\%str $=$ 'T=7クK $\backslash$ rightarrow ';
$\% \operatorname{text}(x(7500), n\{2\}(5500)$, str)
plot( $\mathrm{x}, \mathrm{n}\{3\}$, 'g')
$\%$ str $=\backslash$ leftarrow $T=4.2 K^{\prime}$;
\%text (x (5000) , n\{3\}(5000), str)
xlabel('z ( $\$ \$ \backslash \mathrm{AA} \$ \$)^{\prime}$ ', 'interpreter ', 'latex')
ylabel('Normalized Electron Density');
ylim ([0 1.1]);

## Matlab code for Problem 6.15

\% Matlab code to generate Figure 6.13
\%Plot of normalized spectral energy distribution $v s$ wavelength \%for blackbody emitted from a $3 D$ box.
\%Problem 6.15 Equation (6.161)
\%Code writen by Chelsea Duran and Ashley Mattson - Fall 2015 \%Quantum Systems class taught in Fall 2015 at UC by M. Cahay $\%$ Plot of the distributions at $T=300 \mathrm{~K}, 1000 \mathrm{~K}$, and 5000 K .
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```
clc;
clear all;
close all;
```

\%Constants
$\mathrm{k}=1.38 ; \quad$ \%E-23; $\quad$ OBoltzmann's Constant
с $=2.997 ; \quad \% E 8 ;$
$\mathrm{h}=6.626$; $\% E-34$;
\%Speed of light
\%Planck Constant
$\mathrm{T} 1=300$;
$\mathrm{T} 2=1000$;
$\mathrm{T} 3=5000$;
\%Temperature: 300 K
\%Temperature: 1000K
\%Temperature: 5000K
$\mathrm{x}=\operatorname{logspace}(-9,-1,300) ; \quad$ \%limits for lambda
$\mathrm{d}=5$;
$\mathrm{f} 1=1 . /(\mathrm{x} . \wedge \mathrm{d}) ; \quad \% 1 / \operatorname{lambda}{ }^{\wedge} 5$
$\mathrm{g} 1=1 . /(\exp (((\mathrm{h} * \mathrm{c}) \cdot /(\mathrm{x} * \mathrm{k} * \mathrm{~T} 1)) \cdot * 1 \mathrm{e}-3)-1) ; \quad \% 1 /\left(e^{\wedge} \operatorname{lambda}-1\right)$
constants are in with lambda
$\mathrm{u}=\mathrm{f} 1 . * \mathrm{~g} 1$;
$\mathrm{y} 1=\log 10(\mathrm{f} 1 . * \mathrm{~g} 1) ; \quad$ \%Normalized
spectral energy distribution
$\mathrm{f} 2=1 . /(\mathrm{x} . \wedge \mathrm{d}) ; \quad$ \%function 2 (just changing T)
$\mathrm{g} 2=1 . /(\exp (((\mathrm{h} * \mathrm{c}) \cdot /(\mathrm{x} * \mathrm{k} * \mathrm{~T} 2)) \cdot * 1 \mathrm{e}-3)-1) ;$
$\mathrm{y} 2=\log 10(\mathrm{f} 2 . * \mathrm{~g} 2)$;
$\mathrm{f} 3=1 . /(\mathrm{x} . \wedge \mathrm{d}) ; \quad$ \%function 3 (just changing $T$ )
$\mathrm{g} 3=1 . /(\exp (((\mathrm{h} * \mathrm{c}) \cdot /(\mathrm{x} * \mathrm{k} * \mathrm{~T} 3)) \cdot * 1 \mathrm{e}-3)-1) ;$
$\mathrm{y} 3=\log 10(\mathrm{f} 3 . * \mathrm{~g} 3)$;
figure('units','normalized','outerposition', $\left.\left[\begin{array}{llll}0 & 0 & 1 & 1\end{array}\right]\right)$
$\mathrm{x} 2=\mathrm{x} * 10^{\wedge} 10$;
\%semilogx ( $x 2, y 1, ' g$ ' $\left., x 2, y 2, ' b '^{\prime}, x 2, y 3, ' r '\right)$
semilogx (x2,y1,'k', x2, y2, 'k', x2, y3, 'k')
hold on
plot ([3500 3500],[ -300 100], ' $\mathrm{k}-\mathrm{-}$ ')
plot ([7500 7500],[-300 100], 'k-')
xlabel ('\$\$\lambda\$\$ (\$\$\AA\$\$)','interpreter','latex','FontSize'
,20)
ylabel ('G(\lambda)/(8\pi V c h)','Fontsize', 20)
$x \lim ([10010 \mathrm{e} 5])$
$y \lim \left(\left[\begin{array}{ll}-60 & 40\end{array}\right]\right)$

Matlab code for solving the transcendental equations (6.167) and (6.177)

```
% written by Kelsey Baum (Fall 2014)
% Project for Quantum Systems class taught at UC by M. Cahay
    (Fall 2014)
%
clc;
clear all;
close all;
a = 3; % 3D case, solution of transcendental equation (6.167)
xo = 2.8;
xm =a*(1-\operatorname{exp}(-xo));
xn = a*(1-\operatorname{exp}(-xm));
while xn-xm > 0.0001
xm = xn;
xn = a*(1-\operatorname{exp}(-xm));
end
disp(xn)
a = 5; %1D case, solution of transcendental equation (6.177)
xo = 4.9;
xm = a*(1-\operatorname{exp}(-xo));
xn = a*(1-\operatorname{exp}(-xm));
while xn-xm > 0.0001
xm = xn;
xn = a*(1-\operatorname{exp}(-xm));
end
disp(xn)
```


## Matlab code for solution to Problem 7.7

```
% Matlab code to generate Figure 7.3
% Plot of the transmission probability (Equation 7.70)
% and reflection probability (Equation 7.71)
% as a function of the reduced wavevector $ / / k-\delta$
% Date: 4/2/2016, M. Cahay
% x is the reduced wavevector $k/k-\delta$
% it is varied over the range [0,10]
clc;
clear all;
close all;
```
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```
x = 0:0.1:10;
% The transmission probability
T = x.^2./(1.+x.^ 2);
% The reflection probability
R = 1./(1.+x.^^2);
% R+T=1, R=T=0.5 when $k/k-\delta $ = 1.
plot(x,T,'--',x,R), xlabel('$k/k-{\delta}$','interpreter',
    'latex')
legend('T', 'R')
```


## Index
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Sum rule, 23-25, 43
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168, 169, 171, 173, 176, 177, Uncertainty Principle, 80, 82-85, 87, 89, 185, 190, 191, 195, 197, 200, 90, 95, 97, 98, 246, 248, 321
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[^2]:    ***** Problem 13.6: Numerical solution of the time-dependent onedimensional Schrödinger equation

    Starting with the Cayley approximation for the unitary operator to calculate a solution to the time-dependent Schrödinger equation (see Problem 2.24), derive a finite difference scheme to compute a numerical solution to the one-dimensional Schrödinger equation for the case of a spatially varying effective mass and either (a) perfectly reflecting or (b) absorbing boundary conditions at the ends of the solution domain.

