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SAMPLING AND SAMPLING DISTRIBUTIONS

11.1 INTRODUCTION

In our daily life it is quite often that we have to examine som@ven material.
We examine fruit before we purchase it, we make a small s&’:of the material
whenever we have to purchase something. Even the chil check the swéets,
pencils, bats, rubbers and other items when they @ purchase them. This
approach is applied in different fields of life. The pfodifets of the factories are
inspected to ensure the desired quality of the @w- cts. The -medicines are
manufactured on commercial scale when their/@ffbetd have been tested on the
patients. The different fertilizers are tested o Melltural plots and different foods -
are tested on animals. Small dams are cons ed in the laboratories to study the
life and other characteristics of the bi{ﬁns efore they are actually constructed.
Some colour may be applied on a wam door or cloth etc., and the result of the -
colour is observed before it is apglig large scale. Cement steel-and bricks are
examined before using them ' é ent places. This process of inspection is very
wide and is commonly used @a“apious cccasions. But this job is never done on very
large scale. This process i ‘wied out on.a small scale. On the basis of this small
study, we make an opin a&ut the entire material under study. .

11.2 POPULATI

The word pop Xion or statistical population is used for all the individuals or
objects on whlae have to make some study. We may be interested to know the -
quality o oduced in a factory. The entire product of the factory in a certain
period x a population. We may be interested in the level of education in

" pri \s¢hools. All the children in the primary schools will make a population. The

| populﬁ'on may contain living or non-living things. The entire lot of anything under

study is called population. All the fruit trees in a garden, all the patients 1n a

hospital and all the r‘attle in a cattle farm are examples of populatwns in different
studies.

11.2.1 FINITE POPULATION

A population is called finite if it is possible to count its individuals. It may also
be called a countable population. The number of vehicles crossing a bridge every day,
the number of deaths per year and the number of words in a book are finite
populations. The number of units in a finite populatwn is denoted by N. Thus N is
the size of the population.
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- target population. The entire targel population may nct be’ cofis:

- to make some decisions about the properti

‘study leads us to make some inferen

is called sampling. » %
11.3.1 PARAMETER AN. STIC

11.2.2 INFINITE POPULATION

Sometimes it is not possible to count the units contained in the population.
Such' a population is called infinite or wncountable. Let us suppose that we want to
examine whether a coin is true or not. We shall toss it a very large number of times
to observe the number of heads. . All the tosses will make an infinite or countably
infinite population. The number of germs in the body of a patient of malaria is

perhaps something which is uncountable.
11.2.3 TARGET AND SAMPLED POPULATION

Suppose we have to make a study about the problems of the fami
rented houses in a certain big city. All the families living in rented

1es Wving in
fed for the
may not be
t of the target
hich the sample is

purpose of selecting a sample from the population. Some @h
interested to be included in the sample. We may ignore s@ ar
population to reduce the cost of study. The population. :
selected is called sampled population or studied popula@.

11.3 SAMPLE -

Any part of the population is called a sa1 @ stddy of the sample enables us

& population. The number of units
of the/sample and is denoted by n. A good
kot qualities of the population. A sample
ut the population measures. This process

included in the sample is called ths siz
sample is that one which speaks abo?

Any measure of the_ pobuldtion 1s called parameter and the word statistic is -

used for any value caic d from the sample. The population mean n is a

parameter and t e\@ﬂe mean X is a atailstic. The sample mean X is used to
. o . . " 2

estimate the population mean p. Similarly the population variance ¢” is a perameler

and the sam variance S% is a statistic. In general the symbol € is used for a

' N - ' A ' \ .. + 5 ; .
parmne@ the symbol 6 is used for a statistic. The vaiue of the parameter 1s

mostl s&' n and the sample statistic iz used to make some inferences about the
unkWown parameter. '

11.3.2'SAMPLING FRACTION

. L. o e . ...
If size of the population is N and size of the sample is n. the ratio 718 called

the sampling fraction. If N == 100, n = 10, the ratio 35+ T00° 10 It means that on

" the average 10 units of the population will ke represented by one unit in the sample.

. . . LE L ae aegw _ . : . . .
If the sampling fraction = is multipiicd with 100, we get the sampling fraction 1n
1] N ) I =

o n. 10 IR o e
percentage form. Thus N 100 =355 100 = 10 %. It means 10 % of the population
) . “ A ¥

1¢ inciuded in the sample.
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11.4 COMPLETE COUNT

If we collect information about all the individuals in the pOpulatlon the study
is called complete count or complete enumeraiion. The word census is also used for
the entire population study. In statistical studiss the complete count is usually
avoided. If size of the population is large, the complete count requires a lot of time -
and a lot of funds. The complete count is mostly Jifficult for various reasons. Suppose
we want to make a study about the cattle in the cattle farms in our country. We are
interested in the average cost of their food for a certain period. We want to limk their
cost of food with their sale price. This is of course, an important study very
difficult to collect. and maintain the information about each and ever e in the
farms. If at all we are able to do it, the study may not be of much @ e desired
information can be obtained from a reascnabie sample size of thgql'
11.4.1 POPULATION CENSUS . .

A complete count of the human population is cal Q{.’,iohon censug. In
Pakistan, the first population census was conducted 1™l and the second was
conducted in 1961. The third census of population cedldefiot be conducted in 1971

- because of agitations in the then East Pakistan. [was/donducted in 1972. The 4th
census was conducted in 1981. The fifth populatlemgensus was conducted in 1998. A
lot of information is ccllected about the huiy Cpuiation through the population
census conducted regularly after every 1 cars¥The census reports give inferiaation
about various characteristics of the pdj gbn e.g., the urban and raral population,
the skilled and un-skilled laboue % the azricultural labour force and the
industrial workers, level of edughtidd and illiteracy in the country, geographical
distribution of the population Q and sex distribution of the population etc.

11.5 SAMPLE SURVEY : :

If it is not escenha\g nduct the complete enumeration, men a samglp of
some suitable size i P% from the population and the study iz carried out ¢n the

- sample. This stud& led sample survey. Most of the rasearch work is done
through sample veys. The .opinion cf the voters in favour of ceriain momsed

election cand;i %15 ohtained through sample surveys

1A AGES OF SAMPLING

g has some advantages over the complete count. These are:

(i) for Sdmplmg

Sometimes there is a need for samplmg Suppose we want to inspect the eggs,
the bullets, the missiles and the tires of some firm. The study may be such that the
objects are destroyed during the process of inspection. Obviously, we cannot afford to
destroy all the eggs and the bullets etc. We have to take care that the wastage
should be minimum. This is: possible only in sample study. Thus sampling ie
essential when the units under study are destroyed

(ii) Saves Time and Cost, S ,

As the size of the sample is small as (om'pared to the population, the time and

cost involved on sample study are much less than the complete counts. ¥or comylete
*ount ‘huge funds are required. There is always the problem of finances. A smali

*
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sample can be studied in a limited time and total cost of sample study is very small.
For complete count, we need a big team of supervisors and enumerators who are to
be trained and they are to be paid properly for the work they do. Thus the sample
study requires less time and less of cost. -
(iii) Reliability

If we collect the information about all the units of population, the collected
information may be true. But we are never sure about it. We do not know whether
the information is true or is completely false. Thus we cannot san ing with
confidence about the quality of information. We say that the z bNity is not
possible. This is a very important advantage of sampling. The ] ce about the
population parameters is possible only when the sample data Qllected from the
selected sample. : . S

(iv) Sometimes the experiments are done on sample basi e fertilizers, the seeds
and the medicines are initially tested on samples a ) und useful, then they are
applied on large scale. Most of the research work 1 the samples.

. (v) Sample data is also used to check the acg the census data.

11.5.2 LIMITATIONS OF SAMPLING

Sometimes the information abcut and every unit of the population 1s
required. This is possible only tl‘%nho the complete enumeration because the
sample will not serve the purpo e examples in which the sampling is not
allowed are: : ‘ » »

(i) To conduct the elect] 1eed a complete list of the voters. The candidates
participating in the electién wili not accept the results prepared from a sample.
With increase 1 @acy, the people may become: statistical minded and they
may become, wiblihg to accept the results prepared from the sample. In advanced

countries ion polls are frequently conducted and unofficially the people
accept the restilts of sample surveys. " ’ -
(11) Tax is‘eo jetted from all the tax payers. A complete list of all the tax payers is

yd” The telephone, gas and electricity bills are sent to all the consumers. A
' ote list of the owners of land and property is always prepared to maintain
- Qb records. The position of stocks in factories requires complete entries of all
the items in the stock. '

11.5.3 SAMPLE DESIGN

In sample studies, we have to make a plan regarding the. size of the sample,
selection of the sample, collectign of the sample data and preparation of the final
results based on the sample $tudy. The whole procedure involved is called the
sample design. The term sample survey is used for a detailed study of the sample. In
general, the term sample survey is used for any study conducted on the sample
talien from some real world data.

11.5.4 SAMPLING FRAME o ‘ | o
A complete list of all the units of the population is called the sampling frame. A
unit' of population is a relative term. If all the workers in a factory make a
g : ‘ ‘
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population, a single worker is a unit of the population. If all the factories in a
country are being studied for some purpose, a single factory is a unit of the
population of factories. The sampling frame contains all the units of the population.
It is to be defined clearly as to which units are to be included in the frame. The
frame provides a base for the selection of the sample.

11.5.6 EQUAL PROBABILITY , ‘ ,

The term equal probability is frequently used in the theory of samplingN\This
term is quite often not understood correctly. It is thought to be close to @’ in
meaning. It is not true always. Suppose there is a population of 50(N = :f’@;-: udents
in a class. We select any one student. Every student has probabilit of being
selected. Then a second student is selected. Now, there are 48 students in the
population and every student has 1/49 probability of being scl¢€tad¥When the first
student is selected, all the students have equal (1/50) chang g :
¢ the second student is selected, again all the students h vqual (1/49) chance of
selection. But 1/50 is not equal to 1/49. Thus equal probe :
probability when the individual is selected from the geghainling available units in the -
population. At the time of selecting a unit, the prapability: of selection is equal. It is
called equal probability of selection. ' :

11.5.6 KNOWN PROBABILITY (b R

~ In sampling theory the term 'know@ ability is used in random (probability)
sampling. Let us explain it by taki@ Xxample. Suppose there are 300 workers in
a certain factory out of which 2 reskilled and 100 are non-skilled. We have to
select one sample (sub-samplc@of skilled workers and one sample out of un-
skilled workers. When tf& t“vorker out of skilled workers is selected, each

worker has a probability tion equal to 1/200. Similarly when the first worker
~ out of un-skilled wor %e ected, each worker has a probability of selection equal
to 1/100. Both these pxohabilities are known, though they are not equal.

11.5.7 NON-ZERQ. RROBABILITY

Supposge @ Have a population of 500 students out of which 50 are non-
intelligentyd¥e N@ve decided to select an intelligent student from the population. The
probabilifin 0f selecting an intelligent student is 17450 which is non-zero. In this
example,ewe have decided to exclude the non-intelligent students from the
population for the purpose of selecting a sample. Thus probability of selecting a non-
intelligent student is zero.

11.6 PROBABILITY AND NON-PROBABILITY SAMPLING

The term probability sampling is used when the selection of the sample is
purely based on chance. The human mind has no control on the selection or non-
selectiory of the units for the sample. Every unit of the population has known non-
zero probability of being selected for the sample. The probability of selection may be
equal or unequal -but it should be non—zero and should be known. The probability
sampling is also called the rapdom-sampling (not simple random sampling). Some
examples of random sampling are:-




probability sampling is also called non-random s
" 11.6.1 SAMPLING WITH REPLACEME&@

b
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()  Simple vandom sampling.

(ii) Stratified random sampling

(iii) Systematic random sampling. :

In non.proba‘bility sampling, the sample is not based on chance. It is rather

determined by some person. We cannui assign to an element of population” the
probability of its being selected in the sample. Somebody may use hig, personal

judgement in the selection .of the sample. In this case the sampliffg, v called
judgement sampling. A drawback in non-probability sampling is th a sample
cannot be used-to determine the error. Any statistical method be used to

draw inference from this sample. But it should be rememberc=that judgement
sampling becomes essential in some situations. Suppose ye Ve to take a small
sample from a big heap of coal. We cannot make a list gigilthe picces of coal. The
upper part of the heap will have perhaps big pieces -alA We have to use our
judgement in selecting a sample to have an idea a@@\c quality of coul. The non-

g.

Sampling is called with replacement n a unit selected at random from the
population is returned to the populafidn, and then a second element is selected at
random, Whenever a unit is sclect@d, the population containg all the same units. A
unit may be selected more thafpnée® There is np change at all in the size of the
population at any stage. Wgtaff gssuine that a sample of any size can be selected
from the given populatiofy yy size. This is only a theoretical concept and in-
practical situations the@agple is not selected by using this scheme of selection.
Suppose the populati (Gh N = 5 und sample size n = 2, and sampling is done with
replacemeiit. Out\g eloments, the first element can be selected in 5 ways. The
selected unit is‘;&, fied to the main lot and now the second unit can ulso be selected

‘s ih total theve are b x 5 = 25 sumples or pairs which ure possible.

in 5 ways. T% ) 4
Suppose q iner rontains 3 good bulbs denoted by Gy, O, and G, und 2 defoetive
sib

d by D, and D,. If any two bulbs are selected with replacement, there

bulbsyg ‘
are28 le samples listed between in Table 11.1.
: - Table 11.1

(e¥ G Gy Di Dy
Gy GGy GGy - G0y GiDy GiDy
G GG 046y GGy | Gy (D2
-Gy 1 -GGy G4 Uiy Gsb) GsDy
D | DG DGy DG Diby DD,
Dy DGy DuGs | DG DDy DaDy

The nuinber of samples is given by N" =5 = 25. The selected sample will be

any one of the 25 possible samples. Bach sample has equal probability 1725 of .

sclection. A sample selected in this manner is called simple random sumple.
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11.6.2 SAMPLING WITHOUT REPLACEMENT

Sampling is called without replacement when a unit is selected ar random from
the population and it is not returned to the main lot. First unit is selected out of a
population of size N and the second unit is selected out of the remaisirg population
of N = 1 units and so on. Thus the size of the population goes on. decreasing as the
sample size n increases. The sample size n cannot exceed the population size N. The .
unit once selected for a sample cannot be repeated in the same sample. ThiSh
units of the sample are distinct from one another. A sample without repldeeMent can -
be selected either by using the idea of permutations or combinati @ Depending
upon. the situation, we write all possible permutdtions or comBingtions. If the
different arrangements. of the units are to be considered, th the permutations
(arrangements) are written to get all possible samples. If the @ ement of units 1s
of no interest, we write the combinations to get all possibl Blus. ‘
11.6.3 COMBINATIONS : _ :

Let us again consider-a lot (popu ation) of & é with 3 good (G,; G, and G,)

and 2 defective (D, and D,) bulbs. Suppose we felect two bulbs in any mdex
‘ ’9

there are °C, = 5775 s

(samples) are listed a5 G, (3, G,G,, Gy ‘ y G D, G,b, &b, G,D, G,D, DD,
There are 10 possible sam‘ ( ¥ each of them has probability of selection

equal to 1/10. The selected sa l ke any one of these 10 samples. The sample
selected in this manner is al d slmple andom sample. In general, the number

of samples by co:‘nbinun@quul to V¢, = i_ﬂiﬁwﬁ‘)_' -

11.6.4 PERMUT

Bach combinatio genvmteé a number of arrangements (permutaiions). Thus
in general the Ber of pernutations is greater than the number 6f combinations.

In the prtg{:% amnple of bulbs, if the order of the gelected bulbs ls to be considered

= 10 possible cony ma s or samples. These combinations

then t} of samples by periniitations is given by °P, = (’5‘” ‘“2:)‘. = 20. These

A}

samp eBare:
GIGQ GQGI ) GIG‘J G3G1 G;J;G:i GJGE Gl]jl DlGl Gibz Ijtz(}i
OQDJ DG, G, DG, 4,b, bG, aqp, DbG, DD, DD,
Each sample has probubility of selection equal to 1/20. The selected sample
keeping 1h view the order of the bulbs will be any one of thvsc 40 samples. A sainiple
sclected in this manacr is also called sinple randsm sumple because euch sample
has equal probability of being scleeted. :
11.6.56 SIMPLE RANDOM SAMPLE

Simple random sample (SRS) is a ¢pecial case of a mndom sample A sample 18
called siniple random sample if each unit of the population has an equal chance of -
seing selected for !:h( sample. Whenever a umit 18 selected for the sample, the uiity

’ 4
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* numb

of the population are equally likely to be selected. It must be noted that the
probability of selecting the first element is not to be compared with the probability of
selecting the second unit. When the first unit is selected, all the units of the
population have the equal chance of selection which is I/N. When the second unit is
selected, all the remaining (N — 1) units of the population have 1/(N - 1) chance of
selection. '

Another way of defining a simple randon sample is that if we consider all

~ possible samples of size n, then each possible sample has equal probability 6f being

selected. ‘ , _

If sampling is done with replacement, there are N" possible Q@s and each
sample has probability of selection equal to 1/N". If sampli g, done without
replacement with the help of combinations then there are NQ ible samples and

each sample has probability of selection equal to 1/NC, ples are made with

permutations, each sample has probability of sele qual to 1/ NPy Strictly
speaking, the sample selected by without repla is called simple random
sample. .

11.6.6 DIFFERENCE BETWEEN RAN MPLE AND SIMPLE

RANDOM SAMPLE ‘ R

If each unit of the populatio %ﬂdwn (equal or ‘un-equ'al) probability of
selection in the sample, the sa led a random sample. If cach unit of the
population has equal proba'%~ cing sclected for the sample, the sample
obtained is called simple re nfloth mple. '
11.6.7 SELECTION OEAS

MPLE RANDOM SAMPLE
A simple randor 'SLple is usually selected by without replacement. The
following metho s\% d for the,selectvipn of a simple random sample:
(i) Lottery Methed ‘ '
This is %cﬂ -classical method but it is a powerful technique and modern
t

method jon are very close to this method. All the units of the population are
W Bom 1 to N. This is called sampling frame. These numbers are written on

thw slips of paper or the small round metallic balls. The paper slips or the
metallic balls should be of the same size otherwise the selected sample will not he-

af sel

truly random. The slips or the balls are thoroughly mixed and a slip or ball is picked
up. Again the population of slips is mixed and the next unit is selected. In this .
manner, the number of slips equal to the sample size n are selected. The units of the
population which appear on the selected slips make the simple random sample. This
method of selection is commonly used when size of the population is small. For a
large population there is a big heap of paper slips and it is difficult to mix the slips
properly. o '

(i) Using a Random Number Table

All the units of the population are numbered from 1 to N or from 0 to N - 1. We
consult the random-number table to take a simple random sample. Suppose the size
of the population is 80 and we have to select a random sample of 8 units. The units

»
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of the population are numbered from 01 to 80. We read two-digit numbers ffom the
table of random numbers. We can take a start from any columns or rows of the table.
Let us consult random number table given in this book. Two-digit numbers are
taken from the table. Any number above 80 will be ignored and if any number is
repeated, we shall not record it if sampling {s done without replacemont. Lot us read
the first two columns of the table. The random number from the table are 10, 37,08,
12, 66, 31, 63 and 73. The two numbers 99 and 85 have not been recordodﬁecnuﬂe

the population does not contain thuse numbers, The units of the popul hose
numbers have been sclected constitute the sunple random sample. Lot suppose
that the size of the population 1e 100, If the units are numbered frop 00Vt 100, we
shall have to read 3 digit random numbens, From the first 3 columne.df the randem
- number table, the random numbers are 100, 375, 084, 990, 1 d 80 on. We find
that most of the numbers are above 100 and we are wasting ime while roading

the table. We can avoid it by numbering the units of the spulntion from 00 to 09, In
tus if N s 100, 1000 or

this way, we shall read 2-digit numbers from the tab
10000, the numbering is done from 00 to 09, 000 to 049 ¢ 0000 to 999,

(11i1) Using the Computer o ,
The facility of selecting a simple randoh \8a/iple is available on the computers,

The computer is used for selecting a sa of prize-bond winners, a samplo of Haj
applicants, a sample of applicants& sidential plots and for various other

' purposes.
- 11,7 ERRORS Q) o ,
' Suppose we are interosted«if the value of a population parametar, the true
value of which is 0 but iy §Rnown, The knowledge about 6 can be obtained either
from a samplo data r% he populition datn. In both ensos, thero is a possibility
of not reaching tl\'& w6 value of the parametor. The difference butween the -
caleulated value ?rg i sample data or from population data) and the true value of
the parameter¥chlled error. Thus error is something which cannot be determined
-accurate tae population is large and the units of the population are to bo
measured \Stippose we are interested to find the total production of wheat in
an, ih & certain year. Sufficient funds and time are at our disposal and we
want to got the 'truc’ figure about production of wheat. The maximum we can do iu
. that we contact all the farmers and suppose all the farmers give maximum
! cooperation and supply the information as honestly as possible. But the information
' supplied by the farmors will have errors in most of the cases. Thus ‘we may not be
able to identify tho 'true’ figure. Inspite of all efforts, we shall be in darkness. The
caleulated or the observed figure may be good for all practical purposes but we can
never claim that a true value of the parameter has been obtained. If the study of the
units is based on 'eounting' may be we can get the true figure of the population
purameter. There ure two kinds of errors (i) sampling errors or random orrors
(i) non-sampling aruns . ~ ‘

' .
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. between the sample mean X and the population mean . Thus sa

. sampling error is estimated from the sample data. The sa %

* of errors. We can design a sample and collegt £hd) san
"the sampling errors are reduced. The\gan '

(i) By Increasing the sj

11.7.1 SAMPLING ERRORS

'Thése are the errors which occur due to the nature of sampling. The sample
selected from the population is one of all possible samples. Any value calculated

- from the sample is based on the sample data and is called sample statistic. The

sax}lple statistic may or may not be close to the popu1ation parameter. If the s/t\atistic
is © and the true value of the population parameter is 0, then the difference 6 - 6 is
called sampling error. It is important to note that a statistic is a rangd hNvariable
and it may take any value. A particular example of sampling error jsthe Wifference
ding error is also
a r_andom term. The population parameter is usually nog{;‘ . therefore the

fplhg error is due to the’
reason that a certain part ¢f the population goes to theSautple. Obviously, a part of -
the population cannot give the true picture of the pfope¥ties of the population. But
one should not get the impression that a sample alwayB gives the result which is full
ple data in a manner so that-
Wling errors can be reduced by the

following methods:

. (i) by increasing the size of t
11.7.2 REDUCING THE

hdwgmple D) by stratification.
SAMBLING ERRORS
.. f the sample | ,
. The sampling'ér@ be reduced by increasing the sample size. If the sample
size n is equal tl@ ation size N, then the sampling error is zero.
(i) By Stratification .

When @!bpulation contains homogeneous units, a simple random sample is
i De“representative of the population. But if the population contains

j runits, a simple random sample may fail to be representative of ali kinds of
its in the population. To improve the result of the sample, the sample design is
modified. The population is divided into different groups containing similar units.
These groups are called strata. From each group (stratum), a sub-sample is selected

in & random manner. Thus all the groups are represented in the sample and

sampling error is reduced. It is called stratified-random sampling. The size of the
sub-sample from each stratum is frequently in proportion to the size of the stratum.
Suppose a population consists of 1000 students out of which 600 are intelligent and
400 -are non-intelligent. We are assuming here that we do have this much
information about the population. A stratified sample of size n = 100 is to be
selected. The size of the stratum is denoted by N, and N, respectively and the size of
the samples from each stratum may be denoted by n, and n,. It is written as under:
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Stratum No. " Size of stratum | Size of sample from"each.sttatu‘m
o N, =600 _nxNp 100x600_60

| | MT N T 000 T

2 N, = 400 | _nxNp 100 x 400 _
| L ™7 N T Tro00 =40
N,+N,=N = 1000 n+n, =n =100 LN\

The sizc of the sample from each stratum has been calculated acc @ g to the
size of the stratum. This is called proportional allocation. In thela

design, the sampling fraction in the population is N =

lis)design is also called
giently used in sample.
about the units of the
ion is divided into different’
then the stratification is not -

sa}npling fraction in both the strata is also  1/10 . Thus ¢
fixed sampling fraction. This modified sample design is f)
surveys But this design requires some prior informg
population. On the bavis of this information, the, pof
strata. If the prior information is not avail

applicable. : o

11.7.3 NON-SAMPLING ERRORS

* - '

There are certain sources of errors ¥ qccurs both in sample survey as we-ll.
as in the complet: enumeration, heseverrors are of common nature. Suppose we
study each and every unit of th lation. The population parameter under study
1s the population mean and th@ value of the parameter is y which is unknown.
We hope to get the value of complete count of all the units of the population.
We get a value ralled ‘cal d' or 'observed' value of the population ‘mean..This
observed value may &\V%ted by pea). The difference between Heql And p (true) is

»

called non-sampling \erkor. Even if. we- study the population units under ideal

conditions, there may still be the difference between the observed value of the

population e % the true value of the population mean. Non-sampling errors

may occur any reasons. Some of them are: ' S

(i) Th &nf the population may not be defined properly. Suppose we have to
carrzgte a study ahout skilled labour force in our country. Who is a skilled
person. Somc peeple do more than one job. Some do the secretariat jobs as well
as the technical jobs. Some are skilled but they are doing the job of un-skilled
worker. Thus it is important to clearly define the units of the population
otherwise there will be non-sampling errors both in the population count and
the <nmnle stucy. o ’ o . . ‘

(i) There 11ay be poor response on the part of respondents. The people do not.
supply correct information about their income, their children, their age and
broperty etc. These errors are likely to be of high magnitude in population study
than the .araple study. To reduce these errors the respondents are to be
persiadel. ’ :
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(iit) The things in human hand are likely to be mis:-handled. The enumerators may
" be careless or they may not be able to maintain uniformity from place to place. .
The data may not be collected properly from the population or from the sample.
These errors are likely to be more serious in the population data than the
sample data.. ‘ ' -

(iv) Another serious error is due to 'bias', Bias means an orror on the part of the
* enumerator or tho respondent whon the data is buing collocted. Bigs may be
intentional or un-intentional. An enumerator may not be capablasef teporting -

- the gorrect data. If ho has to roport about the condition of cyepsNn’ different
* areas after heavy rainfalls, his asscssments may ho biame to lack of
training ot he. may be inclined to give wrong reports. Biag is B.sérious ervor and
cannot be reduced by increasing the samplo size. Bigahay be present in the

sample study as well as the population study. O
X

" 11)8 - SAMPLING DISTRIBUTIONS °
Suppose we have a finite population and we
samples of size n by without replacement ot ‘

pouvlible iimiale random |
lacoment. For-each sample we |

caloulate some statistic (sample mean R or-pioportion 1'5 ate.). All possible values of |
the statistic make a probability dist ﬁ‘ jon which is called the sampling.
distribution. The number of all poss amplos is usually very largo and obviously
the number of statistics (any o% the sample) will be equal to tho number of
sample if one and only one {o is caloulated from each samplo. In fact, in
practioal situations, the saffipling’distribution has very large number of valuos. The
- shape of the sampling piblition depends upon the size of the sample and the
nature of the popu d the statistic which 'is caloulated from all possible
simple random ome of the famous sampling disiributions are: C ‘
() Bin \ tribution. (i) Normal distribution. (iii) t-distribution.
(iv) Chissquare distribution, (v) F-distribution. : .
distributions are called the derived distributions because they are dorived |
isible samples. - :
ANDARD ERROR

|n¢|rd deviation of some lt'atime; is calle& the standard error of that
~stgtiitic. If the statistic is R, the standard devinﬁo_n of all possible valuos of X is
called standard error of X which may be written as 8.E. (X) or Og. Similarly, if the
sample statistic is proportion B, the standard deviation of ull possible valuos of § is
called standard error of f and is denoted by o4 or B.E( B). '
11,6.2 SAMPLING DISTRIBUTION OF X

The probability_diltribution of all possible values of % caleulated from all

pbnible simple random samples is called the sampling distribution of R In‘brie‘t‘, we
éhall call it distribution of . The mean of this distribution is called expectec_i valuy




of & and is Written as ER) or Hg. Tho standard doviation (standard error) of this
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distribution is denoted by 8.E.( ) or oz and the variance of § is denoted by Var ()

or a;,. The distribution of & }ias some important properties as under:

() An impartant property of the disti’ibution of X is that it is a normal ¢ '.:'[
when the size of the sample is large. When the samplo size n is more )
‘we call it a large sample size. The shapé of the pepulation dlst ion dees not

. matter, The population may be nermal or non-normal, tb@? ibution of X is

normal for n > 30, But this is true when the number of ra 8 very large.

As the distribution of randem varinblo X {s normal, & e tranaformed into

standard nermal variablo Z whero Z = S-—~fk, g

 The distribution of X has the t-distributior A the populaﬁon‘ib normalandn -

£ 30. Diagram (a) shows the normal-dist tion and diagram (b) shows the t:
_distribution, ¢ : ‘ :

| Diagram (8) | bg
N

o - “°fmf‘ ON 1~ dntiuton . -
(i) The mean of the, distribution 'ofri is equal to the mean of the popuiatioh.. Thus

EX) =y i%?opulation mean). This relation is true for small as woll as large
sam n sampling without replacement and with replacement.

; (iif) m dard error (standard deviation) of X is rolated with the standard
deviation of population o throqgh‘ tho relations: :

| B.E(R) =og = j; |
b ‘This is true when population is infinite which means N is very large or the
: sampling is doqe with replacemeﬂt_t_’rom finite or infinite population, |

: : : N=n
S.E(R) mog = V": %Ti

| This is true when sampling is without replacement from: finito population, The
above two equations between og and o are true both for small as well as large

sample sizes. '

]

Diagram (b)

e e e e wwy e R wWp S e

#
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- Example 11,1, ' .
Draw all possible samples of size 2 without replaccment from a population
consisting of 3, 6, 9, 12, 15. Form the sampling distribution of sample means and

E verify the results:
: _ : _ _ 2. (N -
®E® =n @ Var® =7 (N_’{)

Solution: S (S\ |
We have population values 3, 6, 9, 12, 15, population size N = f@ sample size

- n =2 Thus, the number of pqssible samples which can iwn without

© replacementis - ‘
. ‘(N)_.'__ (5) = 10 . . 6\)‘
s Ae/ A R
. [ Sampte :  Sample ‘SampleMeanv Sample Sample Mean

~ No. | Values | (%) Values (X
1 .36 | 45 N\ 6 612 | 90
. .2 3,9 ‘,G.rb’ 7 6, 15 105
3 3,12 | ; 8 . 9,12 | 105
4 3,15 0 9 9,15 | 12.0
5 6,9 @ﬁm - 10 | 1205 ! 136

. The sampling «ﬁ@ﬁon of the sample mean X and its mean and standard

t  deviation axfg: \ Q) ; | _ _
X o B 169! ¥ £X) X fX)
= Q 1 v0 5010 20.25/10
- \ ' 1 /10, co10 C  26.00/10
o \07.5 ' 2 . 2/10 15 0/10 112.50/10
™M 90 2 210 | ° 18.0/10 © 162.00/10
10.5 2 2/10 21.0/10 £220.50/10
12.0 1. 110 12.0/10 - 144.00/10
185 . 10 - | 13510 | 184.25/10
* Total w0 | 90110 877.5/10

B = E®) = =0

S _ o IR T 'r‘ Ny
var(X) =X £(X) - [EX f(X)]z' = 8713)0 “.(QQ

0, " 87.75 - 81=6.75
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The mean and variance of the population are:

X | 3 6 | 9 (12| 15 | X =45
X* | 9 | 3 | 81 | 144 | 225 | £X?= 495
X 45 ; s =X (EX): : ‘
=% =% =9 o = F-(B) = ) SRR R
Verification: : , ) ’ @
TCRY = = . %y = &(N-n) _ 18 (5-2) _
DEX) =u=9 (u)Var(X‘)—ﬁ(N__l) =3 5_1) =6

Example 11.2

If random samples of size three are drawn without

population consisting of four numbers 4, 5, 5, 7. Find

sample and make sampling dlstrlbutxon of X. C

‘deviation of this sampling distribution. Compare

parameters.
Solution:

We have populatlon values 4,5,5, 7

a@

ple mean X for each -

ment from the

e mean and standard' ”
lculations with populatlon‘

on size N 4 and sample sizen=3.

Thus, the number of poss1ble sample&%

(3)=(3) =

Sample No. ample Values Sample Mean (X)
4,55 * 14/3
6 4,57 16/3
4,5,7 16/3
55,17 17/3

X f £(X) X £(X) | X2 £(X)
14/3 1 1/4 14/12 196/36
16/3 2 2/4 32/12 512/36
17/3 1 1/4 17/12 289/36

Total 4 1 63/12 997/36

=
»®1
Il

Q
]
i

IX f(X)

1

5.25

\/zx2 £(X) - [ZX (X)) =

can be drawn w1thout replacement is ,

Th ,@mg distribution of the sample mean X and its mean and standard
devi@;
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The mean and standard deviation of the population ave: 4 B
X 4 5 | 58 | T EX=121 ’
X 16 | 25 | 28 49 £X! =118

. 3 NN Ny

g h;—é = l‘v ﬂ = ; ¢ B .

ﬁ’\/;nl = 5 \ao1 = o0 :((\

" Honce p;=p and ;= %’\/%’Z’% ’ \0 . 1
) ) L 4

Example 11.3 o
~ Take all possible samples of size two with replacement
2, 8. Show that the population mean is equal to the

from the p@pulutioné. g
Nmeans of all sninples
and populatign variance ia twice the variance of sampl »

Solutiqn: . ' .

We have population values &, 2, 8, popum@ ize N = 3 and sample sizen =2,

§huﬂ, the number of pessible samples which ‘edn be drawn with replacement is
n=3i=9, = : R

L

Sample | Sample Bample Sample | Sample | Semple Mean i
Ne, Values | @ Ne. Values (X)
1 2,2 | - 8 2 8 B ’
2 | a3 X 7 a2 | b |
g 2,8 \‘% 5 | 8 | 8@ 5 |
4 2,92 2 9 - 8,8 8
5 ¢ 19
. The g distributicn of the sample mean X and its mean and variance are:
o Taly |t (X | kR | B |
2 11 a | 4m 8/9 16/9
5 | I 4 419 2019 1009
8 b 1 1/9 8/9 64/9
Total - 9 1 36/9 180/9
—

B(R)= IRER) = F= 4

Var(®)= ZR14(R) - (2R (s = 180 (F) = 4

ovar(X)= 2(4) = 8
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The mean and variance of the population are: I Vo
X | 2 2 8 - IX=12 ‘
Xi 4 | 4 | 64 | sxism2
X 1 L (z;gg)“_ (12

Hence E(X) =p=4 and g!= QVdr(f{) =
Example 11.4. : : |

A population has the values 10, 12, 14, 16, 18 and@ raw all pessible
Q mean X for each
owing probabilities:

samples of size 2 without replacoment and caleulate the

sample. Write the sampling distribution of X, Find t @

) .i will be greater than 16. (il ffer from pu by legs than 3 unita.

(iif)  Sampling error will be less than 2 X will be @qual to T
Solution:

All possible samples of s %1 be equal to ‘e, =‘§§4=! 16
The samples,their@nd necessary caleulations are as under:

SBample Sa 1% 3ample Mean | Sample | Bample | Sample Mean
Ne. Vﬁ%ﬁ ® Ne. ‘Values. ®
1 5& 12 | . on o | 13,20 | 10
\6& 10, 14 ';~ 12 10 14,16 15
3 10, 16 13 11 14,18 16
4 10,18 | u 12 14,20 i 7
5 1020 | 15 | 18 16,18 17
6 12, 14 13 14 16,20 | 18
7 12, 16 14 15 18,2, 19,
8 218 |18 | ,J |
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Sampling Distribution of X

—
~J (o]
[ ] Do

8| \Q\O | 1/15'

19 e . 115
Total k.{S ‘ 1
10+ 1 16 + 18 + 20 90 . _.
Populatlon mean p = =% = 15 .

@ PE>16) = g \? -—45

G) X will dlfﬁe\ y less than 3 units if X is greater than 12 and is less -
. .

than 1

. 2 2. 3 2 2 _1
DRUI( K -l <3] =PA2<X<18) = 35+ 5+ 35+ 5+ 15~ 15

(1i1) ;;:he sampling erfor will be less than 2 if the random variable X is greater than

13 and less than 17. Thus P13<X <17)= P(14<X<16)= P[|SE.| <2]
_2 3.2 7 - ‘
15 715715 15

v PE=p) = PR=15) = =

Example 11.5

Certain tubes produced by a company have a mean lifetime of 900 hours and a .
standard deviation of 100 hours. Tke company sends out 2000 lots of 100 tubes each.
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Compute the mean and standard deviation of the sampling distribution of the
sample mean X if sampling is done: (i) with replacement (ii) without replacement.
Solution:

- Here N =2000, n= 100, u =900, ¢ = 100

@) Sampling with replacement

100
px—p 900 andc—=%—\/_—‘6=10 A O®
(i) Samplmg without replacement . O o

N n_ 100
Mz = p =900 and o; —\/— 1= =9.75

100 .
11.8.3°'SAMPLING DISTRIBUTION OF s® ‘and §?
Suppose we draw all poss1ble samples of 816 m a finite populatwn and

z
n- 1

sampling distribution of s® is denote B(s® or pgz.- It can be shown that if
sampling is with replacement, the& &2 = 6. Thus s* is an unbiased estimator

calculate the sample variance s® = each sample The mean of the

, | | X -X)? |
of o®. The sample variance S%j ned as: §* = _ﬁn_L If samples are drawn with

replacement, it can be sl&@at: E(Sz)

Thus S?is a % stimator of o®. In case of sampling without replacement
we have the followi lations: ' ‘

Q% 5 =  or E@ = (NI\—I 1l -
N-1 , . { N \ -1y ,
\Q ESY) —o7- N - o’ or E@S)= (N—ll(nn,)"_~
Example 11.6 | | -

A population consists of three numbers 10, 12, 14. Take all possible samples of
size two with replacement from this population. Find the mean and the unbiased

= ¢ [E(Sz) £ a?].

variance for each sample. Show that E(s?) = 02 where s2 = (X - X)2/(n— 1)
Solution: ‘

We have population values 10, 12, 14, population size N = 3 and sample size
n = 2. Thus, the number of possible samples which can be drawn with replacement is
Nr=32=9.
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: | Sample Mean Sample Variance
Sample No. | Sample Values _ =
~ X = IXn o = I(X = X)¥(n -
| 1010 (10 = 10 + (10 - 10}
1 10, 10 go=10 | T =0
2 10, 12 d2 .y
3 10, 14 Beld .y
4 o | By,
L 12, 12 5 % ST 0
0 18, 14 2* @ 2- 13);*(114_11 2
7 | 14,10 : !@ =8
| | %;Jl ] 4= 130+ (15 - 18
| 8 14, 12(0 =19 == =2
{ : \ , .
| , 1_4_1_4 (4= 14)2*(14= 14
IR e
' The sampling\@ttribution of the sample variance s¥and its mean is: * | ‘
§ o | Tellyly f£T | f(e9) o f(at) P
z 0 3 a/0 0 Ee9) = Is¥ f(s¥)
’ AQOIY 4 | 4w | 8w | 3%4.!267» | |
8 | - 2 29 | .16/9 | ’
Total 9 1 24/9 :
‘ ’I‘lhe:variance of the population is: , |
X 10 12 14 X =36
Xd 100 144 106 | £Xv=440
_ X (EXY  _ Mo (a6Y
°“"N'(N) = 73 -'(s)”‘“
] Hence E(s-') = = 2.67
i
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Example 11.7,

A population consists of ﬁve values 4, 6, 8, 10, 12 Take all posaible samples of
size two without replacement from this popalatxon and verify that '

BEh = (7o) () e

n
Solution: :

We have population values 4, 6, 8, 10, 12 population size N = ample
size n = 2, Thus, the number of possible samples which can ba w1chout'
‘replacement il(N)_E (g)! 10,

Sample No. | Sample Values R m X : 6 ) EX- Ry
4+0 \! (4= B8)1 + (6 - B)
1 4,6 g 3 =
L L - '] - ]
: o (R | usmgeeer
Q) e (10
3 4+210 y (4=7 +2(1Q D! 0
i - R4 - )i
4 \& uﬁg -8 (4=8) +2g12 )L
5 \ G:i-g -7 ,(ﬁ-’l)ﬁl.+(§;ly—‘7)‘J 1_ {
qu, 7 2

sng 610 6+10 4 | Q=@Mtgo-gr

3 2
1| 612 9—;1—“9 Mlﬁ;‘-"—z-"—@i:e 0
8 8 10 Bl g | @ogisgo-or
9 | 8 12 e+212 = 10 .gg-xt))ﬂ+2(;g-10)a N 4
+

o ' ] -
10 10. 12 _1()2 12 _ 1 (10=11)3+(12-11) 1
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The sampling distribution of the sample variance S* and its mean is:
s* f f8H | S*fs?
1 4 4/10 4/10
3 3/10 | 12/10
9 2 2/10 ©18/10
16 1 1/10 . - 16/10

_Total 10 1 50/10 ) @
50 .
E@S) = pg = zs2f<s2) =1 = | O

The variance of the population is:
X 4 6 8
X2 | 16 | 36 | 64

e (e
Hence ES)= ( ) ;l)czeb.

,;'/Example 11.8 o |
A population of 10 numbe mean of 100 and a standard deviation of 10.

If samples of size 5 are draw is population, find the mean of the samphng
distribution of variances w pling is done

i (i) withre ment (i) without replacement.

‘ Solution:

Here N=10 % c=10,062=100,n=5
| (1 Sam ith replacement

! -1 5-1 ‘
; Q he= |\ o )02 = (-——5 ) 100 = 80
: Xﬂ ling w1thout replacement : |

| E(sz) = pg= (ﬁlf—,)(“—l}—l)oz = (‘101? 1)(55 l) 100 = 88.89
1184SAMPLING DISTRIBUTION OF DIFFERENCE BETWEEN TWO |
Suppose there is a population with mean p, and variance cf. Another

[ )
H]
™
e
[
/'—\
M [ 3
le
\—é
oo
(@3]
O
/_\
}A
(]
[ 3

~
et —— e A

! population has the mean p, and variance cg. All possible simple random sarhples of

size n, are selected from the first population and the sample means X, for each
| sample are calculated. Similarly, al! possible simple random samples of size n, are

selected from the second population and the sample means Xz are calculated. The



e
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difference (X - X,) is another random variable and its distribution is called

sampling distribution of X, -~ )—(2. Some properties of this distribution are:

@®

(i1)

(i11)

" The mean of the distribution of X, — X, is equal to the difference p, — p,. Thus -

E(X —Xz)= Pg - %, =y —Nz »
Similarly the distr 1but10n of X, - X, has the mean Mg, - %, = M2~ Mo @

If p, = uz, thenE(X X) =0 . ' QO )
The above relations are true for any type of population wi an sample size,"
small or large and the samples may be drawn by withou cement or with -

replacement. ol ;
When samples are selected by without replaceme a finite population,

the standard error of X, - X, has the following refation with ? and o,

B 7‘ J 2
\ Sy(N,-n,
T -1) 'n, N2 -1
When samples are drawn wnth >

populations (N, and N, are r e), the relation becomes

— - e ‘
SE(X,-X) = 0')—( \ /

ctlcal life, N and N are usually very large and the .

S.E(X, - X,,)“ =

- X,

@

It may be noted tha
Ni= M N2 . .
‘fractions N‘%Q\ ,_] are almost equal to unity. Thus in the subsequent
.

: / 2
AP . L2
chapte 1l frequently use the relation %, - X '\ J ‘ n

\.

’%&np ing distribution of )—( )_( is a normal distribution when n, > 30 and
The sample s1zes n, and n, may be equal or unequal but both should be

. large in size. The difference (Xl - Xz) is a random variable with normal

distribution and the standard normal variable Z can be written as

Xy — Xa) — (1 — ua2)

: o
4 n, n,

The distribution of X, - X, has the t-distribution when both n, and n, are small |
in size. ' ' '
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' Exampde 11.9,

» Draw all possible random samplos of‘ size n, = 2 without replacement from the
finite population 2, 2, 6. Similarly, draw all possible random samplos of sizo n, = 2
- without replacement from the population 1, 1, 2, 4. '

(i) [Mind the possible difforences botweon the sampldmeuns of the two populations,

(i) Construct the sampling distribution of X, = &, and compute @nn and

variance. . :
N, -n ‘Q"(N. =n.)

| | .
(i) Verify that: E(=X) = M=y and Var(% -R,) !%‘f‘( b A +‘E3 e

Basic Statistics Part-I1

N, -1
Solution: - | Q . |
Popﬁlation L g 2,6‘ P %ioh I 1,1,2,4

| \&%ﬁtion sizeN, = 4
. P
The number of possible sam Mch The number of possible samples which‘
can be drawn without repln@

can be drawn without x'eplaeement
() (|-
A&~

Population size N, = 3

V

~ Samplesize n = 2 Samplesize n, = 2

- F Gm\}bpulation 1 From Population I1
Sa g E%ample Sample Mean Sample Sample Suinple Mean

& Values Ry No. Values X)
1| a2 2 1 1,1 o

2 2,6 4 2 1,2 1.8
3 2,8 4 3 1,4 2.5

| | 4 1,2 1.8
6 1,4 | 2.5 ‘

6 2, 4 3.0
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(1Y The 18 possible differences X, - X, are shown in the following table.

(i) The sampling,distribution of differences
mean and variance are computed belo

'Xl ,
X, 2 | 4 4
1.0 . 1.0 | 30 30 6\
15 0.5 2.5 25 do
2.5 -05 18 1. "’
15 06 2.5 ey | |
2.5 - ~05 1.5 S b5
30 | -10 _& 1.0

Pﬁ@n sample meansX X and its

L

X,-%,=d | f d) d f(d) d? f(d)

- 1.0 1 /18 - 1/18 1.0/18
< 0.5 2 2/18 -1/18 | 06518

0.5. @. 2/18 18 | 06/18

1.0 ¢%\3 3/18 3/18 3.0/18
1-5-.\\ 4 4/18 618 | 9.018

2% “ |4 4/18 10/18 25.0/18
_@ 12 2/18 - 06/18. 18.0/18
%ot&l 18 1 24/18 57/18
g 4_4 : :

BX =X = B= gdftd) = fg= 3
Var(, - %) = Vard) = 5d* ftd) - [2d )] = %%=(§)“§ il.l’%@ﬁg %%

- () The mean and varianee of the first population are:
X, [ 2| 2] 6| X =10
X 4 80 | iX!m 44

4 .
M=N, *’*%nd o' =’I'§'& (m) = 4 (iég)”gssi lggg (3-100 g3

N
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The mean and variance of the second population arg;
X, 1 1 2 4 X, = 8
X: 1 1 4 16 | £Xi= DY)

| S : .
_IXs _ 8 o, EXp (EXuy_ 22 (8)_22 , _22-16_3
Ha ' g=2ando, = 7N, T4 \4) T4 4" A 2
- 0 ,_10-6_4 d(Q _
1TH T g 47 -3 -

8
o 7 | G! n, c:‘: N,-n,) 25
Hence EX|-Xp) = p, = H; =73 4 and Var(X, - J) = = Y

Example 11,10 .
Given Ni = 800, Nz = 600, n; = 200 \9 W1 = 1800, pa = 1600, 61 = 200 and
0

oz = 124. Compute the mean and stand r of the samplmg dxstrlbutlon of the

difference X1 - Xz 1f samphng is d&f@w’xth replacement (u) without replacement.

Solution:
(i) Sampling with replac %
Mz -5 = -2 -% = 1600 = 200

=x2

o _ \/gzooz , (24
;(1=§g R M on 200 124 ,—
(11) Sampling\%ﬂ t replacement
Kz, - 1‘ 2 = 1800 - 1600 =
Q \/gzooz 800—200 (124)3 (600——124)
N1= * e Nz— 200 8001 * 124 \ 600-1

\9 - 1517
15.5 PROPORTION

What is a proportion? Sﬁppos@ thore are 1000 students in a school out of which

600 are male and 400 are female. The ratlo of 600 to the total is called the
‘proportion of males and is,d@nated by p. Thus proportion of males = p = f(?é)o =00

- 400
and proportion of fomales = ¢ = 1000 = 0.4

. Let us denete male by success and female by a failure, If the male students are

assigned the number 1 and females are assigned the number 0, then the population
contains 600 ones and 400 zeros. This can be written as below in the form of a
distribution called the Bernoulli distributien. Let us caloulate the mean of this
distribution,

]
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(i) The mean of the sampling distrib

and SE(ﬁ) A

Random Variable (X) f Xy | XXy
0 400 | 400/1000= 0.4 | 0
1 600 | 600/1000= 0.6 0.6
Total 1000 - 1 06 | ((\
E(X)= Mean = X f(X) = 0.6 @)
Thus the proportion p of the population called the binomial p ulﬁ)n is equal
to the mean of the population containing 0's and 1's. O ¢

~ Suppose there is a finite population in which the p % n of successes is p
and the proportion of failures is q. Suppose we draw a ible samples of size n
from the population and calculate the sample p @% for each sample. The
sampling distribution of’ﬁ has the fo‘llowing prv‘&

of P is equal to the population

11.8.6 SAMPLING DISTRIBUTION OF PROPORTION Q

proportion p, Thus E(f) = “6 =

This relation is true in samplj % replacement and without replacement for
any sample size.

(i) The standard erfor og@related to the population parameters-b and q

through the equations

SE@®) =on= ﬁ) (True for sampling without replacement)

(’I‘rue for sampling with replacement)
or when N is very large ,
(idi) The@e of the distribution of § is normal when n > 30, The valuc of Z can be
f-p -

caleulated from P, where Z = :
m
:/ n

Warning: 1t is importans €6 note that when ri is small, the distribution of [ Is not
the t-distribution, ;

Example 11,

A pcpulatién consists of five numbers 2, 5, 6,7, 9. Take éll possible samples of
size 3 from th.is population without replacement and compute the proportion of odd

: numb‘erq for each sample. Verify that: (i) We= p if) c“s-- B(&=
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Solution: ' f

We have population values 2, 5, 6, 7, 9, population size N =5 and sample sizel (;

n = 3. Thus, the number of possible samples which can be drawn without

¥ | - N 5 : - | £
‘ _ replacement is ( n) = ( 3) = 10. Let f) represent thé proportion of odd numbers in y
the sample. o 8
Sample | Sample | Sample Proportion | Sample Sample Sa@romrtion r
No. Values W) No. Values (p) r
1 | 2,56 . 1/3 6 2,75 | 23
2 2,5,7 7 7 5 2/3
3 2,5, 9 w3 8 @9 3
4 | 267 13 9. DB 313
b - 2,6,9 1/3 6,79 2/3
The sampling distribution of tl@ ple proportion ﬁ and its mean and
variance are: : r:)‘ A ‘ '
p Tally ' 6 | pEB | PG |
1/3 il 3 | a0 330 | w90 !
2/3 —H—Lﬂg 6 6/10 12/30 24/90
A | ! 110 3730 0/90
Total \ | 10 ° 1| 180 36/90
o\ \ 8
%3 L= Hih = e 00

£peE(P) = (B f(P)]¥ = %% =(%%) =0.40 - 0.36 = 0,04

i

, 5{& ain

: Pepulation proportion p = %% 2 g’ =06 q=l=p=04

where X represents the number of odd digits in the population,

BN - 0 (522) = oo

g (N=n) |
=) =001

Hence (i) py = p = 0.6 (i) o = 5 {

|

A finite ‘population eontains 4 smokers denoted by 8, §, 8, and 8, and 4 nen
smekers denoted by N, and N,. Draw all possible randem samples of size 4 withou

replacement from the papulation and caleulate the propartion of smekers [ in eaeh

Example 11,12, ‘ |
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mple. Write the probability distribution (sampling distribution) of p and find the
llowing probabilities: -

) pis more than p (ii) D is equaltop (i) p = b} (iv) that both are smokers.
lution: |
‘e have population values 8i, Sy, Sy, Si, N1, Nz, population size N = 6 and sample

1ze n = 2. Thus, the number of possible samples which can be drawn wt

(-
placementls(n ={g) = 15

~—dd Sample Sample Sample Sample Sample @x_ge

No. Values proportion (p) No. Values oportion (p)
1 Si, 8 2/2 9 | SN -1/2
2 S, S 2 10 2/2

Re

3 | S,S 2/2 11 %. 1/2
e 4 Si, Ni 172 12 SN2 1/2
and 5 ' S1, Nz 172t} % S4, Ni o 172

6 Sz, Su ; 2/2 ('54‘ 8., N2 |. 1/2
7 Sz, Sy 2/2 5 - Ni, N 0
8 Sy Ny 1/2;
The sampling distribution ample proportion p 1=
| 0 f £(t)
? 1 1/15
. 2 8 - 8/15
% t 272 6 6/15
¢ - Q Total | 15 1
p ’§' , _4_ 2
op% proportion p = & = & |
6 =
@ PE>w =15 - G PG=p=0
iy 1 8 o | 6
(ii1) P(f) ='2‘> =15 (iv) P(both are smokers) = 15

, anmple 11,13

If samples of n = 200 observations are to be drawn from a large population

N = 2500 in which the population proportion is 20 %. Determine the expected mean

ynand standard deviation of the sampling distribution of proportions when sampling is
_)utlone (i) with replacement (ii) without replacement.

ieh
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‘Solution:
Here N =2500,n= 200, p = 0.20, q—1 p—1—020 080
@ Samplmg with replacement

‘B(}) = p = 020 and SE.() = \/;-n; '\/0220880-00283

(ii) Sampling without replacement

0.20) (0.80 00 - 200
E(p)=p= 020andSE(p)" ‘"‘ _, \fzoo %00 - 1

= 0.0271
11.8.7 SAMPLING DISTRIBUTION OF DIFFERENCE L laN p1 and P,

- Suppose there are two populations with pxoportxons@ d p, and all possible .
simple random samples of size nI and n, are 8 from the populntxons

respectwely The sample proportxons calculated e amples are p, and P.. The

dxfference p, P, is a random variable and i ibution is called the sampling

distribution of p P~ P,. The properties of ribution are:

(i) The mean of the dmtmbutxo@-‘ p, is equal to the dxfference between p,
nd p,. Thu
andpy THUS Ky, _8,

Bt -

This relation is tru sample gize and for sampling with and without
replacement.

(ii) The standard er ,@he distribution of (p, p ,) has the followmg relation with
ers

; .. populatio \
: Pq (N =Ny +P:¢Q2 Nz"“'.').
| @g ~Ba=og _g,= [ (N 1) ny Mo

; 5{& (True for sampling without replacement)
\Q ' /plq‘ Pady
- A + ———
| and S.E.(B,-5)= 9, ﬁ, n, o,

(True for samplmg with replacement or when N is very large)
(m) The distribution of §, = P, has the normal distribution when both n, and n, are
large in size, when n, and n, are small in size, the distribution of pl p, does
~ not form any standard distribution. The random difference (p, - P ,) can be
| (B, = Dy) = (P =P

transformed into standard normal variable Z where Z =

Pqy +pIQ‘J
n, ng

L o
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Example 11,14
Given the data N1 =6, ni =3 X =3, Ne=5n=2 Xu=2.

Find E(pl - p,) and-Var(p, - pz) if sampling is done

(1) with replacement  (ii) without replacement

-,0'5' q = l;plbﬂé\ |

Solution:

Here ‘Nl=6, m=3, Xi=3, p = '1)\3_: = '(3§ =
Ni=5 m=2 Xi=2 p, =3 =% =04 qﬁ("glo.e
2 R
(i) Sampling with replacement : O
Ep,-8) =pi-p, = 0.5-04 = 0.1 c'gQ
| Piq
Var(p, - ) = 'rlT,'l + == n; L_K__Z

0.0833 + 0.12 = 0. 2@5
(ii) Samphng without replacement v
EG -p) =p, pz—O %= 0.1 -
A AL DM Py9; (N - ng
Val‘(pl‘fpz)— n, @ + n, ("‘""—Nz_ 1)
_ 3
’ IS

1
) (6— ) + (0.4) (0.6) (5—2)
3 - \6-1 2 \6-1
005+009 014

&°
S
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| ~Population w hole 0%. a\?o((;eﬁccﬁe 0‘3'
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SHORT DEFINITIONS
o & celled —~ —

A population is the total set of measurements of interest in a particular problem.
or ‘
The population is a set 11' data that characterizes some phenomenon.

' _Finite Population

If a population has finite number of elements, it is called as finite populationy For -
example human population, number of chairs in a college. :

_ Infinite Population
If a population has infinite number of elements, it is called as infinite tion.

For example number of points on line, number of stars in the gky.. 0

~Target Population ,
A population about which we want to get some informaté&s‘c’alled target

population.
—Sampled Population , ' ’% '
A population from which a sample is drawn is called s@ pulation.

_ Sample

A sample is a subset of data selected from a pop. '
or

A sample is a subset of the population tPSO‘ ins measurements obtained by an

_ experiment.
sRandom Sample ‘
A sample obtained by random 8 is called a random sample.
v ' or :
If a sample is selected fro a population whose sampling units have known

probability that may be ek ‘unequal, the sample is said to be a random sample.

_ Sampling -
Sampling is the pro% drawing sample from the populationj
Random Sam ng G amples _ _
Any procedu electing members from a group on the basis of chance or luck is

called a sampling.
- _ " oor _

A methodvof selecting samples 80 that each sample of a given gize in a population
_ has an equal or unequal chance of being selected.

Sampling Units

‘¥#Sampling units are nonoverlapping collections of elements from the population. *

, or ,
The basic elements that constitutes a population are known as gampling units.

X Simple Random Sample » ‘
A simple random sample is one in which every item from a population has the same

chance of selection as any other item.

or :
A sample selected in such a manner that each possible sample of a specified size has
an equal chance of being selected. : -

® —~rmew ab>0l2

e s o= pd N




