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Chapter
.15

. ASSOCIATION S

15.1 VARIABLE AND ATTRIBUTE ' 0

There are 4 persons and their heights in inches are 5 .06, 72 and 74. Here
height is a characteristic and the figures 55, 56, 72 ang 'b re the values of a

variable. These figures are the result of measurem You know that the
measurements generate the continuous variable. Th ariable on heights is a
continuous variable. Suppose we select 4 bulbs fro 1 a\certain lot and inspect them.
The lot contains good as well as defective bulb ’Q} nf may contain 0, 1, 2, 3, 4
defective bulbs. The values 0, 1, 2, 3 and 4 Kr@ ues of a discrete variable.

ve

Out of 4 persons whose heights are gi ove, 2 are tall with heights 72 and
74 inches and 2 are short with height nd 56 inches. When we use the words,
tall and short, any variable is no consideration. We do not make any
measurements. We only see who 1s va¥l and who is short. Here level of height tall or
short is not a variable, it is callad 1’ attribute. Out of 4 bulbs 2 are good and 2 are
defective. Here also any s' 1s not under consideration. We only count the
defective bulbs and good bw e examine whether the quality of being defective is
present in a bulb or noﬁ\ status of the bulb is an attribute with two outcomes
good and defective tribute is a quality and the data is collected to see how
many objects possé&so ~quality of being defective and how many elements do not
possess this quali Y, ther famous examples of the attributes are level of education,
level of smokintg™evel of social work, level of income, religion and colour etc. The
data on the 'bute is the result of recording the presence and absence of a certain
quality . ute) in the individuals. The data on the variables are called the
quantitative data whereas the data on the attributes are called qualitative data or
count data. As the data on the variables is collected for the purpose of analysis of -
data and for inference about the population parameters, similarly the data on the
attribute or attributes is collected for the purpose of analysis of data and for testing
of hypotheses about the attributes. We shall discuss the hypothesis testing about
attributes in the subsequent topic in this Chapter. :

15.1.1 NOTATION FOR ATTRIBUTES ]

For a single variable we use the symbol X and if there are two variables, we use.
the symbols X and Y for them. When there is'a single attribute like height, the word,
'tall' may be denoted by A and 'short’ may be denoted by a. If the tall and the short
persons are divided into intelligent and ‘non-intelligent' persons, then 'intelligent’
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218 _ S Basic Statistics Part-I1

_ may be denoted by B and p may be used for the opposite attribute 'non-intelligent'. It
may be noted that the word attribute is used for the main group like intelligence and
the sub-groups 'intelligent’ and ‘non-intelligent' are also called attributes.

" 15.1.2 ONE ATTRIBUTE .
~ Suppose that there are 100 individuals in a certain sample, the sample size is
denoted by n. These 100 individuals are divided into two mutually exclusive groups
on the badis of the attribute of height. Out of 100, 60 are tall and 40 are rt. If
'tall' are denoted by A and short are denoted by a, we can write: ' ‘
A a | )
60 40 ©  n=100 0
There are two groups and we say that there are two
class frequency under A is 60. It is written as (A) = 60,481
individuals under o is written as (o) = 40. Thus the aptriby
brgckets show their class frequencies. In this examp e-sample is divided into two
groups i.e; two classes 'tall' and 'short’. Dividipg @m into two groups is called
dichotomy which means cutting into two. In t:\ ple a single attribute 'height'

M and o and the

divides the data in two groups. As only one Bute is involved, the data is called
one-way classification. We can make a %‘@ e as below: ' '
: One-W sification

. q o |
6@) : 40 = () n =100

Clearly (A) + (o) = .
The symbols (A) are used to denote the frequency of individuals who
possess A and wh t possess A (¢ means not 'A"). It may be noted that the
symbol 'A' is noten sarily fixed for 'tall'. In some other discussion 'short' may be

denoted. by A. %‘0 ,
15.1.3 Q RIBUTES

T nd short persons may further be divided into intelligent and non-
inte persons. Intelligence may be denoted by B and B may be used for non-
intelligence. The following table shows different attributes and their combinations.
When two attributes are involved, the division of the sample as below is called two-
way classification. : ‘

A

| Table 15.1.
Sl Two-Way Classification
oA a  Total
B 4B @ B
5, Gp  ® O
Totall @& | @ =
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The column totals are denoted by (A) and (o) and the row totals are denoted by
(B) and (B). The above table contains 2 rows and 2 columns and is therefore called
2x2 contwgency table or 2 x 2 cross-tabulation briefly written as 2 x 2 cross-table.
There may be more than two attributes. The symbols A, B, C are used for the
attributes and o, B, y are used for the absence of the attributes A, B, C. Thus o
means not A and 3 means not B and y means not C.
Suppose that out of 60 tall persons, 30 are intelligent and out of 40 short:
| persons, 20 are intelligent. We can write these frequenmes in the fol 2 x 2

contingency Table 15 2.
| : Table 15.2. OO

2x2 Contlpgency Table \‘, :

A

B AB)=30  (a«B) %‘O '
B (AB)=30 B) = 50 |
v) 40 n = 100

From table 15.2. we can write s ations immediately.
) A+ = (i) B+® =

n n
(i) (A) = (AB) + (Aﬁ)qq @v) ()= (aB)+ («f)

Total A=

V) (B) = (AB) + (a vi) (B = (AP)+ (P}
15.1.4 POSITIVE AND ATIVE CLASSES .

The classes A, B called positive classes be¢ause they contain all positive
attributes, the z\ o, B, af are called negative classes because they have
negative attribu:gi. The classes «B and AP contain both positive and negative
attributes, t re’called mixed or contrary classes. . .

If we ree attributes A, B, C with their opponents or complements as o, B
and v, @ can write the different class frequencies as below in Table 15.3.

Table 15.3.

A o
c vy  c y . Total
B (ABO  (AB) = @BO = @By B
B (A0 @By | @pO) (@) ®
40 ap @ ()

. Total A) I (o) n
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In this table.the positive classes are A, B, C, AB, AC, BC and ABC whereas the
negative classes are a,.8, v, a, oy, By, afy. All other classes ave mixed,
15.1.5 ORDER OF CLASSES ‘

The order of the class depends upon the number of attributes going into that
class. If a certain class can give us information about only one attribute, it is called
class of order one. :

The classes A, o, B and B are classes of the order one and the frequencies (A),
(), (B) and (B) are the frequencies of order one. The classes AB, AP, aB pad'ep are
the classes of order two and the frequencies (AB), (AP), (@B) andgB) = '
frequencies of order two. The classes ABC, ABy, aBC, aBy, ARC Atj
are the classes of order three and (ABC), (ABy) +- (afy) are t:h§'re ncies of order

three. The sample size n does not contain any attribute is*therefore called

frequency of order zero.

15.1.6 ULTIMATE CLASS FREQUENCIES Q ,

In a certain given situation; the ultimate clas %n ies are the frequencies
with the highest order. For two attributes, the i class frequencies are (AB),
(AB), (@B) and (@B). ' -

For three attributes, the ultimate cla)@ uencies are of order 3 which are
(ABC), (ABy), (@BC), (aBy), (ABC), (AP C)'and (afy). : ‘
15.1.7 LOWER ORDER FREQUEI& IN TERMS OF HIGHER ORDER

FREQUENCIES ' '

Let us discuss the relat% e lower order frequencies in terms of higher

order frequencies. Let us co the different cases. :

(i) Single Attribute

n = é&
(ii) Two Attribu% .
: Let us co ?dg x 2 contingency Table 15.2. for the frequencies of the two
attributes. n = (A)+ () - n= B+

\ (A)= (AB)+(AP) (@ = (aB)+(ap)
\ B)= (AB) + (aB) By = AP +wp)
(iii)\@ee Attributes .

Let us take help from Table 15.3. to write lower order frequencies into higher
‘order frequencies. Clearly ’
n o= A+©@ . n= ®+® o
(A) = (AC) + (Ay). But(AC)=(ABC)+ (ABC) and (Ay) = (ABy) + (ABY)
Thus (A) = (ABC) + (ABC) + (ABy) + (ABY) . ’
Similarly (@) = (aC) + (oy) = (@BC) + (apC) + (aBy) + (@fy) _
n= (At+@)= (ABC)+(ABC)+(ABV.)+(ABY)+(aBC)+(ocBC)+(an)+(aBY)
(B) = (AB) + (aB) = (ABC) + (ABy) + (aBC) + (aBY) '
® =3 (AB) + (@B) = (ABC) + (ABy) + (@BC) + (aPy)
and n= (ABC)+ (ABy)+ (@BC)+ (aBy) + (ABC) + (ABy) + (aBC) + (aBy)

i
y

§
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With the help of the Tables 15.2, and 15.3. we can éasily write 'any lower order
frequency in terms of higher orders. ' '

15.1.8 HIGHER ORDER FREQUENCIES INTO LOWER ORDER
FREQUENCIES

Sometimes we have to express the fre(iuency of a higher order into frequencies
of lower order. For this purpose we use the following operators. The frequency (A) is

written as n+ A as if n « A means A's out of n. Similarly the frequency (a) 4 itten
asn, a and (AB) is written as n . AB and (ABC) is written as n . ARC.

Weknow (A)+(@) = n , : OO v

n‘A+n.a= n e equation (lx‘
using the operators, we shall assume that algebraic operatj re applicable on
these operators. Dividing equation (1) by n, we get
A+a = 1 or A = l-a and o A
Similarly we can establish with the help of ope hat
| B=1-[3 and B =1-B \éjandyil—c
Example 15.1, , : \Q '
Express (AB) in terms of lower or e:‘%uencies with the help of operators.
Solution: ’
We write (AB) = n:AB q
Putting A 1- v B=1-8
%} l1-P)=n[l-B-a+ap] = n-np - na + nof

(AB)
a%bols for nB, na and noB, we have

= o
- Writing the origi
\ ~(@+(@B) or (AB) = n-(a) - (B) + (o)

(AB) = \
° *
It is to be & that the left hand side contains positive attributes and all
attributes o ght side are negative except one frequency which is n. Any
attribute ft side does not appear on the right side in this type of relation.

Exa 2.

Express (a‘By) in terms of lower order frequencies.
Solution: _ |

(oBy) can be written as n - opy. Thus (aBy) = n. afy

Using the relations o = 1-A,B = 1-B,y = 1-C we get

(@By) = n1-A)(1-B)(1-0)
= n—n~A-—n-B-—n-C+n-AB+n-AC+n-BC—n-ABC
(oBy) n—(A) - (B) - (C) + (AB) + (AC) + (BC) - (ABC)

The attributes on the left side are negative and all attributes on the right side
are positive except one frequency of order zero that is n. ‘ ‘ ‘
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Example 15.3.

Given the following frequencies: n = 100, (AB) = 30, (A) = 40, (B) =70. Calculate
all the remaining frequencies. S

Solution: :
We know (A) + (@ = n. Thus 40+ () = 1006 or () = 60" '
We know (B) + (3) = n, hence 70+ (@) = 100  or (B) = 30 ‘
Also (B)= (AB)+(@B), hence 70 = 30+(B)  or By = @ - |
Also (AB)+(AB)=(A), hence 30 + (AB)=40  or (AB) @o 1
Also B) = (AP) + (af), hence 30 = 10+ (af) or w‘ = 20 f
These frequencies can be calculated very easily if ¢ s frequencles are

substituted in the 2 x 2 contingency table. The u frequencies can be
caleulated by simple addition or subtraction. Thus

A | @ Totai

B _(AB)=3(n_‘(a L3 ®)=10

B (Aﬁﬁ op =200 ®=[30]

~

Totaé@zm (@=[60]  n=100

The unknown fre &' within the rectangles have been calculated by simple
subtraction to com %e table. "

Example 15.4. ¢ _
There a %a(! attributes and their ultimate class frequencies are:
(%) - 10 (ABy) = 30 (@BO) = 15 (aBy) = 60
% ) = 20 (APy) = 15 (apC) = 40 (aPy) = 70
&culate all the negative class frequencies of order one and Qrder ‘tw'o.

Solution: :
(@ = (@BC) + (@By) + (apC) + (afy)

= 15460 +40+70 = 185
(B) = (ABC) + (APy) + (@BC) + (@By) = 20+15+40+ 70 = 145
(1) = (ABy)+ (ABy) + (@By) + (@By) = 30+15+60+70 =175

@)= (apC)+ (@pyp = 40+70 = 110
(ay) = (ocBy)+(aBy) = 60+70 = 130
@y) = (ABy +(@Py) = 15+70 = 85

. These unknown frequencies can be calculated with the help of the following
table. ‘ ' ST
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% A L e | Total

B (ABO=10 (Bp=30 @BO=15 (B)=60 - (B)=115

B (AB0=20 (P)=15 BO=40 (@)=T0 (B)=14
(A0=30  (Ap=45 @O)=55  (@)=130 _(Q\

.Tdtal'f (A) =175 | (a)-185 é)n 260
Clearly ()= 185 - : ' B) = \4;»

M= 30+15+60+70 =175  (af)=~d0A 70 = 110
_ (y) = 60+70 = 130 15+ 170 = 85
152 CONSISTENCY

If the class frequencies are observed i \ tain sample data and all class
frequencies are recorded correctly then th be no error in shem and they will
be called consistent. But sometimes t as requencies are not recorded correctly
and their column total and row total do £ agree with the grand total. If there is
some error in any class frequenc e say that the frequencies are inconsistent.
If one class frequency is wrongsd affect some other frequencies as well. A simple’
test of consistency is that @ encies should be positive. If any frequency is
negative, it means that t inconsistency in the sample data. If the data is
consistent, all the ultin\ ss frequencies will be positive.

Example 15.5.

Given the freq Xcies: n = 115, (B) =45, (A) = 50 and (AB) = 50.
Check for@sfstency-of the data. '

culate some frequencies of order two.

Solutt% ‘ .
% a 1s called consistent if all the ultimate. class frequencies are pos1t1ve
Let a

We know A= (AB) + (AB)
Here (A= 50 and (AB) =50
' Thus 50 = 50+ (AB) or (AB) =0
It does not indicate incdnsistency because some frequency can be zero.
Weknow — (B)= (AB)+@B)
45 = 50+ (uB) or (aB) = -5

The data is inconsistent. It means the given frequencies are wrong. If we make a
table of (2 x 2), we get
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A | ¢  Total

B @AB)=50  @B)=-5 B)=45
B (AB=0  @M=T0 (B)=70
Total =~ (A)=60 (=65 n=115

inconsistent. . v O

Example 15.6.

In a certain big college, 600 students of intermediate leve e interviewed.

They were asked to give their opinion about liking or disliki - the subjects of
Mathematics, Statistics and Physics. The sample data sent enumerator was: .
ic

300 liked Mathematics. 350 liked

340 liked Physics. 13011

160 liked Mathematics and Physics.

100 liked all the three subjects. ExqﬂﬂBe Ihe data for consistency.
Solution: ' ‘

All the given frequencies' ca%%tten in the form of attributes. Let A, B, C

denote liking Mathematics, Stat d Physics respectively and a, B, y are their
opponents for disliking of the %’e‘ . We are given

n = 600 (A) - B) = 350 (C) = 340
(AB) = 130 (&x 160 (BC) = 180 (ABC) = 100

ncies are posmve, we can therefore calculate a negatlve

All the given
class frequency i ér three whlch is (aBy)

ematics and Statistics.
hysics and Statistics.

n . ofy

\0 = n(1-A)(1-B)(1-0)
' = n-(A)-(B)~(C) + (AB) + (AC) + (BC) - (ABC)
= 600 — 300 — 350 — 340 + 130 + 160 + 180 — 100 = — 20

A negative frequency indicates that the sample data sent by the enumerator is
incorrect (inconsistent).
15.3 INDEPENDENCE OF ATTRIBUTES ,

Let sider certain examples before we discuss the independence in a formal
manner. t zgg .
Example 15.7. ,

Consider the following sample data on the liking of males and females for fish.




R
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Gender
Males | Females Total
Like Fish 8]0 ' 40 = e "Zhjg()m, _
DonotlikeFish 20 20 40 |
Tol 100 100 200 !

Diseussion: There are 100 males out of which 80 like fish and out Q emales 80
like fish. Males and females have the same liking for fish. We (say That there is
independence between gender and liking or disliking of fish. Wber way of saying
the same thing is ghat there is no relation between the ge‘nd@a liking for fish,
Example 15.8, ?@ ' : '

Consider the following sample datu on smoking by 1iles und adult fomales:
S Gender : '
_ , Males Tatal
Smokers 20 | 21
Non-smokers 179

Total

| 100 200
There are 100 males out of

! ;
#ih 20 are smokers and out of 100 females there is
e smokers in males are 20 tinies more than the
Aave d strong relation or association with smoeking.
) strongly assoviated. We say that there s positive
association between maldg iid smoking. There are 99 fomules who are non-smokers
48 compared to g\‘ .o stokers. Thus females are inclined towards non-
T\

smokers among females.
Thus males and smoki

snoking, The usgodia¥ion between females and non-smoking is also of positive type.
There is only o fenlale smoker as compared to 20 male siokers. Thus there is

negative a % on between females and smoking tud there is also negative
associati gtween males and hon - smoking. This in a certain contingency table,
whep slidgg™is positive association betwen twu attributes, then in the same table

is positive desociation between \ and B, then o and P are also positively associated.
[ni this case there {s negative ussociation between A and B, and between & and B,
The data in the Example 15.8, may be written as

Males ' [Feimales
A I o Total
Non-smokers, B 80 % R LT
| @B (e
Smokers, p 20 1 21
' (AP) o (af

Total 100 T T

i8ts the negative nssociation between sotie other pairs of attributes, 1f there

TR

PTG

D A bl e, il G
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In this table 80 is less than 99 and 20 is greater than 1 (or 1 is less than 20).
There is negative association between A and B and between o and B. There is
positive association between A and B and between o and B. If the attributes in the
~ one diagonal have positive assomat]on then the attributes in the other diagonal |
have negative association. \

. 15.3.1 DEFINITION OF INDEPENDENCE Ce ,
We know that in probability, the two events A and B are called indepepdent if
the joint probability of A n B is equal to the product of the marginal probabHities of .
A and B. Thus for independence of A and B O '
PANB) = PA)P®B) |
The same logic applies for defining independence of atfributes. The two
attributes are called independent if the probability of (AB) is @1 o the product of
" the probability A and the probability of B. Consider a 2 contingency table as
below:

otal

B (AB) @B
B (AB) a) ®)
? ()

Total | (A) \ n
If one md1v1dual is selected 0 15 table, then o
| \% ‘l @

P(AB) = P(B)

n n

- For independence \B))= P@A). .P(B)
\\ - @ B (AB) SOl
. n n n n |
" This is call ulé or criterion of independence of two attributes A and B. The

- : A) (B
class fre AB) is called observed frequency and- Llnﬁ_l
frequm Mn A and B are independent. For independence of A and B, the rule is

is called expected

(AB) =0 B . But this rule is applicable only on the attributes A and B. Similaﬂy_

for independence of other attributes, we have the rules:

o = G g L BBy g - G0

n

When (AB) > Lj%@ , then there is positive association between A and B.

Pcé}itivve association between A and B means that proportion of A's in B's is
greater than the proportion of A's in f's: '

When (AB) < %@ , there is negative association between A and B
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Negatue association between A and B means that proportion of A's in B's is less
than the proportion’of A's in B's.
It is important to note that if A and B are associated in a positive manner, then
o and B are also associated in the positive manner and other pairs AB and aB will -
have negative association. : ‘
15.3.2 ANOTHER DEFINITION OF INDEPENDENCE

The two attributes A and B are called independent if the proportion& in B's

is the same as in non B's (B's). O
: AB
Proportion of A's in B's = %ESZ Propornon of A'sinf's %

For independence these two propor tions are equal

(AB) _ (AB) a_¢c
Thus ® = @ I:Ifb = 7 then ¢ b %’Q—‘

(AB) (AR _@AB)+ (AB) A)

1 Therefore “gy" = (B) =B+ 0 \Og

Thus %1‘32 = or (AB) = @‘@)‘

F This is called a simple rule of inde fice between A and B , _ :
If A and B are independe%a all the other pairs in the table are also
a

f A independent. But if there is p ssociation between two pairs AB and af}, then -
the other two pairs Af and @\ ve negative association as explained earlier.
' xample 15.7.

Let us cons1der the d% -
o Total

\é % - (AB)=80 (aB) =80 (B)—16()

S (AB)=20 (@P=20 (@)=

,\ssQ Total (A) = 100 (@)=100 n=200

” \IQ — . (A)@®B)  100x160 _
e (AB) = 80 | and n = 200 = 80

Thus (AB) = M . Hence A and B are independent.

It also 1mphes 1ndependencv3 between A und B, & and B and « and D Lot us,

check another pair. _
o 5) 100 x40
(@p) = 20 and L);@ = o0 = 20

il

‘ @).(B8) L , : .
(af) = %@ , there is independence between a and B.

The students may check the other classas.v "The independence in this table means
that men and women have the same liking for fish.

L ——

"
b
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Example 15.9, ‘ _ :
Men and women go to a certain store for buying the articles. They make the

payment in cash or purchase on credit (loan). Investigate if there is any relation

between mode of payment and the sex of the customer. Given the data below:

Payment
Sex | Cash | Credit )
Males 80 40 @ @
S Females| 20 60 /
Solution: : ' _ O :
Let us write the table along with the symbols 6\/
A o

B L,(AB’)%SO - (aB) = pL:
B (AD=20 (apfe6Q) ~Ip) =80
Total (A)=100 | (B\=MO0 ' n =200
aB) =80 and O RIS g (5 , QUE)

There is positive associatio %en A and B, It means that males make the
cash payments with greater fﬁc" ¢y than the females. If we check the pair (AB),
we will find negative assoginfis ‘ ' ‘

) ’ ) ' 100 x 80 . A
- 0D g 8
Thus there ig ‘sga ive association between A and B. Females are less inelined to

I

make the cas fients. 1t i8 also clear from the given data. Out of 120 males, 80
make thé&&ﬁ 1t on cash. 80 out of 120 means that "1“8—2% % 100 = 66.7 % males

make @as; payment. 20 out of 80 means that f}-g % 100 = 25 % females make the cagh
payment. Thus males and cash payiment go together with high frequeney and are
called positively related or assoviated,

Example 15,10, ;

We wish to determine if there. is any difference in the popularity of football
between college educated malus and non college educated males. A sample of 100
college educated males showed that 55 were football fans. A sample of 200 non
college educated males revealed that 125 were foothall fans. {s there any evidence of

a difference in football popularity between college aducated and non college educated -

males, :

|




- football fans as compared to college
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Solution: _
We put the data in the following table.

~ College educated;‘ Non_college

_@\ | males  educated males '
? | A 5 o Tota,
Football fans, B | 66 = (AB)' | 125 180 )
Not foothall fans, p , ' 45 l ) 75 : Cj ®
Total | 100 | 200 \"‘ 00=n -

(A) . (@) O

Thus there is negative association between ”’ d B. College educated males

1\osnon college educated males. There is
positive association between o and B. Wi % "of non college educated males are
males Thus football is more popular
among non college educated male here we are comparing only one observed
frequency with the corresponding hpected frequency. In Example 15.12, we shall
peqliendies with the corresponding expected frequencies.

w111 be different and we shall decide that whether
there is mdependenee bebwees the attributes or not.

16,4 COEFFICIE ASSOCIATION |
When it i d to caleulate the level of association, we can caleulate .

coefficient of assdeibtion denqted by Q, where
* (AB) (af) - (AR

\% (AB) (ap) + (AB) (aB)

alled Yule's eoeffielent of asseciation. It lies between =1land+ 1 1tis

éﬁ@d in the same manner as the ecefficient of eorrelation ryy. between the two
random variable X and Y,

IfQ==1 it is perfeet negative association between the attributes on the top
left corner in the 2 x 2 eross table, '

IfQ=0 it means independence -
Q=1 it means perfoct pesitive association between attributes,
Let us caleulate Q frem the data given in Example 16.10,

- {AB) (o)) = (AB) (aB) _ 56 x76=45x 126 _ még.MB“ -.mgggo 15
Q (AB) (af) + (AB) (&B) = 55 x 75+ 45 % 125~ 4125 + 5626~ 9750

This indieates negative asseciation between A and B. It i{s the same result as
obtamed earl;er in Example 15.10.
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15,5 y*-DISTRIBUTION T
Chi-square written as x2 is a statistic which - ' ’ \\

has a positively - bkewed distribution as shown l~a \\g\,

below. The value of y* varies from 0 to . * cannot L. L B

take any negative value. The shape of the x’=0 | .

distribution depends upon the degrees of freedom - G A

which is calculated from the given sample. ' Figure %.";,®

y*-distribution can be used for various purposes. O |

One of the applications of %* is to test the 0 :

independence between the attributes. \

15.5.1 TEST OF INDEPE\TDENCE

With the help of x*distribution, we can test wi Q Fhe sl e
independent or there is association between them. The '%u e FUE A
1. The null hypothesis H, is framed

We assume that there is independence betw he attributes

The alternative hypothesis H, is that the ssociation between the atteibutes

2. Level of significance « is decided.

3, Test-atatistic used is y'=

‘where f, stands for obsdfyed/frequency and f, stands for expected freyuoncy
caleulated under rh@“mn that attributes ave mdependent
4, Gamputatians '

: The %’ statlsmxﬂ
containing any pumbietl

e used to check the independence b o tubl
of columna and FOWS, Le t sy fn

tarm

2 x 2 Contingency Table

.; A « Total
Ay
SR

Our null hypothesis is that the attribuies are ©locwent 1o and B oace

independent then the ohserved frequency (AB} is equal to ity using thus

gum“oaeh we calculate the expected {reyuencies for sli e o e 50, U
; and (af)), The expected f’wqumu are ealeulated vpdee (b noeonpnon that
null hypothesis 1s true. .
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Expected Frequencies Calculated

A | o Tota lv

A A B) (o) (B) .
B - | m (B)

3 g’A)n([jz | L@%@ ™ @
O

Total (A\) (a) n Q .

It may be noted that the eolumn and row totals in th table of observed
frequencies are the same as in the table of expected ficc 106, The observed
frequencies are denotc‘d by f, and the expected frequenciesfr’y Tenoted by £, For the
caleulation of x* we write the expected frequencies ¢ amding to their observed
frequencms-_s The necessary cale ulamoﬁs are done as in the ﬁ‘)]lcm,ing columns;

Observed frequencies ? (1~ )"
=ty *f‘ by e «s=m»m-_x
fo fol (£~ ) P
(AlD)
(AR) \ A
(uB) C@' ,é.;h B)
@p) o\\ | (,QQRAP)
u ) » » » }",{ - «

The critical region in ilus test always lies in the right side of the dhmhutmn It
depends upon the level of éﬂgm[u,ﬁnce ¢ and the degrees of freodom. In tests mi
independence, the degree of freedom is calculated as helow:

degrees of freedom (d.f) = (r = 1) (¢~ 1) v T
. \ . " Hejeotion Reginn
where r .is the number of rows and ¢ is the \,f

number of columus in the contingeney table,
The critical value of ¥* is seen from the tahle of Err e T
¥’ For level of significance «, and degrees 1°=0 :
of freedom (x— 1) (¢— 1), the table value is

.--
=
p
r

: ) 7 ,
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denoted by. xy(_1)c-1) In & x*-table, under the column heading o and against
= (r - 1) (c - 1) given in the left column, we read the value of ¥°, (q.r) When
o =0.05, d.f. = 1, then x*) g5, = 3.841.
6. Conclusion:
The hypothesis of independence is rejected if the calculated value of&'}ies in

the rejection region. The rejection of hypothesis means that the att s are
* associated. .

Example 15.11. - O
- Caleulate %* by using the data given in Example 15.7. to bg(t' independence

between the gender and hkmg for fish, Use o = O 05. O

Solution:

The data of Example 15.7. is reproduced here Q
' Males Femg Total
Like Fish 80 160
Do not like Fish 40

Total % 100 700
- We write the hypotheses as (b‘
1. Hg There is ihd@p@nden% en gender and liking for fish,
H,: There is associationtbesween gender and liking for fish.

2. Level of significanc iven, a = 0.05, “,
3. Test= st;amshx\@m 1? where ¥ [g"‘q:f‘f]
4, Computa |
- Theg 1@ of ebserved frequencles is wrilten as
‘Q A a Totnl
\Q B AB)=80 ()= 80 <f?) = ii}EI
| b Ap= @h=d |

Total (A)=100 (@=100 n= ,;,Jiib
The eorresponding expeeted f‘requenm@s are caleulatod ya helow:

| A 'l‘ulnl
B @1__{@ - 100230165 = HO LLL% ‘ SORO () - 100

Total - (A)= 100 R mn’ TR 200

(8]
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v The necessary columns are as below:
’ o (fo — £o)?

fo fe . fo - fe (fo - fe)2 ' fe

80 80 0 0 0

20 : 20 0 0 0

80 i 8C 0 D 0

20 _ , 20 0 ‘0 0

200 200 0 . 0 O~

Here  df= (r-1(c~1)=(2-1)@2-1) = 1 Ou

5. Critical region: %* > xzolgs(l) = 3.841 ' \‘ ‘

6. Conclusion:The calculated value of x* = 0 which fall acceptance region.
Thus hypothesis H, of independence is accepted. W =0, it means perfect

independence between the attributes. Males a ales have exactly equal
liking for eating fish. :

Example 15.12 Q e
Let us consider the data of Exam and calculate y* to examine the .
independence between college educati 1k1ng for football. :

Solution: %
ten as below:

The data of Example 15. ]x
llege | Non college

educated . educated
\6 males . males
\ N o Total
Foot s B ' (AB)=55 (@B)=125 (B)=180
N llfans, B (AB) = (@) =175 B) =120
\Q Total (A)=100 . () =200 n = 300

1.  We frame the hypotheses as:

H,: There is independence between type of education and interest for football.

H;:  There is ‘association between type of education and their. hkmg for
football.

2. Level of 31gnificance, o is decided. Let o = 0.05

' . (fo —fo)?
Lo . 2 2
3. Test — statistic used is y* where % = % f
. €.
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4. Computations:
The expected frequencies under the assumption that H, is tru’e are calculated as

below: .
(B 100x180 \A) () _ 100x120 _
(AB) = "=/7° = Tgp5 = 60 (AP = =300 740

B 18 200 x 120
apy - @B 200180 _ p - el © 200120 _

n 300

Calculation of ¥*

£ | fo (E-f)

55 . 60 -5 25

45 10 5 25

125 120 5 25 6
80 -5 QQ 0.3125

RN

ot

300 300 0 \Q\ 1’ =1.5625
Critical region: v > 120'05(); 3.841 .

6. Conclusion: The calculated v #= 1.5625 is less than the critical value.
Thus the. hypothesis of in% ence is accepted. It means that college-
cducated males and non(colegé educated males have the same liking for-
football. This result is t from the result given in Example 15.10. In

5 19

Example 15.12. enly served frequency of (AB) = 55 was compared with its
X ' (A) x (B) 100 x 180 '

corresponding & frequency a = 300 = 60. The difference

between 55 an&sf is not very large. They are very close. In ¥ all the expected
‘frequencie tompared with their observed frequencies. The 3 -test is a very
powe for test of independence. We shall admit the result or conclusion
base& he y*-test. Thus H, is accepted.

15.5.2 ECT FORMULA FOR CALCULATING y* IN 2 x 2 CONTINGENCY
ABLE '

In a 2 x 2 contingency table the value of xq can be calculated without calculating
the expected frequencies. Suppose a 2 x 2 contingency table has four cell frequencies
as dlstnbutﬂd below:

—f Q |
. (fo - fe)2 (f@
; 1'1'416/ N
Q 0.6250 . ‘
0.2083 |

1st Attribute © Total - o i
I
a S b - a+b
2nd Attribute
c d , c+d
Total a+ec b+.d a+b+c+d
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"The value of ¥” can be calculated directly by using the formula

, s _fatb+¥+d) (ad —be)?

! ST (awb)(b+d)(c+a)(a+c)

The proof of this f wmula is beyond the level of this book."
- Let us calculat
E

alculate y° by using the above formula from the data given in
sample 15:12. From the data given in example 15.12, we have
‘ a=255 b=125 ¢c=45 and d = 75 v
? Thus 2 = (355125 + 45 + 75) (55 x 75 — 125 x 45) , @
& s X (55 + 125) (125 + 75) (45 + 75) (55 + 45) | O g
(300) (2250000) 675 0
? T (180) (200) (120) (100) = 432 ° 1’5625\.

This answer is the same as calculated in Example 15.12. O
15.6 CONTINGENCY TABLE OF HIGHER ORDI

‘ Sometimes a certain characteristic or attribute b
For example when we are taking about heights of pdrsoms, the population or sample
can be divided into four classes or categories i “ pall, tall, medium and short.

In general if the attributeis A, then its dlf rendlevels are denoted by A, A,, ..., A, -
if it has r categories. The same popuiat ple may also be divided according
to ancther characteristic say B with i %i‘s B,, B, ..., B, with ¢ categories. The
en in the form of two-way él&bSlflCﬁUOﬂ as

sarople dc‘zt) on two attributes can
{ below: .
o . able 15.4.

v “way Classification

e than two categories.

h Attribute A : XV Attribute B _ Row Totals
' \K% 82 .o BJ “ e BC. '

A,\Bl) @ABy) ... AB) ... AB) (A)

Q (A.B) A,B) ... (& B) ... (AB) @A)

z;i (\n1 B) A; By ... AB) ... (4B (A)

A, (A, B) (A,B,) A;B) ... (AB.) (A)

Column Totals (B, By ... B) ... (B n
ch‘n 15:4. contains r rows and ¢ columns, it is therefore called r x c ¢ contingeney
table. Each frequency’in the table is called cell frequency. It is the extension of 2 x 2
cmtinf cv table and y -statistic is used to test the independence between the

attributes given in the rows and columns.
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~ The procedure is the same as rexplained earlier. For each observed frequency in
the sample data, the corresponding expected frequency is calculated. It is calculated
on the assumption that there is independence between the two characteristics, For
(A) B))

each observed_frequency (Ai. B)) the expected frequency is where (4)) is the

total of the row A; and (B;) is the total of the column B;. For expected frequency E, a |

- more general formula may be written as

RxC where R is the row total and C is the column total@

E =

y? is calculated by the formula

(Observed frequency — Expected frequency)” (fo ~¥)* :
. Expected frequency %

'15.7 LIMITATIONS OF x’ | | ‘Q 3
The y*-test of indepe‘nde_nce gives very good resu %onclusions when all the
cell frequencies are very large. For small cell frequ %e test is not very reliable.
xZ-test should not be used if any expected fr @s ess than 5. If any expected
frequency is less than 5, then something% e done about it. One column
containing the small frequency/frequenciegals a ded to the adjacent column before
calculating %%. Similarly if some row has cted frequencies less than 5, the entire

" row is added to the adjacent row g the corresponding cell frequencies. If we
have the choice to reduce the of rows or columns, we should choose that

" column or row which we thin?x% st important in the given data and this column
or row should be added t :

% yacent column or row.

Example 15.13.

In a public opi'ﬂe\e
V.

~ The individuals inte

social scheme a

o

vey, 2000 persons were interviewed to give their opinion.
wed are classified according to their attitude on a certain
ceording to sex. The data is given in the table below:

Favour Oppose Undecided Total

en 600 320 280 1200
omen - 450 280 70 800
Totél 1050 600 350 2000

‘ Calculate % to examine whether men and women differ in their opinion about
the social scheme. ' ‘

Solution: : X ;
1. . The null hypothesis H_ is that there is independence between the sex and their
attitude towards the social scheme. ' '
. The alternative hypothesis H,. is that there is association between the two
- characteristics. . '
9. Level of significance: Let a = 0.05
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A (£, ~ £)2
3. Test-statistic: % = Z["O—fi—
. e

; 4. Computations: Let A, and A, denote the rows and B, B, and B, denote the .
‘ columns. The given table can be written as: o

B B B, Total

i A, 1 600 ! 320 280 CA)=1

, A, 450 280 70 (A
! Total . (B)=1050 ' (B)=600 (B, = 350 =
; . | - (By
Expected frequencies f, are calculated as below: ¢
B, B, B%@ Total
1050 x 1200° 600 x 1200 3505
Ay 2000 - 2000 0 (A)) = 1200.
=630 ' =360 10
1050 x 800 600 x8¢0Y™ 350 x 800 B
Az o000 0, 2000 (A;) = 800
= 420 ="240 = 140

Total . (B)= 105% 2 =600 - (B)=350 . 2000=n
‘It is important to note h% olumn and row totals are équal in the original
table and table of expected cies. '

x*-Calculated X
o g i ’ 3 2
1% ' 2 .____(fo_ e)
f fe (f, — f) (fo —fo) ' £,
630 —30 900 |, 1.43 ’
5\3 T 420 30 - . 900 214
5\' © 360 —40 . 1600 . | 444
,\Q 280 | 240 40 1600 6.67
.20 210 70 4900  23.33
|0 10 -0 4900  35.00
2000 |- 2000 | 0 5  y2=173.01

5. Region of rejection:
df =@r-DCc-)=2-1)@B-1)=2

Rejection Region

2> 1005w = 5.991 ' 0.05

2
% 0.052)
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6. Conclusion: The calculated value of x* is 73.01 and the critical value of y* is j
5.991. The y° calculated from the sample data falls in the rejection region. Thus ;
_hypothesis of independence is, rejected. It means that men and women have ‘

different opintons about the sccial scheme. Sex i3 associated with the attitude
towards the social scheme.

Given the following table. Ualculate ¥° to examine whether there is evidence of

- Example 15.14. ﬁ g , S
relationship between the intelligence level of fathers and sons. Use o = 0,05® l

Fathere .
Sons Very Average Non- T%O !
7 Intelligent Intelligent . !
Very I[ntelligent 10 35 5 50 ‘
Average 150 140 305 ‘
Non-Intelligent 40 95 :
Total 200 27 \010" - 510
Solution: Q
1. The null hypothesis to be tested is | th¥Te is no relationship between the
intelligence of fathers and sons.

The alternative hypothesis is #tatfere is relationship (association) between

the intelligence level of fath i )sons.

Level of significance: « & (5
\\

O =2
L fe

4. Computations: &\ . : :
- LetA, A, Aé sed for the rows and B,, B,, B, be used for columns headings.
1

i~

'C»D

Test-statistic:

*

Table of @ d frequencies calculated
| &\ B, B,

2 B, Total
C N 20050 270 x50 40 x 50 ’
Ay 510 510 510 (Ay) =50
- 196 =265 = 3.9
' 200 % 305 270 <305 40 x 305 ' | L
Ay 510 510. 510 A =305
= 119.6 = 161.5 = 23.9 -
' 200 % 155 270 x 155 40 x 155 o
Ay 510 510 510 (&) = 165
| = 60.8 -~ 82.0 =122
Total . (B)=200 (B)=270  (B)=40 ~ n=510 ‘
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One expected frequency under the column B; and against row A, is 3.9 Wthh is

less than 5. This frequency cannot be used in the calculation of A Now we have two
o options (i) column B, is added to column B, (ii) Row A, is added to row A,. But the

total of column B, is 40 which is minimum of all the column and row totals. It means
column B, is less important as compared to row A|. Thus column B, is added to
.~ column B,. This is equivalent tc combining a small sample data with a large sample
i data. Thus the tables of observed frequenc1es and the expected frequenc&would

become:
O
-

| B, B,+B, T
“ N e
A, 10 35+5 = 40 50

Observed Frequencies

A, 150 140 + 15 = 155 305
5’, _
A, 0 95 + 20 = @ 155
‘ Pa ,
Total 200 0./ ' 510
Expected Fre cxes

B, B,+B, Total

A 19.6 O‘b‘zeﬁ +3.9=30.4 50
A, 119 “ 1615+ 23.9= 185.4 305
A, " ~ 820+122 =942 155

Total \6206 » 310.0 510
o\ ‘ . '

xz—Calculated

H o , (f. —£.)2
| , . % : ‘ fl(-) . 3 (fo - fe) o (fo - fe) : lﬂ_f;%)
,g g 196 -96 92.16 4.70
\b 150 1196  30.4 924.16 7.73
40 608  -208 432.64 7.12
90 304 96 9216 3.03
155 . 1854 = -.30.4 924.16 4.98°
115 94.2 20.8 - 432.64 459
510 510 0 ; v2=32.15

5. Region of rejection:
, df= -D-1) = B-1D@2-1)=
- Critical regionis - x* > X20,05<2) = 5.991
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6. Conclusion: Since the calculated value of v* = 32:15 which is greater than the
critical value of 5.991, the null hypothesis H, is rejected and H, is accepted. It
means that there is relationship (association) between the intelligence levels of
fathers and sons. Intelligent fathers have usually intelligent sons. This is what
the sample data indjcates through the ¥* as test of independence.

15.8 RANK CORRELATION:

We are often confronted with situations where the basic data are

rank correlation coefficient, we firsf rank the X's among themselve' pe rank 1 to
. *
the largest or smallest value, rank 2 to the second largest or secQ allest, and so
on; then we rank the .Y's similarly among themselves. pearman's rank
correlation coefficient, r, is given by the following formu'!a%_
6xd?

ST @) \CD |
aﬁ the paired observations,

*
10ns

i
i

where d difference between thy
n = number of paired obgery

. When there are tied cbsery @ the mean rank is given to each observation

in the set of ties. For example, i Surth and fifth largest values of a variable are

the same, we assign each t@ 4+5)/2 = 4.5, and if the sixth, seventh and eighth
*the same, we assign each the rank = (6+7+8)/3=1.

la€s for Spearman's rank correiation coefficient rg is —1 to

‘largest values of a varja

The possible range o
. P'S . . .
- +1. If ry = +1, thepe is Perfect positive rank correlation and if rg = -1, there is perfect

negative r redlation. If X and Y are independent of each other, there is no

relationsh\' hus the rank correlation coefficient rs = 0.

Examp 15, .

The following were the "performance under stress” rankings of 10 honor

students before and after mid-semester:

Student AlBlcip|E|Fla|B|IT][|Jd]-~

Rankbefore | 1 | 2 | 38 | 4 | 58 | 6| 7 | 8| 9 |10

Rankafter | 6 | 5 1 8 | 9 | 3 | 4 |10 1| 7| 2-

Compute the Spearman's rank correlation coefficient for this data set.

SRR R e
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Solution: 7 ' ' ) o
Rank before | Rank after
d=X-Y 2
X)) d
1 6 5
P 5 -3
3 8 h
4 9 -5
| 5 a +2
6. 4 +2
7 10 -3
8 1 7
9 7 +2
10 2 +8
Spearman's vank correlation Loeffici@@ 1=
= SR e L = - 032
Example 15,16,

148 know whether thore is a correlation between
,11* final examination seores. The instructor takes
# from previous Statistics courses and obtains th@

A Statisties instructor (any
atudents midterm avvrngﬁs n
a rapdom wample of nine &
following data: o o _

Midterm avcﬁragpg\\ﬁ 74 %Ju 80 | 77 | a7 b2 | 90 74 | 60

l*malvx*nmnatiwi\g}w‘s’ 49 | 97 | 80 ’7& 71 | 86 | o5 | 48 | By

(i) Doternmi W rank om‘r@lutmu u)cfht wut, t, of the data, .
(i) Int “Q 1o yalue of v, obtainod i puit (), i
Satutm 5\' , : |
Mid 1' il o '
av ,mgv exauination seore | Rank of | Rankof |d= =Y ik
(X) oY) X 4 7
T4 19 3 - 2 1 1
90 by i 9 0 )
- 84 U N 6 0 0
7 : 74 b b ) ‘ 0
47 N & o8 S S S
I RTH B , 7 1 i
a0 : 0f ¥ i S 1
74 48 : 4 & )
60 B2 1 4o =2 1
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(1i) The rank correlation coefficient, r, = 0.83 suggests that there is a strong

positive correlation between midterm average and final-examination score in
Statistics courses.

Example 15.17.

The number of hours of study for an exammatlon and the grades recelved by
a.random sample of 10 students are:

Ntimberofh‘aursstudied,X 8 (56 |11[13|10} 58 1184 15]| 2 | 8

= 0.83

A

RO = s i

Grade in examination, Y 56 | 44 | 79 1 72 | 70 | 54~,94/| 85 | 33 | 65
Compute and inter p; et the Spearman's rank correlation,coefficient.
Solution:
Number of Gradein |- !
“hours studied | examination| Rankof X |\, Rankof Y |d=X-Y d?

(X) (Y) \ '
8 56 455 4 0.5 0.25
5 ; 4 | 2.5 2 0.5 . 0.26
11 79 o 8 -1.0 | ‘100
13 AN 8 7 1,00
10 \N70 6 6 0.0 0.00
5o B4 25 3 ~0.5 0.25

e g4 | 10 10 00 | 000
w85 9 9 | 00 | 000
2 33 . 1 0.0 0.00
8 65 - 4.5, 5 =0.5 0.25

| zd* =3
Spearman's rank correlation coefficient, r,=1~- SR
. 4 n(n?-1) : ‘
1“1‘666&%%‘)“ "1“91980‘ =1-002=088 - «

r, = 0.98, indicating strong positive correlation batwaen the number of hours af
tudy and the grade in exammatmn




