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INTRODUCTION

WHAT IS ECONOMICS?

Economics is the study of how individuals and societies make choices
subject to constraints. The need to make choices arises from scarcity. From
the perspective of society as a whole, scarcity refers to the limitations placed
on the production of goods and services because factors of production are
finite. From the perspective of the individual, scarcity refers to the limita-
tions on the consumption of goods and services because of limited of
personal income and wealth.

Definition: Economics is the study of how individuals and societies
choose to utilize scarce resources to satisfy virtually unlimited wants.

Definition: Scarcity describes the condition in which the availability of
resources is insufficient to satisfy the wants and needs of individuals and
society.

The concepts of scarcity and choice are central to the discipline of
economics. Because of scarcity, whenever the decision is made to follow
one course of action, a simultaneous decision is made to forgo some other
course of action. Thus, any action requires a sacrifice. There is another
common admonition that also underscores the all pervasive concept of
scarcity: if an offer seems too good to be true, then it probably is.

Individuals and societies cannot have everything that is desired be-
cause most goods and services must be produced with scarce productive
resources. Because productive resources are scarce, the amounts of goods
and services produced from these ingredients must also be finite in supply.
The concept of scarcity is summarized in the economic admonition that
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there is no “free lunch.” Goods, services, and productive resources that are
scarce have a positive price. Positive prices reflect the competitive interplay
between the supply of and demand for scarce resources and commodities.
A commodity with a positive price is referred to as an economic good.
Commodities that have a zero price because they are relatively unlimited
in supply are called free goods.*

What are these scarce productive resources? Productive resources, some-
times called factors of production or productive inputs, are classified into
one of four broad categories: land, labor, capital, and entrepreneurial ability.
Land generally refers to all natural resources. Included in this category are
wildlife, minerals, timber, water, air, oil and gas deposits, arable land, and
mountain scenery.

Labor refers to the physical and intellectual abilities of people to
produce goods and services. Of course, not all workers are the same; that
is, labor is not homogeneous. Different individuals have different physical
and intellectual attributes. These differences may be inherent, or they may
be acquired through education and training. Although the Declaration of
Independence proclaims that everyone has certain unalienable rights, in an
economic sense all people are not created equal. Thus some people will
become fashion models, professional athletes, or college professors; others
will work as clergymen, cooks, police officers, bus drivers, and so forth. Dif-
ferences in human talents and abilities in large measure explain why some
individuals’ labor services are richly rewarded in the market and others,
despite their noble calling, such as many public school teachers, are less well
compensated.

Capital refers to manufactured commodities that are used to produce
goods and services for final consumption. Machinery, office buildings, equip-
ment, warehouse space, tools, roads, bridges, research and development, fac-
tories, and so forth are all a part of a nation’s capital stock. Economic capital
is different from financial capital, which refers to such things as stocks,
bonds, certificates of deposits, savings accounts, and cash. It should be noted,
however, that financial capital is typically used to finance a firm’s acquisition
of economic capital. Thus, there is an obvious linkage between an investor’s
return on economic capital and the financial asset used to underwrite it.

In market economies, almost all income generated from productive
activity is returned to the owners of factors of production. In politically and
economically free societies, the owners of the factors of production are
collectively referred to as the household sector. Businesses or firms, on the

! Is air a free good? Many students would assert that it is, but what is the price of a clean
environment? Inhabitants of most advanced industrialized societies have decided that a
cleaner environment is a socially desirable objective. Environmental regulations to control the
disposal of industrial waste and higher taxes to finance publicly mandated environmental pro-
tection programs, which are passed along to the consumer in the form of higher product prices,
make it clear that clean air and clean water are not free.
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other hand, are fundamentally activities, and as such have no independent
source of income. That activity is to transform inputs into outputs. Even firm
owners are members of the household sector. Financial capital is the vehicle
by which business acquire economic capital from the household sector.
Businesses accomplish this by issuing equity shares and bonds and by bor-
rowing from financial intermediaries, such as commercial banks, savings
banks, and insurance companies.

Entrepreneurial ability refers to the ability to recognize profitable
opportunities, and the willingness and ability to assume the risk associated
with marshaling and organizing land, labor, and capital to produce the
goods and services that are most in demand by consumers. People who
exhibit this ability are called entrepreneurs.

In market economies, the value of land, labor, and capital is directly
determined through the interaction of supply and demand. This is not the
case for entrepreneurial ability. The return to the entrepreneur is called
profit. Profit is defined as the difference between total revenue earned from
the production and sale of a good or service and the total cost associated
with producing that good or service. Although profit is indirectly deter-
mined by the interplay of supply and demand, it is convenient to view the
return to the entrepreneur as a residual.

OPPORTUNITY COST

The concepts of scarcity and choice are central to the discipline of eco-
nomics. These concepts are used to explain the behavior of both producers
and consumers. It is important to understand, however, that in the face of
scarcity whenever the decision is made to follow one course of action, a
simultaneous decision is made to forgo some other course of action. When
a high school graduate decides to attend college or university, a simul-
taneous decision is made to forgo entering the work force and earning an
income. Scarcity necessitates trade-offs. That which is forgone whenever a
choice is made is referred to by economists as opportunity cost. That which
is sacrificed when a choice is made is the next best alternative. It is the path
that we would have taken had our actual choice not been open to us.

Definition: Opportunity cost is the highest valued alternative forgone
whenever a choice is made.

MACROECONOMICS VERSUS
MICROECONOMICS

Scarcity, and the manner in which individuals and society make choices,
are fundamental to the study of economics. To examine these important
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issues, the field of economics is divided into two broad subfields: macro-
economics and microeconomics.

As the name implies, macroeconomics looks at the big picture. Macro-
economics is the study of entire economies and economic systems and
specifically considers such broad economic aggregates as gross domestic
product, economic growth, national income, employment, unemployment,
inflation, and international trade. In general, the topics covered in macro-
economics are concerned with the economic environment within which firm
managers operate. For the most part, macroeconomics focuses on the vari-
ables over which the managerial decision maker has little or no control but
may be of considerable importance in the making of economic decisions at
the micro level of the individual, firm, or industry.

Definition: Macroeconomics is the study of aggregate economic behav-
ior. Macroeconomists are concerned with such issues as national income,
employment, inflation, national output, economic growth, interest rates, and
international trade.

By contrast, microeconomics is the study of the behavior and interaction
of individual economic agents. These economic agents represent individual
firms, consumers, and governments. Microeconomics deals with such topics
as profit maximization, utility maximization, revenue or sales maximization,
production efficiency, market structure, capital budgeting, environmental
protection, and governmental regulation.

Definition: Microeconomics is the study of individual economic behav-
ior. Microeconomists are concerned with output and input markets, product
pricing, input utilization, production costs, market structure, capital bud-
geting, profit maximization, production technology, and so on.

WHAT IS MANAGERIAL ECONOMICS?

Managerial economics is the application of economic theory and
quantitative methods (mathematics and statistics) to the managerial
decision-making process. Simply stated, managerial economics is applied
microeconomics with special emphasis on those topics of greatest interest
and importance to managers. The role of managerial economics in the
decision-making process is illustrated in Figure 1.1.

Definition: Managerial economics is the synthesis of microeconomic
theory and quantitative methods to find optimal solutions to managerial
decision-making problems.

To illustrate the scope of managerial economics, consider the case the
owner of a company that produces a product. The manner in which the firm
owner goes about his or her business will depend on the company’s orga-
nizational objectives. Is the firm owner a profit maximizer, or is manage-
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FIGURE 1.1 The role of managerial economics in the decision-making process.

ment more concerned something else, such as maximizing the company’s
market share? What specific conditions must be satisfied to optimally
achieve these objectives? Economic theory attempts to identify the
conditions that need to be satisfied to achieve optimal solutions to these
and other management decision problems.

As we will see, if the company’s organizational objective is profit maxi-
mization then, according to economic theory, the firm should continue to
produce widgets up to the point at which the additional cost of producing
an additional widget (marginal cost) is just equal to the additional revenue
earned from its sale (marginal revenue). To apply the “marginal cost equals
marginal revenue” rule, however, the firm’s management must first be able
to estimate the empirical relationships of total cost of widget production
and total revenues from widget sales. In other words, the firm’s operations
must be quantified so that the optimization principles of economic theory
may be applied.

THEORIES AND MODELS

The world is a very complicated place. In attempting to understand how
markets operate, for example, the economist makes a number of simplify-
ing assumptions. Without these assumptions, the ability to make predictions
about cause-and-effect relationships becomes unmanageable. The “law”
of demand asserts that the price of a good or service and its quantity
demanded are inversely related, ceteris paribus. This theory asserts that,
other factors remaining unchanged (i.e., ceteris paribus), individuals will
tend to purchase increasing amounts of a good or service as prices fall and
decreasing amounts as the prices rise. Of course, other things do not remain
unchanged. Along with changes in the price of the good or service, dispos-
able income, the prices of related commodities, tastes, and so on, may also
change. It is difficult, if not impossible, to generalize consumer behavior
when multiple demand determinants are simultaneously changing.
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Definition: Ceteris paribus is an assertion in economic theory that in the
analysis of the relationship between two variables, all other variables are
assumed to remain unchanged.

It is good to remember that economics is a social, not a physical, science.
Economists cannot conduct controlled, laboratory experiments, which
makes economic theorizing all the more difficult. It also makes economists
vulnerable to ridicule. One economic quip, for example, asserts that if all
the economists in the world were laid end to end, they would never reach
a conclusion. This is, of course, an unfair criticism. In business, the objective
is to reduce uncertainty. The study of economics is an attempt to bring order
out of seeming chaos. Are economists sometimes wrong? Certainly. But the
alternative for managers would be to make decisions in the dark.

What then are theories? Theories are abstractions that attempt to strip
away unnecessary detail to expose only the essential elements of observ-
able behavior. Theories are often expressed in the form of models. A model
is the formal expression of a theory. In economics, models may take the
form of diagrams, graphs, or mathematical statements that summarize the
relationship between and among two or more variables. More often than
not, there will be more than one theory to explain any given economic
phenomenon. When this is the case, which theory should we use?

“GOOD” THEORIES VERSUS “BAD” THEORIES

The ultimate test of a theory is its ability to make predictions. In general,
“good” theories predict with greater accuracy than “bad” theories. If one
theory is known to predict a particular phenomenon with 95% accuracy,
and another theory of the same phenomena is known to predict with 96%
accuracy, the former theory is replaced by the latter theory. It is in the
nature of scientific progress that “good” theories replace “bad” theories.
Of course, “good” and “bad” are relative concepts. If one theory predicts
an event with greater accuracy, then it will replace alternative theories, no
matter how well those theories may have predicted the same event in the
past.

Another important observation in the process of theorizing is that all
other factors being equal, simpler models, or theories, tend to predict better
than more complicated ones. This principle of parsimony is referred to as
Ockham’s razor, which was named after the fourteenth-century English
philosopher William of Ockham.

Definition: Ockham’s razor is the principle that, other things being equal,
the simplest explanation tends to be the correct explanation.

The category of “bad” theories includes two common errors in econom-
ics. The most common error, perhaps, relates to statements or theories
regarding cause and effect. It is tempting in economics to look at two
sequential events and conclude that the first event caused the second event.
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Clearly, this is not always the case, some financial news reports not with
standing. For example, a report that the Dow Jones Industrial Average fell
200 points might be attributed to news of increased tensions in the Middle
East. Empirical research has demonstrated, however, while specific events
may indirectly affect individual stock prices, daily fluctuations in stock
market averages tend, on average, to be random. This common error is
called the fallacy of post hoc, ergo propter hoc (literally, “after this, there-
fore because of this”).

Related to the pitfall of post hoc, ergo propter hoc is the confusion that
often arises between correlation and causation. Case and Fair (1999) offer
the following illustration. Large cities have many automobiles and also have
high crime rates. Thus, there is a high correlation between automobile own-
ership and crime. But, does this mean that automobiles cause crime? Obvi-
ously not, although many other factors that are highly correlated with a high
concentration of automobiles (e.g., population density, poverty, drug abuse)
may provide a better explanation of the incidence of crime. Certainly, the
presence of automobiles is not one of these factors.

The second common error in economic theorizing is the fallacy of com-
position. The fallacy of composition is the belief that what is true for a part
is necessarily true for the whole. An example of this may be found in
the paradox of thrift. The paradox of thrift asserts that while an increase
in saving by an individual may be virtuous (“a penny saved is a penny
earned”), if all individuals in an economy increase their saving, the result
may be no change, or even a decline, in aggregate saving. The reason is that
an increase in aggregate saving means a decrease in aggregate spending,
resulting in lower national output and income. Since saving depends upon
income, increased savings may be less advantageous under certain circum-
stances for the economy as a whole. At a more fundamental level, while it
may be rational for an individual to run for the exit when he is the only
person in a burning theater, for all individuals in a crowded burning theater
to decide to run for the exit would not be.

THEORIES VERSUS LAWS

It is important to distinguish between theories and laws. The distinction
relates to the ability to make predictions. Laws are statements of fact about
the real world. They are statements of relationships that are, as far as is com-
monly known, invariant with respect to specified underlying assumptions
or preconditions. As such, laws predict with absolute certainty. “The sun
rises in the east” is an example of a law. A law in economics is the law of
diminishing marginal returns. This law asserts that for an efficient produc-
tion process, as increasing amounts of a variable input are combined with
one or more fixed inputs, at some point the additions to total output will
get progressively smaller.
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By contrast, a theory is an attempt to explain or predict the behavior of
objects or events in the real world. Unlike laws, theories cannot predict
events with complete accuracy. There are very few laws in economics,
although some economic theories are inappropriately referred to as
“laws.” This is because economics deals with people, whose behavior is not
absolutely predictable.

DESCRIPTIVE VERSUS PRESCRIPTIVE
MANAGERIAL ECONOMICS

Managerial economics has both descriptive and prescriptive elements.
Managerial economics is descriptive in that it attempts to interpret
observed phenomena and to formulate theories about possible cause-and-
effect relationships. Managerial economics is prescriptive in that it attempts
to predict the outcomes of specific management decisions. Thus, the princi-
ples developed in a course in managerial economics may be used to
prescribe the most efficient way to achieve an organization’s objectives,
such as profit maximization, sales (revenue) maximization, and maximizing
market share.

Managerial economics can be utilized by goal-oriented managers in two
ways. First, given the existing economic environment, the principles of
managerial economics may provide a framework for evaluating whether
managers are efficiently allocating resources (land, labor, and capital) to
produce the firm’s output at least cost. If not, the principles of economics
may be used as a guide for reallocating the firm’s operating budget away
from, say, marketing and toward retail sales to achieve the organization’s
objectives.

Second, the principles of managerial economics can help managers
respond to various economic signals. For example, given an increase in the
price of output or the development of a new lower cost production tech-
nology, the appropriate response generally would be for a firm to increase
output.

QUANTITATIVE METHODS

Quantitative methods refer to the tools and techniques of analysis,
including optimization analysis, statistical methods, game theory, and capital
budgeting. Managerial economics makes special use of mathematical
economics and econometrics to derive optimal solutions to managerial
decision-making problems. Managerial economics attempts to bring eco-
nomic theory into the real world. Consider, for example, the formal (math-
ematical) demand model represented by Equation (1.1).
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QD =f(PaI7PS’A) (11)

Equation (1.1) says that the quantity demand of a good or service com-
modity Qp is functionally related to its selling price P, per-capita income /,
the price of a competitor’s product Py, and advertising expenditures A.> By
collecting data on Q, P, I, and P; it should be possible to quantify this rela-
tionship. If we assume that this relationship is linear, Equation (1.1) may
be specified as

QD = bo + b]P+ bz[ + b3Pr + b4A (12)

It is possible to estimate the parameters of Equation (1.2) by using the
methodology of regression analysis discussed in Green (1997), Gujarati
(1995), and Ramanathan (1998). The resulting estimated demand equation,
as well as other estimated relationships, may then be used by management
to find optimal solutions to managerial decision-making problems. Such
decision-making problems may entail optimal product pricing or optimal
advertising expenditures to achieve such organizational objectives as
revenue maximization or profit maximization.

THREE BASIC ECONOMIC QUESTIONS

Economic theory is concerned with how society answers the basic eco-
nomic questions of what goods and services should be produced, and in
what amounts, #ow these goods and services should be produced (i.e., the
choice of the appropriate production technology), and for whom these
goods and services should be produced.

WHAT GOODS AND SERVICES SHOULD
BE PRODUCED?

In market economies, what goods and services are produced by society
is a matter determined not by the producer, but rather by the consumer.
Profit-maximizing firms produce only the goods and services that their cus-
tomers demand. Firms that produce commodities that are not in demand
by consumers—manual typewriters to day, for example—will flounder or
go out of business entirely. Consumers express their preferences through
their purchases of goods and services in the market. The authority of con-
sumers to determine what goods and services are produced is often referred
to as consumer sovereignty. Woe to the arrogant manager who forgets this
fundamental economic fact of life.

Definition: Consumer sovereignty is the authority of consumers to deter-
mine what goods and services are produced through their purchases in the
market.

2 The mathematical concept of a function will be discussed in greater detail in Chapter 2.
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HOW ARE GOODS AND SERVICES PRODUCED?

How goods and services are produced refers to the technology of
production, and this is determined by the firm’s management. Production
technology refers to the types of input used in the production process, the
organization of those factors of production, and the proportions in which
those inputs are combined to produce goods and services that are most in
demand by the consumer.

Throughout this text, we will generally assume that firm owners and
managers are profit maximizers. It is the inexorable search for profit that
determines the methodology of production. As will be demonstrated in sub-
sequent chapters, a necessary condition for profit maximization is cost min-
imization. In competitive markets, firms that do not combine productive
inputs in the most efficient (least costly) manner possible will quickly be
driven out of business.

FOR WHOM ARE GOODS AND
SERVICES PRODUCED?

Those who are willing, and able, to pay for the goods and services pro-
duced are the direct beneficiaries of the fruits of the production process.
While the what and the how questions lend themselves to objective
economic analysis, answers to the for whom question are fraught with
numerous philosophical and analytical pitfalls. Debates about fairness are
inevitable and often revolve around such issues as income distribution and
ability to pay.

Income determines an individual’s ability to pay, and income is derived
from the sale of the services of factors of production. When you sell your
labor services, you receive payment. The rental price of labor is referred to
as a wage or a salary. When you rent the services of capital, you receive
payment. Economists refer to the rental price of capital as interest. When
you sell the services of land, you receive rents. The return to entrepre-
neurial ability is called profit. Wages, interest, rents, and profits define an
individual’s income.

In market economies, the returns to the owners of these factors of
production are largely determined through the interaction of supply and
demand. Thus, an individual’s income is a function of the quality and quan-
tity of the factors of production owned. Questions about the distribution of
income are ultimately questions about the distribution of the ownership of
factors of production and the supply and demand of those factors.

The solutions to the for whom questions typically are the domain of
politicians, sociologists, theologians, and special-interest economists, indeed,
anyone concerned with the highly subjective issues of “fairness.” This book
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eschews such thorny moral debates. What follows will focus on finding
objectives answers to the what and how economic questions.

CHARACTERISTICS OF PURE CAPITALISM

Although there are as many economic systems as there are countries,
we will discuss the basic elements of pure capitalism. Purely capitalist
economies are characterized by exclusive private ownership of productive
resources and the use of markets to allocate goods and services. Pure cap-
italism stands in stark contrast to socialism, which is characterized by partial
or total public ownership of productive resources and centralized decision
making to allocate resources.

Capitalism in its pure form has probably never existed. In all countries
characterized as capitalist, government plays an active role in the promo-
tion of overall economic growth and the allocation of goods and services
through its considerable control over resources. The reason we examine
capitalism in its pure form is essentially twofold. To begin with, most
western, developed, economies fundamentally are capitalist, or market,
economies. Moreover, and perhaps more important, understanding cap-
italism in its pure form will better position the analyst to understand
deviations and gradations from this “ideal” state. Economies that are char-
acterized by a blend of public and private ownership is known as mixed
economies.

Most of the discussion in this text will assume that our prototypical firm
operates within a purely capitalist market system. Although the complete
set of conditions necessary for pure capitalism is not likely to be found in
reality, an understanding of the essential elements of pure capitalism is
fundamental to an analysis of subtle and not-so-subtle variations from this
extreme case.

PRIVATE PROPERTY

In pure capitalism, all productive resources are owned by private indi-
viduals who have the right to dispose of that property as manner they see
fit. This institution is maintained over time by the right of an individual to
bequeath property to his or her heirs.

FREEDOM OF ENTERPRISE AND CHOICE

Freedom of enterprise is the freedom to obtain and organize productive
resources for the purpose of producing goods and services for sale in
markets. Freedom of choice is the freedom of resource owners to dispose
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of their property as they see fit, and the freedom of consumers to purchase
whatever goods and services they desire, constrained only by the income
derived from the sale or rental of privately owned productive resources.

RATIONAL SELF-INTEREST

Rational self-interest refers to the behavior of individuals in a consistent
manner to optimize some objective function. Rational self-interest is
also referred to by economists as bounded rationality. In the case of the
consumer, the postulate of rationality asserts that an individual attempts to
maximize the total satisfaction derived from the consumption of goods and
services, subject to his or her wealth, income, product prices, insights, and
knowledge of market conditions.

The postulate of rationality also has its counterpart in the theory of the
firm. Rational firm owners attempt to maximize some organizational objec-
tive, subject resource constraints, input prices, market structure, and so on.
Entrepreneurs organize productive resources to produce goods and ser-
vices for sale in markets to maximize profit or some other, equally rational,
objective. While it is may be true that not all consumers seek to maximize
their utility from their purchases of goods and services and not all firms
attempt to maximize profit from the production and sale of output, these
are probably the dominant forms of human behavior.

COMPETITION

There are a number of conditions necessary for pure (perfect) com-
petition to exist. For example, there must be buyers and sellers for any
particular good or service. This condition ensures that no single individual
economic unit has market power to control prices. Large numbers of buyers
and sellers ensure the widespread diffusion of economic power, thereby
limiting the potential for abuse of such power.

Another necessary condition for perfect competition to exist is relatively
easy entry into and exit from the market. This condition implies that there
are no or low economic, legal, or regulatory restrictions on the production,
sale, or consumption of goods and services. In other words, individuals may
easily enter into the production and sale of economic goods, while individ-
uals may also enter into any market to transact goods and services as they
see fit.

MARKETS AND PRICES

Markets are the basic coordinating mechanisms of capitalism. Price is the
essential underlying information transmission mechanism. Unless there is
deception or misunderstanding of the facts, a voluntary exchange between
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two parties must benefit both parties to the transaction; otherwise they
would not have entered into the transaction in the first place. It is in
markets, both for outputs and inputs, that buyers and sellers meet to further
their own self-interest, unfettered by artificial impediments.

The price system is an elaborate mechanism through which the free
choices of individuals are recorded and communicated. The price system, if
allowed to operate freely, informs market participants which goods are in
greatest demand, and, consequently, where productive resources are most
needed. The price system enables society to collectively register its deci-
sions about how resources ought to be allocated and how the resulting
output should be distributed. In general, institutional impediments tend to
impair the functioning of the price mechanism. Although government inter-
vention in the marketplace often results in socially efficient outcomes, gov-
ernments that impose the fewest restrictions on the functioning of the price
mechanism tend to be the most efficient. Extensive and intrusive govern-
ment intervention, characteristic of centrally planned economies, is the least
efficient mode: such economies have the slowest growth and generally do
the poorest job at raising living standards. It should be noted, however,
that while economies with minimal government interference tend to grow
rapidly, individuals with the greatest amounts of the most productive
resources will receive the greatest proportion of an economy’s output.
Therefore, there appears to be a significant efficiency—equity trade-off in
the case of pure capitalism.

The concept of laissez-faire describes limited government participation
in the operation of free markets and free choices. Each of the foregoing
characteristics of pure capitalism assumes that there are no outside imped-
iments to the market system. For the most part, the government’s role is
strictly limited to the provision of “public goods,” such as public roads or
national defense, and the administration of a judicial system to interpret
and enforce contracts and private property rights.

THE ROLE OF GOVERNMENT IN MARKET
ECONOMIES

MACROECONOMIC POLICY

Government participates in economic activity at the microeconomic and
macroeconomic levels. Macroeconomic policy may be divided in monetary
policy and fiscal policy. Monetary policy is concerned with the regulation
of the money supply and credit. Monetary policy in the United States is
conducted by the Federal Reserve.

The other part of macroeconomic policy is fiscal policy. Fiscal policy deals
with government spending and taxation. Fiscal policy in the United States
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may be initiated by the president or Congress but only Congress has the
power to levy taxes. In formulating economic policy proposals, the presi-
dent relies on advice from members of the cabinet, the Office of Manage-
ment and Budget, and the Council of Economic Advisers.

In general, the objective of macroeconomic policy, sometimes referred
to as stabilization policy, is to moderate the negative effects of the business
cycle, the recurring expansions and contractions in overall economic
activity. Periods of economic expansion, or economic “booms,” are often
accompanied by a general and sustained increase in the prices of goods and
services, or inflation. Periods of economic contraction are associated with
rising unemployment. Macroeconomic policy is directed toward maintain-
ing full employment and price level stability.

MICROECONOMIC POLICY

Economics is the study of how consumers use their limited incomes to
purchase goods and services to maximize their utility (satisfaction or
happiness). Consumers are also owners of factors of production (land,
labor, and capital), the services of which are offered to the highest
bidder to generate the income necessary to purchase goods and services
from firms. Finally, firms purchase the services of the factors of produc-
tion to produce goods and services for sale in the market. The revenues
generated from the sale of these goods and services are then returned to
the owners of the factors of production in the form of wages, interest, and
rents. What remains of total revenue after the services of the factors of pro-
duction have been paid for is called profits. While the prices of land, labor,
and capital are directly determined in the resource market, profits are
residual payments to the entrepreneur, which is another source of consumer
income.

In 1776 Adam Smith argued in Wealth of Nations that the actions of
self-interested individuals are driven, as if by an invisible hand, to promote
the general public welfare. This, Smith wrote, is because the interaction of
self-interested buyers and sellers in perfectly competitive markets would
tend to promote economic efficiency. When economic efficiency is realized,
consumers’ utility, firms’ profits, and the public welfare are maximized.

Since, however, the conditions necessary to achieve economic efficiency
are not always present, competitive markets are not always perfect. There
are generally two justifications for the government’s role in economy. One
justification for government intervention is that the market does not always
result in economically efficient outcomes. The other is that some people do
not like the market outcome and use the government to alter the outcome,
often for the benefit of some narrowly defined special interest group. The
following discussion will focus on the role of the government to promote
efficient economic outcomes.
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The concept of economic efficiency is often associated with the term
Pareto efficiency. An outcome is said to be Pareto efficient if it is not pos-
sible to make one person in society better off, say through some resource
allocation, without making some other person in society worse off. Two
related concepts are production efficiency and consumption efficiency.

Production efficiency occurs when firms produce given quantities of
goods and services at least cost. From society’s perspective, production effi-
ciency takes place when society’s resources are fully employed and are used
in the best, most productive way.

Consumption efficiency occurs when consumers derive the greatest level
of happiness, satisfaction, or utility from the purchase of goods and services
with their limited income. Consumers, in other words, receive the greatest
“bang for the buck.”

Efficiency in production and consumption depend on a number of con-
ditions, including perfect information and the absence of externalities. When
information is not perfect, or when externalities exist, market imperfections
arise and economic efficiency is not achieved.

The main information transmission mechanism in market economies
is the system of prices. A change in the market price is a signal to pro-
ducers and consumers that more or less of a good or service is desired.
When market prices are “right,” producers and consumers will make the
best possible decisions. When prices are “wrong,” producers and consumers
will not make the best possible decisions. Producers will not utilize the
least-cost combination of factors of production, with resulting resource
misallocation and waste, while consumers, by failing to allocate their limited
incomes in the most efficient manner possible, will not maximize their
satisfaction.

It is often argued that when information is not perfect and market solu-
tions are not optimal, the government should step in and require that a
certain amount of information be made available. Government policies pur-
suant to this viewpoint have resulted in companies printing ingredients on
product labels, providing health warnings on cigarettes packages, and so on.
In most developed countries, government mandates that new pharmaceu-
ticals be tested and certified before being made available to the public,
while members of certain professions, such as lawyers, doctors, nurses, and
teachers, must be licensed or certified.

Another justification of government participation in economic activity is
the existence of externalities. Economic efficiency requires that the partic-
ipants in any market transaction fully absorb all the benefits and costs asso-
ciated with that transaction. If this is the case, the market price of that good
or service will fully reflect those benefits and costs. However, if a third party
not directly involved in the transactions receives some of the costs or ben-
efits of that transaction, externalities are said to exist. When the third party
receives some of the benefits of the transaction, the externalities are said
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to be positive. If, on the other hand, the third party absorbs some of the
costs of the transaction, the externalities are said to be negative.

Education is an example of a service that generates positive externalities.
Increased literacy and higher levels of education, for example, make workers
more productive, and democracies operate more efficiently with a better
informed electorate. Unfortunately, if producers of education do not receive
all the benefits of their efforts, educational services tend to be under-
provided. But if it is agreed that positive externalities exist, then one role of
government is to step in and subsidize the production of education to bring
the output of these goods and services to more socially optimal levels.

Pollution, which is a by-product of the production process, is an example
of negative externalities: too much of a good or service is being produced
because firms are not absorbing all the costs associated with producing that
good or service. When the public is forced to pay higher medical bills
because of illnesses associated with air and water pollution, resources are
diverted away from more socially desirable ends. When negative external-
ities exist, government will often step in and tax production, or, in the case
of pollution, force firms to undertake measures to eliminate undesirable
by-products. In either case, production costs are raised, and output (and
pollution) is reduced to more socially desirable levels.

THE ROLE OF PROFIT

For the most part, we will assume that owners of firms endeavor to
maximize total economic profit, where economic profit m is defined as the
difference between total revenue TR and total economic cost TC, that is,

n=TR-TC (1.3)

Profit is the engine of maximum production and efficient resource allo-
cation in pure capitalism; its cannot be underestimated. The existence of
profit opportunities represents the crucial signaling mechanism for the
dynamic reallocation of society’s scarce productive resources in purely cap-
italistic economies. Rising profits in some industries and declining profits in
others reflect changes in societal preferences for goods and services. Rising
profits signal existing firms that it is time to expand production and serve
as a lure for new firms to enter the industry. Declining profits, on the other
hand, a signal producers that society wants less of a particular good or
service, presenting existing firms with an incentive to reduce production or
to exit the industry entirely. In the process, productive resources move from
their lowest to their highest valued use. Moreover, profit maximization not
only encourages an efficient allocation of resources, but also implies effi-
cient (least-cost) production. Thus, purely capitalist economies are charac-
terized by a minimum waste of societys’ factors of production.
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Problem 1.1. Adam’s Food World (AFW) is a large, multinational
corporation that specializes in food and health care products. The
following production function has been estimated for its new brand of soft
drink.?

Q — 1OKO‘5LO'3 MO.Z

where Q is total output (millions of gallons), K is capital input (thousands

of machine-hours), L is labor input (thousands of labor-hours), and M is

land input (thousands of acres). Last year, AFW allocated $2 million in its
corporate budget for the production of the new soft drink, which was used

to purchase productive inputs (K, L, M). The unit prices of K, L, and M

were $100, $25, and $200, respectively.

a. AFW last year used its operating budget to purchase 3,500 machine-
hours of capital, 50,000 man-hours of labor, and 2,000 acres of land. How
many gallons of the new soft drink did AFW produce?

b. This year, AFW decided to hire 1,500 additional machine-hours of
capital, but did not increase its operating budget. The number of acres
used remained constant at 2,000. How many man-hours of labor did
AFW purchase?

c. How many gallons of the new soft drink will AFW be able to produce
with the new input mix? Compare your answer with your answer to part
a. What conclusions can you draw regarding AFW’s operating efficiency?

d. AFW sells its new soft drink to regional bottlers for $0.05 per gallon.
What was the impact of the new input mix on company profits?

Solution
a. Substituting last year’s input levels into the production function
yields

0 =10(3.5"°(50)"*(2)** = 10(1.871)(3.233)(1.149)
=69.502 million gallons

At last year’s input levels, AFW produced 69.502 million gallons of the
new soft drink.

b. The cost to AFW of purchasing 2,000 acres of land is $400,000 ($200 x
2,000), the cost of 5,000 machine hours of capital is $500,000 ($100 x
5,000), which leaves $1,100,000 available to purchase man-hours of labor.
At a price of $25 per man-hour, AFW can hire 44,000 man-hours of labor
($1,100,000/$25).

c. At the new input levels, the total output of the new soft drink is

0 =105""44)"(2)"? =10(2.236)(3.112)(1.149) = 79.952

* This is an example of a Cobb—Douglas production function, discussed at length in Chapter
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At the new input levels, AFW can produce 79.952 million gallons of the
new soft drink, which represents an increase of 10.450 million-gallons
with no increase in the cost of production.

It should be clear from these results that AFW was not operating
efficiently at the original input levels. While AFW is operating more effi-
ciently with the new input mix, it remains an open question whether the
company is maximizing output with an operating budget of $2 million
and prevailing input prices. In other words, we still do not know whether
the new input mix is optimal.

d. If AFW sells its output at a fixed price, new input levels clearly will cause
the company’s total profit to rise. The total cost of producing the new
soft drink last year and this year was $2,000,000. If AFW can sell the new
soft drink to regional bottlers for $0.05 per gallon, last year’s total
revenues amounted to $3,475,100 ($0.05 x 69,502,000), for a total profit
of $1,475,100 ($3.,475,100 — $2,000,000). By reallocating the budget and
changing the input mix, AFW total revenues increased to $3,997,600
($0.05 x 79,952,000) for a total profit of $1,997,600, or an increase in
profit of $522,500.

THEORY OF THE FIRM

The concept of the “firm” or the “company” is commonly misunderstood.
Too often, the corporate entities are confused with the people who own or
operate the organizations. In fact, a firm is an activity that combines scarce
productive resources to produce goods and services that are demanded by
society. Firms are more appropriately viewed as an activity that transforms
productive inputs into outputs of goods and services. The manner in which
productive resources are combined and organized will depend of the orga-
nizational objective of the owner—operator or, as in the case of publicly
owned companies, the decisions of the designated agents of the company’s
shareholders.

Scarce productive resources are many and varied. Consider, for example,
the productive resources that go into the production of something as simple
as a chair. First, there are various types of labor employed, such as design-
ers, machine tool operators, carpenters, and sales personnel. If the chair is
made of wood, decisions must be made regarding the type or types of wood
that will be used. Will the chair have upholstery of some kind? If so, then
decisions must be made on material, quality, and patterns. Will the chair
have any attachments, such as small wheels on the bottom of the legs for
easy moving? Will the wheels be made of metal, plastic, or some compos-
ite material?

The point is that even something as relatively simple as a chair may require
quite a large number of resources in the production process. It should be
clear, therefore, that when one is discussing economic and business rela-
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tionships in the abstract, making too many allowances for reality has its
limitations. To overcome this problem, we will assume that production is
functionally related to two broad categories of inputs, labor and capital.

THE OBJECTIVE OF THE FIRM

Economists have traditionally assumed that the goal of the firm is to
maximize profit . This behavioral assumption is central to the neoclassical
theory of the firm, which posits the firm as a profit-maximizing “black box”
that transforms inputs into outputs for sale in the market. While the precise
contents of the “black box” are unknown, it is generally assumed to contain
the “secret formula” that gives the firm its competitive advantage. In
general, neoclassical theory makes no attempt to explain what actually goes
on inside the “black box,” although the underlying production function is
assumed to exhibit certain desirable mathematical properties, such as a
favorable position with respect to the law of diminishing returns, returns to
scale, and substitutability between and among productive inputs. The appeal
of the neoclassical model is its application to a wide range of profit-
maximizing firms and market situations.

Neoclassical theory attempts to explain the behavior of profit-
maximizing firms subject to known resource constraints and perfect market
information. It is important, however, to distinguish between current period
profits and the stream of profits over some period of time. Often, managers
are observed making decisions that reduce this year’s profit in an effort to
boost net income in future. Since both present and future profits are impor-
tant, one approach is to maximize the present, or discounted, value of the
firm’s stream of future profits, that is,

T " T, T,

) vy ey
U
(1+i)
where profit is defined in Equation (1.3), ¢ is an index of time, and i the
appropriate discount rate.* The behavior characterized in Equation (1.4)

assumes that the objective of the firm is that of wealth maximization over
some arbitrarily determined future time period. Equation (1.4) gives the

Maximize: PV () =

(1.4)

* The concept of the time value of money is discussed in considerable detail in Chapter
12. The time value of money recognizes that $1 received today does not have the same value
as $1 received tomorrow. To see this, suppose that $1 received today were deposited into a
savings account paying a certain 5% annual interest rate. The value of that deposit would be
worth $1.05 a year later. Thus, receiving $1 today is worth $1.05 a year from now. Stated dif-
ferently, the future value of $1 received today is $1.05 a year from now. Alternatively, the
present value of $1.05 received a year from now is $1 received today. The process of reducing
future values to their present values is often referred to as discounting. For this reason, the
interest rate used in present value calculations is often referred to as the discount rate.



20 INTRODUCTION

immediate value of the firm’s profit stream, which is expected to grow to a

specified value at some time in the future. Discounting is necessary because

profits obtained in some future period are less valuable than profits earned

today, since profits received today may be reinvested at an interest rate i.
Note that Equation (1.4) may be rewritten as

m, (TR, -TC,)
+i) "2 (1+i)

Equation (1.5) explicitly recognizes the importance of decisions made in
separate divisions of a prototypical business organization. The marketing
department, for example, might have primary responsibility for company
sales, which are reflected in total revenue (7R). The production department
has responsibility for monitoring the firm’s costs of production (7C), while
corporate finance is responsible for acquiring financing to support the firm’s
capital investment activities and is therefore keenly interested in the inter-
est rate (i) on acquired investment capital (i.e., the discount rate).

This more complete model of firm behavior also has the advantage of
incorporating the important elements of time and uncertainty. Here, the
primary goal of the firm is assumed to be expected wealth maximization,
and is generally considered to be the primary objective of the firm.

PV (n)= Z (1.5)

Problem 1.2. The managers of the XYZ Company are in a position to orga-
nize production Q in a way that will generate the following two net income
streams, where m,;; designates the ith production process in the jth produc-
tion period.

Ty (Q) =1$100; T2 (Q)=9$330
T2, (Q) =1$300; T2 (Q)=9%121

For example, 7;,(Q) = $330 indicates that net income from production
process 1 in period 2 is $330. If the anticipated discount rate for both
production periods is 10%, which of these two net income streams will gen-
erate greater net profit for the company?

Solution. Both profit streams are assumed to be functions of output levels
and to represent the results of alternative production schedules. Note that
although the first profit stream appears to be preferable to the second, since
it yields $9 more in profit over the two periods, computation of present values

(PV) reveals that, in fact, the second & stream is preferable to the first.

' 100  $330
PV(m)=Y ——= _ 3100 % - =$363.64
a1+ 11

' $300  $121

+

PV(n,)= -
() z(1+i[ L1 1)’

=$372.73



How REALISTIC IS THE ASSUMPTION OF PROFIT MAXIMIZATION? 2.1

HOW REALISTIC IS THE ASSUMPTION OF
PROFIT MAXIMIZATION?

The assumption of profit maximization has come under repeated criti-
cism. Many economists have argued that this behavioral assertion is too
simplistic to describe the complex nature and managerial thought processes
of the modern large corporation. Two distinguishing characteristics of the
modern corporation weaken the neoclassical assumption of profit maxi-
mization. To begin with, the modern large corporation is generally not
owner operated. Responsibility for the day-to-day operations of the firm is
delegated to managers who serve as agents for shareholders.

One alternative to neoclassical theory based on the assumption of profit
maximization is transaction cost theory, which asserts that the goal of the
firm is to minimize the sum of external and internal transaction costs subject
to a given level of output, which is a first-order condition for profit maxi-
mization.” According to Ronald Coase (1937), who is regarded as the
founder of the transaction cost theory, firms exist because they are excel-
lent resource allocators. Thus, consumers satisfy their demand for goods
and services more efficiently by ceding production to firms, rather than
producing everything for their own use.

Still another theory of firm behavior, which is attributed to Herbert
Simon (1959), asserts that corporate executives exhibit satisficing behavior.
According to this theory, managers will attempt to maximize some objec-
tive, such as executive salaries and perquisites, subject to some minimally
acceptable requirement by shareholders, such as an “adequate” rate of
return on investment or a minimum rate of return on sales, profit, market
share, asset growth, and so on. The assumption of satisficing behavior is
predicated on the belief that it is not possible for management to know with
certainty when profits are maximized because of the complexity and uncer-
tainties associated with running a large corporation. There are also noneco-
nomic organizational objectives, such as good citizenship, product quality,
and employee goodwill.

The closely related theory of manager-utility maximization was put forth
by Oliver Williamson (1964). Williamson argued that managers seek to
maximize their own utility, which is a function of salaries, perquisites, stock
options, and so on. It has been argued, however, that managers who place
their own self-interests before the interests of shareholders by failing to
exploit profit opportunities may quickly find themselves looking for work.
This will come about either because shareholders will rid themselves of

* Transactions costs refer to costs not directly associated with the actual transaction that
enable the transaction to take place. The costs associated with acquiring information about a
good or service (e.g., price, availability, durability, servicing, safety) are transaction costs. Other
examples of transaction costs include the cost of negotiating, preparing, executing, and enforc-
ing a contract.
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managers who fail to maximize earnings and share prices or because the
company finds itself the victim of a corporate takeover. William Baumol
(1967), on the other hand, has argued that sales or market share maxi-
mization after shareholders’ earnings expectations have been satisfied more
accurately reflects the organizational objectives of the typical large modern
corporation.

Marris and Wood (1971) have argued that the objective of management
is to maximize the firm’s valuation ratio, which is related to the growth rate
of the firm. The firm’s valuation ratio is defined as the ratio of the stock
market value of the firm to its highest possible value. The highest possible
value of this ratio is 1. According to this view, since managers are primar-
ily motivated by job security, they will attempt to achieve a corporate
growth rate that maximizes profits, dividends, and shareholder value. The
importance of the valuation ratio is that it may be used as a proxy for a
shareholder satisfaction with the performance of management. The higher
the firm’s valuation ratio, the less likely that managers will be ousted.

Still another important contribution to an understanding of firm behav-
ior is principal-agent theory (see, for example, Alchain and Demsetz, 1972;
Demsetz and Lehn, 1985; Diamond and Verrecchia, 1982; Fama and Jensen,
1983a, 1983b; Grossman and Hart, 1983; Harris and Raviv, 1978; Holstrom,
1979, 1982; Jensen and Meckling, 1976; MacDonald, 1984; and Shavell,
1979). According to this theory, the firm may be seen as a nexus of contracts
between principals and “stakeholders” (agents). The principal-agent rela-
tionship may be that between owner and manager or between manager and
worker. The principal-agent problem may be summarized as follows: What
are the least-cost incentives that principals can offer to induce agents to act
in the best interest of the firm? Principal-agent theory views the principal
as a kind of “incentive engineer” who relies on “smart” contracts to
minimize the opportunistic behavior of agents. Owner—-manager and
manager—worker principal-agent problems will be examined in greater
detail in the next two sections.

Definition: This principal-agent problem arises when there are inade-
quate incentives for agents (managers or workers) to put forth their best
efforts for principals (owners or managers). This incentive problem arises
because principals, who have a vested interest in the operations of the firm,
benefit from the hard work of their agents, while agents who do not have
a vested interest, prefer leisure.

Although these alternative theories of firm behavior stress some rele-
vant aspects of the operation of a modern corporation, they do not provide
a satisfactory alternative to the broader assumption of profit maximization.
Competitive forces in product and resource markets make it imperative for
managers to keep a close watch on profits. Otherwise, the firm may lose
market share, or worse yet, go out of business entirely. Moreover, alterna-
tive organizational objectives of managers of the modern corporation



OWNER—-MANAGER/PRINCIPAL-AGENT PROBLEM 2.3

cannot stray very far from the dividend-maximizing self-interests of the
company’s shareholders. If they do, such managers will be looking for a new
venue within which to ply their trade.

Regardless of the specific firm objective, however, managerial econom-
ics is less interested in how decision makers actually behave than in under-
standing the economic environment within which managers operate and in
formulating theories from which hypotheses about cause and effect may be
inferred. In general, economists are concerned with developing a frame-
work for predicting managerial responses to changes in the firm’s operat-
ing environment. Even if the assumption of profit maximization is not
literally true, it provides insights into more complex behavior. Departures
from these assumptions may thus be analyzed and recommendations made.
In fact, many practicing economists earn a living by advising business firms
and government agencies on how best to achieve “efficiency” by bringing
the “real world” closer to the ideal hypothesized in economic theory.
Indeed, the assumption of profit maximization is so useful precisely because
this objective is rarely achieved in reality.

OWNER-MANAGER/PRINCIPAL-AGENT
PROBLEM

A distinguishing characteristic of the large corporation is that it is not
owner operated. The responsibility for day-to-day operations is delegated
to managers who serve as agents for shareholders. Since the owners cannot
closely monitor the manager’s performance, how then shall the manager be
compelled to put forth his or her “best” effort on behalf of the owners?

If a manager is paid a fixed salary, a fundamental incentive problem
emerges. If the firm performs poorly, there will be uncertainty over whether
this was due to circumstances outside the manager’s control was the result
of poor management. Suppose that company profits are directly related to
the manager’s efforts. Even if the fault lay with a goldbricking manager, this
person can always claim that things would have been worse had it not been
for his or her herculean efforts on behalf of the shareholders. With absen-
tee ownership, there is no way to verify this claim. It is simply not possible
to know for certain why the company performed poorly. When owners are
disconnected from the day-to-day operations of the firm, the result is the
owner—manager/principal-agent problem.

To understand the essence of the owner—-manager/principal-agent
problem, suppose that a manager’s contract calls for a fixed salary of
$200,000 annually. While the manager values income, he or she also values
leisure. The more time devoted to working means less time available for
leisure activities. A fundamental conflict arises because owners want man-
agers to work, while managers prefer leisure. The problem, of course, is that
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the manager will receive the same $200,000 income regardless of whether
he or she puts in a full day’s work or spends the entire day enjoying leisure
activity. A fixed salary provides no incentive to work hard, which will
adversely affect the firm’s profits. Without the appropriate incentive, such
as continual monitoring, the manager has an incentive to “goof off.”
Definition: The owner—-manager/principal-agent problem arises when
managers do not share in the success of the day-to-day operations of the firm.
When managers do not have a stake in company’s performance, some man-
agers will have an incentive to substitute leisure for a diligent work effort.

INCENTIVE CONTRACTS

Will the offer of a higher salary compel the manager to work harder?
The answer is no for the same reason that the manager did not work hard
in the first place. Since the owners are not present to monitor the manager’s
performance, there will be no incentive to substitute work for leisure. A
fixed-salary contract provides no penalty for goofing off. One solution to
the principal-agent problem would be to make the manager a stakeholder
by offering the manager an incentive contract. An incentive contract links
manager compensation to performance. Incentive contracts may include
such features as profit sharing, stock options, and performance bonuses,
which provide the manager with incentives to perform in the best interest
of the owners.

Definition: An incentive contract between owner and manager is one in
which the manager is provided with incentives to perform in the best inter-
est of the owner.

Suppose, for example, that in addition to a salary of $200,000 the
manager is offered 10% of the firm’s profits. The sum of the manager’s
salary and a percentage of profits is the manager’s gross compensation. This
profit-sharing contract transforms the manager into a stakeholder. The
manager’s compensation is directly related to the company’s performance.
Itis in the manager’s best interest to work in the best interest of the owners.
Exactly how the manager responds to the offer of a share of the firm’s
profits depends critically on the manager’s preferences for income and
leisure. But one thing is certain. Unless the marginal utility of an additional
dollar of income is zero, it will be in the manager’s best interest not to goof
off during the entire work day. Making the manager a stakeholder in the
company’s performance will increase the profits of the owner.

OTHER MANAGEMENT INCENTIVES

The principal-agent problem helps to explain why a manager might not
put forth his or her effort on behalf of the owner. There are, however, other
reasons why a manager would work in the best interest of the owner that



MANAGER-WORKER/PRINCIPAL-AGENT PROBLEM 2.5

are quite apart from the direct incentives associated with being a stake-
holder in the success of the firm. These indirect incentives relate directly to
the self-interest of the manager. One of these incentives is the manager’s
own reputation.

Managers are well aware that their current position may not be their last.
The ability of managers to move to other more responsible and lucrative
positions depends crucially on demonstrated managerial skills in previous
employments. An effective manager invests considerable time, effort, and
energy in the supervision of workers and organization of production. The
value of this investment will be captured in the manager’s reputation, which
may ultimately be sold in the market at a premium. Thus, even if the
manager is not made a stakeholder in the firm’s success through profit
sharing, stock options, or performance bonuses, the manager may nonethe-
less choose to do a good job as a way of laying the groundwork for future
rewarding opportunities.

Another incentive, which was discussed earlier, relates to the manager’s
job security. Shareholders who believe that the firm is not performing up
to its potential, or is not earning profits comparable to those of similar firms
in the same industry, may then move to oust the incumbent management.
Closely related to a shareholder revolt is the threat of a takeover. Sensing
that a firm’s poor performance may be the result of underachieving or
incompetent managers another company might move to wrest control of
the business from present shareholders. Once in control, the new owners
will install a more effective management team to increase net earnings and
raise shareholder value.

MANAGER-WORKER/PRINCIPAL-AGENT
PROBLEM

The principal-agent problem also arises in the relationship between
management and labor. Suppose that the manager is a stakeholder in the
firm’s operations. While manager’s well-being is now synonymous with that
of the owners, there is potentially a principal-agent problem between
manager and worker. Without a stake in the company’s performance, there
will be an incentive for some workers to substitute leisure for hard work.
Since it may not be possible to closely and constantly monitor worker per-
formance, the manager is confronted with the principal-agent problem of
providing incentives for diligent work. As before, the solution is to trans-
form the worker into a stakeholder.

Definition: The manager—worker/principal-agent problem arises when
workers do not have a vested interest in a firm’s success. Without a stake
in the company’s performance, there will be an incentive for some workers
not to put forth their best efforts.



26 INTRODUCTION

PROFIT AND REVENUE SHARING

As in the case of the owner—-manager/principale—agent problem, workers
can be encouraged to put forth their best efforts by linking their compen-
sation to the firm’s profitability. Another way to enhance worker perfor-
mance is to tie compensation to the firm’s revenues. This method of
compensation is particularly important when worker performance directly
impact revenues rather than operating costs. The most common form of
revenue sharing is the sales commission. When we think of sales commis-
sions, we tend to think of insurance agents, real estate brokers, automobile
salespersons, and so on. But sales commissions take a variety of forms. The
familiar system in which bartenders and waiters earn tips also constitutes a
revenue-based incentive scheme.

There are, however, problems associated with revenue-based incentive
schemes. One problem is that such compensation mechanisms may lead to
unethical behavior toward customers. This is especially true when customer
contact is on a one-time or impersonal basis. The negative stereotypes asso-
ciated with some professions, such as telephone marketers or used-car sales-
people, attest to the potential dangers of linking compensation to revenues.
Another problem with linking compensation to revenues is that there is
generally no incentive for workers to minimize cost. Corporate executives
who inflate expense accounts in attempts to curry favor with potential
clients and bartenders who give free drinks attest to some of the problems
associated with revenue-based incentive schemes.

OTHER WORKER INCENTIVES

Other methods of encouraging workers to put forth their best efforts are
piecework, time clocks, and spot checks. Piecework involves payment based
on the number of units produced. Sweatshop operations, once common in
the textile industry, are examples of this type of revenue-based incentive
scheme. Of course, when worker compensation is based on piecework high
quantity often comes at the expense of low product quality. Low-quality
products may lead to customer dissatisfaction, which in turn results in lower
sales, revenues, and profits.

Time clocks indicate whether workers show up for work on time and stay
til the ends of their shifts. However, time clocks do not monitor worker per-
formance while at the workplace. Thus, the use of time clocks is an inferior
solution to the manager—worker/principal-agent problem. A more effective
solution, which verifies that not only the worker is on the job but that the
worker is performing up to expectations, is the spot check. To be effective,
spot checks must be unpredictable. Otherwise, workers will know when to
work hard and when goofing off will not be noticed.

There are two distinct problems with spot checks. To be effective, random
spot checks must be frequent enough to raise the expected penalty to the
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worker who is caught goldbricking. Frequent spot checks, however, are
costly and reduce the firm’s profitability. In addition, frequent spot checks
can have a negative effect on worker morale. Low worker morale will nega-
tively affect productivity and profitability. In general, incentive-based
schemes based on threats are inferior to compensation-based solutions,
such as revenue or profit sharing, to the principal-agent problem.

CONSTRAINTS ON THE OPERATIONS OF
THE FIRM

Suppose that the objective of the firm is to maximize short-run profits
(or wealth, or value). In attempting to achieve this objective, the firm faces
a number of constraints. These constraints might include a scarcity of essen-
tial productive resources, such as a certain type of skilled labor, specific raw
materials, as might occur because of labor discontent in the country of a
foreign supplier, limitations on factory or warehouse space, and unavail-
ability of credit. Constraints might also take the form of legal restrictions
on the operations of the firm, such as minimum wage laws, pollution emis-
sion standards, and legal restrictions on certain types of business activity.
Such constraints are often imposed by government to achieve perceived
social (welfare) goals.

For many business and economic applications, it is necessary to think in
terms of the optimizing managerial objectives subject to one or more side
constraints. This process is referred to as constrained optimization. For
example, it might be the goal of a firm to maximize profits subject to limi-
tations on operating budgets or the level of output. The existence of these
constraints usually means that the range of possibilities available to the firm
is limited. Thus, profit maximization in the strict sense may not be possible.
Put differently, the maximum attainable profits in the presence of such con-
straints are likely to be less than they would have been in the absence of
the restrictions. Although most of this text deals with developing principles
of firm behavior based on theories of unconstrained profit maximization,
we will also introduce the powerful mathematical techniques of Lagrange
multipliers and linear programming for dealing with constrained optimiza-
tion problems.

ACCOUNTING PROFIT VERSUS
ECONOMIC PROFIT

To say that products that can be produced profitably will be, and those
that cannot be produced profitably will not begs the question of what we
mean by “profit.” What is commonly thought of as profit by the accountant
may not match the meaning assigned to the term by an economist. An econ-
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omist’s notion of profit goes back to the basic fact that resources are scarce
and have alternative uses. To use a certain set of resources to produce a
good or service means that certain alternative production possibilities were
forgone. Costs in economics have to do with forgoing the opportunity to
produce alternative goods and services. The economic, or opportunity, cost
of any resource in producing some good or service is its value or worth in
its next best alternative use.

Given the notion of opportunity costs, economic costs are the payments
a firm must make, or incomes it must provide, to resource suppliers to
attract these resources away from alternative lines of production. Economic
costs (TC) include all relevant opportunity costs. These payments or
incomes may be either explicit, “out-of-pocket” or cash expenditures, or
implicit. Implicit costs represent the value of resources used in the produc-
tion process for which no direct payment is made. This value is generally
taken to be the money earnings of resources in their next best alternative
employment. When a computer software programmer quits his or her job
to open a consulting firm, the forgone salary is an example of an implicit
cost. When the owner of an office building decides to open a hobby shop,
the forgone rental income from that store is an example of an implicit cost.
When a housewife decides to redeem a certificate of deposit to establish
a day-care center for children, the forgone interest earnings represent an
implicit cost. In short, any sacrifice incurred when the decision is made to
produce a good or service must be taken into account if the full impact of
that decision is to be correctly assessed. These relationships may be sum-
marized as follows:

Accounting profit: w4 = TR —TCeypiicit (1.6)
Economic profit: 1 =TR —TC = TR — T Cexpiicit — T Cimpiicit (1.7)

Problem 1.3. Andrew operates a small shop specializing in party favors.
He owns the building and supplies all his own labor and money capital.
Thus, Andrew incurs no explicit rental or wage costs. Before starting his
own business Andrew earned $1,000 per month by renting out the store and
earned $2,500 per month as a store manager for a large department store
chain. Because Andrew uses his own money capital, he also sacrificed $1,000
per month in interest earned on U.S. Treasury bonds. Andrew’s monthly rev-
enues from operating his shop are $10,000 and his total monthly expenses
for labor and supplies amounted to $6,000. Calculate Andrew’s monthly
accounting and economic profits.

Solution. Total accounting profit is calculated as follows:

Total revenue $10,000
Total explicit costs 6,000

Accounting profit $4,000
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Andrew’s accounting profit appears to be a healthy $4,000 per month.
However, if we take into account Andrew’s implicit costs, the story is quite
different. Total economic profit is calculated as follows:

Total revenue $10,000
Total explicit costs 6,000
Forgone rent 1,000
Forgone salary 2,500
Forgone interest income 1,000
Total implicit costs 4,500
Total economic costs 10.500
Economic profit (loss) $.(500)

Economic profits are equal to total revenue less total economic costs, which
is the sum of explicit and implicit costs. Accounting profits, on the other
hand, are equal to total revenue less total explicit costs.

It is, of course, a simple matter to make accounting profit equivalent to
economic profit by making explicit all relevant implicit costs. Suppose, for
example, that an individual quits a $40,000 per year job as the manager a
family restaurant to open a new restaurant. Since this is a sacrifice incurred
by the budding restauranteur, the forgone salary is an implicit cost. On the
other hand, this implicit cost can easily be made explicit by putting the
restaurant owner “on the books” for a salary of $40,000. The somewhat arbi-
trary distinction between explicit and implicit costs is illustrated in the fol-
lowing problem.

Problem 1.4. Adam is the owner of a small grocery store in a busy section

of Boulder, Colorado. Adam’s annual revenue is $200,000 and his total

explicit cost (Adam pays himself an annual salary of $30,000) is $180,000

per year. A supermarket chain wants to hire Adam as its general manager

for $60,000 per year.

a. What is the opportunity cost to Adam of owning and managing the
grocery store?

b. What is Adam’s accounting profit?

c. What is Adam’s economic profit?

Solution

a. Opportunity cost is the $60,000 in forgone salary that Adam might have
earned had he decided to work as general manager for the supermarket
chain.

b. s = TR — TCypiicie = $200,000 — $180,000 = $20,000

c. T=TR — TCeypiicii = T Cimpiicit = $200,000 — $180,000 — $30,000

=-$10,000

Another way of looking at this problem is to consider Adam’s forgone
income following his decision to continue to operate the grocery store.
Adam’s forgone income may be summarized as follows:
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T = grocery store salary —supermarket salary
=$20,000+$30,000 — $60,000 = -$10,000

This is the same as the result in part b, since the grocery store salary less
the supermarket salary is just the opportunity cost as defined.

NORMAL PROFIT

Another important concept in economics is that of normal profit. Normal
profit, sometimes referred to as normal rate of return, is the level of profit
required to keep a firm engaged in a particular activity. Alternatively,
normal profit represents the rate of return on the next best alternative
investment of equivalent risk. It is the level of profit necessary to keep
people from pulling their investments in search of higher rates of return. If
a firm is well established and has a good earnings record, and if there is
little to no possibility of financial loss during a specified period of time, then
the normal rate of return is approximately equal to the interest rate on a
risk-free government bond. If the firm’s earnings are erratic and its future
prospects questionable, then the risk-free rate of return must be augmented
by a risk premium. Either way, normal profit is a form of opportunity cost.
Viewed in this way, it is easy to see that normal profit represents a compo-
nent of total economic cost.

Definition: Normal profit refers to the level of profits required to keep
a firm engaged in a particular activity. Alternatively, normal profit repre-
sents the rate of return on the next best alternative investment of equiva-
lent risk. Normal profits are a kind of opportunity cost.

Normal profit is an implicit cost of doing business. To see the relation-
ship between economic profit and normal profit, let us assume that we have
explicitly accounted for all economic costs except for normal profits. Define
the firm’s total operating costs 7Cq as total economic costs 7C minus
normal profit my. This relationship is summarized in Equation (1.8).

TC, =TC -y (1.8)

Definition: Total operating cost is the difference between total economic
cost and normal profit.

From Equation (1.8) we may define the firm’s total economic profit as
the sum of total operating profit and normal profit. This relationship is sum-
marized by the relation.

n=TR-TC=TR-TC, —1ty =T, —Tn (1.9)

where o = (TR — TC)y) is referred to as the firm’s total operating profit.
Definition: Operating profit is the sum of economic profit and normal
profit.
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The important thing to note about Equation (1.9) is that a firm that
breaks even in an economic sense in fact is earning an operating profit equal
to its normal rate of return. The reason for this, of course, is that normal
profits are considered to be an implicit cost. Put differently, a firm that is
earning zero economic profit is earning a rate of return that is equal to the
rate of return on the next best alternative investment of equivalent risk. A
firm that is earning zero economic profit is earning an amount that is just
sufficient to keep people from pulling their investments in search of a
higher rate of return. When economic profits are positive (i.e., when oper-
ating profits are greater than normal profits), the firm is said to be earning
an above-normal rate of return. When firms are earning above-normal
profits, investment capital will be attracted into the business. These distinc-
tions will be discussed in greater detail in Chapter 8§ when we consider
short-run and long-run competitive equilibrium.

VARIATIONS IN PROFITS ACROSS
INDUSTRIES AND FIRMS

It was pointed out earlier that profit is the mechanism whereby society
signals resource owners and entrepreneurs where goods and services are in
greatest demand. If market economies are dynamic and efficient, this would
imply that profits tend to be equal across industries and among firms. Yet,
this is hardly the case. Established industries, such as textiles and basic
metals, tend to generate a lower rate of return than such high-technology
industries as computer hardware and software, telecommunications, health
care, and biotechnology. There are several theories that help to explain
these profit differences.

Although free-market economies tend to be relatively efficient and
dynamic, it is this very dynamism that often gives rise to above-normal and
below-normal profits. In general, we would expect risk-adjusted rates of
return to be the same across all industries and firms. The frictional theory
of profit, however, helps explain why this is rarely the case. To see this, we
make a distinction between short-run and long-run competitive equilib-
rium. If we assume that firms are profit maximizers, then a firm is in short-
run equilibrium if it is earning an above-normal rate of return. The existence
of above-normal rates of return tends to attract investment capital, thereby
resulting in an increase in industry output, falling product prices, and lower
profits. If a firm is earning below-normal rates of return, then investment
capital will tend to exit the industry, resulting in lower output, rising product
prices, higher prices, and increased profits.

Firms that are just earning a normal rate of return are said to be in long-
run equilibrium. When firms are in long-run equilibrium, investment capital
will neither enter nor exit the industry. In this case, output neither expands
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nor contracts, and product prices and profits remain unchanged. In reality,
industries are rarely in long-run competitive equilibrium because of re-
curring supply-side and demand-side “shocks” to the economic system.
Examples of supply-side shocks may result from changes in production
technology or changes in resource prices, such as fluctuations in energy
prices brought about by recurrent changes in OPEC production policies.
On the demand side of the market, these shocks may result from the intro-
duction of new products and changing consumer preferences, such as was
the case with the introduction of personal computers in 1980s.

The risk-bearing theory of profit suggests that above-normal profits are
required to attract productive resources into industries with above-average
risk, such as petroleum exploration. This line of reasoning is quite analo-
gous to the idea that the rate of return on corporate equities should be
higher than that for corporate bonds to compensate the investor for the
increased uncertainty associated with the returns on these financial assets.

Sometimes a firm will earn above-normal profits because it is in a posi-
tion to exercise market power. Market power relates to the ability of a firm
or an industry to raise the selling price of its product by restricting output.
The degree of a firm’s market power is usually related to the level of com-
petition. If a firm has many competitors, each selling essentially the same
good or service, then that firm’s ability to raise price will be severely limited.
To raise prices in the face of stiff competition would result in a dramatic
decline in sales. As we will discuss in Chapter §, this is characteristic of firms
operating in perfectly competitive industries. At the other extreme, a firm
that produces output for the entire industry has a great deal of discretion
over its selling price through adjustments in output. This is the extreme case
of a monopoly. Such a dominant position in the market may be achieved
through patent protection, government restrictions that limit competition,
or through cost advantages associated with large scale production.

An extension to the competitive theory of firm behavior is the marginal
efficiency theory of profit. According to this theory, the firm’s ability to
extract above-normal profits in the long-run stems from being a more effi-
cient (least-cost) producer. In this case, a firm is able to generate high profits
by staying ahead of the competition by adopting the most efficient methods
of production and management techniques. Above-normal profits might
also be generated through the introduction of a new product or production
technique. The innovation theory of profit postulates that above-average
profits are the rewards associated with being the first to introduce a new
product or technology. Steve Jobs, cofounder of Apple Computer, became
a multimillionaire after pioneering the desktop personal computer. Such
above-normal profits, however, invite a host of imitators and thus are
usually short-lived. Usually within a relative short period of time, above-
normal profits will be competed away, and some individual producers may
be forced to drop out of the industry.
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CHAPTER REVIEW

Managerial economics is the application of economic theory and quan-
titative methods (mathematics and statistics) to the managerial decision-
making process. In general, economic theory is the study of how individuals
and societies choose to utilize scarce productive resources (land, labor,
capital, and entrepreneurial ability) to satisfy virtually unlimited wants.
Quantitative methods refer to the tools and techniques of analysis, which
include optimization analysis, statistical methods, forecasting, game theory,
linear programming, and capital budgeting.

Economic theory is concerned with how society answers the basic eco-
nomic questions of what goods and services should be produced, and in
what amounts, how these goods and services should be produced (i.e.,
the choice of the appropriate production technology), and for whom these
goods and services should be produced. In market economies, what goods
and services are produced by society is determined not by the producer,
but rather by the consumer. Profit-maximizing firms produce only the goods
and services their customers demand. How goods and services are produced
refers to the technology of production, and this is determined by the firm’s
management. Profit maximization implies cost minimization. In competi-
tive markets, firms that do not combine productive inputs in the most effi-
cient (least costly) manner possible will quickly be driven out of business.
The for whom part of the question designates the individuals who are
willing, and able, to pay for the goods and services produced.

The study of economics is divided into two broad subcategories: macro-
economics and microeconomics. Macroeconomics is the study of entire
economies and economic systems and specifically considers such broad eco-
nomic aggregates as gross domestic product, economic growth, national
income, employment, unemployment, inflation, and international trade.
In general, the topics covered in macroeconomics are concerned with the
economic environment within which firm managers operate. For the most
part, macroeconomics focuses on variables over which the managerial de-
cision maker has little or no control, although they may be of considerable
importance when economic decisions are mode at the micro level of the
individual, firm, or industry. Macroeconomics also examines the role of gov-
ernment in influencing these economic aggregates to achieve socially desir-
able objectives through the use of monetary and fiscal policies.

Microeconomics, on the other hand, is the study of the behavior and
interaction of individual economic agents. These economic agents represent
individual firms, consumers, and governments. Microeconomics deals with
such topics as profit maximization, utility maximization, revenue or sales
maximization, product pricing, input utilization, production efficiency,
market structure, capital budgeting, environmental protection, and govern-
mental regulation. Microeconomics is the study of the behavior of individ-
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ual economic agents, such as individual consumers and firms, and the inter-
actions between them.

Unlike macroeconomics, microeconomics is concerned with factors that
are directly or indirectly under the control of management, such as product
quantity, quality, pricing, input utilization, and advertising expenditures.
Managerial economics also explicitly recognizes that a firm’s organizational
objective, usually profit maximization, is subject to one or more operating
constraints (size of firm’s operating budget, shareholders’ expected rate of
return on investment, etc.).

The dominant organizational objective of firms in free-market
economies is profit maximization. Other important organizational objec-
tives, which may be inconsistent with the goal of profit maximization,
include a variety of noneconomic objectives, satisficing behavior, and wealth
maximization.

The assumption of profit maximization has come under repeated criti-
cism. Many economists have argued that this behavioral assertion is too
simplistic to describe the complexity of the modern large corporation and
the managerial thought processes required. Other theories emphasize dif-
ferent aspects of the operations of the modern, large corporation. Despite
these attempts, no other theory of firm behavior has been able to provide
a satisfactory alternative to the broader assumption of profit maximization.

Profit maximization (loss minimization) involves maximizing the posi-
tive difference (minimizing the negative difference) between fotal revenue
and total economic cost, that is, total economic profit. Total revenue is
defined as the price of a product times the number of units sold. Total
economic cost includes all relevant costs associated with producing a
given amount of output. These costs include both explicit, “out-of-pocket”
expenses and implicit costs.

Economic profit is distinguished from accounting profit, which is the dif-
ference between total revenue and total explicit costs. Total economic profit
considers all relevant economic costs associated with the production of a
good or a service. Another important concept is normal profit, which refers
to the minimum payment necessary to keep the firm’s factors of production
from being transferred to some other activity. In other words, normal profit
refers to the profit that could be earned by a firm in its next best alternative
activity. Economic profit refers to profit in excess of these normal returns.

Noneconomic organizational objectives tend to emphasize such intan-
gibles as good citizenship, product quality, and employee goodwill. The
achievement of other organizational objectives, such as earning an “ade-
quate” rate of return on investment, or attaining some minimum acceptable
rate of sales, profit, market share, or asset growth, is the result of satisficing
behavior on the part of senior management. Satisficing behavior is predi-
cated on the belief that it is not possible for senior management to know
when profits are maximized because of the complexities and uncertainties
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associated with running a large corporation. Finally, maximization of share-
holder wealth involves maximizing the value of a company’s stock by max-
imizing the present value of the firm’s net cash inflows at the appropriate
discount rate.

In summary, managerial economics might best be described as applied
microeconomics. As an applied discipline, managerial economics integrates
economic theory with the techniques of quantitative analysis, including
mathematical economics, optimization analysis, regression analysis, fore-
casting, linear programming, and risk analysis. Managerial economics
attempts to demonstrate how the optimality conditions postulated in eco-
nomic theory can be applied to real-world business situations to optimize
firms’ organizational objectives.

KEY TERMS AND CONCEPTS

Above-normal profit A positive level of economic profits (i.e., operating
profits are greater than normal profits).

Accounting profit The difference between total revenue and total explicit
costs.

Business cycle Recurrent expansions and contractions in overall macro-
economic activity.

Ceteris paribus The assertion in economic theory that when analyzing the
relationship between two variables, all other variables are assumed to
remain unchanged.

Consumption efficiency The state in which consumers derive the greatest
level of happiness, satisfaction, or utility from the purchase of goods and
services subject to limited income.

Economic efficiency Also referred to as Pareto efficiency. An economic
outcome in which it not possible to make one person in society better
off without making some other person in society worse off. Two related
concepts are production efficiency and consumption efficiency.

Economic good A good or service not available in sufficient quantity to
satisfy everyone’s desire for that good or service at a zero price.

Factors of production Inputs that are used to product goods and services.
Also called productive resources, factors of production fall into one of
four broad categories: land, labor, capital, and entrepreneurial ability.

Financial intermediaries Institutions that act as a link between those who
have money to lend and those who want to borrow money, such as
commercial banks, savings banks, and insurance companies.

Fiscal policy Government spending and taxing policies.

Incentive contract A contract between owner and manager in which the
manager is provided with incentives to perform in the best interest of
the owner.
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Macroeconomic policy Monetary and fiscal policy. Sometimes referred to
as stabilization policy, macroeconomic policy is designed to moderate the
negative effects of the business cycle.

Macroeconomics The study of entire economies. Macroeconomics deals
with broad economic aggregates, such as national product, employment,
unemployment, inflation, interest rates, and international trade. Macro-
economics also examines the role of government in influencing these
economic aggregates to achieve some socially desirable objective
through the use of monetary and fiscal policies.

Manager-worker/principal-agent problem Arises when workers do not
have a vested interest in a firm’s success. Without a stake in the
company’s performance, there will be an incentive for some workers not
to put forth their best efforts.

Managerial economics The synthesis of microeconomic theory and quan-
titative methods to find optimal solutions to managerial decision-making
problems.

Market economy An economic system characterized by private owner-
ship of factors of production, private property rights, consumer sover-
eignty, risk taking, entrepreneurship, and a system of prices to allocate
scarce goods, services, and factors of production.

Microeconomic policy Government policies designed to promote pro-
duction and consumption efficiency.

Microeconomics The study of the behavior of individual economic agents,
such as individual consumers and firms, and the interactions between
them. Microeconomic theory deals with such topics as product pric-
ing, input utilization, production technology, production costs, market
structure, total revenue maximization, unit sales maximization, profit
maximization, capital budgeting, environmental protection, and govern-
mental regulation.

Monetary policy The part of macroeconomic policy that deals with the
regulation of the money supply and credit.

Negative externalities Costs of a transaction borne by individuals not
party to the transaction.

Normal profit The level of profits required to keep a firm engaged in a
particular activity. Normal profit represents the rate of return on the next
best alternative investment of equivalent risk.

Ockham’s razor The principle that, other things being equal, the simplest
explanation tends to be the correct explanation.

Opportunity cost The highest valued alternative forgone whenever a
choice is made.

Owner-manager/principal-agent problem Arises when managers do not
share in the success of the day-to-day operations of the firm. When man-
agers do not have a stake in company’s performance, some managers will
have an incentive to substitute leisure for a diligent work effort.
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Positive externalities Benefits of a transaction that are borne by an indi-
vidual not a party to the transaction.

Post hoc, ergo propter hoc A common error in economic theorizing which
asserts that because event A preceded event B, that event A caused event
B.

Principal-agent problem Arises when there are inadequate incentives for
agents (managers or workers) to put forth their best efforts for princi-
pals (owners or managers). This incentive problem arises because prin-
cipals, who have a vested interest in the operations of the firm, benefit
from the hard work of their agents, while agents who do not have a
vested interest prefer leisure.

Production efficiency The production by a firm of goods and services at
least cost, or the full and productive employment of society’s resources.

Pure capitalism Describes economic systems that are characterized by the
private ownership of productive resources, the use of markets and prices
to allocate goods and services, and little or no government intervention
in the economy.

Satisficing behavior An alternative to the assumption of profit maximiza-
tion, satisficing behavior may include maximizing salaries and benefits,
maximizing a market share subject to some minimally acceptable (by
shareholders) profit level, earning an “adequate” rate of return on invest-
ment, and attaining some minimum rate of return on sales, profit, market
share, asset growth, and so on.

Scarcity Describes the condition in which the availability of resources is
insufficient to satisfy the wants and needs of individuals and society.
Total economic cost Includes all relevant costs associated with producing
a given amount of output. Economic costs include both explicit (out-of-

pocket) expenses and implicit (opportunity) costs.

Total economic profit Economic profit is the difference between total
revenue and total economic costs.

Total operating cost Economic cost less normal profit.

Total operating profit Economic profit plus normal profit.

CHAPTER QUESTIONS

1.1 Define the concept of scarcity. Explain the significance of this
concept in relation to the concept of opportunity cost. Are opportunity cost
and sacrifice the same thing? Would you say that a sacrifice represents the
cost of a particular decision?

1.2 Explain why the concept of scarcity is central to the study of
economics.

1.3 The opportunity cost of any decision includes the value of all rele-
vant sacrifices, both explicit and implicit. Do you agree? Explain.
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1.4 In economics there is no “free lunch.” What do you believe is the
meaning of this statement?

1.5 Explain how managerial economics is similar to and different from
microeconomics.

1.6 What is the difference between a theory and a model?

1.7 Bad theories make bad predictions. Do you agree with this state-
ment? Explain.

1.8 The “law of demand” is not a law. Do you agree with this statement?
Explain.

1.9 Evaluate the following statement: Theories are only as good as their
underlying assumptions.

1.10 Explain the difference between a theory and a law.

1.11 The Museum of Heroic Art (MOHA) is a not-for-profit institution.
For nearly a century, the mission of MOHA has been to “extol and lionize
the heroic human spirit.” MOHA'’s most recent exhibitions, which have fea-
tured larger-than-life renditions of such pulp-fiction super-heros as Super-
man, Wolverine, Batman, Green Lantern, Flash, Spawn, and Brenda Starr,
have proven to be quite popular with the public. Art aficionados who wish
to view the exhibit must purchase tickets months in advance. The contract
of MOHA'’s managing director, Dr. Xavier, is currently being considered
for renewal by the museum’s board of trustees. Should theories of the firm
based on the assumption of profit maximization play any role in the board’s
decision to renew Dr. Xavier’s contract?

1.12 Many owners of small businesses do not pay themselves a salary.
What effect will this practice have on the calculation of the firm’s account-
ing profit? Economic profit? Explain.

1.13 It has been argued that profit maximization is an unrealistic descrip-
tion of the organizational behavior of large publicly held corporations. The
modern corporation, so the argument goes, is too complex to accommodate
such a simple explanation of the managerial behavior. One alternative argu-
ment depicts the manager as an agent for the corporation’s shareholders.
Managers, so the argument goes, exhibit “satisficing” behavior; that is, they
maximize something other than profit, such as market share or executive
perquisites, subject to some minimally acceptable rate of return on the
shareholders’ investment. Do you believe that this assessment of manage-
rial behavior is realistic? Do you believe that the description of shareholder
expectations is essentially correct? If not, then why not?

1.14 Suppose you are attending a shareholder meeting of Blue Globe
Corporation. A major shareholder complains that Robert Redtoe, the chief
operating officer (COO) of Blue Globe, earned $1,000,000 gross compen-
sation, while Sam Pinkeye, the COO of Blue Globe’s chief competitor,
Green Ball Company, earned only $500,000. Should you support a motion
to cut Redtoe’s compensation? Explain your position.
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1.15 One solution to the principal-agent problem in restaurants is the
system in which waiters and waitresses in restaurants work for tips as well
as for a small boss salary. Discuss a potential problem for management with
this type of revenue-based incentive scheme.

1.16 Employese of fast-food restaurants who work directly with cus-
tomers do not earn tips like waiters and waitresses. Discuss possible solu-
tions to the manager—worker/principal-agent problem in fast-food
restaurants.

1.17 Explain why frequent spot checks by managers to encourage
workers to put forth their best effort may not always be in the best inter-
est of the firm’s owners.

1.18 Under what condition is the assumption of profit maximization
equivalent to shareholder wealth maximization?

1.19 In practice, what is a good approximation of the risk-free rate of
return on an investment?

1.20 As a practical matter, how would you estimate the risk premium on
an investment?

1.21 Discuss several reasons why a firm in a competitive industry might
earn above-normal profits in the short run. Will these above-normal profits
persist in the long run? Explain.

1.22 Firms that earn zero economic profit should close their doors and
seek alternative investment opportunities. Do you agree? Explain.

1.23 What is likely to happen to the price, quantity, and quality of prod-
ucts produced by firms in competitive industries earning above normal
profits? Explain. Cite an example.

CHAPTER EXERCISES

1.1 Tilly’s Trilbies has estimated the following revenues and expendi-
tures for the next fiscal year:

Revenues $6,800,000
Cost of goods sold 5,000,000
Cost of labor 1,000,000
Advertising 100,000
Insurance 50,000
Rent 350,000
Miscellaneous expenses 100,000

a. Calculate Tilly’s accounting profit.

b. Suppose that to open her trilby business, Tilly gave up a $250,000 per
year job as a buyer at the exclusive Hammocker Shlumper depart-
ment store. Calculate Tilly’s economic profit.



40 INTRODUCTION

c. Tilly is considering purchasing a building across the street and moving
her company into that new location. The cost of the building is
$5,000,000, which will be fully financed at a simple interest rate of 5%
per year. Interest payments are due annually on the last day of Tilly’s
fiscal year. The first interest payment will be due next year. Principal
will be repaid in 10 equal installments beginning at the end of the fifth
year. Calculate Tilly’s accounting profit and economic profit for the
next fiscal year.

d. Based upon your answer to part c, should Tilly buy the new building?
Explain. (Hint: In your answer, ignore the economic impact of prin-
cipal repayments.)

1.2 Last year Chloe quit her $60,000 per year job as a web-page
designer for a leading computer software company to buy a small hotel on
Saranac Lake. The purchase price of the hotel was $300,000, which she
financed by selling a tax-free municipal bond that earned 5.5% per year.
Chloe’s total operating expenses and revenues were $100,000 and $200,000,
respectively.

a. Calculate Chloe’s accounting profit.

b. Calculate Chloe’s economic profit.

1.3 In the last fiscal year Neptune Hydroponics generated $150,000 in
operating profits. Neptune’s total revenues and total economic costs were
$200,000 and $75,000, respectively. Calculate Neptune’s normal rate of
return.

1.4 Andrew Oxnard, chief financial officer, has been asked by Harry
Pendel, chief executive officer and cofounder of Pendel & Braithwaite, Ltd.
(P&B), to analyze two capital investment projects (projects A and B), which
are expected to generate the following profit (1) streams:

Profit Streams for Projects A and B
($ thousands)

Period, ¢ T4 s

1 $100 $350

2 200 300

3 250 200

4 300 100

5 325 100
$1,175 $1,050

Profits are realized at the end of each period. Assuming that P&B is a
profit maximizer, if the discount rate for both projects is 12%, which of the
two projects should be adopted?
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2

INTRODUCTION TO
MATHEMATICAL
ECONOMICS

Managerial economics was defined in Chapter 1 as the synthesis of
microeconomic theory, mathematics, and statistical methods to find optimal
solutions to managerial decision-making problems. Yet, many students
enrolled in managerial economics courses find that their academic training
in one or more of these three disciplines is deficient. In this chapter we
review the fundamental mathematical methods that will be used through-
out the remainder of this book.

This chapter may not be for everyone. Every student brings something
of himself or herself to the study of managerial economics. In many engi-
neering programs, for example, students are required to take finance and
economics courses to develop an understanding of the business aspects of
research, development, construction, and product development. In general,
these students come with rich backgrounds in quantitative methods but
perhaps are somewhat deficient in economic principles. For students who
fall into this category, a very brief review of the topics presented in this
chapter may be all that is necessary before moving to chapters that are more
specifically about economics. For many liberal arts student, turned business
majors, however, a more thorough examination of mathematical methods
may be absolutely essential to mastery of the material presented in subse-
quent chapters of this text.

This chapter begins with a review of the fundamental mathematical
concepts that will be encountered throughout this text. Illustrative exam-
ples concern primarily economics to highlight the usefulness of these
techniques for understanding fundamental economic principles and to
provide the student with an idea of things to come. Much of this chapter

43
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y
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y=1(x)
FIGURE 2.1 A functional
0 Xo X relationship.

is devoted to the solution of constrained and unconstrained economic opti-
mization problems. In fact, the ability to find solutions to constrained opti-
mization problems is at the very core of the study of economics. After all,
economics is the study of how individuals and societies seek to maximize
virtually unlimited material and spiritual wants and needs subject to scarce
resources.

FUNCTIONAL RELATIONSHIPS AND
ECONOMIC MODELS

In mathematics, a functional relationship of the form

y=f(x) (2.1)

is read “y is a function of x.” This relationship indicates that the value of y
depends in a systematic way on the value of x. The expression says that
there is a unique value for y (included in the set of numbers called the
range) for each value of x (drawn from the set of numbers in the domain.)
The variable y is referred to as the dependent variable. The variable x is
referred to as the independent variable.

Consider, for example, Figure 2.1.

The functional notation fin Equation (2.1) can be regarded as a specific
rule that defines the relationship between values of x and y. When we assert,
for example, that y = f(x) = 3x, the actual rule has been made explicit. In
this case, the rule asserts that when x =2, then y = 6, and so on. In this case,
the value of x has been transformed, or mapped, into a value of y. For this
reason, a function is sometimes referred to as a mapping or transformation.
Symbolically, this mapping may be expressed as f: x — y.
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Examples

a. y=flx)=4x

b. y=flx)=4x*-25

c. y=flx)=25¢+5x + 10

Assume, for example, that x = 2. The foregoing functional relationships become
y=£(2)=4(2) =8,y =f(2) =4(2)’ = 25=-9,and y = f(2) =25(2)* + 5(2) + 10 = 120.

The value of y may also be expressed as a function of more than one
independent variable, that is,

y=f(x1"'-9xn) (22)
Examples
a. y = flx, x) =3x, + 2x,
b y=fxi,...,x)=3x+4,+5x;+...+ (n +2)x,

Assume, for example, that in the first example x; =2 and x, = 3. The functional rela-
tionships become y = f(2, 3) =3(2) + 2(3) = 12.

Functional relationships may be contrasted with the concept of a corre-
spondence, where more than one value of y is associated with each value
of x. Consider Figure 2.2, which is the diagram of a unit circle.

The equation for the unit circle in Figure 2.2 is x> + y* = 1, which may be
solved for y as y =+ +/(1-x?). Except for the points (-1, 0) and (1, 0), this
expression is not a function, since there are two values of y associated with
each value of x. Fortunately, most situations in economics may be expressed
as functional relationships.'

METHODS OF EXPRESSING ECONOMIC AND
BUSINESS RELATIONSHIPS

Economic and business relationships may be represented in a variety of
ways, including tables, charts, graphs, and algebraic expressions. Consider,

! For additional details, see Silberberg (1990), Chapter 5.
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TABLE 2.1 Total revenue for output levels

0=0to Q=6.
[0} TR
0 0
1 18
2 36
3 54
4 72
5 90
6 108
TR
TR=180
54
FIGURE 2.3 Constant selling price and
0 3 0 linear total revenue.

for example, Equation (2.3), which summarizes total revenue (7R) for a
firm operating in a perfectly competitive industry.

TR=f(Q)= PO (2.3)

In Equation (2.3), P represents the market-determined selling price of com-
modity Q produced and sold within a given period of time (day, week,
month, quarter, etc.). Suppose that the selling price is $18. The total revenue
function of the firm may be expressed algebraically as

TR =180 (2.4)

For the output levels O =0 to Q = 6, this relationship may be expressed
in tabular form as shown in Table 2.1.

Total revenue for the output levels Q =0 to O = 6 may also be expressed
diagrammatically as in Figure 2.3.

The total revenue (TR) in Figure 2.3 illustrates the general class of math-
ematical relationships called linear functions, discussed earlier. A linear
function may be written in the general form

y=f(x)=a+bx (2.5)
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where a and b are known constants. The value a is called the intercept and
the value b is called the slope. Mathematically, the intercept is the value of
y when x = (. This expression is said to be linear in x and y, where the cor-
responding graph is represented by a straight line. In the total revenue
example just given,a =0 and b = 18.

THE SLOPE OF A LINEAR FUNCTION

In Equation (2.5), the parameter b is called the slope, which obtained by
dividing the change in the value of the dependent variable (the “rise”) by
the change in the value of the independent variable (the “run”) as we move
between two coordinate points. The value of the slope may be calculated
by using the equation

Slope :%
(2.6)
_Y2=n _ fx)— f(x)
X2 — X1 X2 —Xq

where the symbol A denotes change. In terms of our total revenue example,
consider the quantity—total revenue combinations (Qy, TR;) = (1, 18) and
(0Q», TR,) = (3, 54). We observe that these coordinates lie on the straight
line generated by Equation (2.4). In fact, because Equation (2.4) generates
a straight line, any two coordinate points along the function will suffice
when one is calculating the slope. In this case, a measure of the slope is
given by the expression
,_ATR
AQ
_TR,-TR, _ f(Q,)-f(Q))

0, -0 Q.-

After substituting, we obtain

(2.7)

_54-18 36 _

b
3-1 2

18
which, in this case, is the price of the product.

Suppose that we already know the value of the slope. It can easily be
demonstrated that the original linear function may be recovered given any
single coordinate along the function. The general solution values for Equa-
tion (2.5) may be written as

b(x, —x1) =(y2 —)ﬁ)
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and
y2 = ()’1 — bx1)+ be (28)

In Equation (2.8), y; and y, are solutions to Equation (2.5) given x; and
X,, provided x; # x,. If we are given specific values for y, x;, and b, then
Equation (2.8) reduces to Equation (2.5), where y = y, and x = x,. Equation
(2.8) may then be solved for the intercept to yield

a=y-bx (2.9)

Equation (2.9) is referred to as the slope—intercept form of the linear
equation. To illustrate these relationships, consider again the total revenue
example. Suppose we know that b = 18 and (Q, TR) = (4, 72). What is the
total revenue equation? Substituting these values into Equation (2.9), we
obtain a = 72 — 18(4) = 0. Thus, the total revenue equation is TR = a + bQ
=0+ 180 =180.

AN APPLICATION OF LINEAR FUNCTIONS
TO ECONOMICS

Tables, graphs, and equations are often used to explain business and eco-
nomic relationships. Being abstractions, such models often appear unreal-
istic. Nevertheless, the models are useful in studying business and economic
relationships. Managerial economic decisions should not be made without
having first analyzed their possible implications. Economic models help
facilitate this process. Consider, for example, the concept of the market in
from introductory economics, which is illustrated in Figure 2.4.

In Figure 2.4, the demand curve DD slopes downward to the right, illus-
trating the inverse relationship between the quantity of output Q that
consumers are willing and able to buy at each price P. The supply curve SS

P*

" FIGURE 2.4 Demand, supply, and
0 o QO market equilibrium.
q
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illustrates the positive relationship between the quantity of output that sup-
pliers are willing to bring to market at each price. Equilibrium in the market
occurs at a price P*, where the quantity demanded equals the quantity
supplied Q*.

This simple model may also be expressed algebraically as

Op = f(P) (2.10)
Qs =g(P) (2.11)

where Qp represents the quantity demanded and Qs represents the quan-
tity supplied. Market equilibrium is defined as’

Op =0s (2.12)

If Op and Qg are linearly related to price, then Equations (2.10) and
(2.11) may be written

Op =a+bP;b<0(DD has a negative slope) (2.13)
Qs =c+dP;d>0(SS has a positive slope) (2.14)

By equating the quantity supplied and quantity demanded, the equilib-
rium price P* may be determined as

a+bP=c+dP
or
c—a
Px= 2.15

This result may be substituted into either the demand equation or the
supply equation to yield Q*:

Q*:a+b(z:2j (2.16)

Problem 2.1. The market demand and supply equations for a product are
Op =25-3P
Qs =10+2P

2 The reader might have noticed that there is something “wrong” about Figure 2.4. By
mathematical convention, the dependent variable is on the vertical axis and the independent
(explanatory) variable is on the horizontal axis. Since the publication of Alfred Marshall’s
(1920) classic nonmathematical analysis of supply, demand, and market equilibrium, the con-
vention in economics has been to put the independent variable P on the vertical axis and the
dependent variable Q on the horizontal axis.



50 INTRODUCTION TO MATHEMATICAL ECONOMICS
where Q is quantity and P is price. Determine the equilibrium price and
quantity.
Solution. The equilibrium price and quantity are given as
Ob =0s
Substituting into this expression we have
25-3P=10+2P

2510
===

0%=25-3(3)=16

P* 3

INVERSE FUNCTIONS

Consider, again, the function

y=fx) 21

A function f: x — y is called one-to-one if it is possible to map a given
value of x into a unique value of y. This function is also called onto if it is
possible to map a given value of y onto a unique value of x. If the function
f: x — y is both one-to-one and onto, then a one-to-one correspondence is
said to exist between x and y. If a functional relationship is a one-to-one
correspondence, then not only will a given value of x correspond to a unique
value of y, but a given value of y will correspond to a unique value of x. A
nonnumerical example (Chiang, 1984) of a relationship that is one-to-one,
but not onto, is the mapping of the set of all sons to the set of all fathers.
Each son has one, and only one, father, while each father may have more
than one son. By contrast, the mapping of the set of all husbands into all
wives in a monogamous society is both one-to-one and onto; that is, it is a
one-to-one correspondence because each husband has one, and only one
wife, and each wife has one, and only one, husband.

If Equation (2.1) is a one-to-one correspondence, then the function f has
the inverse function

gy =f"0=x (2.17)

which is also a one-to-one correspondence.’ This function, which maps a
given value for y into a unique value of x, may be written f™: y — x. For
example, the function y = f(x) =5 — 3x has the property that different values

* In this notation, —1 is not an exponent; that is, f does not mean 1/f. The notation simply
means that f' is the inverse of f.
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fx)
y=1(x)
fi(x,)
fx)
FIGURE 2.5 A monotonically increas-
ing function. 0 X1 X X
f(x)
f(x;)
f(x,)
y=1f(x)
FIGURE 2.6 A monotonically decreas-
ing function. 0 X, X, X

of x will yield unique values of y. Thus, there exists the inverse function g(y)
=f(y) = (5/3) — (1/3)y that also has the property that different values of y
will yield unique values of x. Figures 2.5 and 2.6 are examples of functions
in which a one-to-one correspondence exists between x and y.

Functions for which one-to-one correspondences exist are said to be
monotonically increasing if x, > x; = f(x,) > f(x,).* A monotonically increas-
ing function is depicted in Figure 2.5. Functions for which one-to-one cor-
respondences exist are said to be monotonically decreasing if x, > x; = f(x,)
< f(x;). A monotonically decreasing function is illustrated in Figure 2.6. In
general, for an inverse function to exist, the original function must be
monotonic. By contrast, the functional relationship depicted in Figure 2.1
is neither monotonically increasing nor monotonically decreasing, since the
value of y first increases with increasing values of x, and then decreases. The
functional relationship depicted in Figure 2.1 is not a one-to-one corre-
spondence. The reason is that while this function is “one-to-one,” it is not

* The symbol = denotes “implies.”
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“onto.” The reader should verify that the functional relationship in Figure
2.1 does not have an inverse.

The foregoing discussion suggests that it is not possible to write x = g(y)
= f(y) until we have determined whether the function y = f(x) is monoto-
nic. Diagrammatically, it is easy to determine whether a function is monot-
onic by examining its slope. If the slope of the function is positive for all
values of x, then the function y = f(x) is monotonically increasing. If the
slope of the function is negative for all values of x, then the function y =
f(x) is monotonically decreasing. It is easy to see that the linear function y
= f(x) = a + bx is a monotonically increasing or decreasing function depend-
ing on the value of b. A positive value for b indicates the function is monot-
onically increasing. A negative value for b indicates that the function is
monotonically decreasing.

Because linear functions are monotonic, a one-to-one correspondence
must exist between x and y. As a result, all linear functions have a corre-
sponding inverse function. A discussion of the monotonicity of nonlinear
functions will be deferred until our discussion of the inverse-function rule
in connection with the derivative of a function.

Example. Consider the function
y=f(x)=2-3x

This function is one-to-one because for every value of x there is one, and only one,
value for y. When we have solved for x, this function becomes

x=g(y)=f"(»)=2/3-(1/3)y

This function is also one-to-one, since for each value of y there is one, and only one,
value for x. Since the original function is both one-to-one and onto, there is a one-
to-one correspondence between x and y. Conversely, since the inverse function is
also one-to-one and onto, there is a one-to-one correspondence between y and x.
Finally, both the original function and the inverse function are monotonically
decreasing, since the slope of each function is negative.

RULES OF EXPONENTS

Before considering nonlinear equations, some students may find it useful
to review the rules of exponents. We begin this review by denoting the
values of x and y as any two real numbers, and m and n any two positive
integers.” Consider the following rules of dealing with exponents:

Rule 1: x™ - x" = x"*" (2.18)

Examples

a. X xX=xP=xX=x-xxxx

b. 32.3*=3*=3=3.3.3.3.3.3=729
c. yl’.yi = yl’+X

5 A real number is defined as the ratio of any two integers.
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Rule 2: (x”)" = x™ (2.19)

Examples

a. ()= 808P =x
b. (22)3:22.22422:4.4.4:22+2+2:22‘3:25:32
C. (ym)n:ymn

3+343+3+34343+3 _ xa-x — x24

Rule 3: (xy)" =x"y" (2.20)
Examples
a. (xy)’=xy-xy=xx-yy=x"y
b. (3:2)°=(3-2)(3-2)(3:2) = (3:3:3)(2:2-2) = 3%- 23 = 6’ = 216
Rule 4: x° =1 (2.21)

Examples
a. 10°=1
b. =1

Rule 5: x™ :im (2.22)
X

Examples

Rule 6: x"" =4/x (2.23)

Examples
a x2=3x=+x
a. 1000"* = 31000 = 10

c. Combining rules 2 and 6, we have

4P =(4)" Vg =16 ~2.52

In general, x"" = 3/ x™

GRAPHS OF NONLINEAR FUNCTIONS OF ONE
INDEPENDENT VARIABLE

As we have seen, the distinguishing characteristic of a linear function is
its constant slope. In other words, the ratio of the change in the value of the
dependent variable given a change in the value of the independent variable
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Y
y=x’
\ 9
FIGURE 2.7 The quadratic function
-3 0 3 X  y=a+bx+cx’, wherea=b=0.

is constant. In the case of nonlinear functions the slope is variable. In other
words, graphs of nonlinear functions are “curved.”

Polynomial functions constitute a class of functions that contain an inde-
pendent variable that is raised to some nonnegative power greater than
unity.® Two of the most common polynomial functions encountered in eco-
nomics and business are the quadratic function and the cubic function.

The general form of a quadratic function is

y=a+bx+cx? (2.24)

where ¢ #0.” A quadratic function generates a graph known as a parabola.
The values of the parameters define the shape of the parabola. When a = b
= 0, the parabola will pass through the origin because y = 0 when x = 0.
Moreover, since (-x)* = x%, the parabola will be symmetric about the y axis
(see Figure 2.7). If ¢ is positive, the parabola will “open downward.” When
¢ is negative, the parabola, will “open upward.” The greater the absolute
value of ¢, the narrower the parabola, since y increases more rapidly as x
increases.

If a# 0 and b =0, the parabola will continue to remain symmetrical about
the y axis but will no longer pass through the origin. Thus, when a # 0 and
b=0,y=a+cx? so that when x =0, y = a. As in the case of a linear func-
tion, the value of a indicates where the function intersects the y axis. If a =
0 and b # 0, the parabola passes through the origin but will no longer be
symmetric about the y axis. Thus, when a = 0 and b # 0, then y = a + cx*.
Factoring out x yields y = x(b + cx). When x = —b/c, then y = 0. Thus, the
function will cross the x axis twice—once at the origin (when x = 0) and
once at the point where x = —b/c (Figure 2.8).

® A linear function is a special case of a polynomial function in which the exponent
attached to the independent variable is unity.
7 In the case of ¢ = 0, Equation (2.24) reduces to Equation (2.5).
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y

y=2x-2x*

FIGURE 2.8 The quadratic function y = a + bx + cx?, where a = 0, and b # 0.

y=10—12x+2x

10

0

FIGURE 2.9 The quadratic equation -8
y=a+bx+cx’, where a#0,b=0,and ¢ # 0.

Finally, when b = 0, a # 0, and ¢ # 0, then y = a + cx* In this case the
parabola will no longer pass through the origin. It may cross the x axis twice,
once (a tangency point), or not at all (see Figure 2.9).

Cubic functions are of the general form

y=a+bx+cx?+dx’ (2.25)

Suppose, for example, that we have the following total cost (7'C) equa-
tion for a firm producing Q units of a particular good or service:

TC =6+330-90° +Q° (2.26)

From this equation, consider Table 2.2, which gives the total cost sched-
ule for output values Q =0 to Q =6.
The values in Table 2.2 are plotted in Figure 2.10 as the total cost curve.
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TABLE 2.2 Total cost for output levels

0=0to Q=6.
0 TC
0 6
1 31
2 44
3 51
4 58
5 71
6 96
TC TC=6+330—90%*+Q3
96
5871 o
51—> o
44
31 /
6

0O 1 2 3 4 5 6 0
FIGURE 2.10 The cubic function.

SUM OF A GEOMETRIC PROGRESSION

A geometric progression of n terms is a sequence of numbers
— — — 2 — 3 _ n-1
am=a, a,=ar, a;=ar-, a,=ar’,...,a, =ar

The value r is called the common ratio of a geometric progression. The sum
of a geometric progression may be written as

R=a+ar+ar*+ar* +...+r"!

=a(l+r+ri+ri+...+r"") :“Zk:H(n_nrk (227)

Let

S=1+r+r2+r3+...+r”"=z k (2.28)

k:0~>(n—1)r
Thus, Equation (2.27) may be rewritten as
R=aS (2.29)
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Multiplying both sides of Equation (2.28) by r yields
— 2 3 4 n o_ k
rS=r+ri+r+rt+..+r —zk:H(n_l)r (2.30)

Subtracting Equation (2.30) from Equation (2.28) yields

o k_ k
S-rS= ZkZOH(n—l)r Ekzm(n—nr

=(1+r+r2+r3+.. .+ —(+r*+r+rt+ .. +r") (2.31)
=1+r+r2+r3 +. +r T —r = =Pt
=1-r"
Equation (2.31) may be rewritten as
SA-r)=1-r" (2.32)
Rearranging Equation (2.32) yields
- 11‘_’: (2.33)
Substituting Equation (2.33) into Equation (2.29) the yields
R= a( 11__’: ) (2.34)

Problem 2.2. Use Equation (2.34) to compute the sum of the geometric
progression

R=2+6+18+54+162+486

Solution. The sum of this geometric progression may be written as
R=2+6+18+54+162+486
=2+2(3)+2(9)+2(27)+2(81)+2(243)
=2+2(3)+203)" +203)' +2(3)" +2(3)’ =728
Letting a = 2 and r = 3, this becomes
R=a+ar+ar*+ar’ +ar* +ar’

where ¥ = ",
From Equation (2.34) the solution to this expression is
1-r" 1-3° 1-729
R= =2 =1
“(1—r) (1—3) ( 1-3 )

= 2(i28] =728
2
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Problem 2.3. Use Equation (2.33) to compute the sum of the geometric
progression

R—3+§+§+§+i+i+i+i
T2 4 8 16 32 64 128

Solution. The sum of this geometric progression may be written as
s QR
2 4 8 16 32 64 128

R RO RTAENEREN

2 4 8 16 32 64 128

2 3 4 5 6 7

=3+ 3(1) + 3(1) + 3(1) + 3(1) + 3(1) + 3(1) + 3(1)

2 2 2 2 2 2 2

=3+1.5+0.75+0.375+ 0.1875 + 0.0938 + 0.0469 + 0.0234 = 5.9766
Letting a = 3 and r =2, this becomes

R=a+ar+ar*+ar’ +ar* +ar’ +ar® +ar’

where 1" =",
From Equation (2.34) the solution to this expression is
(1—r" ) 1-(1/2)°
a =3

1-r 1-(1/2)
(1—(1/256)) B 3(1—0.0039)

1-(0.5) 1-05
(0.9961
5

R

Il
98]

2 ) =3(1.9922) = 5.9766

SUM OF AN INFINITE GEOMETRIC
PROGRESSION

There are a number of situations in economics and business when it is
useful to be able to calculate the sum of a geometric progress. Deriving
spending multipliers of the Keynesian model macroeconomic theory or
calculating the future value of an ordinary annuity, which is discussed
in Chapter 12, are just two of the many applications of the sum of a geo-
metric progression. To see what is involved, consider the sum of the infinite
geometric progression

R=a+ar+ar’ +ar +...=a(l+r+r’+r +..)=a Y r* (2.35)
k=0—e
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Clearly, when r > 1, R = «. A special case of Equation (2.35) occurs when

0 < r < 1. To see this, let

S:1+r+r2+r3+...:z rk

k=0—>c0
Again, Equation (2.36) may be rewritten as
R=aS$
After multiplying both sides of Equation (2.36) by r we get

_ 2., .3 _ k
rS=r+r-+r +...—2k:0_)mr

Subtracting Equation (2.37) from Equation (2.36) yields
S—-rS= zkzoﬁmrk - zkzl_)mrk
=(1+r+r2+r3+..)=(r+r*+r+rt+..)
=l+r+r2+ri—.  —r=r’-r*-rt-...=1
Equation (2.38) may be rewritten as
SA-r=1
Rearranging Equation (2.39) yields

gL
1-r

Substituting Equation (2.40) into Equation (2.29) yields

R=d 1)

(2.36)

(2.29)

(2.37)

(2.38)

(2.39)

(2.40)

(2.41)

Problem 2.4. Use Equation (2.41) to compute the sum of the geometric

progression

Ress (5B ) ) s )

Solution. The sum of this geometric progression may be written

Reas ()G (56 ) ) s )+

R R ORHREIE ISR

Al A A A

=3+1.5+0.75+0.375+ 0.1875+ 0.0938 + 0.0469 + 0.0234 + . ..

+
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Letting a = 3 and r =2, this becomes
R=a+ar+ar’+ar’ +ar* +ar’ +ar® +ar’ +...

From Equation (2.41) the solution to this expression is
1 1 1
R= =3 =3 —|=3(2)=6
”(1—r] (1—(1/2)) (0.5) @

ECONOMIC OPTIMIZATION

Many problems in economics involve the determination of “optimal”
solutions. For example, a decision maker might wish to determine the level
of output that would result in maximum profit. The process of economic
optimization essentially involve three steps:

1. Defining the goals and objectives of the firm

2. Identifying the firm’s constraints

3. Analyzing and evaluating all possible alternatives available to the
decision maker

In essence, economic optimization involves maximizing or minimizing
some objective function, which may or may not be subject to one or more con-
straints. Before discussing the process of economic optimization,let us review
the various methods of expressing economic and business relationships.

OPTIMIZATION ANALYSIS

The process of economic optimization may be illustrated by considering
the firm’s profit function &, which is defined as

m=TR-TC (2.42)

where TR represents total revenue and 7C represents total economic cost.
Substituting Equations (2.4) and (2.26) into Equation (2.42) we get

7=(180)-(6+330-902+0%)=-6-150+90% -0°  (2.43)

Consider Table 2.3, which combines the data presented in Tables 2.1 and 2.2.

The profit values in Table 2.3 are plotted in Figure 2.11 to yield the total
profit curve.

It is evident from Table 2.3 and Figure 2.11 that & reaches a maximum
value of $19 at an output level of Q = 5. Note also that © attains a minimum
(maximum loss) of —$13 at an output level of Q = 1. While these extreme
values can be read directly from Table 2.3 and Figure 2.11, they also may
be determined directly from the underlying m function. For a clue to how
this might be determined, note that if a smooth curve had been fitted to the
data plotted in Figure 2.11, the slope (steepness) of the & curve at both the
minimum and maximum output levels would be zero; that is, the curve
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TABLE 2.3 Total profit for output levels

0=0to Q=6.
0 TR TC T
0 0 6 -6
1 18 31 -13
2 36 44 -8
3 54 51 3
4 72 58 14
5 90 71 19
6 108 96 12

™

19
T
0
5 )

6\
—13 |

FIGURE 2.11 A cubic total profit function with two optimal solutions: a minimum and
a maximum.

would be neither upward sloping nor downward sloping. The significance
of this becomes evident when it is pointed out that the slope of any total
function at all values of the independent variable is simply the corre-
sponding marginal function. In the case of the total revenue equation, for
example, the slope at any output level is defined as the “rise” over the “run,”
that is, change in total revenue divided by the change in output, ATR/AQ.
But this is the definition of marginal revenue (MR). If it is possible to effi-
ciently determine the slope of any total function for all values of the inde-
pendent variables, then the search for extreme values of the dependent
variable should be greatly facilitated.

Fortunately, differential calculus offers an easy way to find the marginal
function by taking the first derivative of the total function. Taking the first
derivative of a total function results in another equation that gives the value
of the slope of the function for values of the independent variable. In the
case of Equation (2.43), total profit will be maximized or minimized at an
output level at which the slope of the profit function is zero. This is accom-
plished by finding the first derivative of the profit function, setting it equal
to zero, and solving for the value of the corresponding output level. Before
proceeding, however, let us review the rules for taking the first derivative
of a function.



62 INTRODUCTION TO MATHEMATICAL ECONOMICS

DERIVATIVE OF A FUNCTION

Consider, again, the function

y=fx) (2.1)

The slope of this function is defined as the change in the value of y divided
by a change in the value of x, or the “rise” over the “run.” When defining
the slope between two discrete points, the formula for the slope may be
given as

Ay
Slope =~
ope Ax
_ Y2— 0 _ f(xz)—f(x1) (2.6)
Xy — X1 Xy — X1

Consider Figure 2.12, and use the foregoing definition to calculate the
value of the slope of the cord AB. As point B is brought arbitrarily closer
to point A, however, the value of the slope of AB approaches the value of
the slope at the single point A, which would be equivalent to the slope of
a tangent to the curve at that point. This procedure is greatly simplified,
however, by first taking the derivative of the function and calculating its
value, in this case, at x;.

The first derivative of a function (dy/dx) is simply the slope of the func-
tion when the interval along the horizontal axis (between x; and x,) is made
infinitesimally small. Technically, the derivative is the /imit of the ratio Ay/Ax
as Ax approaches zero, that is,

D im (ﬁj (2.44)

When the limit of a function as x — x, equals the value of the function at
Xo, the function is said to be continuous at x,, that is, lim,_.0 f(x) = fx).

y
y=£(x)
B
Y2
A
Y1
FIGURE 2.12 Discrete versus instanta-

0 X X, X neous rates of change.
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Calculus offers a set of rules for using derivatives (slopes) for making
optimizing decisions such as minimizing cost (7C) or maximizing total
profit ().

RULES OF DIFFERENTIATION

Having established that the derivative of a function is the limit of the
ratio of the change in the dependent variable to the change in the inde-
pendent variable, we will now enumerate some general rules of differenti-
ation that will be of considerable value throughout the remainder of this
course. It should be underscored that for a function to be differentiable at
a point, it must be well defined; that is it must be continuous or “smooth.”
It is not possible to find the derivative of a function that is discontinuous
(i.e., has a “corner”) at that point. The interested student is referred to
the selected adings at the end of this chapter for the proofs of these
propositions.

POWER-FUNCTION RULE

A power function is of the form
y=f(x)=ax’

where a and b are real numbers. The rule for finding the derivative of a
power function is

@ _ f’(x)=bax"" (2.45)
dx

where f’(x) is an alternative way to denote the first derivative.

Example

2

y=4x
W _ p(xy =204y =8x
dx
A special case of the power-function rule is the identity rule:
y=fx)=x

Lo =1 =12 =1

Another special case of the power-function rule is the constant-function
rule. Since x° = 1, then

y=f(x)=ax’=a
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Thus,

Example
y=5=1.5

A _ ey =0(1.501) =
= f(x)=0(1-5"")=0

SUMS AND DIFFERENCES RULE

There are a number of economic and business relationships that are
derived by combining one or more separate, but related, functions. A firm’s
profit function, for example, is equal to the firm’s total revenue function
minus the firm’s total cost function. If we define g and 4 to be functions of
the variable x, then

u=g(x);v="h(x)
y=f)=utv=gx)hx)

dy du | dv
S ==t 2.46
dx / dx dx ( )
Example
u=g(x)=2x;v="h(x)=x*
y=f(x)=g(x)+h(x) =2x+x*
d—y=f'(x) =2+2x
dx
Example
a. Consider the general case of the linear function
y=f(x)=g(x)+h(x)=a+bx
dy du dv
—=f(x)=—+—=0+b=b
dx F dx dx (2.5)

b. y_—f(x)_—5_4
y_ ’ p— 4
l =f'(x)=

¢. From Problem 2.1
Qp =25-3P
Qs =10+2P
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dop
dpP

dQs

dapP

Example
y=0.04x> -0.9x* +10x+5

@ f/(x)=0.12x>-1.8x+10
dx

PRODUCT RULE

Similarly, there are many relationships in business and economics
that are defined as the product of two or more separate, but related, func-
tions. The total revenue function of a monopolist, for example, is the
product of price, which is a function of output, and output, which is a func-
tion of itself. Again, if we define g and 4 to be functions of the variable x,
then

u=g(x);v=nh(x)
Further, let
y=f(x)=uv=g(x)- hx)

Although intuition would suggest that the derivative of a product is the
product of the derivatives, this is not the case. The derivative of a product
is defined as

% =f'(x)= u(%) + v(%) =uh’(x)+vg'(x) (2.47)

Example
y=2x*(3-2x)
u=g(x)=2x"
&g =4x
v=(3-2x)
dv
dx
Substituting into Equation (2.47)

=h'(x)=-2

Z—y = f/(x) =2x2(-2)+(3-2x)(4x) = —12x2 +12x
X
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QUOTIENT RULE

Even less intuitive than the product rule is the quotient rule. Again,
defining g and /4 as functions of x, we write

u=g(x);v=h(x)
Further, let

IR {C))
y=fl)=_= 1)

then
% _ () = v(du/dx) —Zu(dv/dx)
X 14
_ h(x)ldg(x)/dx] - g(x)[dh(x)/dx]
h(x)’
_h(x)-g'(x)-g(x)- h'(x)
h(x)’

(2.48)

Example
y=f(x)=(3-2x)/2x
u=g(x)=3-2x

du
o x)=-2
I g'(x)

v=h(x)=2x?
dv
—=h'(x)=4
T (x)=4x
Substituting into Equation (2.48), we have

2x*(-2)-(3-2x)4x _4x*-12x x-3
(sz)z a5t e

Y _ =
==

Interestingly, in some instances it is convenient, and easier, to apply the
product rule to such problems. This becomes apparent when we remember
that

Example

- _g) _2x* _, l_no2 -1
Y—f(x)—m—y—zx (3x)" =2x*[(1/3)x7"]
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% = f/(x) = 2x2[(=1/3)x 2]+ (1/3)x " (4x) = —2/3+4/3=2/3
X

It is left to the student to demonstrate that the same result is derived by applying
the quotient rule.

CHAIN RULE

Often in business and economics a variable that is a dependent variable
in one function is an independent variable in another function. Output Q,
for example, is the dependent variable in a perfectly competitive firm’s
short-run production function

Q = f(L,K()) = 4L0A5

where L represents the variable labor, and K, represents a constant amount
of capital labor utilizes in the short run. On the other hand, output is the
independent variable in the firm’s total revenue function

TR=g(Q)=PQO =100

where P is the (constant) selling price.

In the example just given, we might be interested in determining how
total revenue can be expected to change given a change in the firm’s labor
usage. For this we require a technique for taking the derivative of one func-
tion whose independent variable is the dependent variable of another func-
tion. Here we might be interested in finding the derivative dTR/dL. To find
this derivative value, we avail ourselves of the chain rule. Let y = f(u) and
u = g(x). Substituting, we are able to write the composite function

y=flg(x)]

The chain rule asserts that

o)
{0
=f"(w) g'(x)
Applying the chain rule, we get

ddTLR—(iiTQR)(dQ) 10(2L7°%) =20L"° =20/L

Example
y= (2)62)3 +10
y=fw)=u’+10
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dy 2
L pruy=3u? =3(2x2) =12
in f'(w)=3u (2x%) X

u=g(x)=2x>
du

— =g =4
e g'(x)=4x

Z—y = f(x) = (3u?)4x =3(2x%) - 2(4x) = 12x* - 4x = 48x°
X

EXPONENTIAL AND LOGARITHMIC FUNCTIONS

Now we consider the derivative of two important functions—the expo-
nential function and the logarithmic function. The number e is the base of
the natural exponential function, y = e¢*. The natural logarithmic function is
y =log.x = In x. The number e is itself generated as the limit to the series

. 1y
e= }llm(1+z) =2.71829... (2.50)

—00

To illustrate the practical importance of the number e, suppose, for
example, that you were to invest $1 in a savings account that paid an inter-
est rate of i percent. If interest was compounded continuously (see Chapter
12), the value of the deposit at the year end would be

N
. i ;
}lgm”(1+z) =e (2.51)

Now, suppose that a deposit of D dollars was compounded continuously
for n years. At the end of n years the deposit would be worth

1 n in 1 nt
1im|:D(1+—) } ={Dlim(1+—j } = De™
h—>e0 h h—>o0 h

The derivative of the exponential function y = e* is

dy _d(e¥)
dx  dx

=e* (2.52)

That is, the derivative of the exponential function is the exponential func-
tion itself.

The derivative of the natural logarithm of a variable with respect to
that variable, on the other hand, is the reciprocal of that variable. That
is, if

y=log.x
then
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dy d(log.x) 1

dx dx X (253)

When more complicated functions are involved, we can apply the chain
rule. Suppose, for example, that y = In x%. Letting u = x* this becomes
y = In u. The derivative of y with respect to x then becomes

(1) (3o

It may also be demonstrated that the result for the derivative of an expo-
nential function follows directly from a special relationship that exists
between the exponential function and the logarithmic function. Given the
function x = ¢”, then y = In x. Moreover, if x = In y, then y = ¢". These func-
tions are said to be reciprocal functions. When two functions are related in
this way, the derivatives are also related; that is, dy/dx = 1/(dx/dy). Using
this rule, we can prove the exponential function rule:

de*) dy 1 1
dx dx d(ny)/dy 1]y —y=e

Returning to the earlier discussion of continuous compounding, suppose

that the value of an asset is given by

D(t) = De"

where r is the rate of interest, t time, and D the initial value of the asset.
The rate of change of the value of the asset over time is

rt rt
D) _ e (D)
dt dt dt

[ ()
du N\ dt dt

=De"r+e"(0)=rDe"

That is, the rate of change in the value of the asset is the rate of interest
times the value of the asset at time t.

INVERSE-FUNCTION RULE

Earlier in this chapter we discussed the existence of inverse functions. It
will be recalled that if the function y = f(x) is a one-to-one correspondence,
then not only will a given value of x correspond to a unique value of y, but
a given value of y will correspond to a unique value of x. In this case, the
function f has the inverse function g(y) = f'(y) = x, which is also a one-to-
one correspondence. Given an inverse function, its derivative is
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a1 1
dy dy/dx  f'(x)

Equation (2.54) asserts that the derivative of an inverse function is the
reciprocal of the derivative of the original function.

It will also be recalled that functions with a one-to-one correspondence
are said to be monotonically increasing if x, > x, = f(x,) > f(x;). Functions
in which a one-to-one correspondence exist are said to be monotonically
decreasing if x, > x; = f(x,) < f(x;). In general, for an inverse function to
exist, the original function must be monotonic. In other words, it is not
possible to write x = g(y) = f'(y) until we have determined whether the
function y = f(x) is monotonic.

It is possible to determine whether a function is monotonic by examin-
ing its first derivative. If the first derivative of the function is positive for all
values of x, then the function y = f(x) is monotonically increasing. If the first
derivative of the function is negative for all values of x, then the function
y = f(x) is monotonically decreasing.

g'(y)= (2.54)

Problem 2.5. Consider the function
y=f(x)=4x+02x" +x’

a. Is this function monotonic?
b. If the function is monotonic, use the inverse-function rule to find
dx/dy.

Solution
a. The derivative of this function is

ﬂ:f’(x)=4+x4+7x6
dx

which is positive for all values of x. Thus, the function f(x) is a monoto-
nically increasing function.
b. Because f{x) is a monotonically increasing function, the inverse function

g(v) = f(y) exists. Thus, it is possible to use the inverse-function rule to
determine the derivative of the inverse function, that is,

a1 1
dy dy/dx  4+x*+7x°

It should be noted that the inverse-function rule may also be applied to
nonmonotonic functions, provided the domain of the function is restricted.
For example, y = f(x) = x* is nonmonotonic because its derivative does not
have the same sign for all values of x. On the other hand, if the domain of
this function is restricted to positive values for x, then dy/dx > 0.
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Problem 2.6. Consider the function
y=f(x)=-3x-x*

a. Is this function monotonic?
b. If the function is monotonic, use the inverse-function rule to find dx/dy.

Solution
a. The derivative of this function is

Q:f’(x) =-3-4x’ =—(3+4x°)
dx

This function is not monotonic, since the sign of dy/dx depends on
whether x is positive or negative. On the other hand, the derivative is
negative for all positive values for x.

b. Because the derivative of f{x) is positive for all x > 0, then it is possible
to use the inverse-function rule to determine the derivative of the inverse
function, that is,

1 —

dy/dx =1/f'(y)=

()= 2 .
sV= dy —(3+4x%)

for all x > 0.
IMPLICIT DIFFERENTIATION

The functions we have been discussing are referred to as explicit func-
tions. Explicit functions are those in which the dependent variable is on the
left-hand side of the equation and the independent variables are on the
right-hand side. In many cases in business and economics, however, we may
also be interested in what are called implicit functions.

Implicit functions are those in which the dependent variable is also func-
tionally related to one or more of the right-hand-side variables. Such func-
tions often arise in economics as a result of some equilibrium condition that
is imposed on a model. A common example of an implicit function in
macroeconomic theory is in the definition of the equilibrium level of
national income Y, which is given as the sum of consumption spending C,
which is itself assumed to be a function of national income, net investment
spending I, government expenditures G, and net exports X — M. This equi-
librium condition is written

Y=C+I+G+(X-M) (2.55)

Clearly, any change in the value of Y must come about because of changes
in any and all changes in the components of aggregate demand. The total
derivative of this relationship may be written
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dY =dC+dI+dG+d(X - M) (2.56)

Equation (2.56) is a differential equation. We may express the relationship
between consumption expenditures and national income as C = C(Y).
Suppose that the consumption function is well defined and the derivative
dC/dY = C'(Y) exists, which may be rewritten as

dC=C'(Y)dY = (Z—}C])dY (2.57)

Equation (2.57) may be rewritten as
dC
dYy = v dY +dl+dG+d(X - M) (2.58)

Suppose that we were specifically interested in the derivative dY/dI. It
is possible to find the derivative dY/dI by implicit differentiation. Assum-
ing that a change in / has no effect on G and none on X — M; that is,
dG = d(X — M) =0, but does change Y. Equation (2.59) reduces to

dcC
dY =| —— |dY +dI
&
Collecting the dY terms on the left-hand side and dividing, we obtain
dy - (ﬂde =dl
dy
dc
1-— |dY =dI
(1-4¢) a0
av_ 1
dl  1-dC/dy

This well-known result in macroeconomic theory is the simplified invest-
ment multiplier.

To implicitly differentiate a function, we treat changes in the two vari-
ables, dY and dI, as unknowns and solve for the ratio of the change in the
dependent variable to the change in the independent variable, which is the
derivative in explicit form.

TOTAL, AVERAGE, AND MARGINAL
RELATIONSHIPS

Now that we have discussed the concept of the derivative, we are in a
position to discuss an important class of functional relationships. There are
several “total” concepts in business and economics that are of interest to
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the managerial decision maker: total profit, total cost, total revenue, and so
on. Related to each of these total concepts are the analytically important
average and marginal concepts, such as average (per-unit) profit and mar-
ginal profit; average total cost and marginal cost, average variable cost and
marginal cost, and average total revenue and marginal revenue. An under-
standing of the nature of the relation between total, average, and marginal
relationships is essential in optimization analysis.

To make the discussion more concrete, consider the total cost function
TC = f(Q), where Q represents the output of a firm’s good or service and
dTCldQ > 0. As we will see in Chapter 6, related to this are two other impor-
tant functional relationships. Average total, or per-unit, cost of production
(ATC) is defined as ATC = TC/Q. Marginal cost of production (MC), which
is given by the relationship MC = dTC/dQ, measures the incremental
change in total cost arising from an incremental change in total output.
Clearly, ATC and MC are not the same. Nevertheless, these two cost con-
cepts are systematically related. Indeed, the nature of this relationship is
fundamentally the same for all average and marginal relationships. Before
presenting a formal statement of the nature of this relationship, consider
the following noneconomic example.

Suppose you are enrolled in an economics course, and your final grade
is based on the average of 10 quizzes that you are required to take during
the semester. Assume that the highest grade you can earn on any individ-
ual quiz is 100 points. Thus, if you earn the maximum number of points
during the semester, your average quiz grade will be 1,000/10 = 100. Now,
suppose that you have taken 6 quizzes and have earned a total of 480 points.
Clearly, your average quiz grade is 480/6 = 80. How will your average be
affected by the grade you receive on the seventh quiz? Since the number
of points you earn on the seventh quiz will increase the total number of
points earned, we will call the number of additional points earned your
marginal grade. How will this marginal grade affect your average? Clearly,
if the grade that you receive on the seventh quiz is greater than your
average for the first six quizzes, your average will rise. For example, if you
receive a grade of 90, your average will increase from 80 to 570/7 = 81.4.
On the other hand, if the grade you receive is less than the average, the
average will fall. For example, if you receive a grade of 70, your average
will decline to 550/7 = 78.6. Finally, if the grade you receive on the next
quiz is the same as your average, the average will remain unchanged (i.e.,
560/7 = 80).

In general, it can be easily demonstrated that when any marginal value
M is greater than its corresponding average A value (i.e., M > A), then A
will rise. Analogously, when M < A, then A will fall. Finally, when M = A,
then A will neither rise nor fall. In many economic models, when M = A the
value of A will be at a local maximum or local minimum. These relation-
ships will be formalized in the following paragraphs.
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Consider again the functional relationship in Equation (2.1).

y=[fx) (2.1)

Define the average and marginal functions of Equation (2.1) as

Yy [
A= ik (2.61)
M=% f(x) (2.62)
dx ’

Fundamentally, we are asking how a marginal change in the value of y
with respect to a change in x will affect the average value of y. To under-
stand what is going on, we begin by taking the first derivative of Equation
(2.61). Using the quotient rule, we obtain

dA _ xf'(x)=f(x)

dx x?2

Since the value of the denominator in Equation (2.63) is positive, the sign
of dA/dx will depend on the sign of the expression xf’(x) — f(x). That is, for
the average to be increasing (dA/dx > 0), then [xf’(x) — f(x)] > 0. This, of
course, implies that f'(x) > f(x)/x, or M > A. For the average to fall (dA/dx
< 0), then [xf"(x) — f(x)] <0, or f’(x) < f(x)/x. That is, the marginal must be
less than the average (M < A). Finally, for no change in the average (dA/dx
=0), then [xf"(x) — f(x)] = 0, or f'(x) = f(x)/x. That is, for no change in the
average, the marginal is equal to the average. For the functional relation-
ship in Equation (2.1), these relationships are summarized as follows:

(2.63)

@>0:>f’(x)>@,orM>A (2.64a)
dx X

ﬁ<O:>f’(x)>M,orM<A (2.64b)
dx X

Z_Azozf’(x):@,orM:A (2.64c)
X X

Let us return to the example of the total cost function TC = f(Q) intro-
duced earlier. Consider the hypothetical total cost function in Figure 2.13,
and the corresponding average total cost and marginal cost curves in Figure
2.14.

In Figure 2.13, the numerical value of ATC is the same as a slope of a
ray from the origin to a point on the 7C curve corresponding to a given
level of output. The equation of a ray from the origin is 7C = bQ, where b
is the slope of the ray from the origin to a point on the TC curve, which is
given as
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e
4
.,
FIGURE 2.13 The total cost curve /4B
and its relationship to marginal and average —
total cost. 0 Ql Qz Q3 Q4 QS 0

_ATC _TC,-TC,
AQ O -0

where the values where O, represents the initial value of output and Q,
represents the changed level of output. Since the ray passes through
the origin, then the initial values (Q,, TC,) are (0, 0). Setting TC, = TC and
0, = Q, Equation (2.66) reduces to

b

(2.65)

b=ATC = I (2.66)
o

Of course, the value of b will change as we move along the total cost curve.
This is illustrated in Figure 2.13. MC, of course, is the value of the slope of
the TC curve and may be illustrated diagrammatically in Figure 2.13 as the
slope a line that is tangent to TC at some level of output. By comparing the
value of the slope of the tangent with the slope of the ray from the origin,
we are able to illustrate the relationship between MC and ATC in Figure
2.14.

Note that output at point A in Figure 2.13, the slope of the tangent (MC),
is less than the slope of the ray from the origin (A7'C). Thus, at output level
0, MC is less than ATC. This is illustrated in Figure 2.14. Now let us move
to point B. Note that at O, the slopes of the tangent and the ray are less
than they were at point A. Thus, in Figure 2.14 MC and ATC at Q, are less
than at Q;. Although both MC and ATC have fallen, the slope of the tangent
(MC) at Q, is still less than the slope of the ray (ATC). Thus, since MC <
ATC at Q,, then ATC has declined. By analogous reasoning, as we move
from Q, to Qs, since MC < ATC, then ATC will fall. The reader will note
that point C in the Figure 2.13 is an inflection point. Beyond output level
Q;, the slope of the TC curve (MC) begins to increase. Thus, at output level
03, marginal cost is minimized. Nevertheless, as illustrated in Figure 2.14,
as long as MC < ATC, then ATC will continue to fall.
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ATC, MC

FIGURE 2.14 The relationship
between average total cost and marginal

0 0,0,0, 0.0, 0 o

At output level Q, the slopes of the ray and tangent are identical (ATC
= MC). Thus, at Q4 ATC is neither rising nor falling (i.e., JATC/dQ = 0).
After Q, the slope of the tangent not only becomes greater than the slope
of the ray, but the slope of the ray changes direction and starts to increase.
Thus, we see that at output level Qs, MC > ATC and ATC are rising. These
relationships are illustrated in Figure 2.14.

The situation depicted in Figure 2.14 illustrates a U-shaped average total
cost curve in which the MC intersects ATC from below. The reader should
visually verify that when MC < ATC, even when MCis rising, ATC is falling.
Moreover, when MC > ATC, then ATC is rising. Finally, when MC = ATC,
then ATC is neither rising nor falling (i.e., ATC is minimized). In some cases,
the average curve is shaped not like U but like a hill: that is, the marginal
curve intersects the average curve from above at its maximum point. An
example of this would be the relationship between the average and mar-
ginal physical products of labor, which will be discussed in detail in Chapter
5.

PROFIT MAXIMIZATION: THE FIRST-ORDER
CONDITION

We are now in a position to use the rules for taking first derivatives to
find the level of output QO that maximizes =, as illustrated in Table 2.3. Con-
sider again the total revenue and total cost functions introduced earlier:

TR(Q)=PQ; P =%18
TC(Q)=6+330-90%+Q°
n=TR-TC =180 —(6+330 -90*+Q?)

n=-6-150+90%-0°

(2.67)
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It should be noted in Table 2.3 and Figure 2.11 that profit is maximized
(mr =19) at Q = 5. What is more, it should be immediately apparent that if
a smooth curve is fitted to Figure 2.11, the value of the slope at Q =5 is
zero: that is, the profit function is neither upward sloping nor downward
sloping. Alternatively, at Q =5, then dn/dQ = 0. These observations imply
that the value of a function will be optimized (maximized or minimized)
where the slope of the function is equal to zero. In the present context, the
first-order condition for profit maximization is dn/dQ = 0, thus

drn 2 —
1g =30 +180-15=0 (2.68)

This equation is of the general form:
ax*+bx+c=0 (2.69)

where a = -8, b = 10 and ¢ = —15. Quadratic equations generally admit to
two solutions, which may be determined using the quadratic formula. The
quadratic formula is given by the expression:

-bt+b* —4ac

2a

X12 =

(2.70)

After substituting the values of Equation (2.68) into Equation (2.70) we
get

_ —18++/(18%) —4(-3)(-15)

b 2(-3)

_ —18+~/324-180 -18-12 _30_
B —4 6 -6
-18+12 -6
=—=—=1

(0 % %

Referring again to Figure 2.11, we see that the value of m reaches a
minimum and a maximum at output levels of Q =1 and Q =5, respectively.
Substituting these values back into the Equation (2.67) yields values of
n=-13 (at Q =1) and © = 19 (at Q =5). In this example, therefore, the
entrepreneur of the firm would maximize his profits at Q = 5. As this
example illustrates, simply setting the first derivative of the function equal
to zero is not sufficient to ensure that we will achieve a maximum, since a
zero slope is also required for a minimum value as well. Thus, we need to
specify the second-order conditions for a maximum or a minimum value to
be achieved.
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PROFIT MAXIMIZATION: THE SECOND-ORDER
CONDITION

MAXIMA AND MINIMA

For functions of one independent variable, y = f(x), a second-order con-
dition for f(x) to have a maximum at some value x = x, is that together with
dyldx = f’(x) = 0, the second derivative (the derivative of the derivative) be
negative, that is,

d(dy/dx) _d’y _
dc  dx?
where f”(x) is an alternative way to denote the second derivative.

This condition expresses the notion that in the case of a maximum, the
slope of the total function is first positive, zero, and then negative as we
“walk” over the top of the “hill.” Functions that are locally maximum are
said to be “concave downward” in the neighborhood of the maximum value
of the dependent variable. Similarly, the second-order condition for f(x) to
have a minimum at some value x = x,, then is

d(dy)/dx)
dx

f7(x)<0 (2.71)

=d’y/dx* = f"(x)>0 (2.72)

The first-order and second-order conditions for a function with a maxi-
mum or minimum are summarized in Table 2.4.

Consider again the © maximization example, which is also illustrated in
Figure 2.11. Taking the second derivative of the & function yields

2
d—Tz:—6Q+18
dQ
At Q] :5,
2
I §(5)+18=-30+18=12<0
dQ

which is, as we have already seen, a © maximum. At Q, =1,

TABLE 2.4 First-order and second-order conditions for
functions of one independent variable.

Maximum Minimum
First-order condition ﬂ =0 d_y =0
dx dx
2 2
Second-order condition d_y <0 ﬂ >0

dx? dx®
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d’n
dQ?

which is a ® minimum.

=-6(1)+18=-6+18=12>0

Problem 2.7. A monopolist’s total revenue and total cost functions
are

TR(Q) = PQ =200 -30Q?
TC(Q)=20"

a. Determine the output level (Hint: n(Q) = TR(Q) — TC(Q)) that will max-
imize profit .

b. Determine maximum 7.

c. Determine the price per unit at which the m-maximizing output is
sold.

Solution
a.t=TR-TC
=200 -30*-20*=200Q - 50Q°
5—2 =20 - 100 =0 (i.e., the first-order condition for a profit maximum).
O =2 units
2
5Q7Z =-10 < 0 (i.e., the second-order condition for a profit maximum).

b. 7 =20(2) — 5(2)* =40 — 20 = $20
c. TR =PQ =200 - 30?= (20 - 30)Q
P=20-30=20-3(2)=20-6=$14

Problem 2.8. Another monopolist has the following 7R and TC functions:
TR(Q) =450 -0.50*
TC(Q)=2+570-80*+Q’

Find the m-maximizing output level.
Solution
n=TR-TC
=(450-0.50%)-(2+570-80* +Q’)=-2-120+7.50* - O°

j—g = -12 + 15Q - 30Q* = 0 (i.e., the first-order condition for a local
maximum)

Utilizing the quadratic formula:
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_ -15++/15% —4(-3)(-12)

Ql,z 2(_3)
_ -15+481 1549
6 -6
-15-9 24
:—:—:4
Q=—= =
-15+9 -6
= =—=1
Qr=—"— =7

To determine whether these values constitute a minimum or a maximum,
we can substitute the values into the profit function and determine the
minimum and maximum values directly, or we can examine the values of
the second derivatives:

2
AT __60+15
dQ?
For O, =4,
2
AT 64)+15=—24+15=-9<0
do?
(i.e., the second-order condition for a local maximum)
For O, =1,
2
A 6(1)+15=-6+15=9>0
dQ

(i.e., the second-order condition for a local minimum)
Substituting Q; = 4 into the = function yields a maximum profit of

mF=—2-12(4)+7.54)’ — Q> =—2-48+120-64=6

INFLECTION POINTS

What if both the first and second derivatives are equal to zero? That is,
what if f'(x) = f”(x) = 0? In this case, we have a stationary point, which
is neither a maximum nor a minimum. That is, stationary values for which
f'(x) = 0 need not be a relative extremum (maximum or minimum). Sta-
tionary values at x, that are neither relative maxima nor minima are illus-
trated in Figures 2.15 and 2.16.

To determine whether the stationary value at x, is the situation depicted
in Figure 2.15 or Figure 2.16, it is necessary to examine the third derivative:
d(d*yldx*)ldx = d’yldx® = ”” (x). The value of the third derivative for the
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fix)

FIGURE 2.15 Inflection point: a

stationary value at x, that is neither a 0

maximum nor a minimum. Xo X
fx)

FIGURE 2.16 Inflection point: a

stationary value at x, that is neither a 0

maximum nor a minimum. Xo X

situation depicted in Figure 2.15 is d’y/dx’ = f”’(x) > 0. The value of the third
derivative for the situation depicted in Figure 2.16 is d’y/dx® = f”’(x) < 0.

PARTIAL DERIVATIVES AND MULTIVARIATE
OPTIMIZATION: THE FIRST-ORDER
CONDITION

Most economic relations involve more than one independent (explana-
tory) variable. For example, consider the following sales (Q) function of a
firm that depends on the price of the product (P) and levels of advertising
expenditures (A):

Q0=f(P,A) (2.73)

To determine the marginal effect of each independent variable, we take
the first derivative of the function with respect to each variable separately,
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treating the remaining variables as constants. This process, known as taking
partial derivatives, is denoted by replacing d with 9.

Example
Consider the following explicit relationship:
Q= f(P,A)=80P—-2P> - PA-3A% +100A (2.74)

(where A is in thousands of dollars). Taking first partial derivatives with respect to
P and A yields

9 _go-ap-a (2.75)
oP
90 p_6A+100 (2.76)
0A

To determine the values of the independent variables that maximize the
objective function, we simply set the first partial derivatives equal to zero
and solve the resulting equations simultaneously.

Example
To determine the values of P and A that maximize the firm’s total sales, Q, set the
first partial derivatives in Equations (2.69) and (2.70) equal to zero.
80-4P-A=0 (2.77)
-P-6A+100=0 (2.78)
Equations (2.77) and (2.78) are the first-order conditions for a maximum. Solving

these two linear equations simultaneously in two unknowns yields (in thousands of
dollars).

P=$16.52
A=$13.92
Substituting these results back into Equation (2.74) yields the optimal value of Q.

0% =80(16.52) - 2(16.52)* — (16.52)(13.92) - 3(13.92)* + 100(13.92)
=$1,356.52

PARTIAL DERIVATIVES AND MULTIVARIATE
OPTIMIZATION: THE SECOND-ORDER
CONDITION®

Unfortunately, a general discussion of the second-order conditions for
multivariate optimization is beyond the scope of this book. It will be suffi-
cient within the present context, however, to examine the second-order con-
ditions for a maximum and a minimum in the case of two independent
variables. Consider the following function:

8 For a more complete discussion of the second-order conditions for the multivariate case,
see Silberberg (1990), Chapter 4.



THE SECOND-ORDER CONDITION

y=f(x1,x,)

83

(2.79)

As discussed earlier, the first-order conditions for a maximum or a

minimum are given by

Wy _ .
axl_fl_
dy .
axz_fz_o

The second-order conditions for a maximum are given by

aZ
ga =<0
82
P —f12 <0

(%)(axzj (axlaxz) = fufa—fh>0

The second-order conditions for a minimum are given by:

82

e =T
1

az

a_);:f22>0
2

2

= - 0
(ax1 )( 0x3 j (axlaxz fufo—fi>

Example

(2.80a)

(2.80b)

(2.81a)

(2.81b)

(2.81¢)

(2.82a)

(2.82b)

(2.82¢)

Consider once again our sales maximization problem. The appropriate second-order

conditions are given by:
frr=—-4<0
faa =-6<0

frefan—fea = (=4)(=6)—(-1)> =24+1>0

(2.83a)
(2.83b)

(2.83¢)

The second-order conditions for sales maximization are satisfied.” The first- and

second-order conditions for sales maximization are illustrated in Figure 2.17.

° By Young’s theorem

fxy = fyx

That is, the same “cross partial” derivative results regardless of the order in which the vari-
ables are differentiated. For a more complete discussion of Young’s theorem, see Silberberg
(1990), Chapter 3. According to Silberberg, the reference is to W. H. Young who published a
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Q 90/9 A=0

$1,356.52 0Q/0P=0

$16.52

Sy

FIGURE 2.17 A global maximum.

CONSTRAINED OPTIMIZATION

Unfortunately, most decision problems managers faced are not of the
unconstrained variety just discussed. The manager often is required to max-
imize some objective function subject to one or more side constraints. A
production manager, for example, may be required to maximize the total
output of a given commodity subject to a given budget constraint and fixed
prices of factors of production. Alternatively, the manager might be
required to minimize the total costs of producing some specified level of
output. The cost minimization problem might be written as:

Maximize (or minimize): y = f(x,x,) (2.84a)
Subject to: k =g(x;,x;) (2.84b)
Example
The total cost function of a firm that produces its product on two assembly lines is
given as

TC (x,y)=3x* +6y* —xy

The problem facing the firm is to determine the least-cost combination of output
on assembly lines x and y subject to the side condition that total output equal 20
units. This problem may be formally written as

Minimize: TC (x,y) = 3x? +6y> —xy
Subject to: x + y =20

formal proof of this theorem in 1909 using the concept of the limit (see, e.g., Cambridge Tract
No. 11, The Fundamental Theorems of the Differential Calculus, Cambridge University Press,
reprinted in 1971 by Hafner Press). According to Silberberg, the result was first published
by Euler in 1734 (“De infinitis curvis eiusdem generis...,” Commentatio 44 Indicis
Enestroemiani).
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SOLUTION METHODS TO CONSTRAINED
OPTIMIZATION PROBLEMS

There are generally two methods of solving constrained optimization
problems:

1. The substitution method
2. The Lagrange multiplier method

SUBSTITUTION METHOD

The substitution method involves first solving the constraint, say for x,
and substituting the result into the original objective function. Consider,
again, the foregoing example.

x=g(y)=20-y (2.85)

Substituting into the objective function yields

TC = flg(y)] = F(y) =300~ y)” +6y> - (20~ y)y

2.86
=3(400-40y+y*)+6y* —(20y — y?) (2:86)

TC =1200-140y+10y> (2.87)

In other words, this problem reduces to one of solving for one decision
variable, y, and inserting the solution into the objective function. Taking the
first derivative of the objective function with respect to y and setting the
result equal to zero, we get

dTC
= =_140+20y=0
& y (2.88)

20y =140
y=7

Note also that the second-order condition for total cost minimization is
also satisfied:

d*TC
i 20>0 (2.89)

Substituting y = 7 into the constraint yields
x+7=20
x=13

Finally, substituting the values of x and y into the original 7C function
yields:
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TC =3(13)° +6(7)" =(13)(7) = 507 + 294 —91 = 710

LAGRANGE MULTIPLIER METHOD

Sometimes the substitution method may not be feasible because of more
than one side constraint, or because the objective function or side con-
straints are too complex for efficient solution. Here, the Lagrange multiplier
method can be used, which directly combines the objective function with
the side constraint(s).

The first step in applying the Lagrange multiplier technique is to first
bring all terms to the right side of the equation.'

20-x-y=0

With this, we can now form a new objective function called the Lagrange
function, which will be used in subsequent chapters to find solution values
to constrained optimization:

Lx,y) = fx,y)+Ag(x,y)

2.90
=3x*+6y? —xy+AM20-x—y) (2.90)

Note that this expression is equal to the original objective function, since
all we have done is add zero to it. That is, & always equals f for values of x
and y that satisfy g. To solve for optimal values of x and y, we now take the
first partials of this more complicated expression with respect to three
unknowns—ux, y, and A. The first-order conditions therefore become:

%

a—x—ifx—6X—y—7¥—0 (2.91a)
oL

gzi’y:12y—x—7&:0 (2.91b)
oL

E g =12-x—y=

0 k7Y x—y=0 (2.91c)

Note that Equation (2.91c) is, conveniently, our original constraint. Since
the first-order conditions given constitute three linear equations in three
unknowns, this system of equations may be solved simultaneously. The solu-
tion values are

x=13;y=17;A=-71

19" Actually, it does not really matter whether the terms are brought to the right- or to the
left-hand side of the equation, although it will affect the interpretation of the value of the
Lagrange multiplier, A. In other words, it is of no consequence whether one writes £ = f+ Ag
or ¥ = f— g, since one’s choice merely changes the sign of the Lagrangian multiplier.
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Note that the values for x and y are the same as those obtained using
the substitution method. The Lagrange multiplier technique is more pow-
erful, however, because we are also able to solve for the Lagrange multi-
plier, .. What is the interpretation of A? From Equations (2.91) it can be
demonstrated that the Lagrange multiplier is defined as

sy = 2L

N (k) = 7 (2.92)
That is, the Lagrange multiplier is the marginal change in the maximum
value of the objective function with respect to parametric changes in the
value of the constraint." In the context of the present example, A =—71 says
that if we relax our production constraint by, say, one unit of output (i.e., if
we reduce output from 20 units to 19 units), our total cost of production
will decline by $71. It is important to note that because marginal cost is a
nonlinear function, the value of A may be interpreted only in the neigh-
borhood of Q = 20. In other words, the value of A will vary at different

output levels.

Problem 2.9. A profit-maximizing firm faces the following constrained
maximization problem:

Maximize: nt(x,y) =80x—2x* —xy—3y>+100y
Subject to: x+y=12
Determine profit-maximizing output levels of commodities x and y subject
to the condition that total output equals 12 units.
Solution. Form the Lagrange expression
P(x,y)=80x—-2x* —xy-3y* +100y+A(12—x—y)

The first-order conditions are:

gziﬁx =80-4x-y-A=0
o0x
aa;ffzgfy =—x—-6y+100-A=0
o
K;SBK =12-x-y=0

This system of three linear equations in three unknowns can be solved for
the following values:

" Silberberg (1990). Chapter 7.
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A=0m/dk=53

a"lT/aX =0

Sy

FIGURE 2.18 Constrained
X maximization.

x=5y=7,A=53

Substituting the values of x and y back into our original objective function
yields the maximum value for profits:

7t = $868

The interpretation of A is that if our constraint is relaxed by one unit, say
increased from an output level of 12 units to 13 units, the firm’s profits will
increase by $53. Similarly, if output is reduced from say 12 units to 11 units,
profits will be decreased by $53. This result is illustrated in Figure 2.18,
which shows that the value of A = dn/dk approaches zero as the output con-
straint becomes non binding, that is, as we approach the top of the profit
“hill.”

INTEGRATION

INDEFINITE INTEGRALS

The discussion thus far has been concerned with differential calculus. In
differential calculus we began with the function y = f(x) and then used it to
derive another function dy/dx = f’(x) = g(x), which represented slope values
along the function f(x) at different values of x. This information was valu-
able because it allowed us to examine relative maxima and minima.

Suppose, on the other hand, that we are given the function dy/dx = f’(x)
= g(x) and wish to recover the function y = f(x). In other words, what func-
tion y = f(x) has as its derivative dy/dx = f(x) = g(x)?

Suppose, for example, that we are given the expression

ﬂ=3x2

> (2.93)
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From what function was this expression derived? We know from
experience that Equation (2.93) could have been derived from each of the
expressions

y=x>y=100+x%;y=-10,000+ x>

By examination we see that Equation (2.93) may be derived from the
general class of equations

y =C+x3 (294)

where c is an arbitrary constant. The general procedure for finding Equa-
tion (2.94) is called differentiation. The process of recovering Equation
(2.94) from Equation (2.93) is called integration.

In general, suppose that y = f(x), and that

df(x)
dx

f'(x)=g(x)

where y = f(x) is referred to as the integral of g(x). If we are given g(x) and
wish to recover f(x), the general solution is

y=f(x)+c (2.95)

The term c is referred to as an arbitrary constant of integration, which
may be unknown. Since dy/dx = g(x), then

dy = g(x)dx (2.96)
Integrating both sides of Equation (2.96), we obtain
jdy = jg(x)dx (2.97)

By definition |dy = y. The integral of g(x)dx is f(x) + c. Thus, Equation
(2.97) may be rewritten as

y:Jg(x)dx+c:f(x)+c

The term Jg(x)dx + c is called an indefinite integral because c is unknown
from the integration procedure.

The process of integration is sometimes fairly straightforward. For
example, the expression

fxmax =( xmﬂljw (2.98)

m+

is readily apparent upon careful examination because the derivative of the
right is clearly x™.'> On the other hand, the integral

2 In fact, Equation (2.98) is a rule that may be applied to many integration problems.
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sze"dx =x%e* —2xe* +c
may take a while to figure out.

Examples
a. [(2x + 100)dx = x* + 100x + ¢
b. J(4x® + 3x + 50)dx = @x* + G)x* + 50x + ¢

THE INTEGRAL AS THE AREA UNDER A CURVE

The importance of integration stems from its interpretation as the area
under a curve. Consider, for example, the marginal cost function MC(Q)
illustrated in Figure 2.19.

Marginal cost represents the addition to total cost from producing addi-
tional units of a commodity, Q. The process of adding up (or integrating)
the cost of each additional unit of Q will result in the total cost of produc-
ing Q units of the commodity less any other costs not directly related to the
production process, such as insurance payments and fixed rental payments.
Such “indirect” (to the actual production of Q) costs are collectively
referred to as total fixed cost TFC. Costs that vary directly with output of
QO are referred to as total variable cost TV C. Total cost is defined as

TC(Q)=TFC+TVC(Q) (2.99)

Note that in Equation (2.99) TFC is not functionally related to the level
of output, Q.

The marginal cost function illustrated in Figure 2.19 is simply the first
derivative of Equation (2.99), or

MC(Q)
MC(Q)=dTC/dQ
MCyl—
0102
MCm\
AQ
——
0 0, O, 0O 0

FIGURE 2.19 Integration as the area under a curve.
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MC(Q)
MC(Q)=dTC/dQ
MCM
Aso
MC, \ =
By
FIGURE 2.20 Approximating the increase in
the area under a curve. 0 00 ¢ 9
arc
d—Q(Q) =MC(Q) (2.100)

From the foregoing discussion, we realize that integrating Equation
(2.100) will yield

[Mc@)ao=1vcQ)+c (2.101)

That is, by integrating the marginal cost function, we will recover the total
variable cost function, with the constant of integration c representing 7FC.
This process is illustrated in Figure 2.19.

Consider the area beneath MC(Q) in Figure 2.19 between Q; and Q,.
Let us denote the value of this area as Ag;_,g,. Suppose that we wish to con-
sider the effect of an increase in the value of the area under the curve result-
ing from an increase in output from Q, to Q;, where Q; = O, + AQ. The
value of the area under the curve will increase by AA, where

AA = AQ1—>Q3 _AQ1—>Q2 = AQ2—>Q3 = AAQ

In the interval O, to Qs there is a minimum and maximum value of
MC(Q), which we will denote as MC,,, and MCy, respectively. It must be
the case that

MCAQ <AA < MCyAQ

This is illustrated in Figure 2.20 as the shaded rectangle. Thus, estimating
the value of AA by using discrete changes in the value of Q results in an
approximation of the increase in the value of the area under the curve.

How can we improve upon this estimate of AA? One way is to divide
AQ into smaller intervals. This is illustrated in Figure 2.21.

Taking the limit as AQ — 0 “squeezes” the difference between MC,, and
MCy, to its limiting value MC(Q). Thus,

limyp_,0AA  dA

AQ E:MC(Q)
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MC(Q)

MC(Q)=dTC/dQ
AQ

FIGURE 2.21 Improving on the estimate of the
0 o 0, 0, value of the area under a curve by “squeezing” AQ.

As noted, A and TC(Q) can differ only by the value of some arbitrary
constant ¢, which in this case is TFC.

Consider, now, the area under the marginal cost curve from Q; to Qs.
The total cost of production over that interval is

TC = jQQf MC(Q)dQ =TVC(Q)+TFC (2.102)

Problem 2.10. Suppose that a firm’s the marginal cost function is MC(x)
= 50x + 600.

a. Find the total cost function if total fixed cost is $4,000.

b. What is the firm’s total cost of producing 5 units of output?

c. What is the firm’s total cost of producing from 2 to 5 units of output?

Solution
a. [MC(x)dx = J(50x + 600)dx
=TVC(Q)+TFC
=25x +600x + 4,000 = TC(x)
b. TC(x) = 25(5)% + 600(5) + 4,000 = 625 + 3,000 + 4,000 = $7,624
c. TC; = (50x + 600)dx
= [/[25(5)" +600(5) + 4,000]

=[25(5)" +600(5) + 4,000] - [25(2)° +600(2) + 4,000]
= (625 +3,000 + 4,000) - (100 + 1,200 +4,000)
= $7,625 - $5,300 +$2,325

CHAPTER REVIEW

Economic and business relationships may be represented in a variety of
ways, including tables, charts, graphs, and algebraic expressions. These rela-
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tionships are very often expressed as functions. In mathematics, a functional
relationships of the form y = f(x) is read “y is a function of x.” This rela-
tionship indicates that the value of y depends in a systematic way on the
value of x. The expression says that there is a unique value for y for each
value of x. The y variable is referred to as the dependent variable. The x
variable is referred to as the independent variable.

Functional relationships may be linear and nonlinear. The distinguishing
characteristic of a linear function is its constant slope; that is, the ratio of
the change in the value of the dependent variable given a change in the
value of the independent variable is constant. The graphs of linear func-
tions are straight lines. With nonlinear functions the slope is variable. The
graphs of nonlinear functions are “curved.” Polynomial functions constitute
a class of functions that contain an independent variable that is raised to
some nonnegative power greater than unity.

Two of the most common polynomial functions encountered in eco-
nomics and business are the quadratic function and the cubic function.

Many economic and business models use a special set of functional rela-
tions called total, average, and marginal functions. These relations are espe-
cially useful in the theories of consumption, production, cost, and market
structure. In general, whenever a function’s marginal value is greater than
its corresponding average value, the average value will be rising. Whenever
the function’s marginal value is less than its corresponding average value,
the average value will be falling. Whenever the marginal value is equal to
the average value, the average value is neither rising nor falling.

Many problems in economics involve the determination of “optimal”
solutions. For example, a decision maker might wish to determine the level
of output that would result in maximum profit. In essence, economic opti-
mization involves maximizing or minimizing some objective function, which
may or may not be subject to one or more constraints. Finding optimal solu-
tions to these problems involves differentiating an objective function, setting
the result equal to zero, and solving for the values of the decision variables.
For a function to be differentiable, it must be well defined; that is, it must
be continuous or “smooth.” Evaluating optimal solutions requires an eval-
uation of the appropriate first- and second-order conditions. There are
generally two methods of solving constrained optimization problems: the
substitution and Lagrange multiplier methods.

Integration is the reverse of differentiation. Integration involves recov-
ering an original function, such as a total cost equation, from its first deriv-
ative, such as a marginal cost equation. The resulting function is called an
indefinite integral because the value of the constant term in the original
equation, such as total fixed cost, cannot be found by integrating the first
derivative. Thus, the integral of the marginal cost equation is the equation
for total variable cost. Integration is particularly useful in economics when
trying to determine the area beneath a curve.
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CHAPTER QUESTIONS

2.1 Economic optimization involves maximizing an objective function,
which may or may not be subject to side constraints. Do you agree with this
statement? If not, why not?

2.2 For an inverse function to exist, the original function must be monot-
onic. Do you agree? Explain.

2.3 What does it mean for a function to be well defined?

2.4 The inverse-function rule may be applied only to monotonic func-
tions. Do you agree with this statement? If not, why not?

2.5 Suppose that a firm’s total profit is a function of output [i.e., & =
f(Q)]- To maximize total profits, the firm must produce at an output level
at which Mn = dn/dQ = 0. Do you agree? Explain.

2.6 Suppose that a firm’s total profit is a function of output [i.e., & =
f(Q)]. Marginal and average profit are defined as Mn = dn/dQ and Arn =
n/Q. Describe the mathematical relationship between total, marginal, and
average profit.

2.7 Maximizing per-unit profit is equivalent to maximizing total profit.
Do you agree? Explain.

2.8 Describe briefly the difference between the substitution and
Lagrange multiplier methods for finding optimal solutions to constrained
optimization problems.

2.9 The Lagrange multiplier is an artificial variable that is of no impor-
tance when one is finding optimal solutions to constrained optimization
problems. Do you agree with this statement? Explain.

CHAPTER EXERCISES

2.1 Solve each of the following systems of equations and check your
answers.
a. 2x +y =100
—4x +2y =40
b. x-y=20
Gx-y=0
c. x*-y=20
xX*+y=10
d. 2x+y’=4
-x+y*=16
2.2 Solve the following system of equations:

x+y+z=1

oL{2

2x+2y-2z=5
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2.3 Find the first derivatives and the indicated values of the derivatives.
a. y = f(x) =9 + 6x. Find f7(0), f(2), f'(12).

b. y=f(x) = (2 +x)(3 - x). Find f(-2), f'(3), f'(6).

c. y=flx)=(x—-2)/(x*+4). Find f'(-4), (0), f'(2).

d. y=f(x) =[(x - D/(x + 4. Find f(-2), /(0), f'(2).

e. y=f(x)=2x* - 4/x + /(4x) — 3v/(x). Find f(1), f'(5), /(10).

fo y=f(x) = 3logx — ()log.x. Find £'(0), f'(1), f'(100).

gy =f(x) = 6¢". Find f'(-1), f(0), f(1), f(2).

h. y=fx) =x*-2x + 3x* = 5x + x' — x> + 24. Find f'(-3), f(0), £ (3).
2.4 Find the second derivatives.

a. y=f(x)=8x+3x*-13

b. y=flx)=e +x*— (2x —4)*

c. y=f(x)=x/3+4J/(x) - (x = 3)*(x* +2)

d. y = f(x) = 2log.(x* + 4x) — [(x — 2)/(x + 3)J?

2.5 The total cost function of a firm is given by:

TC =800+120+0.0180*

where TC denotes total cost and Q denotes the quantity produced per unit
of time.

a. Graph the total cost function from Q =0 to Q = 100.

b. Find the marginal cost function.

c. Find the marginal cost of production from Q =0 to Q = 100.

2.6 The total cost of production of a firm is given as

TC =2,000+100 —0.020* +0.0010°

where TC denotes total cost and Q denotes the quantity produced per unit
of time.

a. Graph the total cost function from Q =0 to Q = 200.

b. Find the marginal cost function.

c. Find the average cost function.

d. Graph in the same diagram average and marginal costs of production
from Q =0 to Q = 200.

2.7 Here are three total cost functions:

TC =500+100Q —100* +20°
TC =500+1000 —100?
TC =500+1000Q

a. Determine for each equation the average variable cost, average cost,
and marginal cost equations.

b. Plot each equation on a graph.

c. Use calculus to determine the minimum total cost for each equation.
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2.8 The market demand function for a commodity x is given as

0 =300-30+(P)

where Q denotes the quantity demanded and P its price.

a.

b.

C.

Find the average revenue function (i.e., price as a function of
quantity).

Find the marginal revenue function for a monopolist who produces
0.

Graph the average revenue curve and the marginal revenue curve
from Q =1 to Q =100.

2.9 A firm has the following total revenue and total cost functions:

a.
b.

C.

TR=210-0?
_2 5
TC = 3 -30°+90+6
At what level of output does the firm maximize total revenue?
Define the firm’s total profit as 1 = TR — TC. At what level of output

does the firm maximize total profit?
How much is the firm’s total profit at its maximum?

2.10 Assume that the firm’s operation is subject to the following pro-
duction function and price data:

0=3X+5Y - XY
P, =$3;P, =$6

where X and Y are two variable input factors employed in the production

of Q.

a.

In the unconstrained case, what levels of X and Y will maximize Q?

b. Itis possible to express the cost function associated with the use of X

C.

and Y in the production of Q as T7C =3X + 6Y. Assume that the firm
has an operating budget of $250. Use the Lagrange multiplier tech-
nique to determine the optimal levels of X and Y. What is the firm’s
total output at these levels of input usage?

What will happen to the firm’s output from a marginal increase in the
operating budget?

2.11 Evaluate the following integrals:

a.

J(8x* + 600)dx

b. J(5x + 3)dx

C.

J(10x% + 5x — 25)dx

2.12 Suppose that the marginal cost function of a firm is

MC(Q)=0%-40+5

The firm’s total fixed cost is 10.
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a. Determine the firm’s total cost function.
b. What is the firm’s total cost of production at Q = 3?

SELECTED READINGS

Allen, R. G. D. Mathematical Analysis for Economists. New York: Macmillan, 1938.

. Mathematical Economics, 2nd ed. New York: Macmillan, 1976.

Brennan, M. J., and T. M. Carroll. Preface to Quantitative Economics & Econometrics, 4th ed.
Cincinnati, OH: South-Western Publishing, 1987.

Chiang, A. Fundamental Methods of Mathematical Economics, 3rd ed. New York: McGraw-
Hill, 1984.

Draper, J. E., and J. S. Klingman. Mathematical Analysis: Business and Economic Applications,
2nd ed. New York: Harper & Row, 1972.

Fine, H. B. College Algebra. New York: Dover, 1961.

Glass, J. C. An Introduction to Mathematical Methods in Economics. New York: McGraw-Hill,
1980.

Henderson, J. M., and R. E. Quandt. Microeconomic Theory: A Mathematical Approach, 3rd
ed. New York: McGraw-Hill, 1980.

Marshall, A. Principles of Economics, 8th ed. London: Macmillan, 1920.

Purcell, E. J. Calculus with Analytic Geometry, 2nd ed. New York: Meredith, 1972.

Rosenlicht, M. Introduction to Analysis. Glenview, Ill: Scott, Foresman, 1968.

Silberberg, Eugene. The Structure of Economics: A Mathematical Analysis, 2nd ed. New York:
McGraw-Hill, 1990.

Youse, B. K. Introduction to Real Analysis. Boston: Allyn & Bacon, 1972.




This Page Intentionally Left Blank



3

THE ESSENTIALS OF
DEMAND AND SUPPLY

Managerial economics is the synthesis of microeconomic theory and
quantitative methods to find optimal solutions to managerial decision-
making problems. In Chapters 1 and 2 we reviewed the basic elements of
two of the quantitative methods most frequently used in managerial eco-
nomics: mathematical economics and econometrics. In this chapter, we will
demonstrate how presumably quantifiable economic functional relation-
ships involving one dependent variable and one or more explanatory vari-
ables may be used to predict market-clearing prices in idealized, perfectly
competitive markets.

Students who have made it this far in their economic studies have already
been exposed to the market paradigm of demand and supply. While the
principles of demand and supply presented in this chapter may be familiar,
the manner in which this material is presented may not be. The discussion
that follows establishes the procedural framework for much of what is to
come.

The basic market paradigm presented in this chapter is a stylized version
of what occurs in the real world. The model is predicated on a number of
assumptions that are rarely, if ever, satisfied in practice, including perfect
and symmetric information, market transactions that are restricted to
private goods and services, and that no market participants having market
power.

When there is “perfect and symmetric information,” all that is knowable
about the goods and services being transacted is known in equal measure
by all market participants. For markets to operate efficiently, both the buyer
and the seller must have complete and accurate information about the

99
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quantity, quality, and price of the good or service being exchanged. Asym-
metric information exists when some market participants have more and
better information about the goods and services being exchanged. Fraud
can arise in the presence of asymmetric information. In extreme cases, the
knowledge that some market participants have access to privileged infor-
mation may result in a complete breakdown of the market, such as might
occur if it became widely believed that stock market transactions were dom-
inated by insider trading.

Goods and services are said to be “private” when all the production costs
and consumption benefits are borne exclusively by the market participants.
That is, there are no indirect, third-party effects. Such third-party effects,
called externalities, may affect either consumers or producers. The most
common example of a negative externality in production is pollution. Finally,
“market power” refers to the ability to influence the market price of a good
or service by shifting the demand or supply curve.

A violation of any of the three assumptions just given could lead to
failure of the market to provide socially optimal levels of particular goods
or services. When this occurs, direct or indirect government intervention in
the market may be deemed to be in the public’s best interest. Market failure
and government intervention will be discussed at some length in Chapter
15.

For many readers, most of what is presented in this chapter will consti-
tute a review of material learned in a course in the fundamentals of eco-
nomics. Students who are familiar with the application of elementary
algebraic methods to the concepts of demand, supply, and the market
process may proceed to Chapter 4 without any loss of continuity.

THE LAW OF DEMAND

The assumption of profit-maximizing behavior assumes that owners and
managers know the demand for the firm’s good or service. The demand
function asserts that there is a measurable relationship between the price
that a company charges for its product and the number of units that buyers
are willing and able to purchase during a specified time period. Economists
refer to this behavioral relationship as the law of demand, which is some-
times called the first fundamental law of economics.

Definition: The law of demand states that the quantity demanded of a
good or service is inversely related to the selling price, ceteris paribus (all
other determinants remaining unchanged).

The term “law of demand” is actually a misnomer. As discussed in
Chapter 1, laws are facts. Laws are assertions of fact. Laws predict events
with certainty. By contrast, theories are probabilistic statements of cause



THE LAW OF DEMAND 101

N

P

~—>» T

D

0 O—> 0, )
FIGURE 3.1 The demand curve.

and effect. The law of demand is a theory, as is invariably the case when
human nature is involved.
Symbolically, the law of demand may be summarized as

Op = f(P) (3.1a)
and
dQp

Equation (3.1a) states that Qp, the quantity demanded of a good or
service, is functionally related to the selling price P. Inequality (3.1b) asserts
that quantity demanded and price are inversely related. This relationship is
illustrated in Figure 3.1. The downward-sloping demand curve illustrates the
inverse relationship between the quantity demanded of a good or service
and its selling price.

The validity of the law of demand may be argued on the basis of common
sense and simple observation. At a more sophisticated level, the validity of
the law of demand may be argued on the basis of diminishing marginal
utility and income and substitution effects.'

INCOME EFFECT

For most goods, the income effect asserts that as a product’s price declines
(increases), an individual’s real income (purchasing power) increases
(decreases). The increase in real purchasing power resulting from a fall in
prices enables the individual to consume greater quantities of a commod-
ity, while the opposite is true for an increase in prices. In other words, an

! A formal derivation of the demand curve is presented in Appendix 3A.



102 THE ESSENTIALS OF DEMAND AND SUPPLY

increase in real purchasing power generally (although not always) leads to
increase in quantity demanded. The goods of the types for which this phe-
nomenon holds are referred to as normal goods. Unfortunately, the income
effect does not always have the expected positive effect on the quantity
demanded of a good. In some cases, as an individual’s purchasing power
increases, the quantity demand for that good falls. Goods of these types are
called inferior goods. Examples of such goods may be potatoes, bus tickets,
soup bones, and bologna. We will return to this issue shortly when consid-
ering separately the effect of changes in money income on the demand for
goods and services.

SUBSTITUTION EFFECT

The more powerful substitution effect entails no such ambiguitys. The
substitution effect reflects changes in consumers’ opportunity costs. The
substitution effect states that as a product’s price declines, consumers will
substitute the now less expensive product for similar goods that are more
expensive.’

In the majority of cases, the income effect and the substitution effect
complement and reinforce each other. That is, a decline in the price of a
good will not only have a positive substitution effect, but will have a posi-
tive income effect as well. As a result, the ordinary demand curve will be
downward sloping. Even in the case of inferior goods, where the income
effect is negative, the ordinary demand curve will exhibit a downward slope
because the substitution effect, which is always positive with a drop in price,
outweighs the negative income effect.’

THE MARKET DEMAND CURVE

The law of demand is a theoretical explanation of the expected behav-
ior of individual economic units when confronted with a change in the price
of a commodity. Yet our concern, at the present, is less with the behavior

* The interaction of the income and substitution effects are summarized in the Slutsky
equation, the proof of which may be found in Silberberg (1990), Chapter 10.

* If, on the other hand, the negative income effect, which is associated with inferior goods,
outweighs the always positive substitution effect, the ordinary demand curve will be upward
sloping! This is precisely what happened in 1845 when famine in Ireland greatly increased the
price of potatoes, which in turn caused real incomes to fall sharply. Irish families ended up
consuming more rather than less of the high-priced potatoes. Why? Being forced to pay so
high a price for a basic necessity made it impossible for the average family to purchase any
meat at all, and hence most were forced to become even more dependent on potatoes. The
explanation of this curious phenomenon was first attributed to the Victorian economist Sir
Robert Giffen. As a result, such goods have been dubbed Giffen goods. See Samuelson and
Nordhaus (1985), p. 416.
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FIGURE 3.2 The market demand curve is the horizontal summation of the individual
demand curves.

of individual economic agents than with the market demand for the product
of an industry. We must, therefore, extend our analysis to justify what we
would hope to be a downward-sloping market demand curve. To derive the
hypothetical market demand function for a particular industry’s product,
let us first consider three hypothetical individual demand functions for the
product in question

Opi=a+b P (3.2a)
Op,=a,+b,P (3.2b)
Ops =a; +b:P (3.2¢)

where the QOp, terms represent the individual’s demand for the commodity,
the a; terms are positive constants, and the b; terms the unit change in quan-
tity demanded given a change in the selling price.

Definition: The market demand curve is the horizontal summation of the
individual demand curves.

For any given price, the market demand curve is the sum of the hori-
zontal distances from the vertical axis to each individual demand curve.
Summing together Equations (3.2) we get

Op1+0ps+0p;s =(ay+a, +a;)+ (b, + b, +bs;)P (3.3)
or
Op =a+bP (3.4)

where a = a;+ a, + a; and b = b+ b, + b;s. In general, for the n-consumer
case

QD’M = 24i=1—>n QD’i = zi=1—>n & +zi=l—>n blP (35)
where Opy is market demand. Equation (3.5) is illustrated in Figure 3.2.

Problem 3.1. Suppose that the total market demand for a product com-
prises the demand of three individuals with identical demand equations.

Op1=0p,=0ps; =50-25P
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FIGURE 3.3 Diagrammatic solution to problem 3.1.

What is the market demand equation for this product?

Solution. The market demand curve is the horizontal summation of the
individual demand curves. The market demand equation is

Op =0p1+0p>+0ps
=(50-25P)+(50-25P)+(50-25P)=150-75P
This result is illustrated in Figure 3.3.
Problem 3.2. Suppose that the total market demand for a product consists

of the demands of individual 1 and individual 2. The demand equations of
the two individuals are given by the following equations:

Op, =20-2P
Op. =40-5P

What is the market demand equation for this product?

Solution. Solving the individuals’ demand curves for price we obtain
P=10-0.50p,
P=8-020p,

These demand equations are illustrated in Figure 3.4.

It should be apparent from Figure 3.4 that for P > $8, only individual 1
will purchase units of commodity Q. Thus, the market demand curve is Op;
=20 — 2P. For prices P < $8, both individuals 1 and 2 will purchase units
of the commodity Q. Thus, the market demand curve is Q = Op; + Op, =
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FIGURE 3.4 Demand curves for individuals 1 and 2 in problem 3.2.

Op ~40-5P

0 4 20 40 600
FIGURE 3.5 The market demand curve as the sum of the demand curves for individu-
als 1 and 2 in problem 3.2.

(20 — 2P) + (40 — 5P) = 60 — 7P. The market demand curve for commodity
Q is illustrated by the heavy line in Figure 3.5.

The reader will note that the demand curve for commodity Q is discon-
tinuous at P = $8. Figure 3.5 is often referred to as a “kinked” demand curve.
Compare this with the smooth and continuous curve in Problem 3.1 (Figure
3.3), in which both individuals enter the market at the same time (i.e., for
P < $2).

The market demand curve establishes a relationship between the
product’s price and the quantity demanded; all other determinants of
market demand are held constant. The relationship between changes in
price and changes in quantity demanded are illustrated as movements along
the demand curve. When economists refer to a change in the quantity
demanded (in response to a change in price), they are referring to a move-
ment along the demand curve. As we will see, this is to be distinguished
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from a change in demand (illustrated as a shift in the entire demand curve),
which results when a determinant of demand, other than its selling price,
is changed. This semantic distinction is made necessary because two-
dimensional representations of a demand function can accommodate a
relationship between two variables only—in this case price and quantity,
the independent and dependent variables, respectively.* What are some of
these other determinants of demand?

OTHER DETERMINANTS OF
MARKET DEMAND

We know, of course, that price is not the only factor that influences an
economic agent’s decision to purchase quantities of a given good or service.
Other demand determinants include income, consumer preferences, the
prices of related goods, price expectations, and population.

INCOME (I)

Typically, an increase in a consumer’s money income will result in
increased purchases of goods and services, other things remaining equal
(including the selling price). More precisely, a ceteris paribus increase in an
individual’s money income will usually lead to an increase in the demand
for a good or service. Conceptually, this is not the same thing as an increase
in quantity demanded of a good or service due to an increase in an indi-
vidual’s real income that has resulted from a fall in price. Similarly, a ceteris
paribus decline in an individual’s money income will result in a decrease in
demand. As before, such goods are called normal goods. Most goods and
services fall into this category. An increase in demand for a normal good
resulting from an increase in income may be illustrated in Figure 3.6.

In the case of so-called interior goods, however, the demand for a good
or a service actually declines with an increase in money income. The result
would be a leftward shift in the demand curve. Inferior goods are largely a
matter of individual preferences. As their income rises, some individuals
prefer to substitute train or plane travel for slower, and presumably less
expensive, long-distance bus rides. On the other hand, other people really
like riding buses. For this group, long-distance bus travel is a normal good.

* Although it is possible to represent a three-dimensional object on a two-dimensional
surface, such as in a photograph, in practice, drawing such diagrams is quite difficult. More-
over, beyond three dimensions, graphically illustrating a relationships that includes, say, four
variables is impossible, although depicting its three-dimensional shadow on a two-dimensional
surface is not! After all, we live in three-dimensional space, so what does a fourth-dimensional
object look like?
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TASTES OR PREFERENCES (T)

Another determinant of market demand is individuals’ tastes, or prefer-
ences, for a particular product. After seeing a McDonald’s television com-
mercial, for example, one person might be compelled to purchase an
increased quantity of hamburgers, even though the price of hamburgers had
not fallen or his income had remained the same. This increased demand for
hamburgers would be represented as a rightward shift in the demand curve.
Similarly, if after reading an article in the New York Times about the health
dangers associated with diets high in animal fat and salt, the same person
might decide to cut down on his intake of hamburgers, which would be
shown as a left-shift in his demand curve for hamburgers. The effect of an
increase in taste is similar to that depicted for an increase in income in
Figure 3.6.

PRICES OF RELATED GOODS: SUBSTITUTES (P,)
AND COMPLEMENTS (P,)

The prices of related goods can also affect the demand for a particular
good or service. Related goods are generally classified as either substitute
goods or complementary goods.

Substitutes are goods that consumers consider to be closely related. As
the price of good X rises, the quantity demanded of that good will fall
according to the law of demand. If good Y is a substitute for good X, the
demand for good Y will rise as the consumer substitutes into it. The will-
ingness of the consumer to substitute one good for another varies from
good to good and is rarely an either/or proposition. For example, although
not perfect substitutes for most consumers, Coca-Cola and Pepsi-Cola
might be classified as “close” substitutes. Other examples of goods that may
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FIGURE 3.7 An increase in demand resulting from a decrease in the price of a substi-
tute good.

be classified as substitutes are oleomargarine and butter, coffee and tea, and
beer and ale.

If goods X and Y are substitutes, then we would expect that as the price
of Y rises the quantity demanded of Y falls, and the demand for X, other
things remaining constant (including the price of X, income, etc.) increase.
This interrelationship is illustrated in Figure 3.7.

Note that in Figure 3.7 as the price of good Y rises from Py; to Py, the
quantity demanded of good Y falls from Y, to Y, (a movement along the
DyDy curve from point A to point B), resulting in an increase in the demand
for good X. This is illustrated by a right-shift in the demand function for X
from DyDyto Dy’ Dy’. Analogously, a fall in the price of product Y, say from
Py, to Py;, would result in an increase in the quantity demanded of good
Y, or a movement along the demand curve from point B to point A, would
result in a left-shift of the demand curve for good X (not shown in Figure
3.7).

Complements are products that are normally consumed together. Exam-
ples of such product pairs include corned beef and cabbage, tea and lemon,
coffee and cream, peanut butter and jelly, tennis rackets and tennis balls,
ski boots and skis, and kites and kite string.

If goods X and Y are complements, we would expect that as the price of
good Y falls and the quantity demanded of good Y increases, we will also
witness an increase in the demand for good X. In Figure 3.8 as the price of
Y falls from Py; to Py, the quantity demanded of good Y increases from
Y, to Y, (a movement along the DyDy curve from point A to point B). The
lower price of good Y, say for kites, not only results in an increase in the
quantity demanded of kites, but also results in an increase in the demand
for good X, kite string. This increase in the demand for good X is shown as
a right-shift in the entire demand function for good X. Similarly, an increase
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FIGURE 3.8 An increase in demand resulting from a decrease in the price of a com-
plementary good.

in the price of good Y not only would result in a decline in the quantity
demanded of good Y, but also would result in a fall in the demand for good
X, which is illustrated as left-shift in the demand function for good X.

PRICE EXPECTATIONS (P.)

If we expect that the price of a good or service will be lower in the future,
the demand for that product will be lower today, resulting in a left-shift of
today’s demand function. Conversely, if we expect the price to be higher
tomorrow, the demand will be greater today, resulting in a right-shift in the
demand function.

POPULATION (N)

As we discussed earlier, the market demand curve for a good or a service
is the horizontal summation of demand curves of individuals that make up
the market. Changes in the number of consumers in the market, perhaps
because of an increase in the general population, will result in changes in
demand. An increase in population, perhaps because of immigration,
increased birthrates, or demographic changes, likely will cause an increase
in the demand for a product, which will be illustrated diagrammatically as
a right-shift in the demand curve. Similarly, a decrease in population will
likely cause a decrease in the demand for a product, which will be illus-
trated diagrammatically as a left-shift in the demand curve.

The relationship between the demand for a good and service and the set
of determinants just discussed may be expressed as

QD=f(P9],T,P59I)C’Pe9N) (36)



110 THE ESSENTIALS OF DEMAND AND SUPPLY

TABLE 3.1 Impacts on Demand Arising from Changes
in Demand Determinants

Determinant Change Demand shift
Income
Normal good, / AT -
Al —
Inferior good, / AT «—
Al -
Tastes or preferences, T AT -
Al «—
Price of substitutes, P, AT -
Al —
Price of complements, P, AT “—
Al -
Price expectations, P, AT -
Al «—
Population, N AT -
Al —

where 0Qp/0P <0,00p/01 > 0,00p/0T >0,00p/0P>0,00p/0P. < 0,00Qp/0P,
> 0, and dQp/oN > 0. The diagrammatic effects of changes in determinants
on the demand curve are summarized in Table 3.1.

OTHER DEMAND DETERMINANTS

We have mentioned only a very few of the possible factors that will influ-
ence the demand for a product. Other demand determinants might include
income expectations, changes in interest rates, changes in foreign exchange
rates, and the impact of wealth effects. In actual demand analysis, an in-
depth familiarity with specific market conditions will usually help one to
identify the relevant demand determinants that need to be considered in
analyzing market behavior.

THE MARKET DEMAND EQUATION

The functional relationship summarized in Equation (3.6) suggests only
that a relationship exists between Op and a collection of hypothesized
explanatory variables. While such an expression of causality is useful, it says
nothing about the specific functional relationship, nor does it say anything
about the magnitude of the interrelationships. To quantify the hypothesized
relationship in Equation (3.6), it is necessary to specify a functional form.
Using the techniques discussed in Green (1997), Gujarati (1995), and
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FIGURE 3.9 A decline in consumer income that results in a lower value for the hori-
zontal intercept of a linear demand equation.

Ramanathan (1998), we may proceed to estimate the values of the coeffi-
cients. As indicated earlier, the most commonly used functional form is the
linear equation. We might, therefore, express Equation (3.6) as

QD =b0 +b1P+b21+b3PS 'f'b4Pc '|'b5Pe +b6N (37)
where
b <0,b,>0,b;>0,b,<0,bs>0,bs >0

The coefficients b, are the first partial derivatives of the demand func-
tion. They indicate how Qp, will change from a one unit change in the value
of the independent variables. For many purposes, it is useful to concentrate
only on the relationship between quantity demanded and the price of the
commodity under consideration while holding the other variables constant.
Equation (3.7) may be rewritten as

Op =(+bP (3.8)
where
C = b() + bz[o + b3PS,0 + b4PC’() + b5Pe,0 + b6N0

It should be clear from Equation (3.8) and the discussion thus far that a
change in P will result in a change in the quantity demanded and, thus, a
movement along the curve labeled DD. On the other hand, a change in any
of the demand determinants will result in a change in the value of the hor-
izontal intercept ({) resulting in a change in demand and a shift in the entire
demand curve. For example, a decline in consumers income will result in a
decline in the value of { to {’, resulting in a left-shift of the demand func-
tion from DD to D’D’. Consider Figure 3.9.
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Problem 3.3. The demand equation for a popular brand of fruit drink is
given by the equation

0, =10-5P, +0.001/ +10P,

where (Q, = monthly consumption per family in gallons
P, = price per gallon of the fruit drink = $2.00
I =median annual family income = $20,000
P, = price per gallon of a competing brand of fruit drink = $2.50
a. Interpret the parameter estimates.
b. At the stated values of the explanatory variables, calculate the monthly
consumption (in gallons) of the fruit drink.
c. Rewrite the demand equation in a form similar to Equation (3.8).
d. Suppose that median annual family income increased to $30,000. How
does this change your answer to part b?

Solution

a. According to our demand equation in Q,, a $1 increase in the price of
the fruit drink will result in a 5-gallon decline in monthly consumption
of fruit drink per family. A $1,000 increase in median annual family
income will result in a 1-gallon increase in monthly consumption of fruit
drink per family. Finally, a $1 increase in the price of the competing brand
of fruit drink will result in a 10-gallon increase in monthly consumption
of the fruit drink per family. In other words, the two brands of fruit drink
are substitutes.

b. Substituting the stated values into the demand equation yields

0, =10-5(2.00) + 0.001(20,000) + 10(2.50) = 45 gallons

c. 0,=55-5P,
d. O, =10 - 5(2.00) + 0.001(30,000) + 10(2.50) = 55 gallons

MARKET DEMAND VERSUS FIRM DEMAND

While the discussion thus far has focused on the market demand curve,
itis,in fact, the demand curve facing the individual firm that is of most inter-
est to the manager who is formulating price and output decisions. In the
case of a monopolist, when firm output constitutes the output of the indus-
try, the market demand curve is identical to the demand curve faced by the
firm. Consequently, the firm will bear the entire impact of changes in such
demand determinants as incomes, tastes, and the prices of related goods.
Similarly, the pricing policies of the monopolist will directly affect the con-
sumer’s decisions to purchase the firm’s output.

In most cases, however, the firm supplies only a small portion of the total
output of the industry. Thus, the firm’s demand curve is not identical to that
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of the market as a whole. One major difference between firm and market
demand may be the existence of additional demand determinants, such as
pricing decisions made by the firm’s competitors. Another important dif-
ference is that the quantitative impact of changes in such determinants as
taste, income, and prices of related goods will be smaller because of the
firm’s smaller share of the total market supply. It is the demand function
faced by the individual firm that is of primary concern in managerial
economics.

THE LAW OF SUPPLY

While we have discussed some of the conditions under which consumers
are willing, and able, to purchase quantities of a particular good or service,
we have yet to say anything about the willingness of producers to produce
those very same goods and services. Once we have addressed this matter,
we will be in a position to give form and substance to the elusive concept
of “the market.”

Definition: The law of supply asserts that quantity supplied of a good or
service is directly (positively) related to the selling price, ceteris paribus.

As we will see in later chapters on production and cost, under certain
conditions, including short-run production, the hypothesis of a profit max-
imization, and perfect competition in resource markets, the law of supply
is based on the law of diminishing marginal returns (sometimes called the
law of diminishing marginal product). In fact, as we will see later, the supply
curve of an individual firm is simply a portion of the firm’s marginal cost
curve, which at some point rises in response to the law of diminishing
returns.

The law of diminishing returns is not an economic relationship but a
technological relationship that is empirically consistent. In fact, the law of
diminishing marginal returns may be the only true law in economics. The
law of diminishing marginal returns in fact makes the law of supply a
stronger relationship than the “law” of demand. With that, consider the fol-
lowing hypothetical market supply function.

Symbolically, the law of supply may be summarized as follows:

Os =g(P) (3.92)
and
dQs
TR (3.9b)

Equation (3.9a) states that the quantity supplied Qs of a good or service
is functionally related to the selling price P. Inequality (3.9b) asserts that
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0 Q FIGURE 3.10 The supply curve.

quantity supplied of a product and its price are directly related. This rela-
tionship is illustrated in Figure 3.10. The upward-sloping supply curve illus-
trates the positive relationship between the quantity demanded of a good
or service and its selling price. The market supply curve shows the various
amounts of a good or service that profit-maximizing firms are willing to
supply at each price. As with the market demand curve, the market supply
curve is also the horizontal summation of the individual firms’ supply
curves. Unlike the earlier discussion of the market demand schedule as the
horizontal summation of the individual consumer demand schedules, an
investigation of the supply schedule for an individual firm will be deferred.

The market supply curve establishes a relationship between price and
quantity supplied. Changes in the price and the quantity supplied of a good
or service are represented diagrammatically as a movement along the
supply curve. Changes in supply determinants are illustrated as a shift in
the entire supply curve.

DETERMINANTS OF MARKET SUPPLY

Of course, the market price of a good or service is not the only factor
that influences a firm’s decision to alter the quantity supplied of a particu-
lar good or service. To get a “feel” for whether a firm will increase or
decrease the quantity supplied of a particular good or service (assuming the
product’s price is given) in response to a particular supply-side stimulus, let
us assume that the firms that make up the supply side of the market are
“profit maximizers.” Total profit is defined as

Q) =TR(Q)-TC(Q) (3.10)

where 7 is total profit, TR is total revenue, and 7C is the total cost, which
are defined as functions of total output Q. Moreover, total revenue may be
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expressed as the product of the selling price of the product times the quan-
tity sold.

TR = PQ (3.11)

Total cost, on the other hand, is assumed to be an increasing function of
a firm’s output level, which is a function of the productive resources used
in its production. Equation (3.12) expresses total cost as a function of labor
and capital inputs.

TC = h(Q) = h[k(L,K)] = I(L,K) (3.12)

If the firm purchases productive resources in a perfectly competitive
factors market, the total cost function might be expressed as

TC=TFC+TVC

(3.13)
=TFC+P,L+PcK

where TFC represents total fixed cost (a constant), P, is the price of labor,
which is determined exogenously, L the units of labor employed, Py is the
rental price of capital, also determined exogenously, and K the units of
capital employed. Fixed costs represent the cost of factors of production
that cannot be easily varied in the short run. Rental payments for office
space as specified for the term of a lease represent a fixed cost.

Equation (3.13) indicates that as a firm’s output level expands, the costs
associated with higher output levels increase. In general, let us say that the
change in any factor that causes a firm’s profit to increase will result in a
decision to increase the quantity the firm supplies to the market, other
things remaining the same. Conversely, any change that causes a decline in
profits will result in a decline in quantity supplied, other things remaining
the same. We have already seen that an increase in product price, which
increases total revenue, will result in an increase in the quantity supplied,
or a movement to the right and along the supply function. Now let’s con-
sider other supply side determinants.

PRICES OF PRODUCTIVE INPUTS (P.)

By the logic just set forth, a drop in the price of a resource used to
produce a product will reduce the total cost of production. If the selling
price of the product is parametric, the decrease in the price of resources
will result in an increase in the firm’s profits, resulting in a right-shift of the
supply function. Conversely, a rise in input prices, which increases total cost
and reduces profit, at a given price, will result in a left-shift in the supply
function. The relationship between supply and a decline in the price of a
resource is illustrated in Figure 3.11.
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TECHNOLOGY (E)

Advances in methods of management or production imply increases in
productive efficiency. Increased efficiency means that either more output
can be obtained from some given level of inputs, or some given level of
output can be obtained using fewer inputs. In either case, improvements in
the managerial or technological arts imply lower total costs of production,
other things remaining the same, which implies increased profits, and, there-
fore, a right-shift in the entire supply schedule.

TAXES AND SUBSIDIES (R)

An increase in taxes levied on a firm’s operations translates to an
increase in the total cost of production, which implies a reduction in profits,
other things remaining the same. The result would be a reduction in supply,
or a left-shift in the supply curve. Conversely, a reduction in taxes, which is
analytically equivalent to, say, a government subsidy, improves the firm’s
profits, thereby resulting in a right-shift in the supply schedule (an increase

in supply).

PRICES OF RELATED GOODS: SUBSTITUTES (P,)
AND COMPLEMENTS (P.)

The prices of related goods can also affect the supply of a particular good
or service. As in the case of demand, these related goods are generally clas-
sified as either substitute goods or complementary goods.

Substitutes are goods that may be produced using the same (fixed) pro-
duction facilities. Suppose, for example, that land can be used to grow wheat
or corn. An increase in the price of corn would cause farmers to devote



DETERMINANTS OF MARKET SUPPLY 1 1 7

more land to the production of corn and less to the production of wheat.
Thus, even though the price of wheat may have initially remained
unchanged, the increase in the price of corn causes a reduction in the supply
of wheat.

Complements are goods that are produced together. Beef and cowhide
leather, for example, are complements in production. An increase in the
price of beef will cause an increase in the quantity supplied of beef, which
may also result in an increase in the supply of cowhide leather, even though
the price of cowhide leather initially remained unchanged.

PRICE EXPECTATIONS (P.)

If firm owners expect an increase in the product’s selling price, they can
be expected to withhold some output from the market, thereby building up
inventories, for later sale at the anticipated higher price. Notice that this
would probably result in a reduction in total revenues, and profits, today in
favor of expected higher profits tomorrow. This would result in a reduction
in supply, or a left-shift in the supply curve. Conversely, firm owners who
anticipate a decline in selling prices can be expected to draw down inven-
tories below what are considered optimal levels for sale today, thereby
causing the supply curve to shift to the right.

NUMBER OF FIRMS IN THE INDUSTRY (F)

Other things being equal, including the selling price of a given product,
an influx of firms into an industry will result in an increase in total supply.
The result would be a right-shift in the supply function. Conversely, if firms
exit the industry, the supply curve would be expected to shift to the left.

The relationship between the supply of a good and service and the set
of supply determinants discussed thus far may be expressed as

QS=f(PsPLaEaR’PsyPCaPeaF) (314)

where dQg/dP > 0,00s/dP;. < 0,0Qs/0E > 0,00s/dR < 0,dQs/dP, < 0, dQs/IP,
> 0, 00s/dP. < 0, and dQs/dF > 0. The effects of changes in these supply
determinants on the curve are summarized in Table 3.2.

Remember that a change in the quantity supplied of a good or service
refers to the relationship between changes in the price of the good or
service in question and changes in the quantity supplied. This is illustrated
diagrammatically as a movement along the supply curve. A change in
supply, on the other hand, refers to the relationship between changes in any
other supply determinant, such as factor prices and production technology,
which is shown diagrammatically shift in the entire supply curve.
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TABLE 3.2 Impacts on Supply Arising from Changes in
Supply Determinants

Determinant Change Supply shift

Resource prices, P;, AT “—
Al -

Technology, E AT -
Al «—

Taxes and subsidies, R AT —
Al -

Price of substitutes, P, AT “—
Al -

Price of complements, P, AT -
Al «—

Price expectations, P, AT «—
Al -

Number of firms, F AT —
Al «—
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0 o+ Q FIGURE 3.12 Market equilibrium.

THE MARKET MECHANISM: THE
INTERACTION OF DEMAND AND SUPPLY

We can now use the concepts of demand and supply to explain the func-
tioning of the market mechanism. Consider Figure 3.12, which brings
together the market demand and supply curves. In our hypothetical market,
the market equilibrium price is P*. At that price, the quantity of a good or
service that buyers are able and willing to buy is precisely equal to Q% the
amount that firms are willing to supply. At a price below P*, the quantity
demanded exceeds the quantity supplied. In this situation, consumers will
bid among themselves for the available supply of Q, which will drive up the
selling price. Buyers who are unable or unwilling to pay the higher price
will drop out of the bidding process. At the higher price, profit-maximizing
producers will increase the quantity supplied. As long as the selling price is
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below P*, excess demand for the product will persist and the bidding
process will continue. The bidding process will come to an end when, at the
equilibrium price, excess demand is eliminated. In other words, at the
equilibrium price, the quantity demanded by buyers is equal to the quan-
tity supplied.

It is important to note that in the presence of excess demand, the adjust-
ment toward equilibrium in the market emanates from the demand side.
That is, prices are bid up by consumers eager to obtain a product that is in
relatively short supply. Suppliers, on the other hand, are, in a sense, passive
participants, taking their cue to increase production as prices rise.

On the other side of the market equilibrium price is the situation of
excess supply. At a price above P*, producers are supplying amounts of Q
in excess of what consumers are willing to purchase. In this case, produc-
ers’ inventories will rise above optimal levels as unwanted products go
unsold. Since holding inventories is costly, producers will lower price in an
effort to move their product. At the lower price, the number of consumers
who are willing and able to purchase, say, hamburgers increases. Producers,
on the other hand, will adjust their production schedules downward to
reflect the reduced consumer demand.

In this case, where the quantity supplied exceeds the quantity demanded,
producers become active players in the market adjustment process. That is,
in the presence of excess supply, producers provide the impetus for lower
product prices in an effort to avoid unwanted inventory accumulation.
Consumers, on the other hand, are passive participants, taking their cue to
increase consumption in response to lower prices initiated by the actions
of producers but having no direct responsibility for the lower prices.

Problem 3.4. The market demand and supply equations for a product are
Op =25-3P
Qs =10+2P

where Q is quantity and P is price. What are the equilibrium price and quan-
tity for this product?

Solution. Equilibrium is characterized by the condition Qp = Qs. Substi-
tuting the demand and supply equations into the equilibrium condition, we
obtain

25-3P=10+2P
pP*=3
Q*=25-3(3)=10+2(3)=16

Problem 3.5. Adam has an extensive collection of Flash and Green
Lantern comic books. Adam is planning to attend a local community college
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in the fall and wishes to sell his collection to raise money for textbooks.
Three local comic book collectors have expressed an interest in buying
Adam’s collection. The individual demand equation for each of these three
individuals is

Op1=0p,=0p; =550-2.5P

where P is measured in dollars per comic book.

a. What is the market demand equation for Adam’s comic books?

b. How many more comic books can Adam sell for each dollar reduction
in price?

c. If Adam has 900 comic books in all, what price should he charge to sell
his entire collection?

Solution
a. The market demand for Adam’s comic books is equal to the sum of the
individual demands, that is,

QD,M = QD,l +QD,2 +QD,3 = (55 - 25P)+(55 —ZSP)JF(SS - 25P)
=165-7.5P

b. Since price is measured in dollars, each one-dollar reduction in the price
of comic books will result in an increase in quantity demanded of 7.5
comic books.

c. Since Adam is offering his entire comic book collection for sale, the total
quantity supplied of comic books is 90, that is,

0s =90

To determine the price Adam must charge to sell his entire collection,
equate market demand to market supply and solve:

QD = Qs
165-7.5P =90
P*=75/75=$10

That is, in order for Adam to sell his entire collection, he should sell his
comic books for $10 each. Consider Figure 3.13.

Problem 3.6. Consider, again, the market demand curve in Figure 3.5.
a. Suppose that the total market supply is given by the equation

Os =-16+2P

What are the market equilibrium price and quantity?
b. Suppose that because of a decline in labor costs, market supply increases
to
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FIGURE 3.13 Diagrammatic solution to problem 3.5.

$=6+2P

What are the new equilibrium price and quantity?

c. Diagram your answers to parts a and b.
Solution
a. Equilibrium is characterized by the condition Op = Qs. Recall from
Problem 3.2 that the market demand curve for Q <6 is Op; =20 — 2P
and Opy = Opy + Opy = 60 — 7P for Q = 4. The equilibrium price and
quantity are
-16+2P=20-2P
P*=9
0%¥=20-2(9)=-16+2(9)=2
b. The new equilibrium price and quantity are
6+2P=60-7P
P*=6
0*=60-7(6)=6+2(6)=18
c. Figure 3.14 shows the old and new market equilibrium price and

quantity.

Problem 3.7. Universal Exports has estimated the following monthly
demand equation for its new brand of gourmet French pizza, Andrew’s
Appetizer:

Op =500-100P +501+20P, +30A
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FIGURE 3.14 Diagrammatic solution to problem 3.6.

where (Qp = quantity demanded per month
P = price per unit
I = per-capita income (thousands of dollars)
P, = price of another gourmet product, Francois’s Frog Legs
A = monthly advertising expenditures (thousands of dollars) of
U niversal Exports

The supply equation for Andrew’s Appetizer is
0s =1,350+450P

a. What is the relationship between Andrew’s Appetizer and Frangois’s
Frog Legs?

b. Suppose that /=200, P,=80,and A = 100. What are the equilibrium price
and quantity for this product?

c. Suppose that per-capita income increases by 55 (i.e., I = 255). What are
the new equilibrium price and quantity for this product?

Solution

a. By the law of demand, an increase in the price of a product will result
in a decrease in the quantity demanded of that product, other things
being equal. In this case, an increase in the price of Francois’s Frog Legs
would result in a decrease in the quantity demanded of frogs legs, other
things equal. Since this results in an increase in the demand for Andrew’s
Appetizer, we would conclude that Andrew’s Appetizer and Francois’s
Frog Legs are substitutes.

b. Substituting the information from the problem statement into the
demand equation yields

Op =500-100P +50(200) + 20(80) + 30(100)
=500-100P +10,000+1,600 + 3,000 =15,100 —100P
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Market equilibrium is defined as Op = Qs. Substituting the supply and
demand to equations into the equilibrium condition, we obtain

15,100 -100P =1,350+450P
P*=$25
Q*=15,100-100(25) =12,600
c. Substituting the new information into the demand equation yields

Op =500-100P +50(255)+20(80) + 30(100)
=500-100P +12,750+1,600 + 3,000 =17,850 —-100P

Substituting this into the equilibrium condition, we write
17,850 -100P =1,350+450P
P*=8§30
0*=17,850-100(30) = 14,850

It is interesting to note that the increase in per-capita income is repre-
sented diagrammatically as an increase in the intercept Q from 15,100
to 17,850, with no change in the slope of the demand curve. The student
should verify diagrammatically that an increase in the Q intercept will
result in right-shift of the demand curve, which is exactly what we would
expect for a normal good given an increase in per capita income.

CHANGES IN SUPPLY AND DEMAND: THE
ANALYSIS OF PRICE DETERMINATION

Now let us use the analytical tools of supply and demand to analyze the
effects of a change in demand and/or a change in supply on the equilibrium
price and quantity. Consider first the case of a change in demand.

DEMAND SHIFTS

Suppose, for example, that medical research finds that hamburgers have
highly desirable health characteristics, triggering an increase in the public’s
preference for hamburgers. Other things remaining constant, this would
result in a right-shift in the demand curve for hamburgers. This results in
an increase in the equilibrium price and quantity demanded for hamburg-
ers. Consider Figure 3.15.

If medical research, on the other hand had discovered that hamburgers
exhibited highly undesirable health properties, one could have predicted a
reduction in the demand for hamburgers, or a left-shift in the demand curve,
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FIGURE 3.15 A rise in the equilibrium price and quantity resulting from an increase in
demand.
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FIGURE 3.16 A fallin the equilibrium price and a rise in the equilibrium quantity result-
ing from an increase in supply.

resulting, in turn, in a decline in both equilibrium price and quantity
demanded.

SUPPLY SHIFTS

Suppose there is a sharp decline in the price of cattle feed. The result
will be an increase in the supply of hamburgers at every price, other things
remaining the same. This, of course, would result in a right-shift of the
supply function. The result, which is illustrated in Figure 3.16, is a decline
in the equilibrium price and an increase in quantity supplied. Conversely, a
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FIGURE 3.17 Anincrease in demand and supply may result in an unambiguous rise in
the equilibrium quantity and an ambiguous change in the equilibrium price.

left-shift in the supply curve would have raised the equilibrium price and
lowered the equilibrium quantity. In either the case of a demand shift or a
supply shift, the effect on the equilibrium price and quantity is unambigu-
ous. Can as much be said if both the demand curve and the supply curve
shift simultaneously?

DEMAND AND SUPPLY SHIFTS

As illustrated in Figure 3.16, a shift in the demand curve or a shift in the
supply curve resulted in unambiguous changes in equilibrium price and
quantity demanded. When changes in both demand and supply occur simul-
taneously, however, it is more difficult to predict the effect on price and
quantity demanded. This can be illustrated by considering four possible
cases.

Case 1: An Increase in Demand and an Increase in Supply

As illustrated in Figure 3.17, a right-shift in both the demand and supply
curves yields an unambiguous increase in quantity demanded. The effect on
the equilibrium price, however, is indeterminate.

As shown earlier, if the increase in supply is relatively less than the
increase in demand, the result will be a net increase in price. This is seen
in Figure 3.17 by comparing the market clearing price at £ with £’. On
the other hand, if there occurs a large increase in supply, relative to the
increase in demand, the result will be a net decrease in the equilibrium
price. This is seen by comparing the market clearing price at £ with E” in
Figure 3.17.
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FIGURE 3.18 Anincrease in demand and a decrease in supply may result in an unam-
biguous rise in the equilibrium price and an ambiguous change in the equilibrium quantity.

Case 2: An Increase in Demand and a Decrease in Supply

As illustrated in Figure 3.18, a right-shift in the demand curve and a left-
shift in The supply curve result in an unambiguous increase in the equilib-
rium price, although the effect on the equilibrium quantity is indeterminate.

If the decrease in supply is relatively less than the increase in demand,
the result will be an increase in equilibrium price and quantity. This is seen
in Figure 3.18 by comparing the equilibrium price and quantity at £ with
E’. If, however, the decrease in supply is relatively more than the increase
in demand, the result will be an increase in the equilibrium price but a
decrease in the equilibrium quantity. This can be seen by comparing the
equilibrium price and quantity at £ with E£” in Figure 3.18.

Case 3: A Decrease in Demand and a Decrease in Supply

As can be seen in Figure 3.19, a left-shift in both the demand and supply
curves will result in an unambiguous decline in the equilibrium quantity
and an indeterminate change in the equilibrium price.

If the decrease in supply is relatively less than the decrease in demand,
the result will be a decrease in the equilibrium price and quantity. This
is seen by comparing equilibrium price and quantity at £ with £’ in
Figure 3.19. If, however, the decrease in supply is relatively greater than
the decrease in demand, the result will be a decrease in the equilib-
rium quantity, but an increase in the equilibrium price. This can be seen
by comparing the equilibrium price and quantity at £ with £” in Figure
3.19.



CHANGES IN SUPPLY AND DEMAND: THE ANALYSIS OF PRICE DETERMINATION 1 2.7

P
D" D s S S

Pl!
A

*5’ //’ £
s 8§ S

0 0" g 0 0

FIGURE 3.19 A decrease in both demand and supply may result in an unambiguous fall
in the equilibrium quantity but an ambiguous change in the equilibrium price.
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FIGURE 3.20 A decrease in demand and an increase in supply may result in an
unambiguous fall in the equilibrium quantity and an ambiguous change in the equilibrium
price.

Case 4: A Decrease in Demand and an Increase in Supply

In our final case, a left-shift in the demand curve and a right-shift in the
supply curve will result in an unambiguous decline in the equilibrium price,
but an indeterminate change in the equilibrium quantity. This situation is
depicted in Figure 3.20.

If the increase in supply is relatively less than the decrease in demand,
the result will be a decrease in the equilibrium price and quantity. This is
seen by comparing the equilibrium price and quantity at £ with £’ in
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Figure 3.20. If, however, the increase in supply is relatively greater than the
decrease in demand, the result will be an increase in the equilibrium
quantity and a decrease in the equilibrium price. This can be seen by com-
paring the equilibrium price and quantity at £ with E” in Figure 3.20.

Problem 3.8. The market supply and demand equations for a given
product are given by the expressions

Op =200-50P
Os =—40+30P

a. Determine the equilibrium price and quantity.
b. Suppose that there is an increase in demand to

Op =300-50P
Suppose further that there is an increase in supply to
Os =-20+30P

What are the new equilibrium price and quantity?
c. Suppose that the increase in supply had been

Qs =140+30P

Given the demand curve in part b, what are the equilibrium price and
quantity?
d. Diagram your results.

Solution
a. Equilibrium is characterized by the condition Qp = Qs. Substituting, we
have

200-50P =-40+30P
P*=3
Q*=200-50(3)=-40+30(3) =50

b. Substituting the new demand and supply equations into the equilibrium
equations yields

300-50P =-20+30P

P*=4
0% =300 - 50(4) = —20+30(4) = 100
c. 300 - 50P =140+30P
pPr=2

Q*=300-50(2) =140+30(2) =200
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FIGURE 3.21 Diagrammatic solution to problem 3.8.
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d. Figure 3.21 diagrams the foregoing results.

THE RATIONING FUNCTION OF PRICES

How realistic is the assumption of market equilibrium? In a dynamic
economy it is unrealistic to presume that markets adjust instantaneously to
demand and supply disturbances. Although temporary shortages and sur-
pluses are inevitable, it is important to realize that unfettered markets are
stable in the sense that the prices tend to converge toward equilibrium fol-
lowing an exogenous shock. The converse would be to assume that markets
are inherently unstable and that prices diverge or spiral away from equi-
librium, which would be a recipe for market disintegration on a regular
basis. The fact that we do not observe this kind of chaos should reinforce
our faith in the underlying logic and stability of the free market process.

The system of markets and prices performs two closely related, and very
important, functions. In Figure 3.12 we observed that when the market price
of a good or service is above or below the equilibrium price, surpluses or
shortages arise. The question confronting any economy when the quantity
demanded exceeds the quantity supplied is how to allocate available sup-
plies among competing consumers. In free-market economies, this task is
typically accomplished by an increase in prices. The process by which short-
ages are eliminated by allocating available goods and services to consumers
willing and able to pay higher prices calls on control the rationing function
of prices. Price rationing means that whenever there is a need to distribu-
tion of a good or service that is in limited supply, the price will rise until
the quantity demanded equals the quantity supplied and equilibrium in the
market is restored.
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Definition: The rationing function of prices refers to the increase or a
decrease in the market price to eliminate a surplus or a shortage of a good
or service. The rationing function is considered to be a short-run phenom-
enon because other demand determinants are assumed to be constant.

As we observed earlier, shortages set into motion a process whereby con-
sumers effectively bid among themselves for available goods and services.
As the price is bid up, suppliers make more goods and services available
for sale, while some consumers drop out of the bidding process. Funda-
mental to this bidding process is the notion of willingness and ability to pay.
The ideal of “willingness and ability to pay” is fundamental to the allo-
cation of available goods and services. The willingness and ability of a
consumer to pay for a good or service is fundamentally a function of con-
sumers’ tastes and preferences, and income and wealth. What all this
implies, of course, is that in market economies the more well-to-do partic-
ipants have greater command over goods and services than consumers of
more modest means.

While price rationing is a fundamental characteristic of market
economies, it is not the only way to allocate goods and services that are in
short supply. Alternative rationing mechanisms are necessary when the
market is constrained from performing this function. Under what circum-
stances might the market price fail to increase to eliminate a shortage?

PRICE CEILINGS

At various times, and under a variety of circumstances, state and federal
governments have found it necessary to “interfere” in the market. This
interference has sometimes involved measures that short-circuit the price-
rationing function of markets. Government officials accomplish this by pro-
hibiting price increases to eliminate shortages when they arise. A ban on
price increases above a certain level is called a price ceiling. The rationale
underlying the imposition of a price ceiling typically revolves around the
issue of “fairness.” Sometimes such interference is justified, but more often
than not price ceilings result in unintended negative consequences. To
understand what is involved, consider Figure 3.21.

Definition: A price ceiling is a maximum price for a good or service that
has been legally imposed on firms in an industry.

Figure 3.21 depicts the situation of excess demand Q" —Q,” at price P,
arising from a decrease in the supply. Of course, the excess demand might
also have arisen from an increase in the demand for a good or service.
Figure 3.21 might be used to illustrate the market for consumer goods and
services in the United States during World War II. As resources were shifted
into the production of military goods and services to prosecute the war
effort, fewer commodities were available for domestic consumption. If the
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government had done nothing, prices on a wide range of consumer goods
(gasoline, meat, sugar, butter, automobile tires, etc.) would have risen
sharply from P; to P,. Without price controls, the equilibrium quantity
would have fallen from Q,” to Q,. Thus, the rationing function of prices
would have guaranteed that only the well-to-do had access to available,
nonmilitary commodities. In the interest of “fairness,” and to maintain
morale on the home front, the government imposed price ceilings, such as
Py in Figure 3.21, on a wide range of consumer goods.

The imposition of a price ceiling means shortages will not be automati-
cally eliminated by increases in price. With price ceilings, the price-rationing
mechanism is not permitted to operate. Some other mechanism for allo-
cating available supplies of consumer goods is required. When shortages
were created by the imposition of price ceilings during World War I, the
federal government instituted a program of ration coupons to distribute
available supplies of consumer goods. Ration coupons are coupons or
tickets that entitle the holder to purchase a given amount of a particular
good or service during a given time period. During World War 11, families
were issued ration coupons monthly to purchase a limited quantities of
gasoline, meat, butter, and so on.

Definition: Ration coupons are coupons or tickets that entitle the holder
to purchase a given amount of a particular good or service during a given
time period.

It should be noted that the use of ration coupons to bypass the price-
rationing mechanism of the market will be effective as long as no trading
in ration coupons is all owed. If transactions in trading coupons are not
effectively prohibited, the results will be almost identical to a market-driven
outcome. Illegal transactions are referred to as “black markets.” Individu-
als who are willing and able to pay will simply bid up the price of coupons
and eliminate the price differential between the market and ceiling prices.

In addition to ration coupons, there are a variety of other non—price
rationing mechanisms. Perhaps the most common of all such non-
price rationing mechanisms is queuing, or waiting in line. This was the
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non—price rationing mechanism that arose in response to the decision by
Congress to impose a price ceiling of 57¢ per gallon of unleaded gasoline
following the 1973-74 OPEC embargo on shipments of crude oil to the
United States.

Definition: Queuing is a non—price rationing mechanism that involves
waiting in line.

Analytically, higher crude oil prices resulted in a left-shift in the supply
of curve of gasoline (why?). Without the price ceiling, the result would have
been a sharp increase of gasoline prices at the pump, which the Congress
deemed to be “unfair.” As a result, shortages of gasoline developed. Since
the price rationing mechanism was not permitted to operate, there were
very long lines at gas stations. Under the circumstances, gasoline still went
to drivers willing and able to pay the price, which in this case, in addition
to the pump price, included the opportunity cost of waiting in line for hours
on end.

Another version of queuing is the waiting list. Waiting lists are prevalent
in metropolitan areas with rent control laws. Rent control is a price ceiling
on residential apartments. When controlled rents are below market clear-
ing rents, a shortage of rent-controlled apartments is created. Prospective
tenants are placed on a waiting list to obtain apartments as housing units
become available. Rent controls were initially imposed during World War
I1. With the end of the war and the return of the GIs, and the subsequent
baby boom, the demand curve for rental housing units soared. Elected
politicians, sensing the pulse of their constituency, decided to continue with
rent controls in some form, no doubt intoning the “fairness” mantra.”

The initial result was a serious housing shortage in urban centers. Appli-
cants were placed on waiting lists, but the next available rental units were
slow to materialize. Other non—price rationing mechanisms included so-
called key money (bribes paid by applicants to landlords to move up on the
waiting list), the requirement that prospective tenants purchase worthless
furniture at inflated prices, exorbitant, non refundable security deposits,and,
of course, so-called favored customers or individuals who receive special
treatment. One of the more despicable incarnations of the favored cus-
tomer relates to racial, religious, and other forms of group discrimination.

Definition: A favored customer is an individual who receives special
treatment.

Rent controls tend to create housing shortages that become more severe
over time. Population growth shifts the demand for rental units to the right,
which tends to exacerbate shortages in the rental housing market. What is
more, if permitted rent increases do not keep pace with rising maintenance
costs, fuel bills, and taxes, the supply of rental units may actually decline as
landlords abandoned unprofitable buildings. This was particularly notable
in New York City in the 1960s and 1970s, when apartment buildings aban-
doned by landlords in the face of rising operating costs transformed the
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South Bronx into an area reminiscent of war-ravaged Berlin in 1945. Rent
stabilization in the cities encouraged the development of suburban com-
munities, which ultimately led to “urban sprawl.”

Another tactic for dealing with the economic problems associated with
rent controls was the genesis, at least in New York City, of the cooperative.
“Co-ops,” which are not subject to rent controls, are former rental units in
apartment buildings. Ownership of shares in the corporation convey the
right to occupy an apartment. The prices of these shares are market deter-
mined. Unfortunately, the transformation of rental units into co-ops and
office space further exacerbated New York City’s housing shortage.

Just why rent controls in New York City have persisted for so long is
understandable. To begin with, landlords are a particularly unlikable lot.
Second, there are many more tenants than landlords, and each tenant has
a vote. Pleasing this population is a lure not easily overlooked by politi-
cians, whose planning horizon tends to extend only as far as the next
election.

But there is some good news. Having recognized the fundamental flaws
associated with interfering in the housing market, newer generations of
politicians, obliged to deal with the problems of inner-city blight in part
created by rent controls have undertaken to revitalize urban centers.
Among these measures has been the elimination or dramatic reduction in
the number of rental units subject to price ceilings. The result has been a
resurgence in new rental housing construction, which has put downward
pressure on rents (why?).

Problem 3.9. The market demand and supply equations for a product are
Op =300-3P
Qs =100+5P

where Q is quantity and P is price.

a. What are the equilibrium price and quantity for this product?

b. Suppose that an increase in consumer income resulted in the new
demand equation

Op =420-3P

What are the new equilibrium price and quantity for this product?

c. Suppose the government enacts legislation that imposes a price ceiling
equivalent to the original equilibrium price. What is the result of this
legislation?

Solution
a. Equilibrium is characterized by the condition Qp = Qs Substituting,
we have
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300-3=100+5P
P*=$25
Q*=300-3(25) =100+ 5(25) = 225

b. Substituting the new demand and supply equations into the equilibrium
equations yields

420-3P =100+5P
P*=40
Q* =420-13(40) = 100 + 5(40) = 300
c. At the price ceiling of P = $25 the quantity demand is
Op =420-3P =420-3(25)=345
At the price ceiling the quantity supplied is
Qs =100+5P =100+ 5(25) =225
Based on these results, there is a shortage in this market of

Ob — Qs =345-225 =120

PRICE FLOORS

The counterpart to price ceilings is the price floor. Whereas price ceil-
ings are designed to keep prices from rising above some legal maximum,
price floors are designed to keep prices from falling below some legal
minimum. Perhaps the most notable examples of prices floors are agri-
cultural price supports and minimum wages. This situation is depicted in
Figure 3.22.

The situation depicted in Figure 3.22 is that of an excess supply (surplus)
for a commodity, say tobacco, resulting from an increase in supply. Of
course, the excess supply might also have arisen from a decrease in the
demand. Here, the government is committed to maintaining a minimum
tobacco price at Py, perhaps for the purpose of assuring tobacco farmers a
minimum level of income. The result of a price floor is to create an excess
supply of tobacco of Q,” —Q/’. In the absence of a price floor, the equilib-
rium price of tobacco would have fallen from P, to P, and the equilibrium
quantity would have increased from Q,” to Q,. In the labor market, price
floors in the form of minimum wage legislation are ostensibly designed to
provide unskilled workers with a “living wage,” although the result is
usually an increase in the unemployment rate of unskilled labor.

Definition: A price floor is a legally imposed minimum price that may be
charged for a good or service.
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The problem with price floors is that they create surpluses, which ulti-
mately have to be dealt with. In the case of agricultural price supports, to
maintain the price of the product at P; in Figure 3.22 the government has
two policy options: either pay certain farmers not to plant, thereby keeping
the supply curve from shifting from SS to §°S’, or enter the market and
effectively buy up the surplus produce, which is analytically equivalent to
shifting the demand curve from DD to D’D’. In either case, the taxpayer
picks up the bill for subsidizing the income of the farmers for whose benefit
the price floor has been imposed.

Actually, the tobacco farmer case illustrates the often schizophrenic
nature of government policies. On the one hand, the federal government
goes to great lengths to extol the evils of smoking, while at the same time
subsidizing tobacco production.

Minimum wage legislation also impacts the taxpayer. Suppose, for
example, that there is an increase in unskilled labor in a particular indus-
try because of immigration. This results in a shift to the right of the labor
supply curve, which could drive the wage rate below the mandated
minimum. A surplus of unskilled labor leads to unemployment. This is a
serious result, since not only would many unskilled workers be willing to
accept a wage below the minimum (as opposed to no wage at all), but these
workers now are hard put to obtain on-the-job experience needed to enable
them to earn higher wages and income in the future. The taxpayer picks up
the bill for many of these unemployed workers, who show up on state
welfare rolls.

Problem 3.10. Consider the following demand and supply equations for
the product of a perfectly competitive industry:

Op =25-3P
Qs =10+2P

a. Determine the market equilibrium price and quantity algebraically.
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b. Suppose that government regulatory authorities imposed a “price floor”
on this product of P = $4. What would be the quantity supplied and
quantity demanded of this product? How would you characterize the
situation in this market?

Solution

a. Equilibrium in this market occurs when, at some price, quantity supplied
equals quantity demanded. Algebraically, this condition is given as
Op = Qs. Substituting into the equilibrium condition we get

25-3P=10+2P

_15_
-2=

The equilibrium quantity is determined by substituting the equilibrium
price into either the demand or the supply equation.

05=25-33)=25-9=16
0¥=10+2(3)=10+6=16

P* 3

b. At a mandated price of P = $4, the quantity demanded and quantity sup-
plied can be determined by substituting this price into the demand and
supply equations and solving:

Op =25-3(4)=25-12=13
0s=10+2(4)=10+8 =18

Since Qs > Op, these equations describe a situation of excess supply
(surplus) of 5 units of output.

THE ALLOCATING FUNCTION OF PRICES

While the price rationing mechanism of the market may be viewed as a
short-run phenomenon, the allocating function of price tends to be a long-
run phenomenon. In the long run, all price and nonprice demand and supply
determinants are assumed to be variable. In the long run, price changes
signal consumers and producers to devote more or less of their resources
to the consumption and production of goods and services. In other words,
free markets determine not only final distribution of final goods and ser-
vices, but also what goods and services are produced and how productive
resources will be allocated for their production.

Definition: The allocating function of prices refers to the process by
which productive resources are reallocated between and among production
processes in response to changes in the prices of goods and services.
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To see this, consider the increase in the demand for restaurant meals in
the United States that developed during the 1970s. This increase in demand
for restaurant meals resulted in an increase in the price of eating out, which
increased the profits of restauranteurs. The increase in profits attracted
investment capital into the industry. As the output of restaurant meals
increased, the increased demand for restaurant workers resulted in higher
wages and benefits. This attracted workers into the restaurant industry and
away from other industries, where the diminished demand for labor
resulted in lower wages and benefits.

CHAPTER REVIEW

The interaction of supply and demand is the primary mechanism for
the allocations of goods, services, and productive resources in market
economies. A market system comprises markets for productive resources
and markets for final goods and services.

The law of demand states that a change in quantity demanded of a good
or service is inversely related to a change in the selling price, other factors
(demand determinants) remaining unchanged. Other demand determinants
include income, tastes and preferences, prices of related goods and services,
number of buyers, and price expectations.

The law of demand is illustrated graphically with a demand curve, which
slopes downward from left to right, with price on the vertical axis and quan-
tity on the horizontal axis. A change in the quantity demanded of a good,
service, or productive resource resulting from a change in the selling price
is depicted as a movement along the demand curve. A change in demand for
a good or service results from a change in a nonprice demand determinant,
other factors held constant, including the price of the good or service under
consideration. An increase in per-capita income, for example, results in an
increase in the demand for most goods and services and is illustrated as a
shift of the demand curve to the right.

The law of supply states that a change in quantity supplied of a good or
service is directly related to the selling price, other factors (supply deter-
minants) held constant. Other supply determinants include factor costs,
technology, prices of other goods the producers can supply, number of firms
producing the good or service, price expectations, and weather conditions.

The law of supply is illustrated graphically with a supply curve, which
slopes upward from left to right with price on the vertical axis and quan-
tity on the horizontal axis. A change in the quantity supplied of a good or
service resulting from a change in the selling price is depicted as a move-
ment along the supply curve. A change in supply of a good or service results
from a change in some other supply demand determinant, other factors held
constant, including the price of the good or service under consideration. An
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increase in the number of firms producing the good, for example, will result
in a shift of the supply curve to the right.

Market equilibrium exists when the quantity supplied is equal to quan-
tity demanded. The price that equates quantity supplied with quantity
demanded is called the equilibrium price. If the price rises above the equi-
librium price, the quantity supplied will exceed the quantity demanded,
resulting in a surplus (excess supply). If the price falls below the equilib-
rium price, quantity demanded will exceed the quantity supplied, resulting
in a shortage (excess demand).

An increase or a decrease in price to clear the market of a surplus or a
shortage is referred to as the rationing function of prices. The rationing func-
tion is considered to be a short-run phenomenon. In the short run, one or
more explanatory variables are assumed to be constant. A price ceiling is a
government-imposed maximum price for a good or service produced by
a given industry. Price ceilings create market shortages that require
a non—price rationing mechanism to allocate available supplies of goods and
services. There are a number of non-price rationing mechanisms, including
ration coupons, queuing, favored customers, and black markets.

The allocating function of price, on the other hand, is assumed to be
a long-run phenomenon. In the long run, all explanatory variables are
assumed to be variable. In the long run, price changes signal consumers and
producers to devote more or less of their resources to the consumption and
production of goods and services. In other words, the allocating function of
price allows for changes in all demand and supply determinants.

KEY TERMS AND CONCEPTS

Allocating function of price The process by which productive resources
are reallocated between and among production processes in response to
changes in the prices of goods and services.

Change in demand Results from a change in one or more demand deter-
minants (income, tastes, prices of complements, prices of substitutes,
price expectations, income expectations, number of consumers, etc.) that
causes an increase in purchases of a good or service at all prices. An
increase in demand is illustrated diagrammatically as a right-shift in the
entire demand curve. A decrease in demand is illustrated diagrammati-
cally as a left-shift in the entire demand curve.

Change in supply Results from a change in one or more supply determi-
nants (prices of productive inputs, technology, price expectations, taxes
and subsidies, number of firms in the industry, etc.) that causes an
increase in the supply of a good or service at all prices. An increase in
supply is illustrated diagrammatically as a right-shift in the entire supply
curve. A decrease in supply curve is illustrated diagrammatically as a left-
shift in the entire supply curve.
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Change in quantity demanded Results from a change in the price of a
good or service. As the price of a good or service rises (falls), the quan-
tity demanded decreases (increases). An increase in the quantity
demanded of a good or service is illustrated diagrammatically as a move-
ment from the left to the right along a downward-sloping demand curve.
A decrease in the quantity demanded of a good or service is illustrated
diagrammatically as a movement from the right to the left along a
downward-sloping demand curve.

Change in quantity supplied Results from a change in the price of a good
or service. As the price of a good or service rises (falls), the quantity sup-
plied increases (decreases). An increase in the quantity supplied of a
good or service is illustrated diagrammatically as a movement from the
left to the right to left along an upward-sloping demand curve. A
decrease in the quantity supplied of a good or service is illustrated dia-
grammatically as a movement from the right to the left along an upward-
sloping supply curve.

Demand curve A diagrammatic illustration of the quantities of a good or
service that consumers are willing and able to purchase at various prices,
assuming that the influence of other demand determinants remaining
unchanged.

Demand determinants Nonprice factors that influence consumers’ deci-
sions to purchase a good or service. Demand determinants include,
income, tastes, prices of complements, prices of substitutes, price expec-
tations, income expectations, and number of consumers.

Equilibrium price The price at which the quantity demanded equals the
quantity supplied of that good or service.

Favored customer Describing a non—price rationing mechanism in which
certain individuals receive special treatment. In the extreme, the favored
customer as a form of non—price rationing may take the form of racial,
religious, and other forms of group discrimination.

Law of demand The change in the quantity demanded of a good or a
service is inversely related to its selling price, all other influences affect-
ing demand remaining unchanged (ceteris paribus).

Law of supply The change in the quantity supplied of a good or a service
is positively related to its selling price, all other influences affecting
supply remaining unchanged (ceteris paribus).

Market equilibrium Conditions under which the quantity supplied of a
good or a service is equal to quantity demanded of that same good or
service. Market equilibrium occurs at the equilibrium price.

Market power Refers to the ability to influence the market price of a good
by shifting the demand curve or the supply curve of a good or a service.
In perfectly competitive markets, individual consumers and individual
suppliers do not have market power.

Movement along the demand curve The result of a change in the quan-
tity demanded of a good or a service.
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Movement along the supply curve The result of a change in the quantity
supplied of a good or service.

Price ceiling The maximum price that firms in an industry can charge for
a good or service. Typically imposed by governments to achieve an objec-
tive perceived as socially desirable, price ceilings often result in ineffi-
cient economic, and social, outcomes.

Price floor A legally imposed minimum price that may be charged for a
good or service.

Queuing A non-price rationing mechanism that involves waiting in line.

Ration coupons Coupons or tickets that entitle the holder to purchase a
given amount of a particular good or service during a given time period.
Ration coupons are sometimes used when the price rationing mechanism
of the market is not permitted to operate, as when, say, the government
has imposed a price ceiling.

Rationing function of price The increase or a decrease in the market price
to eliminate a surplus or a shortage of a good or service. The rationing
function is considered to operate in the short run because other demand
determinants are assumed to be constant.

Shift of the demand curve The result of a change in the demand for a good
or a service.

Shift of the supply curve The result of a change in the supply of a good
or a service.

Shortage The result that occurs when the quantity demanded of a good
or a service exceeds the quantity supplied of that same good or service.
Shortages exist when the market price is below the equilibrium (market
clearing) price.

Supply curve A diagrammatic illustration of the quantities of a good or
service firms are willing and able to supply at various prices, assuming
that the influence of other supply determinants remains unchanged.

Surplus The result that occurs the quantity supplied of a good or a service
exceeds the quantity demanded of that same good or service. Surpluses
exist when the market price is above the equilibrium (market clearing)
price.

Waiting list A version of queuing.

CHAPTER QUESTIONS

3.1 Define and give an example of each of the following demand terms
and concepts. [llustrate diagrammatically a change in each.

a. Quantity demanded

b. Demand

c. Market demand curve
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. Normal good
Inferior good
Substitute good
Complementary good
. Price expectation
Income expectation
Advertising

. Population

3.2 Define and give an example of each of the following supply terms
and concepts. [llustrate diagrammatically a change in each.
Quantity supplied
Supply
Market supply curve
. Factor price
Technology
Price expectation
Advertising
. Substitute good
Complementary good
Taxes
. Subsidies

l. Number of firms

3.3 Does the following statement violate the law of demand? The quan-
tity demanded of diamonds declines as the price of diamonds declines
because the prestige associated with owning diamonds also declines.

3.4 In recent years there has been a sharp increase in commercial and
recreational fishing in the waters around Long Island. Illustrate the effect
of “overfishing” on inflation-adjusted seafood prices at restaurants in the
Long Island area.

3.5 New York City is a global financial center. In the late 1990s the finan-
cial and residential real estate markets reached record high price levels. Are
these markets related? Explain.

3.6 Large labor unions always support higher minimum wage legislation
even though no union member earns just the minimum wage. Explain.

3.7 Discuss the effect of a frost in Florida, which damaged a significant
portion of the orange crop, on each of the following

a. The price of Florida oranges

b. The price of California oranges

c. The price of tangerines

d. The price of orange juice

e. The price of apple juice

3.8 Discuss the effect of an imposition of a wine import tariff on the
price of California wine.

3.9 Explain and illustrate diagrammatically how the rent controls that

AN DR oA

FTOM DR h 0 0 O
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were imposed during World War II exacerbated the New York City housing
shortage during the 1960s and 1970s.

3.10 Explain what is meant by the rationing function of prices.

3.11 Discuss the possible effect of a price ceiling.

3.12 The use of ration coupons to eliminate a shortage can be effective
only if trading ration coupons is effectively prohibited. Explain.

3.13 Scalping tickets to concerts and sporting events is illegal in many
states. Yet, it may be argued that both the buyer and seller of “scalped”
tickets benefit from the transaction. Why, then, is scalping illegal? Who is
really being “scalped”? Explain.

3.14 The US. Department of Agriculture (USDA) is committed to a
system of agricultural price supports. To maintain the market price of
certain agricultural products at a specified level, the USDA has two policy
options. What are they? Illustrate diagrammatically the market effects of
both policies.

3.15 Minimum wage legislation represents what kind of market inter-
ference? What is the government’s justification for minimum wage legisla-
tion? Do you agree? Who gains from minimum wage legislation? Who
loses?

3.16 Explain the allocating function of prices. How does this differ from
the rationing function of prices?

CHAPTER EXERCISES

3.1 Yell-O Yew-Boats, Ltd. produces a popular brand of pointy birds
called Blue Meanies. Consider the demand and supply equations for Blue
Meanies:

Op, =150-2P, +0.0017 +1.5P,
Os, =60+4P, -2.5W

where O, = monthly per-family consumption of Blue Meanies
P, = price per unit of Blue Meanies
I = median annual per-family income = $25,000
P, = price per unit of Apple Bonkers = $5.00
W = hourly per-worker wage rate = $8.60
a. What type of good is an Apple Bonker?
b. What are the equilibrium price and quantity of Blue Meanies?
c. Suppose that median per-family income increases by $6,000.
What are the new equilibrium price and quantity of Blue Meanies?
d. Suppose that in addition to the increase in median per-family
ncome, collective bargaining by Blue Meanie Local #666 resulted in
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a $2.40 hourly increase in the wage rate. What are the new equilib
rium price and quantity?

e. In a single diagram, illustrate your answers to parts b, ¢, and d.

3.2 Consider the following demand and supply equations for sugar:

Op =1,000—1,000P
Qs =800+1,000P

where P is the price of sugar per pound and Q is thousands of pounds of
sugar.

a. What are the equilibrium price and quantity for sugar?

b. Suppose that the government wishes to subsidize sugar production by
placing a floor on sugar prices of $0.20 per pound. What would be the
relationship between the quantity supplied and quantity demand for
sugar?

3.3 Occidental Pacific University is a large private university in
California that is known for its strong athletics program, especially in
football. At the request of the dean of the College of Arts & Sciences, a
professor from the economics department estimated a demand equation
for student enrollment at the university

Q, =5,000-0.5P, +0.1/ +0.25P,

where Q, is the number of full-time students, P, is the tuition charged
per full-time student per semester, / is real gross domestic product (GDP)
(8 billions) and P, is the tuition charged per full-time student per semester
by Oriental Atlantic University in Maryland, Occidental Pacific’s closest
competitor on the grid iron.

a. Suppose that full-time enrollment at Occidental is 4,000 students. If
I=1$7,500 and P, = $6,000, how much tuition is Occidental charging
its full-time students per semester?

b. The administration is considering a $750,000 promotional campaign
to bolster admissions and tuition revenues. The economics professor
believes that the promotional campaign will change the demand
equation to

Q. =5,100-0.45P, +0.11 +0.25P,

If the professor is correct, what will Occidental’s full-time enrollment
be?

c. Assuming no change in real GDP and no change in full-time tuition
charged by Oriental, will the promotional campaign be effective?
(Hint: Compare Occidental’s tuition revenues before and after the
promotional campaign.)
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d. The director of Occidental’s athletic department claims that the
increase in enrollment resulted from the football team’s NCAA
Division I national championship. Is this claim reasonable? How
would it show up in the new demand equation?

3.4 The market demand and supply equations for a commodity are

Op =50—-10P
Qs =20+2.5P

a. What is the equilibrium price and equilibrium quantity?

b. Suppose the government imposes a price ceiling on the commodity
of $3.00 and demand increases to Qp = 75 — 10P. What is the impact
on the market of the government’s action?

c. In a single diagram, illustrate your answers to parts a and b.

3.5 The market demand for brand X has been estimated as

0O, =1,500-3P, —0.05] —2.5P, +7.5P,

where P, is the price of brand X, / is per-capita income, P, is the price of
brand Y, and P, is the price of brand Z. Assume that P, = $2, I = $20,000,
P,=$%4,and P, = $4.

a. With respect to changes in per-capita income, what kind of good is
brand X?

How are brands X and Y related?

How are brands X and Z related?

How are brands Z and Y related?

What is the market demand for brand X?

o a0 o
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APPENDIX 3A

FORMAL DERIVATION OF THE DEMAND CURVE

The objective of the consumer is to maximize utility subject to a budget
constraint. The constrained utility maximization model may be formally
written as

Maximize:U =U(Q,, Q) (3A.1a)
Subject to: M = PO, + B0, (3A.1b)

where P, and P, are the prices of goods Q; and Q,, respectively, and M is
money income. The Lagrangian equation (see Chapter 2) for this problem
is

£=UQ1,0:)+MM - PO - K,0O,) (3A2)
The first-order conditions for utility maximization are
$1=U-AP =0 (3A.3a)
£,=U,-AP, =0 (3A.3b)
£=M-PQO, -P0,=0 (3A.3¢)

where &, = 0%/00; and U, = 9U/9Q,. Assuming that the second-order con-
ditions for constrained utility maximization are satisfied,’ the solutions to
the system of Equations (3A.3) may be written as

O, =0u. (P, P, M) (3A.4a)
Q> =0w.2(P, P, M) (3A.4b)
A=Ay (P, P, M) (3A.4c)

Note that the parameters in Equations (3A.4) are prices and money
income. Equations (3A.4a) and (3A.4b) indicate the consumption levels for
any given set of prices and money income. Thus, these equations are com-
monly referred to as the money-held-constant demand curves.

Dividing Equation (3A.4a) by (3A.4b) yields

U_A (3A.5)
U, b

or
u_b (3A.6)
P P

° For an excellent discussion of the mathematics of utility maximization see Eugene
Silberberg (1990), Chapter 10.
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Equation (3A.6) asserts that to maximize consumption, the consumer
must allocate budget expenditures such that the marginal utility obtained
from the last dollar spent on good Q, is the same as the marginal utility
obtained from the last dollar spent on Q,. For the n-good case, Equation
(3A.6) may be generalized as

u _U, U,

= =...= 3A7
A P F, GAD

Problem 3A.1. Suppose that a consumer’s utility function is U = Q7Q5.

a. If P, =5, P, =10, and the consumer’s money income is M = 1,000, what
are the optimal values of O, and Q,?

b. Derive the consumer’s demand equations for goods Q; and Q,. Verify
that the demand curves are downward sloping and convex with respect
to the origin.

Solution
a. The consumer’s budget constraint is

1,000 =50, +100,
The Lagrangian equation for this problem is
£ =0703 +1(1,000-50, —100,)

The first-order conditions are

1. e(gl = 2Q1Q22 - 57\, = 0

2. 582 = 2Q12Q2 - 10)\. = O

3. %,=1,000-50,-100,=0

Dividing the first equation by the second yields

20107 _ S

2020, 10
0 1

o 2
01 =20,
Substituting this result into the budget constraint yields
1,000 =5(20Q,)+100, =200,
,* =50

Substituting this result into the budget constraint yields

1,000 = 5Q; +10(50) = 50, +500
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50, =500
Q=100
b. From the optimality condition [Equation (3A.5)]:
v_nh
Uu, b
From the consumer’s utility function this becomes

@ _h
Ql P2

P,
o-(B)o
Substituting this result into the budget constraint yields
P,
M =PQ, +P2(_1)Ql
P,

=PO,+P0, =2P 0

M

Q1=2_P1

For M = 1,000, the consumer’s demand equation for Q is

Similarly, the consumer’s demand equation for Q, is

500

QZZTZ

For a demand curve to be downward sloping, the first derivative with
respect to price must be negative. For a demand curve to be convex
with respect to the origin, the second derivative with respect to price
must be positive. The first and second derivatives of Q; with respect to
P, are

do, _ 500

.~ P’
d2Q1 2(500) 1,000

= = >0
dP? ~ P} P}

<0

Similarly for O,
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dp,  P?
d’Q, 2(500) 1,000

= = >0
dP3 P3 P3

—dQZ —Sﬂ<0
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ADDITIONAL TOPICS IN
DEMAND THEORY

Although the law of demand tells us that consumers will respond to a
price decline (increase) by purchasing more (less) of a given good or
service, it is important for a manager to know how sensitive is the demand
for the firm’s product, given changes in the price of the product and other
demand determinants. The decision maker must be aware of the degree to
which consumers respond to, say, a change in the product’s price, or to a
change in some other explanatory variable. Is it possible to derive a numeri-
cal measurement that will summarize this kind of sensitivity, and if so, how
can the manager make use of such information to improve the performance
of the firm? It is to this question that we now turn our attention.

PRICE ELASTICITY OF DEMAND

In this section we consider the sensitivity of a change in the quantity
demanded of a good or service given a change in the price of the product.
Recall from Chapter 3 the simple linear, market demand function

Op =by+b P (4.1)

where, by the law of demand, it is assumed that b; < 0. One possible candi-
date for a measure of sensitivity of quantity demanded to changes in the
price of the product is, of course, the slope of the demand function, which
in this case is b;, where

A

b] =
AP

149
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2.30 |12
AP ¢
2.10

0,=127 -50P

Q FIGURE 4.1 The linear demand
curve.

Consider, for example, the linear demand equation
Op =127-50P (4.2)

Equation (4.2) is illustrated in Figure 4.1. The slope of this demand curve
is calculated quite easily as we move along the curve from point A to point
B. The slope of Equation (4.2) between these two points is calculated as

by = AQp 0, -0

=X 227
AP~ P,-P 43)
22-12 10 '

=50

T210-230 —020

That is, for every $1 decrease (increase) in the price, the quantity
demanded increases (decreases) by 50 units.

Although the slope might appear to be an appropriate measure of the
degree of consumer responsiveness given a change in the price of the com-
modity, it suffers from at least two significant weaknesses. First, the slope
of a linear demand curve is invariant with respect to price; that is, its value
is the same regardless of whether the firm charges a high price or a low
price for its product. Since its value never changes, the slope is incapable of
providing insights into the possible repercussions of changes in the firm’s
pricing policy. Suppose, for example, that an automobile dealership is offer-
ing a $1,000 rebate on the purchase of a particular model. The dealership
has estimated a linear demand function, which suggests that the rebate will
result in a monthly increase in sales of 10 automobiles. But, a $1,000 rebate
on the purchase of a $10,000 automobile, or 10%, is a rather significant price
decline, while a $1,000 rebate on the same model priced at $100,000, or 1%,
is relatively insignificant. In the first instance, potential buyers are likely to
view the lower price as a genuine bargain. In the second instance, buyers
may view the rebate as a mere marketing ploy.
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Suppose, on the other hand, that instead of offering a $1,000 rebate on
new automobile purchases, management offers a 10% rebate regardless of
sticker price. How will this rebate affect unit sales? What impact will this
rebate have on the dealership’s total sales revenue? By itself, the constant
value of the slope, which in this case is AQp/AP=10/-1,000 =—-0.01 provides
no clue to whether it will be in management’s best interest to offer the
rebate.

The second weakness of the slope as a measure of responsiveness is that
its value is dependent on the units of measurement. Consider, again, the sit-
uation depicted in Figure 4.1, where the value of the slope is b; = AQp/AP
= (22 - 12)/(2.10 — 2.30) = 10/-0.2 = —=50. Suppose, on the other hand, that
prices had been measured in hundredths (cents) rather than in dollars. In
that case the value of the slope would have been calculated as b;= AQp/AP
=(22-12)/(210 - 230) = 10/-20 = -0.50. Although we are dealing with iden-
tically the same problem, by changing the units of measurement we derive
two different numerical measures of consumer sensitivity to a price change.
To overcome the problem associated with the arbitrary selection of units
of measurement, economists use the concept of the price elasticity of
demand.

Definition: The price elasticity of demand is the percentage change in the
quantity demanded of a good or a service given a percentage change in its
price.

As we will soon see, the price elasticity of demand overcomes both
weaknesses associated with the slope as a measure of consumer respon-
siveness to a price change. Symbolically, the price elasticity of demand is
given as

%A

PETAP AQPD (4.4)

Before discussing the advantages of using the price elasticity of demand
in preference to slope as a measure of sales responsiveness to a change in
price, we will consider how the percentage in Equation (4.4) should be cal-
culated. It is conventional to divide the change in the value of a variable by
its starting value. We might, for example, define a percentage change in price
as

b -R

1

%AP =

There is nothing particularly sacrosanct about this approach. We could
easily have defined the percentage change in price as
b -A

%AP ==
2
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Clearly, the selection of the denominator to be used for calculating the
percentage change depends on whether we are talking about a price
increase or a price decrease. In terms of Figure 4.1, do we calculate per-
centage changes by starting at point A and moving to point B, or vice
versa? The law of demand asserts only that changes in price and quantity
demanded are inversely related; it does not specify direction. But, how we
define a percentage change will affect the calculated value of the price elas-
ticity of demand. For example, if we choose to move from point A to point
B, the value of the price elasticity of demand is

_ (22-12)/12
P (2.10-2.30)/2.30

_ 10/12 _ 0833 957
-0.20/2.30  -0.087

On the other hand, if we calculate the price elasticity of demand in
moving from point B to point A then
. (12-22)/22
P (2.30-2.10)/2.10
_ -10/12 _ 0455 479
0.20/2.10  —0.095

Problem 4.1. Suppose that the price elasticity of demand for a product is
—2. If the price of this product fell by 5%, by what percentage would the
quantity demanded for a product change?

Solution. The price elasticity of demand is given as

_ %AQ0p
P %AP

Substituting, we write

_ (yOAQD
-5
%AQ0p =10

-2

PRICE ELASTICITY OF DEMAND: THE
MIDPOINT FORMULA

It should be clear from Problem 4.1 that the choice of A or B as the start-
ing point can have a significant impact on the calculated value of E,. One
way of overcoming this dilemma is to use the average value of Qp and P
as the point of reference in calculating the averages. The resulting expres-
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sion for the price elasticity of demand is referred to as the midpoint
formula. The derivation of the midpoint formula is

_ -0)/(0 +02,)/2]
P (B-R)/(R+P))2]

O +Q2)(P1 +2)

3t
(5 lere) 4
(5

#la e
0 +0,
P+P
(Ql +0; )
Using the data from the foregoing illustration, we find that the price
elasticity of demand as we move from point A to point B is

E =[Q2—Q1)(P1+P2j

P P-P \NQOi+Q»
C( 22-12 \(230+2.10
_(2.10—2.30)( 12+22 )

10 )/ 4.40
= — | === 129 =—-6.4
(—0.20)( 34 ) 20>0.129=-6.45

On the other hand, moving from point B to point A yields identically the

same result.
E :(Qz_Ql)( P+P )
P P,-P NOi+0,

3 ( 12-22 )( 210+ 2.30)

“\230-2.10 0 22+12

_ (ﬁj(ﬂ) 645

020 \ 34
The price elasticity of demand is always negative by the law of demand.

When referring to the price elasticity of demand, however, it is conventional
to refer to its absolute value. The reason is largely semantic. When an econ-
omist identifies one good as relatively more or less elastic than another
good, reference is made to the absolute percentage change in the quantity
demanded of the good or service, given some absolute percentage change
in its price without reference to the nature of the relationship. Suppose, for

example, that £, of good X is calculated as —4, and that the value of E, for
good Y is calculated as -2, good X is “more elastic” than good Y because
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the consumer’s response to a change in price is greater. Numerically,
however, —4 is less than —2. To avoid this confusion arising from this in-
consistency, the price elasticity of demand is typically indicted in terms of
absolute values.

As ameasure of consumer sensitivity, the price elasticity of demand over-
comes the measurement problem that is inherent in the use of the slope.
Elasticity measures are dimensionless in the sense that they are indepen-
dent of the units of measurement. When prices are measured in dollars, the
price elasticity of demand is calculated as

E :(Qz_Qlj(Pl‘*‘Pz)

’ P-P NOi+0,
([ 22-12 2.30+2.10
‘(2.10—2.30j( 12422

) =-6.45

When measured in hundredths of dollars (cents), the price elasticity of

demand is

E :(Qz—Q1](H+P2)

P P-P NQO+0,
_( 22-12 )(230+210)
“(210-230 \ 12+22

10 /440
= — | —|=-0. 12.94=-6.4
LY I

Except for rounding, the answers are identical.

Problem 4.2. Suppose that the price and quantity demanded for a good
are $5 and 20 units, respectively. Suppose further that the price of the
product increases to $20 and the quantity demanded falls to 5 units. Cal-
culate the price elasticity of demand.

Solution. Since we are given two price—quantity combinations, the price
elasticity of demand may be calculated using the midpoint formula.

E :(QZ_Q1)( P +P )

P P-P NQi+0,
_(5—20)(5+20)
20-5/20+5

-15Y25
=|—| == |=-1.00
)5
Problem 4.3. At a price of $25, the quantity demanded of good X is 500

units. Suppose that the price elasticity of demand is —1.85. If the price of the
good increases to $26, what will be the new quantity demanded of this good?
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P D
D
A
B

!
FIGURE 4.2 The midpoint formula D
obscures the shape of the underlying demand
curve. 0 D 0

Solution. The midpoint formula for the price elasticity of demand is

E :(Q2_Ql)(})l+P2j
’ P-P NQO+0,

Substituting and solving for Q, yields
0, —500)( 25+26 )

-1.85 =(

26-25 N\500+0Q,
_(QZ—SOO)( 51 )_51Q2—25,500
B 1 500+0,)  500+0,

~925-1.85Q, =510, — 25,500
52.850, =24,575
Q2 = 465

PRICE ELASTICITY OF DEMAND: WEAKNESS
OF THE MIDPOINT FORMULA

In spite of its advantages over the slope as a measure of sensitivity, the
midpoint formula also suffers from a significant weakness. By taking
averages, we obscure the underlying nature of the demand function. Using
the midpoint formula to calculate the price elasticity of demand requires
knowledge of only two price—quantity combinations along an unknown
demand curve. To see this, consider Figure 4.2.

In Figure 4.2, both demand curves DD and D’D’ pass through points A
and B. In both cases, the price elasticity of demand calculated by means of
the midpoint formula is the same. In fact, the price elasticity of demand is
an average elasticity along the cord AB. For this reason, the value of E, cal-
culated by means of the midpoint formula is sometimes referred to as the
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FIGURE 4.3 Estimates of the arc-price
elasticity of demand are improved as the
points along the demand curve are moved
O  closer togther.

Midpoint

FIGURE 4.4 Demand is price elastic
when it is calculated by using the midpoint
formula for points above the midpoint, and
price inelastic when it is calculated below the
0 Q midpoint.

arc-price elasticity of demand. Note, however, that as point A is arbitrarily
moved closer to point B along the true demand curve D’D’, the approxi-
mated value of the price elasticity of demand found by using the midpoint
formula will approach its true value, which occurs when the two points con-
verge at point B. This is illustrated in Figure 4.3.

The ability to calculate the price elasticity of demand on the basis of only
two price—quantity combinations clearly is a source of strength of the mid-
point formula. On the other hand, the arbitrary selection of these two points
obscures the shape of the underlying demand function and will affect the
calculated value of the price elasticity of demand. One solution to this
problem is to calculate the price elasticity of demand at a single point. This
measure is called the point-price elasticity of demand.

Another problem with the midpoint formula is that it often obscures the
nature of the relationship between price and quantity demanded. Consider
Figure 4.4. Suppose that the price elasticity of demand is calculated between
any two points below the midpoint, such as between points C and D, on a
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linear demand curve. As we will see later, for all points below the midpoint,
the price elasticity of demand is less than unity in absolute value. In such
cases, demand is said to be inelastic. For all points above the midpoint, the
price elasticity of demand is greater than unity in absolute value, such as
between points A and B. In these cases, demand is said to be elastic. Finally,
at the midpoint the value of the price elasticity of demand is equal to unity.
In this unique case, demand is said to be unit elastic.

Since the use of the midpoint formula assumes that only two price—
quantity vectors are known, it is important that the two points chosen be
“close” in the sense that they do not span the midpoint. If we were to
choose, say, points B and C to calculate the price elasticity of demand, it
would be difficult to determine the nature of the relationship between
changes in the price of the commodity and the quantity demanded of that
commodity. For this and other reasons, an alternative measure of the price
elasticity of demand is preferred. It is to this issue that we now turn our
attention.

REFINEMENT OF THE PRICE ELASTICITY OF
DEMAND FORMULA: POINT-PRICE
ELASTICITY OF DEMAND

The point-price elasticity of demand overcomes the second major weak-
ness of using the slope of a linear demand equation as a measure of con-
sumer responsiveness to a price change. Unlike the slope, which is the same
for every price—quantity combination, there is a unique value for the price
elasticity of demand at each and every point along the linear demand curve.
The point-price elasticity of demand is defined as

dop Y P

o L) 4
where dQp/dP is the slope of the demand function at a single point. It is, in
fact, the first derivative of the demand function. Diagrammatically, Equa-
tion (4.6) is illustrated in Figure 4.3 as the price elasticity of demand eval-
uated at point B, where dQp/dP is the slope of the tangent along D’D’.
Consider again the hypothetical demand curve from Equation (4.2) and
illustrated in Figure 4.5. We can use the midpoint formula, to calculate the

values of the price elasticity of demand as we move from point A to point
B as follows:

E,(AB) = -50(0.129) = —6.45
E,(A’B) = =50(0.116) = —5.80
E,(A” B) = -50(0.099) = -5.12
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A (E,=-6.45)
230 a2 Ep
220 LN\ A’ (E,=~5.80)

215 e A" (E=—5.12
2.10 ‘éq ’ )

FIGURE 4.5 Alternative calculations
of the arc—price elasticity from the demand
0 121719522 Q equation Op= 127 — 50P.

Note that the value of the slope of the linear demand curve, b;= AQp/AP,
is constant at —50. But, as we move along the demand curve from point
A to point B, the value of E, not only changes but will converge to some
limiting value. At a price of $2.125, for example, E, = -5.12. Additional cal-
culations are left to the student as an exercise.

What, then, is this limiting value? We can calculate this convergent value
by setting the difference between P, and P,, and Q, and Q, at zero:

E ——50(—101 i )
P O +0;
- —SO(M) - —50[@) — 477
2+22 44

Now, calculating the point-price elasticity of demand at point B we find

=12 L) o 20).

When we calculate €, at point A we find that

£,(A) = (%)(é) - 40(%) — 958

Unlike the value of the slope, the point-price elasticity of demand has
a different value at each of the infinite number of points along a linear
demand curve. In fact, for a downward-sloping, linear demand curve,
the absolute value of the point-price elasticity of demand at the “P
intercept” is o and steadily declines to zero as we move downward
along the demand curve to the “Q intercept.” This variation in the calcu-
lated price elasticity of demand is significant because it can be used to
predict changes in the firm’s total revenues resulting from changes in
the selling price of the product. In fact, assuming that the firm has the
ability to influence the market price of its product, the price elasticity of
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demand may be used as a management tool to determine an “optimal” price
for its product.

Point-price elasticities may also be computed directly from the estim-
ated demand equation. Consider, again, Equation (4.2). The point-price
elasticity of demand may be calculated as

R
PTUdP NOp ) 127-50P) 127-50P
Suppose, as in the foregoing example, that P = 2.10. The point-price
elasticity of demand is

~50(2.10)

L\ Y
& T 127-50(2.10)

Problem 4.4. The demand equation for a product is Op = 50 — 2.25P.
Calculate the point-price elasticity of demand if P = 2.

o= g)
»~dr \op
P _ 225P
50— 2.251)) T 50-2.25P
225(2) -45

= = =-0.099
50-2.25(2) 455

Solution

= —2.25(

Problem 4.5. Suppose that the demand equation for a product is Op= 100
— 5SP. If the price elasticity of demand is —1, what are the corresponding
price and quantity demanded?

(2

P
- _5(100 - SP)

1= _S—P
100-5P
5P-100=-5P
10P =100
P=10
Op =100-5(10)=50

Solution
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RELATIONSHIP BETWEEN ARC-PRICE AND
POINT-PRICE ELASTICITIES OF DEMAND

Consider, again, Figure 4.5. What is the relationship between the arc-
price elasticity of demand as calculated between points A and B, and the
point-price elasticity of demand? We saw that when the midpoint formula
was used, E, = —6.45. Intuitively, it might be thought that the arc-price elas-
ticity of demand is the simple average of the corresponding point-price elas-
ticities. If we calculate the point-price elasticity of demand at points A and
B from Equation (4.2) we find that

ST R ST A

(40 ) 2) 2

Taking a simple average of these two values we find

ep(A)+e,(B)  —9.58+-477 1435

= = =-7.18
2 2 2

which is clearly not equal to the arc-price elasticity of demand. It can be
easily proven, however, that the calculated arc-price elasticity of demand
over any interval along a linear demand curve will be equal to the point-
price elasticity of demand calculated at the midpoint along that interval.
For example, calculating the point-price elasticity of demand at point A’
yields

(12 L)

which is the same as the arc-price elasticity of demand adjusted for round-
ing errors. It is important to remember that this relationship only holds for
linear demand functions.

PRICE ELASTICITY OF DEMAND: SOME
DEFINITIONS

Now that we are able to calculate the price elasticity of demand at
any point along a demand curve, it is useful to introduce some defini-
tions. As indicated earlier, in general we will consider only absolute
values of ¢, denoted symbolically as |e,|. Since €, may assume any
value between zero and negative infinity, then [e;| will lie between zero and
infinity.
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ELASTIC DEMAND

Demand is said to be price elastic if |e)| > 1 (- < g, < 1), that is, | %d Q"
> |%dP|. Suppose, for example, that a 2% increase in price leads to a 4%
decline in quantity demanded. By definition, [e;| = 4/2 = 2 > 1. In this case,
the demand for the commodity is said to be price elastic.

INELASTIC DEMAND

Demand is said to be price inelastic if |e,| < 1 (-1 <€, < 0), that is, | %dQp|
< |%dP|. Suppose, for example, that a 2% increase in price leads to a 1%
decline in quantity demanded. By definition, [e;| = 1/2 = 0.5 < 1. In this case,
the demand for the commodity is said to be price inelastic.

UNIT ELASTIC DEMAND

Demand is said to be unit elastic if |e,| = 1 (g, = —1), that is, |%dQp| =
|%dP|. Suppose, for example, that a 2% increase in price leads to a 2%
decline in quantity demanded. By definition, |¢,| = 2/2 = 1. In this case, the
demand for the commodity is said to be unit elastic.

EXTREME CASES

Demand is said to be perfectly elastic when |g,| = oo (g, = —eo). There are
two circumstances in which this situation might, occur, assuming a linear
demand function. Consider, again, Equation (4.6). The absolute value of the
price elasticity of demand will equal infinity when dQp/dP = —e, when P/Qp
equals infinity, or both. Note that P/Qp, will equal infinity when Qp= 0. Con-
sider Figure 4.6, which illustrates two hypothetical demand curves, DD and
D’D’. In Figure 4.6 the demand curve DD will be perfectly elastic at point

A S &—— P/Qy=c0

dQ,/dP=—o

FIGURE 4.6 Perfectly elastic
demand. 0 )
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P
A D D’
<— dQ%/dP=0
P/Q%=0
lD FIGURE 4.7 P i i
. erfectly  inelastic
0 D’ QO  demand.

A regardless of the value of the slope, since at that point Q = 0. In the case
of demand curve D’D’ the slope of the function is infinity even though the
function appears to have a zero slope. This is because by economic con-
vention the dependent variable Q is on the horizontal axis instead of the
vertical axis.

Demand is said to be perfectly inelastic when |e;| = 0 (g, = —0). There are
three circumstances in which this situation might occur, assuming a linear-
demand function. When dQp/dP = 0, when P/Qp = 0, or both. Note that
P/Qp will equal zero when P = 0. Consider Figure 4.7, which illustrates two
hypothetical demand curves, DD and D’D’.

POINT-PRICE ELASTICITY VERSUS
ARC-PRICE ELASTICITY

We have thus far introduced two dimensionless measures of consumer
responsiveness to changes in the price of a good or service: the arc-price
and point-price elasticities of demand. The arc-price elasticity of demand
may be derived quite easily on the basis of only two price—quantity vectors.
The arc-price elasticity of demand, however, suffers from significant weak-
nesses. On the other hand, if the demand is known or can be estimated, then
we are able to calculate the point-price elasticity of demand for every fea-
sible price—quantity vector.

We also learned that along any linear demand curve the absolute value
of the price elasticity of demand ranges between zero and infinity. Finally,
it was demonstrated that where the demand function intersects the price
axis, the price elasticity of demand will be perfectly elastic (|e,| = «) and
where it intersects the quantity axis the price elasticity of demand will be
perfectly inelastic (Je,| = 0). This, of course, suggests, that along any linear
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TABLE 4.1 Solution to problem 4.6.

P 0 dQ/dpP PO g

0 80 -10 0 0

1 70 -10 0.014 ~0.14
2 60 -10 0.033 -0.33
3 50 -10 0.060 ~0.60
4 40 -10 0.100 ~1.00
5 30 -10 0.167 -1.67
6 20 -10 0.300 -3.00
7 10 -10 0.700 ~7.00
8 0 -10 o oo

demand curve the values of €, will become increasingly larger as we move
leftward along the demand curve.

Problem 4.6. Consider the demand equation Q = 80 — 10P. Calculate the
point-price elasticity of demand for P =0 to P =8.

_(dOY P
«=(a 3)
_ -1oP
~ 80-10P

The solution values are summarized in Table 4.1.

As illustrated in Problem 4.6, the value of €, ranges between 0 and —oo.
This is true of all linear demand curves. Moreover, demand is unit elastic
at the midpoint of a linear demand curve, as illustrated at point B in Figure
4.8. In fact, this is true of all linear demand curves.

By using the proof of similar triangles, we can also define || as the ratio
of the line segments BC/BA. For points above the midpoint, where AB <
BC, then [g,| > 1; that is, demand is elastic. For points below the midpoint,
where AB > BC, then [¢,| < 1; that is, demand is inelastic. Where AB = BC,
then [¢,| = 1; that is, demand is unit elastic.

The choice between the point-price and arc-price elasticity of demand
depends primarily on the information set that is available to the decision
maker, as well as its intended application. The arc-price elasticity of demand
is appropriate when one is analyzing discrete changes in price; it is
most appropriate for small firms that lack the resources to estimate the
demand equation for their products. Because of its precision, the point-
price elasticity of demand is preferable to the arc-price elasticity. Calcula-
tion of the point-price elasticity requires knowledge of a specific demand

Solution. By definition
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P
A
|ep|>1 (elastic)
A2 % |ep|=1 (unit elastic)
|ep| <1 (inelastic)
0 C2 C 0

FIGURE 4.8 Elastic, inelastic, and unit-elastic demand along a linear demand curve.

equation. The expense and expertise associated with estimating the demand
equation for a firm’s product, however, typically are available only to the
largest of business enterprises. In addition to its business applications, the
point-price elasticity of demand is more useful in theoretical economic
analysis.

INDIVIDUAL AND MARKET PRICE
ELASTICITIES OF DEMAND

In Chapter 3 it was demonstrated that the market demand curve is the
horizontal summation of the individual demand curves. What is the rela-
tionship between the individual and market price elasticity of demand? It
is easily demonstrated that the market price elasticity of demand is the
weighted sum of the individual price elasticities. The weights are equal to
each individual’s share of the total quantity demanded at each price. To see
this, suppose that the market quantity demanded is the sum of three indi-
vidual demand curves

On(P)=0Q1(P)+Q:(P)+0s(P) (4.7)

where Oy, is the market quantity demanded and Q;, O, and Q; are the indi-
vidual quantities demanded, which are each a function of a common selling
price, P. Taking the derivative of both sides of Equation (4.7) with respect
to P, we obtain

dQu _dQ: _dQ:  dO
dP P P dP

Multiplying both sides of Equation (4.8) by P/Qy yields

(4.8)
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dQw __do _ dQ, .  dQ
dP(P/Qv) P(P/Qw) P(P/Qw) dP(P/Qw)

Multiplying each term on the right-hand side of Equation (4.9) by Q,/Q;,
i=1,2,3, we get

(4.9)

dQu _ dQ, (g)+ do, (Q_)
dP(P/Qw)  P(P/Qw\ Q1) P(P/Qu)\Q:
(4.10)
(3]
dP(P/Qu)\ Qs
Rearranging Equation (4.10) yields
dOv _ dQ, (Q.\_ d0, (0,
dP(P/QM)‘P(P/Qn(QM) P(P/QZ)(QM) "
dP(P/Q;)\ Oy
Equation (4.11) may be rewritten as
EM = W€ + M€, +W3€5 (412)

where €y is the market price elasticity of demand, o, = Q/Oy (i =1, 2, 3)
the proportion of total market demand that is accounted for by each indi-
vidual, and €; (i = 1, 2, 3) the individual price elasticities of demand.

DETERMINANTS OF THE PRICE ELASTICITY
OF DEMAND

There are a number of factors that bear upon the price elasticity of
demand. These determinants include the number of substitutes available
for the commodity, the proportion of the consumer’s income devoted to the
consumption of the commodity, the time available to the consumer to make
adjustments to price changes, and the nature of the commodity itself.

SUBSTITUTABILITY

An important factor determining the price elasticity of demand for a
particular good or service is the number of substitutes available to the
consumer. The larger the number of close substitutes available, the greater
will be the price elasticity of demand at any given price. The number of sub-
stitutes available will depend, of course, upon how narrowly we choose
to define the good in question. The logic behind this explanation is fairly
straightforward. Consumers and reluctant to reduce their purchases of
goods and service following a price increase when no close substitutes exist.
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Thus, a percentage increase in the price of the good in question is not likely
to be matched by as large a percentage decline in the demand for that
good as might have occurred had there been one, or more, close substitutes
available.

If the demand curve is linear, then the availability of a large number of
substitutes will be shown diagrammatically as a curve with a small slope.
The greater the number of substitutes, the flatter will be the market demand
curve for the good. In the extreme case of an infinite number of close sub-
stitutes, the demand curve will be horizontal, where |e,| = o at every point
on the curve. At the other extreme, where no other close substitutes exist,
the demand function will be vertical; that is, [;| = 0 at every point.

Care should be taken, however, not to interpret a steep linear demand
curve as an indication that the demand for a good is relatively price inelas-
tic. As we saw earlier, the slope of the demand curve is not an adequate
measure of a consumer’s response to price changes. Moreover, all linear
demand curves have elastic and inelastic regions. The slope will offer no
clue to the price elasticity of demand for a commodity unless that demand
is evaluated at a given price. Consider Figure 4.9.

Figure 4.9 compares two demand curves, DD and D’D’. Clearly D’D’ is
flatter than DD. Point M represents the midpoint on curve DD. Thus, at
the price P*, |g,| = 1. Point M’, on the other hand, represents the midpoint
on the curve D’D’. Since M lies above M’ on the D’D’ curve, then at P* on
D’D’ the price elasticity of demand for this commodity is clearly price
elastic, that is, [e,| > 1. Note that although the slope of D’D’ is less than that
of DD, this is not what makes the demand for the good price elastic, since
at some point on D’D’ below M’ the demand for the good would be price
inelastic, that is, |e,| < 1. In short, it is not the steepness of the demand curve
for a particular commodity that characterizes the good as either demand
elastic or inelastic, but rather whether the prevailing price of that com-
modity lies above, below, or at the midpoint of a linear demand curve.
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PROPORTION OF INCOME

Another factor that has a bearing on the price elasticity of demand is
the proportion of income devoted to the purchase of a particular good or
service. It is generally argued that the larger the proportion of an individ-
ual’s income that is devoted to the purchase of a particular commodity, the
greater will be the elasticity of demand for that good at a given price. This
argument is based on the idea that if the purchase of a good constitutes a
large proportion of a person’s total expenditures, then a drop in the price
will entail a relatively large increase in real income. Thus, if the good is
normal (i.e., demand varies directly with income), the increase in real
income will lead to an increase in the purchase of that good, and other
normal goods as well. For example, suppose that a person’s weekly income
is $2,000. Suppose also that a person’s weekly consumption of chewing gum
consists of five 10-stick packages, at a price of $0.50 apiece, or a total weekly
expenditure of $2.50. The total percentage of the person’s weekly income
devoted to chewing gum is, therefore, 0.125%. Under such circumstances,
a given percentage increase in the price of chewing gum is not likely to
significantly alter the amount of chewing gum consumed.

Unfortunately, this line of reasoning is not entirely compelling. To begin
with, demand elasticity measures deal with relative changes in consump-
tion. To say that an absolute increase in the purchases of a good or service
results from an increase in real income tell us nothing about relative
changes in consumption. If the absolute consumption of a good or service
is already large, then there is no a priori reason to believe that there will
be a relative increase in expenditures. There is,however, an alternative argu-
ment to explain why goods and services that constitute a small percentage
of total expenditures are expected to have a low price elasticity of demand.
This explanation introduces the added consideration of search costs. These
search costs may simply be “too high” to justify the time and effort involved
in finding a substitute for a good whose price has increased. In short, the
consumer will engage in a cost-benefit analysis. If the marginal cost of
looking for a close substitute, which includes such considerations as the
marginal value of the consumer’s time, is greater than the dollar value of
the anticipated marginal benefits, including, of course, any psychic satisfac-
tion that the consumer may derive in the search process, the search cost will
be deemed to be “too high.”

ADJUSTMENT TIME

It takes time for consumers to adjust to changed circumstances. In
general, the longer it takes them to adjust to a change in the price of a com-
modity, the less price elastic will be the demand for a good or service. The
reason for this is that it takes time for consumers to search for substitutes.
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The more time consumers have to adjust to a price change, the more price
elastic the commodity becomes. To see this, suppose that members of
OPEC, upset over the Middle East policies of the U.S. government,
embargo shipments of crude oil to the United States and its allies. Suppose
that the average retail price of regular gasoline, which is produced from
crude oil, soars from $1.50 per gallon to $10 per gallon. In the short run,
consumers and producers will pay the higher price because they have no
alternative. Over time, however, drivers of, say, sports utility vehicles
(SUVs) will substitute out of these “gas guzzlers” into more fuel-efficient
models, while firms will adopt more energy-efficient production technolo-
gies. Of course, such retaliatory policies could be self-defeating, since the
higher price of crude oil will encourage the development of alternative
energy sources and more energy-efficient technologies. This would dramat-
ically reduce OPEC’s ability to influence the market price of this most
important commodity.

COMMODITY TYPE

The value of |e,| also depends on whether the commodity in question is
considered to be an essential item in the consumer’s budget. Although the
characterization of a good as a luxury or a necessity is based on the related
concept of the income elasticity of demand, it nonetheless seems reason-
able to conclude that if a product is an essential element in a consumer’s
budget, the demand for that product will be relatively less sensitive to price
changes than a more discretionary budget item would be. Table 4.2 sum-
marizes estimated price and income elasticities (to be discussed shortly) for
a selected variety of goods and services.

PRICE ELASTICITY OF DEMAND, TOTAL
REVENUE, AND MARGINAL REVENUE

Calculating price elasticities of demand would be a rather sterile exer-
cise if it did not have some practical application to the real world. As we
have already seen, the price elasticity of demand is defined by the price of
a commodity, the quantity demanded of that commodity, and knowledge of
the underlying demand function. Moreover, somewhat trivially, there is also
a very close relationship between the price a firm charges for its product
and the firm’s total revenue. Intuitively, therefore, there must also be a very
close relationship between the price elasticity of demand for a commodity
and the total revenue earned by the firm that offers that commodity for
sale.

Another method for gauging whether the demand for a commodity is
elastic, inelastic, or unit elastic is to consider the effect of a price change on
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TABLE 4.2 Selected Price and Income Elasticities

of Demand
Commodity Price elasticity ~ Income elasticity
Food -0.21 0.28
Medical services —0.22 0.22
Housing

Rental -0.18 1.00

Owner occupied -1.20 1.20
Electricity -1.14 0.61
Automobiles -1.20 3.00
Beer -0.26 0.38
Wine -0.88 0.97
Marijuana -1.50 0.00
Cigarettes —0.35 0.50
Abortions -0.81 0.79
Transatlantic air travel = -1.30 1.40
Imports —0.58 2.73
Money -0.40 1.00

Source: Nicholson (1995), p. 219.

the total expenditures of the consumer, or alternatively, the effect of a price
change on the total revenues from the sale of the commodity. By the defi-
nition of €, a percentage change in the price of a good will result in some
percentage change in the quantity purchased (sold) of that good.

Suppose that we are talking about a decline in the selling price of, say,
10%. With no change in the quantity demanded, this will result in a 10%
decline in expenditures, or a 10% decline in revenues earned by the firm
selling the good. By the law of demand, however, we know that the quan-
tity demanded will not remain the same but will, in fact, result in an increase
in purchases. Intuitively, if the resulting percentage increase in Q is greater
than the percentage decline in price, an increase in total expenditures (rev-
enues) will result. If, on the other hand, the percentage increase in Q is less
than the percentage decline in price, we would expect a decline in total
expenditures (revenues). Finally, if the percentage increase in Q is equal to
the percentage decline in price, we would expect total expenditures to
remain unchanged.

Problem 4.7. Consider the demand equation Q = 80 — 10P. Calculate the
point-price elasticity of demand (g;) and total revenue (7R) for P =0 to
P=238.

Solution. By definition €,= (dQ/dP)(P/Q) and TR = P x Q. The solution
values are summarized in Table 4.3.

When the price of the commodity is $6, the quantity demanded is 20 units.
Total revenue is $120. The price elasticity of demand at the price-quantity
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TABLE 4.3 Solution to problem 4.7.

P 0 do/dp P/Q g TR
0 80 -10 0 0 0
1 70 -10 0.014 -0.14 70
2 60 -10 0.033 -0.33 120
3 50 -10 0.060 -0.60 150
4 40 -10 0.100 -1.00 160
5 30 -10 0.167 -1.67 150
6 20 -10 0.300 -3.00 120
7 10 -10 0.700 -7.00 70
8 0 -10 oo —oo 0
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combination is —3.00; that is,a 1% decline in price instantaneously will result
in 3% increase in the quantity demanded. When the price is lowered to $5,
the quantity demanded increases to 30 units. The price elasticity of demand
at that price—quantity combination is —1.67. Intuitively, since the quantity
demanded for this product is price elastic within this range of values, we
would expect an increase in total expenditures (revenues) for this product
as the price declines from $6 to $5, and that is exactly what happens. As the
price declines from $6 to $5, total revenues earned by the firm rises from $120
to $150. This phenomenon is illustrated in Figure 4.10.

The fact that total revenues increased following a decrease in price in
the elastic region of the demand curve (above the midpoint E in Figure
4.10) can be seen by comparing the rectangles 0JCK and ONMK in Figure
4.10, which represent total revenue (TR = P x Q) at P = $6 and P = $5,
respectively. Note that both rectangles share the area of the rectangle
ONMK in common. When the price declines from $6 to $5, total expendi-
tures decline by the area of the rectangle NJCM = —$1(20) = —$20. This is
not the end of the story, however. As a result of the price decline, the quan-
tity demanded increases by 10 units, or an offsetting increase in revenue
equal to the area of the rectangle KMDL = $5(10) = $50, or a net increase
in total revenue of KMDL + NJCM = $50 — $20 = $30.
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Suppose, on the other hand, that the price declined in the inelastic region
of the demand curve. At P = $3 the quantity demanded is 50 units, for
total expenditures of $150. This is shown in Figure 4.11 as the area of the
rectangle 0J'FK’. We saw in Table 4.3 that at P = $3, Q = 50, |¢,| = 0.60, and
TR = $150. When price falls to $2, the quantity demanded increased to 60
units, le,| = 0.33, and 7R = $120. In other words, when the price is lowered
in the inelastic region of a demand curve then total revenue falls.

The fact that total revenues (expenditures) fall as the price declines in
the inelastic region of the demand curve can also be illustrated diagram-
matically. In Figure 4.11, as the price declines from $3 to $2 total revenues
decline by the area of the rectangle N'J’FM’ = —=$1(50) = —$50. As a result
of this price decline, however, the quantity demanded increases by 10 units,
or an offsetting increase in total revenue equal to the area of the rectangle
K'M'GL’ = $2(10) = $20, or a net decrease in total revenue of K'M'GL’ —
N'J'FM’ = $20 — $50 = —$30. Since the gain in revenues to the firm as a result
of increased sales is lower than the loss in revenues due to the lower price,
there was a net reduction in total revenues. Again, as price was lowered in
the inelastic region, total revenues (expenditures) declined.

The relationship between total revenues and the price elasticity of
demand is illustrated in Figure 4.12. As the selling price of the commodity
is lowered in the elastic region of the demand curve, the quantity demanded
increases and total revenue rises. As the selling price is lowered in the
inelastic region of the demand curve, the quantity demanded increases,
although total revenue falls. Similarly, as the selling price of the product is
increased in the inelastic region of the demand curve, the quantity
demanded falls and total revenue increases. As the selling price is increased
in the elastic region of the demand curve, quantity demanded falls, as does
total revenue.

Finally, total revenues are maximized where |¢,| = 1. This is illustrated for
a linear demand curve in Figure 4.12a at an output level of by/2, at a price
of ay/2, and maximum total revenue of byay/4. Diagrammatically, maximum
total revenue is shown as the largest rectangle that can be inscribed below
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FIGURE 4.12 Price elasticity of
0 by/2 by o demand and total revenue.

TABLE 4.4 The Relationship between
Price Changes and Changes in Total Revenue

lep] AP AQ ATR
>1 - + +

>1 + - -

<1 — + —

<1 + -

the demand curve, and the top of the total revenue function in the Figure
4.12b.

The relationship between changes in the selling price of the product,
changes in quantity demanded, and changes in total revenues for different
price elasticities of demand are summarized in Table 4.4. Note that these
relationships are confined to price changes within elastic or inelastic regions
of the demand curve. Without additional information, it is not possible to
generalize the effect on total revenue of a price change that results in a
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movement along the demand curve from the elastic region to the inelastic
region, Oor vice versa.

Note that in Figure 4.12 marginal revenue is zero at the output level By/2,
which is where total revenue is maximized. The derivation of the marginal
revenue equation from a linear demand curve is straightforward. Consider,
again, the simple linear demand equation

O=b -bP 4.1)
Rewriting the equation as a function of Q yields
P= ay — alQ (413)

where a, = by/b; and a, = 1/b; < 0. The total revenue equation in terms of Q
is

TR = PQ =(ay - 4,0)0 = 4,0 — ,0*

Marginal revenue, which is the slope of the total revenue function, is
simply the first derivative of the total revenue equation, which is given as

dTR
E:MRZHO _2CllQ (414)

Equation (4.14) has the same intercept as Equation (4.13), but twice the
slope. To find the output level that maximizes total revenue set the right-
hand side of Equation (4.14) to zero and solve:

MR=a0—2a1Q=O

The corresponding revenue maximizing price is

by
—=by—bP
2 0 1
_by _a
2b, 2

Since the total revenue-maximizing price and quantity are ay/2 and by/2,
respectively, then the right triangles ay(ay/2)M and M(by/2)b, in Figure 4.12
must be congruent. Thus, point M must be the midpoint of the linear
demand equation, Equation (4.1). In other words, total revenue is maxi-
mized at the price—quantity combination that corresponds to the midpoint
of a linear demand curve. At this price—quantity combination, demand is
unit elastic.
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FORMAL RELATIONSHIP BETWEEN THE
PRICE ELASTICITY OF DEMAND AND
TOTAL REVENUE

The relationship between the price elasticity of demand (g,) and total
revenue (7TR) may be demonstrated by using elementary differential
calculus. To begin with, consider again the general form of the demand
function

Q=f(P)

where

do
1P <0

In other words, the quantity demanded of a product is negatively related
to the selling price. Total revenue is defined as price P times quantity Q, or
TR=PQ

Differentiating TR with respect to Q, and utilizing the inverse-function
rule,' it is possible to write the inverse of the demand function

P=g(Q)

where dP/dQ < 0. We use the product rule to find the appropriate first-order
condition for total revenue maximization:

a0 =gl elig)

-rareof 3 =1+ 3] 5]

Since (dP/dQ) (QIP) = 1/g,, then

MR=P(1+L) (4.15)
£P

where €, < 0, since (dQ/dP) < 0. Thus, MR is a function of ¢,. For example,
when g, = -1, then

MR:P(1+11)=0

! The inverse-function rule asserts that there exists for the function y = f(x) an inverse func-
tion g(y) = f (y) = x if for each value of x there is a unique value of y, and for each value of
y there exists a unique value of x. The inverse-function rule allows us to rewrite the demand
function Q = f(P) as P = g(Q). For more details, see Chapter 2.
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TABLE 4.5 Solution to problem 4.8.

P [0} €, Demand is TR
0 50 0 Perfectly inelastic 0
5 37.5 -0.33 Inelastic 187.5

10 25 -1.00 Unit elastic 250

15 12.5 -3.00 Elastic 187.5

20 0 —oo Perfectly elastic 0

Since P > 0, MR = 0 requires that 1 + 1/¢, = 0. This implies, given
the appropriate second-order conditions, that total revenue is maximized.
When g, <-1 (le;| > 1), then MR >0, which implies that 7R may be increased
by lowering price, thereby increasing the quantity demanded. Finally, when
-1 <€, <0 (ley] < 1), then MR < 0, which implies that TR may be increased
by increasing price.

Problem 4.8. Consider the demand equation Q = 50 — 2.5P, where Q is
the quantity demanded and P is the selling price. Calculate the point-
price elasticity of demand and corresponding total revenue for P = 0,
P =5 P =10, P =15, and P = 20. What, if anything, can you conclude
about the relationship between the price elasticity of demand and total
revenue?

Solution. The point-price elasticity of demand is defined as
()
& =—| =
dP \Q

TR=PQ
Applying the preceding definition to the demand equation yields
P
0=25) ——
ep<0=( )( 50 —2.5P)
TR = P(50-2.5P)

Consider Table 4.5, which summarizes the values of the price elasticity of
demand and total revenue at the values indicated.

Total revenue is defined as

Problem 4.9. Consider the demand equation Q = 25 — 3P, where Q

represents quantity demanded and P the selling price.

a. Calculate the arc-price elasticity of demand when P, = $4 and P, = $3.

b. Calculate the point-price elasticity of demand at these prices. Is the
demand for this good elastic or inelastic at these prices?
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c. What, if anything, can you say about the relationship between the price
elasticity of demand and total revenue at these prices?

d. What is the price elasticity of demand at the price that maximizes total
revenue?

Solution
a. The arc-price elasticity of demand is given by the expression

(0, -0)/(0+0y)/2
P (R-P)/(P+P))2

_ (Q> _Ql)/(Ql +0»)
N (P,-P)/(P+P)

Solving for Q; and Q, yields
0 =25-34)=25-12=13
0,=25-3(3)=25-9=16

Substituting these results into the expression for arc-price elasticity of
demand yields

_ (16-13)/(13+16)
P (B-4/@4+3)

02 (3]

b. The point-price elasticity of demand is given by the expression:

(15

The point-price-elasticities of demand at P = $4 and P = $3 are

E

£,(P=$4)= —3(i) -2 o3

13)° 13
3) -9
£,(P=$3)= —3(3) = =-0.563

At both prices, demand is price inelastic, since -1 < g, < 0.
c. Total revenue is given by the expression:

TR = PQ = PQ5—3P)=25P - 3P?
TR(P = $4) = 4(13) = $52
TR(P = $3) = 3(16) = $48

These solutions illustrate that total revenue will decline as the price falls
in the inelastic region of the linear demand function.
d. Maximizing the expression for total revenue yields:
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dIR =25-6P=0
dpP
Solving for P, we write
25
P=—=4167
6

TR =25(4.167) — 3(4.167)" = 104.175 - 52.092 = $52.083

Solving for the point-price elasticity of demand,

. -3(4.167) _—12.5__1
PT25-3(4167) 125

This solution illustrates that total revenue is maximized where marginal
revenue is equal to zero where the point-price elasticity of demand is equal
to negative unity.

Problem 4.10. 1t is not possible for a demand curve to have a constant price
elasticity throughout its entire length. Comment.

Solution. The statement is false. Consider the demand equation Q = a.P?,
where Q is quantity demanded (units), P is price, and o and 3 are positive
constants. The point-price elasticity of demand (g,) is

(22 )-8

which is a constant. In other words, regardless of the values of Q and P, g,
= —B. Consider, for example, the following demand equation:

Q — 25P—2.5

The point-price elasticity of demand (g,) is

o (ZIQD j(Qj (23@P 35)( 251{:-2'5 ) ) _2;;335-)5 —=-23

Problem 4.11. Determine the price elasticity of demand for each of the
following demand equations when P = 4:

a. Op=98 - P2

b. Qp =14P7

Solution

o lan)

_p2 42 16
:_P(Ej (98— P2/2)  (98—47/2) =5 ~ 018
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TABLE 4.6 Solution to problem 4.12.

P 0 €, Demand is TR
0 oo -2.5 Elastic )
0.5 56.57 2.5 Elastic 28.29
1 10.00 2.5 Elastic 10.00
5 0.18 -2.5 Elastic 0.90
10 0.03 2.5 Elastic 0.30
15 0.01 2.5 Elastic 0.15
20 0.006 -2.5 Elastic 0.12

dOp \ P . P -70P7 70
(S ()
dP N\ Op 14P 14P 14

Problem 4.12. Consider the demand equation Q = 10P°, where Q is quan-
tity demanded and P is the selling price. Calculate the point-price elastic-
ity of demand and corresponding total revenue for P=0,P=0.5,P =1, P
=10, P =15, and P =20. What, if anything, can you conclude about the rela-
tionship between the price elasticity of demand and total revenue?

Solution. The point-price elasticity of demand is defined as

o (33

Total revenue is defined as TR = PQ. Applying the definition of g, to the
demand equation yields

-2.5

. 25
8p:(_25P_3_5)[ P } 25P 25

10P>%1" 10P> ~ 10
TR = P(50P~%)

Consider Table 4.6, which summarizes the values of the price elasticity of
demand and total revenue at the values indicated.

The first thing to note is that the demand equation is nonlinear (multi-
plicative). Diagrammatically, the demand curve is a generalized rectangu-
lar hyperbola. Contrary to the general class of linear demand curves, the
slope of this demand curve is different at every price—quantity combina-
tion. On the other hand, the price elasticity of demand is the same at every
price—quantity combination. In fact, the price elasticity of demand is the
same as the value of the exponent of P (i.e.,—2.5). In other words, the forego
nonlinear demand equation is elastic throughout.

These results also illustrate the general proposition that as price is raised
(lowered) when demand is elastic (g, < —1), then total revenue decreases
(increases). Since the price elasticity of demand is a constant, as price is
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lowered, total revenue, in the limit, is infinity. Conversely, as price is raised,
total revenue, in the limit, is zero. This result is consistent with the fact that
the demand curve is a generalized equilateral hyperbola.

Problem 4.13. Consider the general form of the demand function Q = f(P),
where dQ/dP < 0; that is, quantity demanded of a product is negatively
related to the selling price.

a. Demonstrate that average revenue is equal to the selling price of the
product.

b. Demonstrate the general proposition that at the output level of which
total revenue TR is maximized, the price elasticity of demand is unity
(i.e., g =-1).

c. In general, what is the relationship between marginal revenue MR and
the price elasticity of demand?

Solution

a. Total revenue is defined as price P times quantity Q, or TR = PQ.
Average revenue is defined as AR = TR/Q = PQ/Q = P.

b. Solving for price and applying the inverse-function rule, we may write
the inverse demand function as P = g(Q), where dP/dQ < 0. By using the
product rule, we find the appropriate first-order condition for total
revenue maximization

dTR d
ag =g [+ elig ) i)
dQ a0 dQ dQ
(3Ll )
dQ €,
where €, = (dQ/dP) (P/Q). Since P > 0, MR = 0 requires that 1 + 1/g, =
0. Solving for €,, we have
1+—=0
SP
1
— =1
EP
g, =-1
In summary, at the output level that maximizes TR (MR =0), g, = —1.
b. From the foregoing considerations, the relationship

MR = P(l + ij

£P
illustrates the general result that when demand is elastic (i.e., when
g, < -1, MR > 0), total revenue rises (falls) when quantity demanded
increases (decreases) following a price decline (increase). Alternatively,
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0 Q FIGURE 4.13 Diagrammatic
MR D=AR solution to problem 4.13.

when demand is inelastic (i.e., when -1 < g, < 0, MR < 0), total revenue
falls (rises) when quantity demanded increases (decreases) following a
price decline (increase). These results are summarized in Figure 4.13.

Problem 4.14. PDQ Company specializes in rapid parcel delivery. Cross-
sectional data from PDQ’s regional “hubs” were used to estimate the
demand equation for the company’s services. Holding income and prices of
other goods constant, the demand equation is estimated to be

P =660

where P is the price per pound and Q is pounds delivered. The marginal
cost of delivery is constant and equal to $2 per pound.

a. What is the point-price elasticity of demand?

b. What are the profit-maximizing price and quantity?

c. What are the total revenue maximizing price and quantity?

Solution
a. The point-price elasticity of demand is

(215

dar _( -4/3 _ _n9 ()43
0 —( 3 )(66)Q =-220
Since dQ/dP = 1/(dPIdQ), we write
a9 __ 1
AP~ -22073
1 6601 1 ) 6
T (—22Q4/3 j( ) ) - (_22Q—4/3 )(66Q e > = -3

for all values of Q. Demand is price elastic.
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b. The profit-maximizing condition is MR = MC.
TR = PQ = (66Q7"*)0 = 660

MR = MC
44075 =2
Q" =22
0=(2) =10,648
P=66Q""
Q" =22
1
-3
e
66
P=66Q7" =—=3
C
dTR (2
. ——=|= 660"
“ a0 (3 )oso

This result suggests that there are no 7R maximizing P and Q. The
demand function is a generalized equilateral hyperbola. As Q — e and
P — 0, TR — «.This result follows because the price elasticity of demand
is constant (=3). In general, when demand is elastic, a price decline
(increase in quantity demanded) will result in an increase in total
revenue. Since demand is always elastic, total revenue will continue to
rise as price is lowered.

USING ELASTICITIES IN MANAGERIAL
DECISION MAKING

Suppose that a linear demand equation for the following functional
relationship has been estimated

QD =f(PaAa19Ps) (416)

where P is the price of the commodity, A is the level of advertising expen-
ditures, / is per-capita income, and P is the price of a competitor’s product.
With knowledge of a specific demand equation, the manager can easily esti-
mate all relevant demand elasticities. In addition to the price elasticity of
demand, the manager can estimate elasticity measures for each of the other
explanatory variables.
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INCOME ELASTICITY OF DEMAND

Perhaps the second most frequently estimated measure of elasticity, after
the price elasticity of demand, is the income elasticity of demand, which is

defined as
() L)

where [ represents some measure of aggregate consumer income. The
income elasticity of demand measures the percentage change in the demand
for a good or service given a percentage change in income. From the
managerial decision-making perspective, the income elasticity of demand is
used to evaluate the sales sensitivity of a good or service to economic fluc-
tuations. Selected income elasticities of demand were summarized in Table
4.6.

Commodities for which g > 0 are referred to as normal goods. Sales of
normal goods rise with increases in income, and vice versa. Normal goods
may be further classified as either necessities or luxuries. A commodity is
classified as a necessity if 0 < €; < 1. The sales of such goods (electricity, rent,
food, etc.) are relatively insensitive to economic fluctuations. A commodity
is classified as a luxury if & > 1. Such commodities (jewelry, luxury auto-
mobiles, yachts, furs, restaurant meals, etc.) are very sensitive to economic
fluctuations.

Commodities in which g < 0 are referred to as inferior goods. Sales of
inferior good fall with increases in income, and vice versa. While it is diffi-
cult to identify inferior goods at the market level, it is easy to hypothesize
the existence of inferior goods for individuals. For some individuals, such
goods might include bus rides from New York City to Washington, D.C. An
increase in that individual’s income might result in fewer bus trips and more
train, plane, or automobile trips.

It is easy to show that while an individual’s consumption bundle might
consist of only normal goods, or a combination of normal goods and
inferior goods, it is not possible for the individual’s consumption bundle to
comprise only inferior goods. To see this, consider an individual with money
income M who consumes two goods, O, and Q,. Although the following dis-
cussion is restricted to the two-good case, it is easily generalized to n goods.
The reader is cautioned not to confuse the individual’s money income with
aggregate consumer income, /. The demand functions for the two goods are
assumed to be functionally related to the prices of the two goods and the
consumers money income, that is, Q; = Q(Py, P,, M) and Q, = Qy(P,, P,
M). From Appendix 3A the consumer’s budget constraint may be written
as

M = RO + PO, (3A, 1t)
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Differentiating Equation (3A, 1t) with respect to money income yields

(2 (22 ) a

Multiplying each term of the left-hand side of Equation (4.18) by unity

AN e

where (Q,/M) (M/Q,) = (Q./M) (M/Q,) = 1. Rearranging, Equation (4.19)
becomes

(0181M +(1)2£2 M = 1 (420)

where w, = P,(Q,/M) and o, = P»(Q,/M) is the proportion of money income
spent on Q; and Q,, respectively. The respective income elasticities for the
two goods are €, and €, .

Equation (4.20) asserts that the weighted sum of the income elasticities
of demand for both goods must equal unity. Since ®, and ®, are both pos-
itive, it cannot be true that both €, 5, and €, , can be inferior goods. The value
of at least one of the income elasticities must be positive (i.e., a normal
good).

Equation (4.20) also says something else. If the consumer’s money
income increases by, say, 20%, then total purchases must increase by 20%.2
Moreover, Equation (4.20) shows that for each good in the consumption
bundle with an income elasticity of demand with a value less than unity,
there must also exist a good or goods with an income elasticity of demand
with a value greater than unity. Finally, assuming that the income elasticity
of demand for all goods in the consumption bundle is not equal to unity,
an individual who consumes only normal goods must consume both
necessities (0 < €y, < 1) and luxuries (g, > 1).

Problem 4.15. Suppose that an individual consumes three goods, Q;, O,,
and Qs. Suppose further that the respective proportions of total income
devoted to the consumption of these three goods are 80, 20 and 20%. The
income elasticities for Q, and Q, are €, = 0.5 and &,,, = 1.5. How would
you classify the three goods?

Solution. Since 0 < g, < 1, then Q, is a necessity. Since &, > 1, then Q, is
a luxury good. Finally, substituting the information provided into Equation
(4.20) yields

2 Some readers may be concerned about the possibility that the individual does not spend
all of his or her income on goods and services (i.e., the consumer saves). This dilemma is easily
resolved if saving is viewed, correctly, as just another normal good.
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TABLE 4.7 Selected Cross-Price Elasticities of

Demand

Demand for Effect of price on €,
Butter Margarine 1.53
Electricity Natural gas 0.50
Coffee Tea 0.15

Source: Nicholson, (1995), p. 220.

1€ + W€ + 0383 =1
(0.8)(0.5)+(0.2)A.5)+ (0.2)e5 4 =1
0.7+(0.2)e; =1
€ =15

Since €3 = 1, then O, is a luxury good as well.

CROSS-PRICE ELASTICITY OF DEMAND

Another frequently used elasticity measure is the cross-price elasticity
of demand, which is defined as

(212

The cross-price elasticity of demand measures the percentage change in the
demand for good X given a percentage change in the price of good Y. The
cross-price elasticity of demand is used to evaluate the sales sensitivity of
a good or service to changes in the price of a related good or service.

An interpretation of the cross-price elasticity of demand follows from
the sign of the first derivative, since the second term on the right-hand side
of Equation (4.21) is always positive. When €, > 0, this indicates that the
good in question is a substitute, and when the ¢, < 0, the good in question
is a complement. Selected cross-price elasticities of demand are summa-
rized in Table 4.7.

OTHER ELASTICITIES OF DEMAND

Elasticity is a perfectly general concept. Whenever a functional rela-
tionship exists, then an elasticity measure in principle exists. That is, for any
function y = f(x, ..., x,), there exists an elasticity measure such that € =
(dyldx;) (xi/y),for alli=1,...,n.In Equation (4.16), the explanatory vari-
able A is the level of advertising expenditures. The advertising elasticity of
demand is, therefore,
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(2)2)

Equation (4.22) measures the percentage change in the demand for the
commodity given a percentage change in advertising expenditures.

Problem 4.16. Suppose that the demand equation for good X is
Q,=100-10P, -2P, +0.11+0.2A

where O, represents sales of good X in units of output, P, is the price
of good X, P, is the price of related good Y, I is per-capita income
($ees), and A is the level of advertising expenditures ($ees). Suppose
that P, = $2, P, = $3, I = 10, and A = 20. Calculate the price elasticity of
demand.

Solution. Substituting the values for the explanatory variables into the
demand equation yields

0, =100-10P, —2P, +0.11 + 0.2 A
=100 - 10P, —2(3)+ 0.1(10) + 0.2(20)
=100 —10P, —6+1+4=99—10P,

Using this result and calculating the price elasticity of demand yields

NEN TR
"\ar. No, (99-10P,)  99-10P,
-1002) 20

= =——=-0.253
99-10(2) 79

Problem 4.17. Rubicon & Styx has estimated the following demand
function for its world-famous hot sauce, Sergeant Garcia’s Revenge,

0=62-2P+021+25A

where Q is the quantity demanded per month (ee’s), P is the price per 6-

oz. bottle, I is an index of consumer income, and A is the company’s adver-

tising expenditures per month ($ee’s). Assume that P =4, =150, and A =
$4.

a. Calculate the number of bottles of Sergeant Garcia’s Revenge
demanded.

b. Calculate the price elasticity of demand. According to your calculations,
is the demand for this product elastic, inelastic, or unit elastic? What, if
anything, can you say about the demand for this product?

c. Calculate the income elasticity of demand. Is Sergeant Garcia’s Revenge
a normal good or an inferior good? Is it a luxury or a necessity?

d. Calculate the advertising elasticity of demand. Explain your result.



186 ADDITIONAL TOPICS IN DEMAND THEORY

Solution
a. Substituting the given information into the demand function yields

0=62-2P+021+25A
=62 -2(4)+0.2(150) +25(4) =62 — 8 + 30 + 100 = 184

b. The price elasticity of demand is given by the expression

(224

This result indicates that a 1% reduction in the price of Sergeant Garcia’s
Revenge results in a 0.04% increase in quantity demanded. Since |g,| <
1, the demand for this product is price inelastic. It suggests, perhaps, that
Sergeant Garcia’s Revenge has no close substitutes.

c. The income elasticity of demand is given as

(99 1\ _,,(150)_30 _
81_(al)(Q)_O'2(184j_184‘0'16

This result suggests that a 1% increase in consumer income results
in a 0.16% increase in the demand for this product. Since g > 0, this
good is characterized as a “normal” good. Moreover, since 0 < g < 1,
this product is also characterized as a “necessity.” This suggests that
people just cannot get along without Sergeant Garcia’s Revenge hot
sauce.

d. The advertising elasticity of demand is given as

{8l

This result suggests that a 1% increase in Rubicon & Styx’s advertising
budget would result in a 0.54% increase in sales.

CHAPTER REVIEW

Elasticity is a general concept that relates the sensitivity of a dependent
variable to changes in the value of some explanatory (independent) vari-
able. Suppose, for example, that the value of variable y depends in some
systematic way on the value of variable x. This relationship can be read “y
is a function of x.” Elasticity measures the percentage change in the value
of y given a percentage change in the value of x. There are several elastic-
ity concepts associated with the demand curve including price elasticity of
demand, income elasticity, cross (or cross-price) elasticity, advertising elas-
ticity, and interest elasticity.
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There are two measures of elasticity: the arc-price and the point-price
elasticities of demand. The elasticity measure calculated will depend on the
purpose of the analysis and the type of information available. The point-
price elasticity of demand requires a rudimentary knowledge of differen-
tial calculus.

The price elasticity of demand measures the percentage increase
(decrease) in the quantity demanded of a good or service given a percent-
age decrease (increase) in its price. By the law of demand, the price elas-
ticity of demand is always negative. If the price elasticity of demand is
between zero and negative unity (<1 in absolute terms), then demand is
said to be price inelastic. If the price elasticity of demand is equal to nega-
tive unity, then demand is said to be unit elastic. If the price elasticity of
demand is less than negative unity (greater than unity in absolute terms),
then demand is said to be price elastic.

If the demand curve is linear, all price-quantity combinations above the
midpoint of the curve are price elastic. All price—quantity combinations
below the midpoint are price inelastic. At the midpoint of the demand
curve, demand is unit elastic.

There is also an important relationship between the price elasticity of
demand and total revenue. If demand is price elastic, a decrease (increase)
in price will result in an increase (decrease) in total revenue. If demand is
price inelastic, then a decrease (increase) in price will result in a decrease
(increase) in total revenue. Finally, total revenue is maximized at the
price—quantity combination at which demand is unit elastic. Since marginal
revenue is zero when total revenue is maximized, it must also be true that
the price elasticity of demand is equal to negative unity when marginal
revenue is zero. This further implies that for linear demand curves, total
revenue is maximized at the price—quantity combination that corresponds
to the midpoint of a linear demand curve.

The income elasticity of demand measures the percentage change in the
demand for a good or service given a percentage change in consumers’
income. The income elasticity of demand is used to classify goods and ser-
vices as normal goods and inferior goods. Normal goods are further classi-
fied as luxury (superior) goods and necessities. A good or service is a luxury
if the income elasticity of demand is greater than unity. A good or service
is a necessity if the income elasticity of demand is less than unity. Finally, a
good or service is inferior if the income elasticity of demand is negative.

The cross-price elasticity of demand measures the percentage change in
the demand for a good or service given a percentage change in the price of
a related good or service. Related goods and services may be either substi-
tutes or complements. If two products are substitutes, the cross-elasticity of
demand is positive. If two products are complements, the cross-elasticity of
demand is negative.



188 ADDITIONAL TOPICS IN DEMAND THEORY

KEY TERMS AND CONCEPTS

Adpvertising elasticity of demand A measure of the sensitivity of consumer
demand for a good or a service in response to a change in the advertis-
ing expenditures of a firm or an industry. The advertising elasticity of
demand is computed as the percentage change in the demand for a good
or a service divided by the percentage change in advertising expendi-
tures. In practice, advertising expenditures are often used as a proxy for
tastes and preferences in the demand function.

Arc-price elasticity of demand The price elasticity of demand that is cal-
culated over a price—quantity interval by using the simple average as the
base. A knowledge of only two price—quantity combinations is required
to calculate an arc-price elasticity of demand.

Complement In the case of a complement, the change in the demand for
a good or service is inversely related to a change in the price of a related
good or service, and the cross-price elasticity of demand is negative.

Cross-price elasticity of demand A measure of the sensitivity of con-
sumer demand for a good or a service in response to a change in the
price of a related good or service. The cross-price elasticity of demand is
computed as the percentage change in the demand for a good or a service
divided by the percentage change in the price of a related good or
service.

Elastic demand Demand is elastic when the percentage increase
(decrease) in the quantity demanded of a good or a service is greater
than the percentage decrease (increase) in its price. When the demand
for a good or a service is price elastic, an increase (decrease) in the price
of that good or service will result in a decrease (increase) in the total
revenue earned by the firm or industry selling that good or service.

Elasticity Whenever there is a functional relationship between a depen-
dent variable and an independent (explanatory) variable, it is theoreti-
cally possible to calculate a measure of elasticity. Elasticity is a measure
of the sensitivity of a dependent variable to changes in an independent
(explanatory) variable. Elasticities are computed as the percentage
change in the value of the dependent variable divided by the percentage
change in the value of the independent (explanatory) variable.

Income elasticity of demand A measure of the sensitivity of consumer
demand for a good or a service in response to a change in income. The
income elasticity of demand is computed as the percentage change in the
demand for a good or a service divided by the percentage change in
income.

Inelastic demand Demand is inelastic when the percentage increase
(decrease) in the price of a good or a service is less than the percentage
decrease (increase) in its price. When the demand for a good or a service
is price inelastic, an increase (decrease) in the price of that good or a
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service will result in an increase (decrease) in the total revenue earned
by the firm or industry selling that good or service.

Inferior good A good or service is inferior when changes in the
demand for it are inversely related to changes in income. In the case
of an inferior good, the value of the income elasticity of demand is
negative.

Luxury In the case of a luxury, the percentage increase (decrease) in the
demand for a good or service is greater than the percentage increase
(decrease) in income, and the value of the income elasticity of demand
is greater than unity.

Marginal revenue The change in the total revenue earned by a firm in
response to a change in output sold. When marginal revenue is positive
then total revenue is increasing. When marginal revenue is negative then
total revenue is decreasing. If marginal revenue is positive at lower
output levels and negative at higher levels, total revenue is maximized
when marginal revenue is zero.

Necessity In the case of a necessity, the percentage increase (decrease) in
the demand for a good or service is less than the percentage increase
(decrease) in income, and the value of the income elasticity of demand
is positive and less than unity (i.e., a positive fraction).

Normal good or service In the case of a normal good or service, changes
in the demand are positively related to changes in income, and the value
of the income elasticity of demand is positive. Normal goods and services
may be further classified as luxuries and necessities.

Point-price elasticity of demand The price elasticity of demand that is
calculated at a specific price—quantity combination. A knowledge of the
demand equation for a good or a service is required to calculate a point-
price elasticity of demand

Price elasticity of demand A measure of the sensitivity of the quantity
demanded of a good or a service in response to a change in the price of
that good or service. The price elasticity of demand is computed as the
percentage increase (decrease) in the quantity demanded of a good or a
service divided by the decrease (increase) in the price of that good or
service.

Price elasticity of supply A measure of the sensitivity of the quantity sup-
plied of a good or a service in response to a change in the price of that
good or service. The price elasticity of supply is computed as the per-
centage increase (decrease) in quantity supplied of a good or service
given a percentage increase (decrease) in the price of that good or
service.

Related good or service Changes in the demand for a good or a service
are sometimes related to changes in the price of some other good or
service. Related goods and services may be further classified as comple-
ments and substitutes.
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Substitute In the case of a substitute, the change in the demand for a good
or service is positively related to a change in the price of a related good
or service, and the cross-price elasticity of demand is positive.

Total revenue The price of a product multiplied by the quantity sold (i.e.,
TR = PQ).

Unit elastic demand In the case of unit elastic demand the percentage
increase (decrease) in the price of a good or a service is equal to the per-
centage decrease (increase) in its price, and the value of the price elas-
ticity of demand is negative unity. Total revenue is maximized at the
price—quantity combination for which the price elasticity of demand is
equal to negative unity.

CHAPTER QUESTIONS

4.1 Suppose that the demand equations for heart surgery and cosmetic
surgery are both linear. The demand for heart surgery is more price inelas-
tic than the demand for cosmetic surgery. Do you agree? Explain.

4.2 The price elasticity of demand of gasoline is more elastic in the long
run than it is in the short run. Do you agree? Explain.

4.3 Suppose that you are a portfolio manager for a large, diversified
mutual fund. The fund’s chief economist is forecasting a slowdown in aggre-
gate economic activity (i.e., a recession). How would you use your knowl-
edge of estimated income elasticities of demand to alter the composition of
the portfolio?

4.4 What is the advertising elasticity of demand? What, if anything,
can you say about the effect of advertising expenditures on company
profits?

4.5 Consider two linear demand curves drawn on the same diagram. The
first demand curve has a larger intercept but a numerically smaller (steeper)
slope than the second demand curve. What, if anything, can you say about
the price elasticity of demand for both goods at the point where the two
demand curves intersect?

4.6 What, if anything, can you say about the relationship between the
price elasticity of demand for a good and the percentage of an individual’s
income spent on that good?

4.7 The price elasticity of demand of a good at a given price is more
elastic for wealthy individuals than for individuals who are less affluent. Do
you agree? Explain.

4.8 Demonstrate that the market price elasticity of demand is equal to
the weighted sum of the individual price elasticities.

4.9 A severe frost significantly damages the Florida orange crop. As a
result, revenues earned by Florida orange growers decline dramatically. Do
you agree? Explain.
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4.10 The demand for canal transportation was more inelastic after the
development of regional railroads than before. Do you agree? Explain.

4.11 Suppose that the market for illegal drugs is perfectly competitive.
Suppose further that domestic crime rates are positively related to the value
of illegal drug sales and that the demand for drugs is price inelastic. The
government’s primary weapon in the war on drugs is to interdict then flow
into the country from outside its borders. What is the likely effect of inter-
diction on domestic crime rates? Do you support such a policy? What alter-
native approach to the war on drugs would you recommend?

4.12 A monopolist would never produce a good along the inelastic
portion of a linear demand curve. Do you agree? Explain.

4.13 A consortium is formed of the world’s leading oil producers form
a cartel to control crude oil supplies and international oil prices. The objec-
tive of the cartel is to reduce output, raise prices, and increase cartel rev-
enues. Under what circumstances will the cartel’s efforts be successful? Do
you believe that this is a realistic scenario?

4.14 The world’s leading coffee bean producers form a cartel to control
coffee bean supplies and international coffee prices. The objective of the
cartel is to increase output, lower prices, and increase cartel revenues.
Under what circumstances will the cartel’s efforts be successful? Do you
believe that this is a realistic scenario?

4.15 Suppose that the demand equation for a firm’s product has been
estimated as Q, = 100P>3I°%, where P and [ are price and income, respec-
tively.

a. What, if anything, can you say about the price elasticity of demand

for good X?
b. What, if anything, can you say about the income elasticity of demand
for good X?

c. What, if anything, can you say about the relationship between the

slope of the demand curve and the price elasticity of demand?

d. What, if anything, can you say about the effect of a price decrease on

firm revenues?

e. How would your answer to part ¢ be different if the demand equa-

tion had been linear?

CHAPTER EXERCISES

4.1 The Sylvan Corporation has estimated the price elasticity of demand
for synthetic wood sorrel to be —0.25.
a. If the price of Sylvan wood sorrel increases by 10%, what will happen
to the quantity demanded of wood hewers?
b. What will happen to Sylvan’s revenues as a result of the price
increase?
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4.2 Suppose that the cross-price elasticity of demand for good X is 2.5.
The price of good Y increases by 25%.

a. What is the relationship between good X and good Y?

b. How will the increase in the price of good Y affect sales of good

X?

4.3 Suppose that the cross-price elasticity of demand for good M is —1.75
and the price of good N falls by 10%.

a. What is the relationship between good M and good N?

b. How will the fall in the price of good N affect sales of good

M?

4.4 Suppose that the income elasticity of demand for a good is 3.5.

a. What type of good is this?

b. What increase in income will be necessary for the demand for the
good to increase by 21%?

4.5 Silkwood Enterprises specializes in gardening supplies. The demand
for its new brand of fertilizer, Meadow Mulffins, is given by the equation Q
=120 - 4P.

a. Silkwood is currently charging $10 for a pound of Meadow Muffins.
At this price, what is the price elasticity of demand for Meadow
Muffins?

b. At a price of $10, what is Silkwood’s marginal revenue?

c. What price should Silkwood charge if it wishes to maximize its total
revenue?

d. At the total revenue maximizing price, what is the price elasticity of
demand for Meadow Muffins?

e. Diagram your answers to parts a through d.

4.6 Just-the-Fax, Max, Inc. has determined that the demand for its fax

machines is Q = 3,000 — 1.5P.

a. Calculate the point-price elasticity of demand when P = $600.

b. At P = $600, what is the firm’s marginal revenue?

c. Find the total revenue maximizing price and quantity for the firm.

4.7 The market research department of Paradox Enterprises has deter-
mined that the demand for fingolds is Q = 1,000 — 5P + 0.057 — 50P,, where
P is the price of glibdibs, I is income, and P, is the price of ballzacks. Suppose
that P =$5, I = $20,000, and P, = $15.

a. Compute the price elasticity of demand for fingolds.

b. Is the firm maximizing its total revenue at P = $5. If not, what price

should it charge?

c. At P =$5, compute the income elasticity of demand for fingolds.

d. At P = $5, compute the cross-price elasticity of demand for fingolds.

4.8 The demand equation for a firm’s product has been estimated as log
0,=1,500-2log P, +0.5logl +0.25log P, — 1.5log P,, where Q, represents
unit sales of brand X, P, is the price of brand X, [ is per-capita income, P,
is the price of brand Y, and P, is the price of brand Z.
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€.

What is the price elasticity of demand for brand X?

What is the income elasticity of demand for brand X? What type of
good is brand X?

What is the cross-price elasticity of demand for brand X in relation
to the price of brand Y? What is the relationship between brand X
and brand Y?

. What is the cross-price elasticity of demand for brand X in relation

to the price of brand Z? What is the relationship between brand X
and brand Z?

What effect will an increase in the price of brand X have on the firm’s
total revenues?

4.9 The demand curve for widgets is Op = 10,000 — 25P.

a.
b.
c.

d.

h.

How many widgets could be sold for $100?

At what price would widget sales fall to zero?

What is the total revenue (7TR) equation for widgets in terms of
output, O? What is the marginal revenue equation in terms of Q?
What is the point-price elasticity of demand when P = $200? What is
total revenue at this price? What is marginal revenue at this price?
Explain your result.

Suppose that the price of widgets fell to P = $150. What would be
the new point-price elasticity of demand? What is total revenue at
this price? What is marginal revenue at this price? Explain your
result.

Suppose that the price of widgets rose to P = $250. What would be
the new point-price elasticity of demand? What is total revenue at this
price? What is marginal revenue at this price? Explain your result.
Suppose that the supply of widgets is given by the equation
Qs =-5,000 + 50P. What is the relationship between quantity supplied
and quantity demanded at a price of $300?

In this market, what is the equilibrium price and what is the quantity?

4.10 The demand for high-top bell-knots is given by the equation Q =
50 - 2P.

a.
b.

What is the point-price elasticity of demand at P = $20?

If the price were to fall to $15, what would happen to total expendi-
tures on this product and what would this imply about the price elas-
ticity of demand?

Verify your answer to part b by computing the arc-price elasticity over
this interval.

What, if anything, can you say about the relationship between the
point-price elasticities of demand calculated in parts a and b and the
arc-price elasticity of demand calculated in part c?

4.11 The demand equation for product X is given by Q, = (2IP,)/(5P,),
where [ is income, P, the price of product X, and P, the price of product Y.
Also, I = $1,000, P, = $20, and P, = $5.
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a. Write the demand equation in linear form.

b. Write an equation for the point-price elasticity. For what values of I,
P,, and P, is demand unitary elastic? Explain.

c. Write an equation for the point-income elasticity. For what values of
I, P,, and P, is demand unitary elastic? Explain.

d. Write an equation for the point—cross-price elasticity. For what values

of I, P,,and P, is demand unitary elastic? Explain.

4.12 An individual consumes three goods, Q;, Q,, and Qs. The propor-
tions of total income devoted to the consumption of O, and Q, are 75 and
15%, respectively. The income elasticities for Q; and Q, are €, = 0.75 and
&, = —1.5, respectively. How would you classify the three goods?
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PRODUCTION

The discussion thus far has focused primarily on the demand side of the
market. We have seen, for example, that a firm’s total revenue will depend,
in part, on the selling price of the product, which is determined by the inter-
action of consumer and producer behavior in the market. We have also
investigated the conditions under which a firm might increase its revenues
by changing the selling price of its product.

In spite of all that has thus far been accomplished, we have yet to
examine the conditions under which firms produce the goods and services
that are demanded by consumers, and perhaps more importantly from the
perspective of senior management, the associated costs of production. If we
are to investigate more closely the first-order and second-order conditions
for a firm to maximize its profits, we must understand not only the revenue
component of the profit equation, but the cost component as well. In this
chapter we will examine the general problem of transforming productive
resources in goods and services for sale in the market.

THE ROLE OF THE FIRM

The firm is an organizational activity that transforms factors of produc-
tion, or productive inputs, into outputs of goods and services. Economics
itself is the study of how society chooses to satisfy virtually unlimited human
wants subject to scarce productive resources. In fact, this economic problem
can be viewed as a constrained optimization problem in which the objec-
tive is to maximize some index of human happiness, which is assumed to be

195
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a function of the consumption of limited, or scarce, amounts of goods and
services.

Let us examine this fundamental economic paradigm a bit more closely.
For theoretical purposes, it is useful to assume that human material wants
and desires are insatiable. While this might not be so for any individual com-
modity, by and large the vast majority of individuals are never completely
satisfied with what they have. Consumers will, in general, always want more
of something. Unfortunately, consumers cannot have everything they want
for the simple reason that the productive inputs necessary to produce these
goods and services are finite. In other words, outputs of goods and services
(Q) are limited because the productive resources necessary to produce
them are limited.

Productive resources, or inputs, or factors of production are used by
firms to produce goods and services. These productive resources may con-
ceptually be divided into two broad categories—human and nonhuman
resources. Nonhuman resources may be further classified as land, raw
materials, and capital. While these classifications are arbitrary, they are con-
ceptually convenient.

Land (e.g., arable land for farming, or the land under buildings and
roads) may be described as a “gift of nature.” Raw materials include such
natural resources as coal, oil, copper, sand, and trees. Finally, capital repre-
sents manufactured inputs that are used in the production of final goods
and services. Capital goods include tools, machinery, equipment, office
buildings, and storage facilities.

In an economic sense, “capital” does not refer to such financial assets as
money, corporate equities, savings accounts, and U.S. Treasury securities.
There is a loose conceptual connection between the economic and finan-
cial definitions of the term in that firms that wish to acquire capital equip-
ment will do so only if the additional return from an investment in capital
goods is sufficient to cover the opportunity cost of the interest that might
have been earned by investing in a financial asset.

Human resources, on the other hand, might be classified as labor and
entrepreneurial ability. Labor consists of the physical and mental talents of
individuals engaged in the production process. Labor services are similar to
services derived from nonhuman resources in that the rental value of labor
services (wages, salaries, health benefits, etc.) is determined by the interac-
tion of supply and demand conditions in the market for factors of produc-
tion. Labor is unique among the other factors of production, however, in
that in a free society, labor decides for itself how intensively its services will
be made available in the production process.

Entrepreneurial ability is a special subset of human resources because
without the entrepreneur, all other factors of production cannot be com-
bined. In other words, the services of land, labor, and capital are “rented”
to the highest bidder through the interaction of supply and demand. The



THE PRODUCTION FUNCTION 197

bidders are entrepreneurs. An individual may, of course, be both a laborer
and entrepreneur in the same production process. Nevertheless, the entre-
preneur is unique in that it is through his or her initiative and enterprise
that the other factors of production are organized in the first place.

The entrepreneur is distinguished from the “hired hand” in a number of
other ways. The entrepreneur, for example, makes the nonroutine decisions
for the firm. The entrepreneur determines the firm’s organizational objec-
tives. The entrepreneur is an innovator, constantly on the alert for the best
(least expensive) production techniques. The entrepreneur also endeavors
to ascertain the wants and needs of the public to be able to introduce new
and better products, and to discontinue production of goods and services
that are no longer in demand. The entrepreneur is a risk taker in the expec-
tation of earning a profit.

It should be pointed out once again that it is assumed that the expecta-
tion of earning profit is the motivating incentive for all commercial activi-
ties in a free economy. Without the profit motive, it is assumed that
entrepreneurs would not incur risk the financial risks associated with com-
bining productive resources to produce final goods and services for sale in
the market. In the absence of the profit motive, the production of goods
and services in quantities that are most in demand by society would not
occur. Moreover, whenever the profit incentive is diluted—say, through a
tax on profits—fewer goods and services will be produced by the private
sector in exchange for an increase in goods and services produced by the
public sector. Whether society is better off or worse off will ultimately
depend on which sector is most responsive to society’s needs and prefer-
ences and which sector is most efficient in the utilization of productive
resources in the delivery of those goods and services. The disappointing eco-
nomic experiences of centrally planned economies in the communist coun-
tries of eastern Europe and Asia in the latter half of the twentieth century,
compared with that of the essentially free market economies of western
Europe, North America, and Japan often convincing testimony to the power
of the profit motive in promoting the general economic well-being of
society at large. To quote from Adam Smith: “By pursuing his own interest
he (the entrepreneur) frequently promotes that of society more effectively
than when he really intends to promote it.”!

THE PRODUCTION FUNCTION

The technological relationship that describes the process whereby
factors of production are efficiently transformed into goods and services is

' Adam Smith, The Wealth of Nations. (New York: Modern Library, 1937) p. 423. (Origi-
nally published in 1776.)
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called the production function. Mathematically, a production function
utilizing capital, labor, and land inputs may be written as

0=f(K,L,M) (5.1)

where K is capital, L is labor, and M is land.

The production function defines the maximum rate of output per unit of
time obtainable from a given set of productive inputs. Obviously, some firms
organize inputs inefficiently, thereby producing less than the maximum
possible level of goods and services. In a competitive market environment,
however, firms that do not adopt the most efficient (cost-effective) pro-
duction technology will not prosper and may, if fact, be forced to curtail
operations as their market position is undermined by more aggressive com-
petitors. In free-market economies there is a tendency for more efficient
operations to drive less efficient firms out of an industry.

For the sake of pedagogical, theoretical, and graphical convenience, let
us assume that all productive inputs may be classified as either labor (L)
or capital goods (K). Equation (5.1) may therefore be rewritten as

0=f(K,L) (5.2)

In most cases, labor and capital may be substituted, albeit in varying
degrees. As we will see, the precise manner in which these inputs are com-
bined will depend on the relative rental price and marginal productivity of
the factor of production. A firm that operates efficiently will choose that
combination of productive inputs that minimizes the total cost of produc-
ing a given level of output. Equivalently, a firm that operates efficiently will
choose that combination of productive inputs that will maximize produc-
tion subject to a given operating budget.

It should be noted that the production function signifies the technolog-
ical relationship between inputs and outputs. It is an engineering concept,
devoid of any economic content. The production function defines the
maximum output obtainable from a particular combination of inputs. Input
prices must be combined with the production function to determine which
of the many possible combinations of inputs is the most desirable given the
firm’s objectives, such as profit maximization.

THE COBB-DOUGLAS PRODUCTION FUNCTION

Production functions take many forms. In fact, there is a unique pro-
duction function associated with each and every production process. In
practice, it may not be possible to precisely define the mathematical rela-
tionship between the output of a good or service and a set of productive
inputs. In spite of this, it is possible to approximate a firm’s production
function. Perhaps the most widely used functional form of the production
process for empirical and instructional purposes is the Cobb—Douglas pro-
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duction function. The appeal of the Cobb-Douglas production function
stems from certain desirable mathematical properties. The general form of
the Cobb-Douglas production function for the two-input case may be
written

Q=AK*I? (5.3)

where A, o.and B are known parameters and K and L represent the explana-
tory variables capital and labor, respecitvely. It is further assumed that
0< (o, B)<1.

Consider, for example, the following empirical Cobb-Douglas produc-
tion function:

Q=25K"[ (5.4)

Table 5.1, which summarizes the different output levels associated with
alternative combinations of labor and capital usage, illustrates three impor-
tant relationships that highlight the desirable mathematical properties of
the Cobb-Douglas production function. These are the relationships of
substitutability of inputs and returns to scale, and the law of diminishing
marginal product. Although these properties of production functions are
discussed at greater length later, a brief discussion of their significance in
terms of the example illustrated in Table 5.1 is useful here.

Substitutability

When a given level of output is generated, factors of production may or
may not be substitutable for each other. Table 5.1 illustrates the substi-
tutability of labor and capital for the production function summarized in
Equation (5.4). It can be seen, for example, that to produce 122 units of
output, labor and capital may be combined in (row, column) combinations
of (3, 8), (4, 6), (6,4), and (8, 3).

TABLE 5.1 Substitutability

Labor

Capital 1 2 3 4 5 6 7 8

1 25 35 43 50 56 61 66 71
2 35 50 61 71 79 87 94 100
3 43 61 75 87 97 106 115 122
4 50 71 87 100 112 122 132 141
5 56 79 97 112 125 137 148 158
6 61 87 106 122 137 150 162 173
7 66 94 115 132 148 162 175 187
8 71 100 122 141 158 173 187 200
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The Cobb-Douglas production function also illustrates the fundamental
economic problem of constrained optimization. Although there are theo-
retically an infinite number of output levels possible, the firm is typically
subject to a predetermined operating budget that limits the amount of pro-
ductive resources that can be acquired by the firm. Because of this restric-
tion, an increase in the use of one factor of production requires that less of
some other factor be employed. The degree of substitutability of inputs is
important because it suggests that managers are able to alter the input mix
required to produce a given level of output in response to changes in input
prices.

Returns to Scale

Suppose that output is described as a function of capital and labor.
Suppose that capital and labor are multiplied by some scalar. If output
increases by that same scalar, the term constant returns to scale (CRTS)
opplies. In Table 5.1 we observe that when labor and capital inputs are
raised by a factor of 2, as when labor and capital are doubled from 2 units
to 4 units, then output is raised by the same scalar (i.e., output increases
from 50 to 100 units). If capital and labor are multiplied by a scalar and
output increases by a multiple greater than the scalar, the condition is
referred to as increasing returns to scale (IRTS). Finally, if capital and labor
are multiplied by a scalar and output increases by a multiple less than the
scalar, the condition is referred to as decreasing returns to scale (DRTS).

Law of Diminishing Marginal Product

Finally, the Cobb-Douglas production function exhibits a very important
technological relationship—the law of diminishing marginal product (also
referred to as the law of diminishing returns). This law, sometimes referred
to as the second fundamental law of economics, states that when at least
one productive input is held fixed while at least one other productive
resource is increased, output will also increase but by successively smaller
increments. The law of diminishing marginal product is a short-run pro-
duction concept. As will be discussed in the next section, the “short run” in
production refers to that period of time during which at least one factor of
production is held fixed in amount. Mathematically, the law of diminishing
marginal product requires that the first partial derivative of the production
function with respect to a variable input be positive and the second partial
derivative negative. In Table 5.1, for example, when capital is held constant
at K =1, and labor is successively increased from L =1 to L = 6, output
increases from 25 to 61 units, but successive marginal increments are 10, 8,
7,6, and 5.

It was noted earlier that the production function is characterized as effi-
cient (i.e., the most output obtainable from a given level of input usage).
Efficient utilization of productive inputs is characterized by production pos-
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122

FIGURE 5.1 The production surface. 0

sibilities defined on the production surface in Figure 5.1. Any point above
the production surface is unobtainable given the level of inputs available
to the firm and the prevailing state of production technology. Any point
below the production surface characterizes inefficiency.

SHORT-RUN PRODUCTION FUNCTION

In the production process, economists distinguish between the short run
and the long run. The short run in production refers to that period of time
during which at least one factor of production is held constant. The law of
diminishing marginal product is a short-run phenomenon. The long run in
production occurs when all factors of production are variable. Denoting K,
as a fixed amount of capital, the short-run production function may be
written

0. = f(Ky,L)=TP, (5.5)

Equation (5.5) is sometimes referred to as to total product of labor, or more
simply as TP;.

The decision maker must determine the optimal amount of the variable
input (L) given its price (P, ) and the price of the resulting output (P). It is
assumed that the state of technology is captured in the specification of the
production function and that production is efficient. Note that the subscript
L in Equation (5.5) denotes the level of output dependent on the level of
labor usage. Equivalently, if labor is assumed to be the fixed input, the short-
run production function would be written

Ok = f(K, Ly) =TPg (5.6)
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KEY RELATIONSHIPS: TOTAL, AVERAGE, AND
MARGINAL PRODUCTS

There is a crucial relationship between any total concept and its related
average and marginal concepts. Since the present discussion deals with pro-
duction, we will explore the relationship between the total product of labor
and the related average product of labor (AP;) and marginal product of
labor (MP;). The reader is advised, however, that the fundamental rela-
tionships established here are perfectly general and may be applied to any
functional relationship.

TOTAL PRODUCT OF LABOR

If we assume that the level of capital usage is fixed, the total product of
labor is described by Equation (5.5). This short-run production function
defines the maximum amount of output attainable from any given level of
labor usage given some fixed level of capital usage.

AVERAGE PRODUCT OF LABOR

The average product of labor AP; is simply the total product per unit of
labor usage and is determined by dividing the total product of labor by the
total amount of labor usage. This relationship is defined in Equation (5.7).

TP, _ Qs _ [(Ko L)

APL=
L L L

(5.7)

MARGINAL PRODUCT OF LABOR

The marginal product of labor M P, is defined as the incremental change
in output associated with an incremental change in the amount of labor
usage. Mathematically, since the amount of capital is constant, this is equiv-
alent to the first partial derivative of the production function with respect
to labor:

OTP, _ 30, _3f(Ko. L)

MP, = 5.8
oL oL oL 68
Similarly, the marginal product of capital is defined as

MP, = TPy _ 00k _ of (K, Ly) (5.9)

oK oK dK
Consider, for example, the Cobb-Douglas production function

0=AK"I} (5.3)
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The respective marginal products are

MP, = aaQLL =BAK*IP! (5.10)
MPy = aa% =aAK* '[P (5.11)

Problem 5.1. Suppose that you are given the following production
function:

Q — 1OOK0‘6L0'4

Determine the marginal product of capital and the marginal product of
labor when K =25 and L = 100.

Solution. The marginal product of capital is given as

00« 6014
MPy = = 0.6(100) K1 [04 = 60 K04[04 = 21—
K aK ( ) KOA
0.4 0.4
= 60(£) = 60(@) —60(4)"" =63.4
K 25

The marginal product of labor is given as

20, 40K

MP, ==t = 0.4(100)K 124 = 40 K06 [06 = Tod
0.6 0.6
= 40[%) - 40(%) =40(0.25"° =17.4

MATHEMATICAL RELATIONSHIP BETWEEN
AP, AND MP,

The mathematical relationship between the average product of labor (or
any average concept) and the marginal product of labor (or any related
marginal concept) may be illustrated by the use of optimization analysis.
Consider again the definition of the average product of labor

TP, Q1 _[f(Ko, L)
AP =——==—"=—""" 5.
L= = 3 (5.7)
Taking the first derivative of Equation (5.7) with respect to labor and setting
the results equal to zero yields
0AP, L(Q./dL)-Q,(L/OL) _

0

oL I’
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which implies

MP, —% =0 (5.12)
or
MPL :APL

since 1/L? is positive. That is, when the average product of labor is max-
imized, the marginal product of labor is equal to the average product of
labor.

Equation (5.12) may also be used to highlight another important rela-
tionship between the average product of labor and the marginal product of
labor. When MP; > AP;, then dAP,/dL > 0, which implies that the average
product of labor is rising. When MP; < AP;, then dAP,;/dL < 0, which says
that the average product of labor is falling. Only when MP;, = AP; and
0AP. /0L = 0 will the average product of labor be stationary (either a
maximum or a minimum). The second-order condition for minimum
average product of labor is *AP,/0L* < 0.

In general, for any total function it can be easily demonstrated that when
the marginal value is greater than the average value (i.e., M > A), then A
will be rising. When M < A, A will be falling. Finally, when M = A, A
will neither be falling nor rising but at a local optimum (maximum or
minimum). To illustrate this relationship, consider the simple example of a
student who takes a course in which the final grade is based on the average
of 10 quizzes. A maximum of 100 points may be earned on each quiz. Thus,
a maximum of 1,000 points may be earned during the semester, or a
maximum average for the course of 1,000/10 = 100. Suppose that the student
has taken six quizzes and has earned a total of 480 points, for an average
grade of 480/6 = 80. If the student receives a grade of 90 on the seventh
quiz, then the student’s average will rise from 80 to 570/7 = 81.4. That is,
since the marginal grade is greater than the average grade to that point, the
student’s average will rise. On the other hand, if the student received a
grade of 70 on the seventh quiz, the student’s average will fall to 550/7 =
78.6. Finally, if the student receives a grade of 80 on the seventh quiz then,
clearly, there will be no change in the student’s average (i.e., 560/7 = 80).

Problem 5.2. Consider again the Cobb-Douglas production function:
Q - ZSKO‘SLO‘S

Verify that when the average product of labor is maximized, it is identical
to the marginal product of labor.

Solution. The average product of labor is

0.570.5
APngz(ZSK 109)
L L
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Maximizing this expression with respect to labor yields
0AP, 0.5(25K*°L"°)L-25K"L’
oL r
Since L > 0, this implies that
0.5(25K* L)L -25K* [ =0
25K0.5L0.5
L

As demonstrated earlier, the term on the left-hand side of the expression
is the marginal product of labor, while the term on the right is the average
product of labor. Thus, this expression may be rewritten as

MPLZAPL

0.5(25K*5L*%) =

THE LAW OF DIMINISHING MARGINAL
PRODUCT

It was noted earlier that the Cobb—Douglas production function exhibits
a number of useful mathematical properties. One of these properties is the
important technological relationship known as the law of diminishing mar-
ginal product (law of diminishing returns). This concept can be described
with the use of a simple illustration.

Consider a tomato farmer who has a 10-acre farm and as much fertilizer,
capital equipment, water, labor, and other productive resources as is
necessary to grow tomatoes. The only input that is fixed in supply is farm
acreage. The farmer decides that to maximize output, additional workers
will have to be hired. With the exception of farm acreage, each worker has
as many productive resources to work with as necessary.

Initially, as one might expect, output expands rapidly. At least in the early
stages of production, as more workers are assigned to the cultivation of
tomatoes, the additional output per worker might be expected to increase.
This is because in the beginning land is relatively abundant and labor is
relatively scarce. While each worker has as much land and other resources
to work with as is necessary for efficient production, at least some land
initially stands fallow. Labor can be said to be fully utilized while land can
be said to be underutilized. As more laborers are added to the production
process, total output rises; beyond some level of labor usage, however, incre-
mental additions to output from the addition of more workers, while posi-
tive, will begin to decline. That is, while each additional worker contributes
positively to total output, beyond some point the amount of land allocated
to each worker will decline. No matter how much water, fertilizer, and
other inputs are made available to each worker, the amount of output per
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worker will begin to fall. At this point, land has become over utilized while
labor has become fully utilized.

The law of diminishing marginal product sets in at the point at which the
contribution to total output from an additional worker begins to fall. In fact,
if successively more workers are added to the production process, the
amount of land allocated to each worker becomes so small that we might
even expect zero marginal product; that is, total output has been maximized.
It is even conceivable that beyond the point of maximum production, as
more workers are added to the production process, output will actually
decline. This is because workers may interfere with each other or will
perhaps trample on some of the tomatoes. In the extreme, we cannot rule
out the possibility of negative marginal product of a variable input.

Definition: The law of diminishing marginal product states that as
increasing amounts of a variable input are combined with one or more fixed
inputs, at some point the marginal product of the variable input will begin
to decline.

Numerous empirical studies have attested to the veracity of the law of
diminishing marginal product. As noted earlier, this phenomenon is exhib-
ited mathematically in the Cobb-Douglas production function. A necessary
condition for the law of diminishing returns is that the first partial deriva-
tive of the production function be positive, indicating that as more of the
variable input is added to the production process, output will increase. A
sufficient condition, however, is that the second partial derivative be nega-
tive, indicating that the additions to total output from additions of the vari-
able input will become smaller. Consider again Equation (5.10).

o0,
oL

MP, =BAK*I*' >0 (5.10)
Since A, o, and B are assumed to be positive constant, and lal, IBl < 1, then
Equation (5.10) is clearly positive, since L7 > (. A positive marginal
product of labor is expected, since we would expect output to increase as
incremental units of a variable input are added to the production process.
Our concern is with the change in marginal product, given incremental
increases in the amount of labor used. To determine this we must take the
second partial derivative of the total product of labor function or, which is
the same thing, the first partial derivative of Equation (5.10).

aMP, 90,
oL AL’
since B—1<0and LP?> 0.

=BB-1)AK*LF? <0

Problem 5.3. Consider the following Cobb-Douglas production function:

Q — 25KO.5L0.5
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Verity that this expression exhibits the law of diminishing marginal product
with respect to capital.

Solution. The marginal product of capital is given as

90k

MP; =
K7 oK

=0.5Q25)K 1L =12.5K L >0

since L and K are positive. The second partial derivative of the production
function is

IMP.  9°0x
- — _0.5012.5)K"5 105 <0
K K> (12.5) <

which is clearly negative, since K'°=1/K'* > 0.

THE OUTPUT ELASTICITY OF
A VARIABLE INPUT

Another useful relationship in production theory is the coefficient of
output elasticity of a variable input, which illustrates an interesting rela-
tionship between the marginal product and the average product of a pro-
ductive input. By definition, the output elasticity of labor is

202 L)
"“oaL \ oL No,

1\ MP

AP, ) AP,

(5.13)

:MPL(

The output elasticity of labor is simply the ratio of the marginal product
of labor and the average product of labor. As we will see later, this rela-
tionship has some interesting implications for production theory.

Problem 5.4. The Cobb-Douglas production function is widely used in
economic and empirical analysis because it possesses several useful
mathematical properties. The general form of the Cobb—Douglas produc-
tion function is given as

0 =AK*[?

where A is a positive constantand 0 < o< 1,0 <P < 1.

a. The law of diminishing marginal product states that as units of a vari-
able input are added to a fixed input, output will increase at a decreas-
ing rate. Suppose that capital (K) is the fixed input and that labor (L) is
the variable input. Demonstrate the law of diminishing marginal product
using the Cobb—Douglas production function.
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b. Assuming that capital is the constant factor of production, what is the
proportional change in output resulting from a proportional change in
labor input?

Solution
a. With capital the constant factor of production, the mathematical condi-
tions for the law of diminishing returns are

00

MP;, :a_L>O
MP._P0
oL oL’

Taking the partial derivative of the Cobb—Douglas production function
with respect to labor yields

20
oL
This result demonstrates that as more labor is added to fixed capital,

output will rise. Taking the second partial derivative of Q with respect
to L, we obtain

=BAK*I}' =B(AK“IP)L" = BQ PX>0 for K,L>0

2 (- 1paK 1 =3 DB(AK L)L
:@m for K,L>0

This result demonstrates that output increases at a decreasing rate.
b. The output elasticity with respect to L is given as

Ot e

"o No) ap, L No)”
That is, the proportional change in output resulting from proportional
changes in labor input (the output elasticity of labor) is equal to B, a con-

stant. It can be easily demonstrated that the output elasticity of capital
(ek) is equal to a.

RELATIONSHIPS AMONG THE PRODUCT
FUNCTIONS

MARGINAL PRODUCT

In Figure 5.2, illustrates the short-run relationships among the total,
average, and marginal product functions, which the marginal product of
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FIGURE 5.2 Stages of production.

labor, which is the first partial derivative of the total product of labor func-
tion, is the value of the slope of a tangent at a particular point on the TP,
curve. We can see from Figure 5.2a that as we move from point 0 on the
TP, curve, the slope of the tangent steadily increases in value until we reach
inflection point A. From point A to point C the marginal product of labor
is still positive, but its value steadily decreases to zero, which is at the top
of the TP, “hill.” Beyond point C the slope of the value of the tangent
(MP_) becomes negative. These relationships are illustrated in Figure 5.2b,
where the MP; function reaches its maximum at the labor usage level 0D,
which is at the inflection point, thereafter declining steadily until MP; =0
at OF. For labor usage beyond point OF, then M P; becomes negative, result-
ing in the decline in TP;.

In Figure 5.2a the distance 0A along TP, represents increasing marginal
product of labor. This range of labor usage is represented by the distance
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0D and is characterized by increasing incremental contributions to total
output arising from incremental applications of labor input. This phenom-
enon, if it occurs at all, is likely to take place at lower output levels. This is
because at low output levels the fixed input is likely to be underutilized,
making it likely that additional applications of the variable input will result
in increased efficiency arising from specialization, management, communi-
cations, and so on.

Once efficiency gains from specialization have been exhausted, however,
the production process will be characterized by the law of diminishing mar-
ginal product. This phenomenon sets in at the labor usage DF, which cor-
responds to the distance AC along the TP, curve. The law of diminishing
marginal product sets in at the inflection point A and continues until MP;
= 0 at point C. To reiterate, the law of diminishing marginal product says
that as more and more of the variable input is added to the production
process with the amount utilized of at least one factor of production remain-
ing constant, beyond some point, incremental additions to output will
become smaller and smaller.

Finally, movement along the TP, curve beyond point C is characterized
by negative marginal product of labor. Beyond the level of labor usage OF
in Figure 5.2a, incremental increases in labor usage will actually result in a
fall in total output. In Figure 5.2b this phenomenon is illustrated by MP; <
0; that is, the M P, curve falls below the horizontal axis for output levels in
excess of OF.

AVERAGE PRODUCT

The average product of labor may be illustrated diagrammatically as the
value of the slope of a ray through the origin to a given point on the total
product curve. To see this, consider the definition of the marginal product
of labor for discrete changes in output.

_A0_0,-0

MP, =
AL L,-L,

(5.14)

Suppose that we arbitrarily select as our initial price quantity combina-
tion the origin (i.e., Q; = L, = 0). Substituting these values into Equation
(5.14) we get

2,-0_0,

MPL:
L,-0 L,

=AP, (5.15)
This is the same result as in Equation (5.12).
Referring to Figure 5.2a, we see that as we move up along the TP, curve
from the origin, AP; reaches a maximum at point B, steadily declining
thereafter. Note also that at point B the average product of labor is
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precisely the value of the marginal product of labor because at that point
the ray from the origin and the tangent at that point are identical. This is
seen in Figure 5.2b at the labor usage OF, where the AP, curve intersects
the MP, curve. Finally, unlike the marginal product of labor (or any other
productive input), the average product of labor cannot be negative because
labor and output can never be negative.

THE THREE STAGES OF PRODUCTION

Figure 5.2 can also be used to define the three stages of production.
Stage I of production is defined as the range of output from L = 0 to,
but not including, the level of labor usage at which AP, = MP,. Alterna-
tively, stage I of production is defined up to the level of labor usage at
which the average product of labor is maximized. In this range, labor is
over utilized, whereas capital is underutilized. This can be seen by the
fact that MP; > AP, thus “pulling up” output per unit of labor. If we assume
that the wage rate per worker and the price per unit of output are constant,
then increasing output per worker suggests that average revenue generated
per worker is rising, which suggests that average profit per worker is
also rising. It stands to reason, therefore, that no firm would ever actually
operate within this region of labor usage (0 to MP, = AP;), since addi-
tions to the labor force will increase average worker productivity and,
under the appropriate assumptions, average profit generated per worker
as well.

Stage Il of production is defined in Figure 5.2 as the labor usage
levels OF to OF. In this region, the marginal product of labor is positive
but is less than the average product of labor, thus “pulling down” output
per worker, which implies that average revenue generated per worker is
also falling. In this region, labor becomes increasingly less productive on
average.

Finally, stage I11 of production is defined along the TP, function for labor
input usage in excess of OF, where MP; < 0. As it is apparent that produc-
tion will not take place in stage I of production because an incremental
increase in labor usage will result in an increase in output per worker and,
under the appropriate assumptions, an increase in profit per worker, so it
is also obvious that production will not take place in stage III. This is
because an increase in labor usage will result in a decline in total output
accompanied by an increase in total cost of production, implying a decline
in profit.

Stage III is also the counterpart to stage I of production. Whereas in
stage I labor is overutilized and capital is underutilized, in stage III the
reverse is true; that is, labor is underutilized and capital is overutilized.
In other words, because of the symmetry of production, labor that is
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overutilized implies that capital is underutilized, and vice versa. Since stages
I and III of production for labor have been ruled out as illogical from a
profit maximization perspective, it also follows that stages III and I of pro-
duction for capital have been ruled out for the same reasons.

We may infer that stage II of production for labor, and also for capital,
is the only region in which production will take place. The precise level of
labor and capital usage in stage II in which production will occur cannot
be ascertained at this time. For a profit-maximizing firm, the efficient
capital-labor combination will depend on the prevailing rental prices of
labor (P.) and capital (P), and the selling price of a unit of the resulting
output (P). More precisely, as we will see, the optimal level of labor and
capital usage subject to the firm’s operating budget will depend on resource
and output prices, and the marginal productivity of productive resources. A
discussion of the optimal input combinations will be discussed in the next
chapter.

ISOQUANTS

Figure 5.3 illustrates once again the production surface for Equation
(5.4). From our earlier discussion we noted that because of the substi-
tutability of productive inputs, for many productive processes it may be pos-
sible to utilize labor and capital in an infinite number of combinations
(assuming that productive resources are infinitely divisible) to produce, say,
122 units of output. Using the data from Table 5.1, Figure 5.3 illustrates four
such input combinations to produce 122 units of output. It should be noted
once again that efficient production is defined as any input combination on
the production surface. The locus of points /I in Figure 5.3 is called an
isoquant.

122
FIGURE 5.3 The production surface
0 L and an isoquant at Q = 122.
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Definition: An isoquant defines the combinations of capital and labor (or
any other input combination in n-dimensional space) necessary to produce
a given level of output.

If fractional amounts of labor and capital are assumed, then an infinite
number of such combinations is possible. While Figure 5.3 explicitly shows
only one such isoquant at Q = 122 for Equation (5.4), it is easy to imagine
that as we move along the production surface, an infinite number of such
isoquants are possible corresponding to an infinite number of theoretical
output levels. Projecting downward into capital and labor space, Figure 5.4
illustrates seven such isoquants corresponding to the data presented in
Table 5.1.

Figure 5.4 is referred to as an isoquant map. For any given production
function there are an infinite number of isoquants in an isoquant map. In
general, the function for an isoquant map may be written

Qo =f(K,L) (5.16)

where Q, denotes a fixed level of output. Solving Equation (5.16) for K
yields

K =g(L,Q) (5.17)
The slope of an isoquant is given by the expression
K
Z_L:gK(L, Qo):MRTSKL <0 (518)

It measures the rate at which capital and labor can be substituted for
each other to yield a constant rate of output. Equation (5.18) is also referred

8 -
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. \\ I'\. _
MR NS 0-s0
\\ — — — =
E ' NI o
g 4 ™ < oo [N Q=100
O 3 N ‘ ~ ———.- Q=12
~ —— — Q=141
2 —~
, ™=l _] _ —_ Q=158
—1 Q=187
0

Labor
FIGURE 5.4 Selected isoquants for the production function Q = 25K"°L°3.
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to as the marginal rate of technical substitution of capital for labor
(MRTSk;). The marginal rate of technical substitution summarizes the
concept of substitutability discussed earlier. MRTSk; says that to maintain
a fixed output level, an increase (decrease) in the use of capital must be
accompanied by a decrease (increase) in the use of labor. It may also be
demonstrated that

MP;
MPx

MRTSy; =- (5.19)
Equation (5.19) says that the marginal rate of technical substitution of
capital for labor is the ratio of the marginal product of labor (MP;) to the
marginal product of capital (MPy).

Definition: If we assume two factors of production, capital and labor, the
marginal rate of technical substitution (MRTSk, ) is the amount of a factor
of production that must be added (subtracted) to compensate for a reduc-
tion (increase) in the amount of a factor of production to maintain a given
level of output. The marginal rate of technical substitution, which is the
slope of the isoquant, is the ratio of the marginal product of labor to the
marginal product of capital (MP /MPy).

To see this, consider Figure 5.5, which illustrates a hypothetical isoquant.
By definition, when we move from point A to point B on the isoquant,
output remains unchanged. We can conceptually break this movement
down into two steps. In going from point A to point C, the reduction in
output is equal to the loss in capital times the contribution of that incre-
mental change in capital to total output (i.e., MPx AK < 0). In moving from
point C to point B, the contribution to total output is equal to the incre-
mental increase in labor time marginal product of that incremental increase

K
1
A
MPy x AK
Y B
C > 7
0 MP, x AL L

FIGURE 5.5 Slope of an isoquant: marginal rate of technical substitution.
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(i.e., MP; AL > 0). Since to remain on the isoquant there must be no change
in total output, it must be the case that

—MPx x AK =MP; x AL (5.20)
Rearranging Equation (5.20) yields
AK __ MP,
AL MPy
For instantaneous rates of change, Equation (5.20) becomes
le 5\‘44113 : = MRTSk; <0 (5.21)

Equation (5.21) may also be derived by applying the implicit function
theorem to Equation (5.2). Taking the total derivative of Equation (5.2) and
setting the results equal to zero yields

dQ = (aQ )dL +(g§ )dK 0 (5.22)

Equation (5.22) is set equal to zero because output remains unchanged
in moving from point A to point B in Figure 5.5. Rearranging Equation
(5.22) yields

0Q/0L dK
00/0K  dL

or

K __MP,

dL M Py

Another characteristic of isoquants is that for most production processes
they are convex with respect to the origin. That is, as we move from point
A to point B in Figure 5.5, increasing amounts of labor are required to sub-
stitute for decreased equal increments of capital. Mathematically, convex
isoquants are characterized by the conditions dK/dL < 0 and d°K/dL* > 0.
That is, as MP; declines as more labor is added by the law of diminishing
marginal product, M Py increases as less capital is used. This relationship
illustrates that inputs are not perfectly substitutable and that the rate of
substitution declines as one input is substituted for another. Thus, with M P,
declining and M Py increasing, the isoquant becomes convex to the origin.

The degree of convexity of the isoquant depends on the degree of sub-
stitutability of the productive inputs. If capital and labor are perfect sub-
stitutes, for example, then labor and capital may be substituted for each
other at a fixed rate. The result is a linear isoquant, which is illustrated
in Figure 5.6. Mathematically, linear isoquants are characterized by the
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K
FIGURE 5.6 Perfect input substitutability. 0 Qo (0] 1 Q2 L
K
0,
Q,
Qo
FIGURE 5.7 Fixed input combinations. 0 L

conditions dK/dL < 0 and d*K/dL? = 0. Examples of production processes
in which the factors of production are perfect substitutes might include oil
versus natural gas for some heating furnaces, energy versus time for some
drying processes, and fish meal versus soybeans for protein in feed mix.

Some production processes, on the other hand, are characterized by fixed
input combinations, that is, MRT Sy, = KL. This situation is illustrated in
Figure 5.7. Note that the isoquants in this case are “L shaped.” These iso-
quants are discontinuous functions in which efficient input combinations
take place at the corners, where the smallest quantity of resources is used
to produce a given level of output. Mathematically, discontinuous functions
do not have first and second derivatives. Examples of such fixed-input pro-
duction processes include certain chemical processes that require that basic
elements be used in fixed proportions, engines and body parts for automo-
biles, and two wheels and a frame for a bicycle.
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Problem 5.5. The general form of the Cobb-Douglas production function
may be written as:

Q=AK"I}

where A is a positive constant and 0 << 1,0 <pB < 1.

a. Derive an equation for an isoquant with K in terms of L.

b. Demonstrate that this isoquant is convex (bowed in) with respect to the
origin.

Solution

a. An isoquant shows the various combinations of two inputs (say, labor
and capital) that the firm can use to produce a specific level of output.
Denoting an arbitrarily fixed level of output as Q,, the Cobb—Douglas
production function may be written

0, =AK"“IP
Solving this equation for K in terms of L yields
K*=Q,A7' L
1/o

K=0, " Ao P

b. The necessary and sufficient conditions necessary for the isoquant to be
convex (bowed in) to the origin are

oK
oL

7K
oL?

The first condition says that the isoquant is downward sloping. The
second condition guarantees that the isoquant is convex with respect to
the origin. Taking the respective derivatives yields

BK Bj o  _ —B/o—
el I o A 1/(xL B/a-1
oL ( o O <0

since (-B/a) < 0 and (Q,"*A*LP*T") > 0. Taking the second derivative
of this expression, we obtain

O

since [—(B/o) — 1](-p/ax) > 0 and (Q,"*A™*LF2) > (.

<0

>0

Problem 5.6. The Spacely Company has estimated the following produc-
tion function for sprockets:
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Q — ZSKO.SLO.S

a. Suppose that Q = 100. What is the equation of the corresponding
isoquant in terms of L?

b. Demonstrate that this isoquant is convex (bowed in) with respect to the
origin.

Solution
a. The equation for the isoquant with Q =100 is written as
100 =25K* "

Solving this equation for K in terms of L yields

K5 =100(251°%) " =100(257 5) = 4105

1
K =(@4L5) =10
L

b. Taking the first and second derivatives of this expression yields

aK _ 16L7% <0
aL
2
TR _ e =219 32
dr? o

That the first derivative is negative and the second derivative is positive
are necessary and sufficient conditions for a convex isoquant.

LONG-RUN PRODUCTION FUNCTION

RETURNS TO SCALE

It was noted earlier that the long run in production describes the situa-
tion in which all factors of production are variable. A firm that increases its
employment of all factors of production may be said to have increased its
scale of operations. Returns to scale refer to the proportional increase in
output given some equal proportional increase in all productive inputs. As
discussed earlier, constant returns to scale (CRTS) refers to the condition
where output increases in the same proportion as the equal proportional
increase in all inputs. Increasing returns to scale (/RTS) occur when the
increase in output is more than proportional to the equal proportional
increase in all inputs. Decreasing returns to scale (DRTS) occur when the
proportional increase in output is less than proportional increase in all
inputs. To illustrate these relationships mathematically, consider the pro-
duction function
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TABLE 5.2 Production functions
homogenous of degree r.

r Returns to scale
= Constant
>1 Increasing
<1 Decreasing
Q=f(xlax27-"axn) (523)

where output is assumed to be a function of n productive inputs. A func-
tion is said to be homogeneous of degree r if, and only if,

flex, e, .. 00) =t f(x, X, ..., X,)
or
t'Q = fltxy, txs, ..., 1x,) (5:24)

where ¢ > 0 is some factor of proportionality. Note the identity sign in
expression (5.24). This is not an equation that holds for only a few points
but for all ¢, x;, x5, . . ., x,,. This relationship expresses the notion that if all
productive inputs are increased by some factor ¢, then output will increase
by some factor ¢, where r > 0. Expression (5.24) is said to be a function that
is homogeneous of degree r.

Returns to scale are described as constant, increasing, or decreasing
depending on whether the value of r is greater than, less than, or equal to
unity. Table 5.2 summarizes these relationships. Constant returns to scale is
the special case of a production function that is homogeneous of degree
one, which is often referred to as linear homogeneity.

Problem 5.7. Consider again the general form of the Cobb-Douglas
production function

0, =AK"“IP
where A is a positive constant and 0 < a0 < 1,0 < 3 < 1. Specify the condi-

tions under which this production function exhibits constant, increasing, and
decreasing returns to scale.

Solution. Suppose that capital and labor are increased by a factor of .
Then,

UK, tL) = AGK) (L)’ = At*KP1P = 1*P AK 1P = 1*PQ

The production function exhibits constant, increasing, and decreasing
returns to scale as o + [ is equal to, greater than, and less than unity, respec-
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tively. For example, suppose that o = 0.3 and B = 0.7 and that capital and
labor are doubled (¢ = 2). The production function becomes

A(2K)0‘3 (2L)0‘7 = A20.3 KO.3 20.7 L0.7 = 20.3+0.7 AKO.3L0.7 = 2Q
Since doubling all inputs results in a doubling of output, the production
function exhibits constant returns to scale. This is easily seen by the fact
that o + B =1.

Consider again Equation (5.4).
0 =25K%5 [ (5.4)

This Cobb-Douglas production function clearly exhibits constant returns
to scale, since o + 3 = 1. When K = L = 1, then Q = 25. When inputs are
doubled to K = L = 2, then output doubles to Q = 50. This result is illus-
trated in Figure 5.8.

It should be noted that adding exponents to determine whether a
production function exhibits constant, increasing, or decreasing returns to
scale is applicable only to production functions that are in multiplicative
(Cobb-Douglas) form. For all other functional forms, a different approach
is required, as is highlighted in Problem 5.8.

Problem 5.8. For each of the following production functions, determine
whether returns to scale are decreasing, constant, or increasing when capital
and labor inputs are increased from K=L =1to K=L =2.

a. Q =25K"L"

b. Q=2K +3L +4KL

c. 0=100+3K+2L

d. O =5K“LP, where o+ B =1

— 0=25

0 1 2 L
FIGURE 5.8 Constant returns to scale.
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e. Q =20K"5L
f. O=KI/L
g Q=200+K +2L +5KL

Solution
a. ForK=L=1,

0=251)"1)" =25
For K = L =2 (i.e., inputs are doubled),
0=252)"(2)"” =25(2)' =50

Since output doubles as inputs are doubled, this production function
exhibits constant returns to scale. It should also be noted that for
Cobb-Douglas production functions, of which this is one, returns to scale
may be determined by adding the values of the exponents. In this case,
0.5 + 0.5 = 1 indicates that this production function exhibits constant
returns to scale.

b. For K=L =1,

0=2)+3)+41) (1) =2+3+4=9
For K=L =2,
0=2(2)+3(2)+4(2)2)=4+6+16=26

Since output more than doubles as inputs are doubled, this production
function exhibits increasing returns to scale for the input levels indicated.
c. ForK=L=1,

0=100+3(1)+2(1)=100+3+2 =105
For K=L =2,
0=100+3(2)+2(2)=100+6+4 =110

Since output less than doubles as inputs are doubled, this production
function exhibits decreasing returns to scale for the input levels
indicated.

d. As noted earlier, returns to scale for Cobb-Douglas production
functions may be determined by adding the values of the exponents. This
production function clearly exhibits constant returns to scale.

e. ForK=L=1,

0 =20(1)"°1)" =20(1)(1) = 20
For K=L=2,
0 =20(2)"°(2)" =20(1.516)(1.414) = 42.872
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Since output more than doubles as inputs are doubled, this produc-
tion function exhibits increasing returns to scale. Since this is a
Cobb-Douglas production function, this result is verified by adding the
values of the exponents (i.e., 0.6 + 0.5 = 1.1). Since this result is greater
than unity, we may conclude that this production function exhibits
increasing returns to scale.

f. ForK=L=1,

For K=L =2,
2
=—=1
0 2

Since output does not double (it remains unchanged) as inputs are
doubled, this production function exhibits decreasing returns to scale.
g. For K=L =1,

0 =200+1+2(1)+5(1)(1) =208
ForK=L=2
0=200+2+2(2)+5(2)(2) =226

Since output does not double as inputs are doubled, this production func-
tion exhibits decreasing returns to scale for the input levels indicated.
The reader should verify that when K = L = 100, then Q =50,500. When
input levels are doubled to K = L =200, then Q = 200,800. In this case,
a doubling of input usage resulted in an almost fourfold increase in
output (i.e., increasing returns to scale). The important thing to note is
that some production functions may exhibit different returns to scale
depending on the level of input usage. Fortunately, Cobb-Douglas
production functions exhibit the same returns-to-scale characteristics
regardless of the level of input usage.

ESTIMATING PRODUCTION FUNCTIONS

The Cobb-Douglas production function is also the most commonly used
production function in empirical estimation. Consider again Equation (5.3).

Q=AK"I" (5.3)

Cobb-Douglas production functions may be estimated using ordinary-
least-squares regression methodology.” Ordinary least squares regression

% See, for example, W. H. Green, Econometric Analysis, 3 ed. (Upper Saddle River: Pren-
tice-Hall, 1997), D. Gujarati, Basic Econometrics, 3" ed. (New York: McGraw-Hill, 1995), and
R.Ramanathan, Introductory Econometrics with Applications,4™ ed. (New York: Dryden, 1998).
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analysis is the most frequently used statistical technique for estimating
business and economic relationships. In the case of Equation (5.3), ordinary
least squares may be used to derive estimates of the parameters A, oo and
B on the basis observed values of the dependent variable Q and the inde-
pendent variables K and L. To apply the ordinary-least-squares methodol-
ogy, however, the equation to be estimated must be linear in parameters,
which Equation (5.3) clearly is not. This minor obstacle is easily overcome.
Taking logarithms of Equation (5.3) we obtain

logQ =log A+alogK +BlogL (5.25)

The estimated parameter values o and 3 are no longer slope coefficients
but elasticity values. To begin, recall that y = log x, then

dy _1
dx x
or
dy=£
X

Now, taking the first partial derivatives of Equation (5.25) with respect to
K and L, we obtain

dlogQ

dlog K -
and

dlogQ _p

dlogL

But dlog Q =9Q/Q, d log K = dK/K, and dlog L = dL/L. Therefore

dlogQ 90/Q (IQY K\ _ _

8logK_aK/K_(aK)(Q)_(x_€K (5.26)
Similarly,

dlogQ _30/0 (dQY L) _,_

dlogL  OL/L _(8L )( )_B_EL (5.27)

These parameter values represent output elasticities of capital and labor,
while the sum of these parameters is the coefficient of output elasticity
(returns to scale), that is,

S (5.28)

Problem 5.9. Consider the following Cobb-Douglas production function
Q — 56K0‘38L0‘72
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a. Demonstrate that the elasticity of production with respect to labor is
0.72.

b. Demonstrate that the elasticity of production with respect to capital is
0.38.

c. Demonstrate that this production function exhibits increasing returns to
scale.

Solution
a. The elasticity of production with respect to labor is

€L = (a—Q)(£j =[(0.72)56 K ¥ L7 ](;j

BL Q 56K0‘38L0‘72
0.72(56"# LO#)L  0.720
= 56K 03807 = 0 =0.72

b. The elasticity of production with respect to capital is

Ex = (a—QJ(E) =[(0.38)56 K %! L°~72](L)

K\ O 56K 038072
0.38(56 "2 [*")K  0.380Q
= 56 K08 072 = 0 =0.38

c. The Cobb-Douglas production function is
Q — 56K0.38L0.72

Returns to scale refer to the additional output resulting from an equal
proportional increase in all inputs. If output increases in the same pro-
portion as the increase in all inputs, then the production function exhibits
constant returns to scale. If output increases by a greater proportion than
the equal proportional increase in all inputs, then the production func-
tion exhibits increasing returns to scale. Finally, if output increases by a
lesser proportion than the equal proportional increase in all inputs, the
production function exhibits decreasing returns to scale. To determine
the returns to scale of the foregoing production function, multiply all
factors by some scalar (¢ > 1), that is,

0.38 0.72

— 56[0'38K0'38t0'72L0‘72 — t(0.38+0.72) 56K0‘38L0'72
— tl.l 56K0.38L0.72 — [1.1Q

From this result, it is clear that if inputs are, say, doubled (¢ = 2), then
output will increase by 2.14 times. From this we conclude that the
production function exhibits increasing returns to scale. In fact, for
Cobb-Douglas production functions, returns to scale are determined by
the sum of the exponents. From the general form of the Cobb-Douglas
production function

56(tK) " (tL)
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TABLE 5.3 Cobb-Douglas production function and
returns to scale.

o+ f Returns to scale

<1 Decreasing

= Constant

>1 Increasing
Q=AK*I}

we can derive Table 5.3

CHAPTER REVIEW

A production function is the technological relationship between the
maximum amount of output a firm can produce with a given combination
of inputs (factors of production). The short run in production is defined as
that period of time during which at least one factor of production is held
fixed. The long run in production is defined as that period of time during
which all factors of production are variable. In the short run, the firm is
subject to the law of diminishing returns (sometimes referred to as the law
of diminishing marginal product), which states that as additional units of a
variable input are combined with one or more fixed inputs, at some point
the additional output (marginal product) will start to diminish.

The short-run production function is characterized by three stages of
production. Assuming that output is a function of labor and a fixed amount
of capital, stage I of production is the range of labor usage in which the
average product of labor (AP}) is increasing. Over this range of output, the
marginal product of labor (MP,) is greater than the average product of
labor. Stage I ends and stage II begins where the average product of labor
is maximized (i.e., AP, = MP}).

Stage 11 of production is the range of output in which the average product
of labor is declining and the marginal product of labor is positive. In other
words, stage II of production begins where A P; is maximized and ends with
MP; =0.

Stage 111 of production is the range of product in which the marginal
product of labor is negative. In stage II and stage III of production, AP; >
MP;. According to economic theory, production in the short run for a
“rational” firm takes place in stage II.

If we assume two factors of production, the marginal rate of technical
substitution (MRTSk;) is the amount of a factor of production that must
be added (subtracted) to compensate for a reduction (increase) in the
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amount of another input to maintain a given level of output. If capital and
labor are substitutable, the marginal rate of technical substitution is defined
as the ratio of the marginal product of labor to the marginal product of
capital, that is, MP;/M Px.

Returns to scale refers to the proportional increase in output given an
equal proportional increase in all inputs. Since all inputs are variable,
“returns to scale” is a long-run production phenomenon. Increasing returns
to scale (IRTS) occur when a proportional increase in all inputs results in
a more than proportional increase in output. Constant returns to scale
(CRTS) occur when a proportional increase in all inputs results in the same
proportional increase in output. Decreasing returns to scale (DRTS) occur
when a proportional increase in all inputs results in a less than proportional
increase in output.

Another way to measure returns to scale is the coefficient of output elas-
ticity (eo), which is defined as the percentage increase (decrease) in output
with respect to a percentage increase (decrease) in all inputs. The coeffi-
cient of output elasticity is equal to the sum of the output elasticity of labor
(e1) and the output elasticity of capital (ex), that is, e = €, + €x. IRTS occurs
when €, > 1. CRTS occurs when €p = 1. DRTS occurs when g, < 1.

The Cobb-Douglas production function is the most popular specification
in empirical research. Its appeal is largely the desirable mathematical
properties it exhibits, including substitutability between and among inputs,
conformity to the law of diminishing returns to a variable input, and returns
to scale. The Cobb-Douglas production function has several shortcomings,
however, including an inability to show marginal product in stages I and
111

Most empirical studies of cost functions use time series accounting data,
which present a number of problems. Accounting data, for example, tend
to ignore opportunity costs, the effects of changes in inflation, tax rates,
social security contributions, labor insurance costs, accounting practices, and
so on. There are also other problems associated with the use of accounting
data including output heterogeneity and asynchronous timing of costs.

Economic theory suggests that short-run total cost as a function of
output first increases at an increasing rate, then increases at a decreasing
rate. Cubic cost functions exhibit this theoretical relationship, as well as the
expected “U-shaped” average total, average variable, and marginal cost
curves.

KEY TERMS AND CONCEPTS

Average product of capital (APx) The total product per unit of capital
usage. It is the total product of capital divided by the total amount of
capital employed by the firm.
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Average product of labor (AP;) The total product per unit of labor usage.
It is the total product of labor divided by the total amount of labor
employed by the firm.

Cobb-Douglas production function It may not in practice be possible
precisely to define the mathematical relationship between the output of
a good or service and a set of productive inputs employed by the firm to
produce that good or service. In spite of this, because of certain desir-
able mathematical properties, perhaps the most widely used functional
form to approximate the relationship between the production of a
good or service and a set of productive inputs is the Cobb-Douglas
production function. For the two-input case (capital and labor), the
Cobb-Douglas production function is given by the expression Q =
AK*LP.

Coefficient of output elasticity The percentage change in the output of a
good or service given a percentage change in all productive inputs. Since
all inputs are variable, the coefficient of output elasticity is a long-run
production concept.

Constant returns to scale (CRTS) The case in which the output of a good
or a service increases in the same proportion as the proportional increase
in all factors of production. Since all inputs are variable, CRTS is a long-
run production concept. In the case of CRTS the coefficient of output
elasticity is equal to unity.

Decreasing returns to scale (DRTS) The case in which the output of a
good or a service increases less than proportionally to a proportional
increase in all factors of production used to produce that good or
service. Since all inputs are variable, DRTS is a long-run production
concept. In the case of DRTS the coefficient of output elasticity is less
than unity.

Factor of production Inputs used in the production of a good or service.
Factors of production are typically classified as land, labor, capital, and
entrepreneurial ability.

Increasing returns to scale (IRTS) The case in which the output of a good
or a service increases more than proportionally to a proportional
increase in all factors of production used to produce that good or service.
Since all inputs are variable, IRTS is a long-run production concept. In
the case of IRTS the coefficient of output elasticity is greater than unity.

Isoquant A curve that defines the different combinations of capital and
labor (or any other input combination in n-dimensional space) necessary
to produce a given level of output.

Law of diminishing marginal product As increasing amounts of a variable
input are combined with one or more fixed inputs, at some point the mar-
ginal product of the variable input will begin to decline. Because at least
one factor of production is held fixed, the law of diminishing returns is
a short-run concept.
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Long run in production In the long run, all factors of production are
variable.

Marginal product of capital (MP,) The incremental change in output
associated with an incremental change in the amount of capital usage.
If the production function is given as Q = f(K, L), then the marginal
product of capital is the first partial derivative of the production
function with respect to capital (dQ/dK), which is assumed to be
positive.

Marginal product of labor (MP;) The incremental change in output asso-
ciated with an incremental change in the amount of labor usage. If the
production function is given as Q = f(K, L), then the marginal product
of labor is the first partial derivative of the production function with
respect to labor (0Q/dL), which is assumed to be positive.

Marginal rate of technical substitution (MRTSk;) Suppose that output is
a function of variable labor and capital input, Q = f(K, L). The marginal
rate of technical substitution is the rate at which capital (labor) must be
substituted for labor (capital) to maintain a given level of output. The
marginal rate of technical substitution, which is the slope of the isoquant,
is the ratio of the marginal product of labor to the marginal product of
Capital (MPL/MPK)

Production function A mathematical expression that relates the
maximum amount of a good or service that can be produced with a set
of factors of production.

0 = AK°LP The Cobb-Douglas production function, which asserts that
the output of a good or a service as a multiplicative function of capital
(K) and labor (L).

Short run in production That period of time during which at least one
factor of production is constant.

Stage I of production Assuming that output is a function of variable
labor and fixed capital, this is the range of labor usage in which the
average product of labor is increasing. Over this range of output, the
marginal product of labor is greater than the average product of labor.
Stage I ends, and stage II begins, where the average product of labor
is maximized (i.e., AP, = MP}). According to economic theory, produc-
tion in the short run for a “rational” firm takes place in stage II of
production.

Stage II of production Assuming that output is a function of variable
labor and fixed capital, this is the range of output in which the average
product of labor is declining and the marginal product of labor is posi-
tive. Stage II of production begins where AP; is maximized, and ends
with MP; = 0.

Stage III of production Assuming that output is a function of variable
labor and fixed capital, this is the range of production in which the mar-
ginal product of labor is negative.
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Total product of capital Assuming that output is a function of variable
capital and fixed labor, this is the total output of a firm for a given level
of labor input.

Total product of labor Assuming that output is a function of variable
labor and fixed capital, this is the total output of a firm for a given level
of labor input.

CHAPTER QUESTIONS

5.1 What is the difference between a production function and a total
product function?

5.2 What is meant by the short run in production?

5.3 What is meant by the long run in production?

5.4 What is the total product of labor? What is the total product of
capital? Are these short-run or long-run concepts?

5.5 Suppose that output is a function of labor and capital. Assume that
labor is the variable input and capital is the fixed input. Explain the law of
diminishing marginal product. How is the law of diminishing marginal
product reflected in the total product of labor curve?

5.6 Assume that a production function exhibits the law of diminishing
marginal product. What are the signs of the first and second partial deriv-
atives of output with respect to variable labor input?

5.7 Suppose that the total product of labor curve exhibits increasing,
diminishing and negative marginal product. Describe in detail the shapes
of the marginal product and average product curves.

5.8 Suppose that the total product of labor curve exhibits only dimin-
ishing marginal product. Describe in detail the shapes of the marginal
product and average product curves.

5.9 Explain the difference between the law of diminishing marginal
product and decreasing returns to scale.

5.10 Suppose that output is a function of labor and capital. Define the
output elasticity of variable labor input. Define the output elasticity of vari-
able capital input. What is the sum of the output elasticity of variable labor
and variable capital input?

5.11 Suppose that a firm’s production function is Q = 75K**L"’. What is
the value of the output elasticity of labor? What is the value of the output
elasticity of capital? Does this firm’s production function exhibit constant,
increasing, or decreasing returns to scale?

5.12 Define “marginal rate of technical substitution.”

5.13 Suppose that output is a function of labor and capital. Diagram-
matically, what is the marginal rate of technical substitution?

5.14 Explain the difference between perfect and imperfect substi-
tutability of factors of production.
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5.15 What does an “L-shaped” isoquant illustrate? Can you give an
example of a production process that would exhibit an “L-shaped” iso-
quant?

5.16 What does a linear isoquant illustrate?

5.17 Isoquants cannot intersect. Do you agree? Explain.

5.18 The degree of convexity of an isoquant determines the degree of
substitutability of factors of production. Do you agree? Explain.

5.19 Suppose that output is a function of capital and labor input. Assume
that the production function exhibits imperfect substitutability between the
factors of production. What, if anything, can you say about the values of the
first and second derivatives of the isoquant?

5.20 Suppose that a firm’s production function is Q = KL™. Does this
production function exhibit increasing, decreasing, or constant returns to
scale? Explain.

5.21 Define each of the following:

a. Stage I of production

b. Stage II of production

c. Stage III of production

5.22 When the average product of labor is equal to the marginal product
of labor, the marginal product of labor is maximized. Do you agree?
Explain.

5.23 Suppose that output is a function of labor and capital input. The
slope of an isoquant is equal to the ratio of the marginal products of capital
and labor. Do you agree? Explain.

5.24 Suppose that output is a function of labor and capital input. If a
firm decides to reduce the amount of capital employed, how much labor
should be hired to maintain a given level of output?

5.25 What is the ratio of the marginal product of labor to the average
product of labor?

5.26 Isoquants may be concave with respect to the origin. Do you agree?
Explain.

5.27 Firms operate in the short run and plan in the long run. Do you
agree? Explain.

5.28 Describe at least three desirable properties of Cobb-Douglas pro-
duction functions.

5.29 What is the relationship between the average product of labor and
the marginal product of labor?

5.30 What is the coefficient of output elasticity?

5.31 Suppose that output is a function of labor and capital input.
Suppose further that the corresponding isoquant is linear. These conditions
indicate that labor and capital are not substitutable for each other. Do you
agree? Explain.

5.32 Suppose that output is a function of labor and capital input.
Suppose further that capital and labor must be combined in fixed propor-
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tions. These conditions indicate that returns to scale are constant. Do you
agree? Explain.

5.33 An increase in the size of a company’s labor force resulted in
an increase in the average product of labor. For this to happen, the firm’s
total output must have increased. Do you agree? Explain.

5.34 An increase in the size of a company’s labor force will result in a
shift of the average product of labor curve up and to the right. This indi-
cates that the company is experiencing increasing returns to scale. Do you
agree? Explain.

5.35 Suppose that output is a function of labor and capital input and
exhibits constant returns to scale. If a firm doubles its use of both labor and
capital, the total product of labor curve will become steeper. Do you agree?
Explain.

CHAPTER EXERCISES

5.1 Suppose that the production function of a firm is given by the
equation

0=2K°L°

where Q represents units of output, K units of capital, and L units of labor.
What is the marginal product of labor and the marginal product of capital
at K =40 and L =10?

5.2 A firm’s production function is given by the equation

Q — 100K0‘3L0'8

where Q represents units of output, K units of capital, and L units of
labor.
a. Does this production function exhibit increasing, decreasing, or con-
stant returns to scale?
b. Suppose that Q = 1,000. What is the equation of the corresponding
isoquant in terms of labor?
c. Demonstrate that this isoquant is convex with respect to the origin.
5.3 Determine whether each of the following production functions
exhibits increasing, decreasing, or constant returns to scale for K = L =1
and K=L =2.
a. 0=10+2L>+ K*
b. 0=5+10K +20L + KL
c. Q=500K""L"
d O=K+L+5LK
5.4 Suppose that a firm’s production function has been estimated as

Q — SKO‘SLO'S
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where Q is units of output, K is machine hours, and L is labor hours.
Suppose that the amount of K available to the firm is fixed at 100 machine
hours.
a. What is the firm’s total product of labor equation? Graph the total
product of labor equation for values L = 0 to L = 200.
b. What is the firm’s marginal product of labor equation? Graph the
marginal product of labor equation for values L = 0 to L = 200.
c. What is the firm’s average product of labor equation? Graph
the average product of labor equation for values L = 0 to
L =200.
5.5 Suppose that a firm’s short-run production function has been
estimated as

Q=2L+0.41%-0.0021°

where Q is units of output and L is labor hours.

a. Graph the production function for values L =0 to L = 200.

b. What is the firm’s marginal product of labor equation? Graph the

marginal product of labor equation for values L = 0 to L = 200.

c. What is the firm’s average product of labor equation? Graph the
average product of labor equation for values L = 0 to L = 200.

5.6 Lothian Company has estimated the following production function
for its product lembas

Q — 10K0‘3L0'7

where Q represents units of output, K units of capital, and L units of
labor. What is the coefficient of output elasticity? What are the returns to
scale?

5.7 The average product of labor is given by the equation

AP, =600+200L - L*

a. What is the equation for the total product of labor (TP,)?
b. What is the equation for the marginal product of labor (MP,)?
c. At what level of labor usage is AP, = MP;?
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In Chapter 5 we reviewed the theoretical implications of the technolog-
ical process whereby factors of production are efficiently transformed into
goods and services for sale in the market. The production function defines
the maximum rate of output per unit of time obtainable from a given set
of productive inputs. The production function, however, was presented as a
purely technological relationship devoid of any behavioral assertions
underlying motives of management. The optimal combination of inputs
used in the production process will differ depending on the firm’s organi-
zational objectives. The objective of profit maximization, for example, may
require that the firm use one set of productive resources, while maximiza-
tion of revenue or market share may require a completely different set.
The substitutability of inputs in the production process indicates that any
given level of output may be produced with multiple factor combinations.
Deciding which of these combinations is optimal not only depends on a
well-defined organizational objective but also requires that management
attempt to achieve this objective while constrained by a limited operating
budget and constellation of factor prices. Changes in the budget constraints
or factor prices will alter the optimal combination of inputs. The purpose
of this chapter is to bridge the gap between production as a purely tech-
nological relationship and the cost of producing a level of output to achieve
a well-defined organizational objective.

THE RELATIONSHIP BETWEEN PRODUCTION
AND COST

The cost function of a profit-maximizing firm shows the minimum cost
of producing various output levels given market-determined factor prices

235
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and the firm’s budget constraint. Although largely the domain of accoun-
tants, the concept of cost to an economist carries a somewhat different con-
notation. As already discussed in Chapter 1, economists generally are
concerned with any and all costs that are relevant to the production process.
These costs are referred to as fotal economic costs. Relevant costs are all
costs that pertain to the decision by management to produce a particular
good or service.

Total economic costs include the explicit costs associated with the day-
to-day operations of a firm, but also implicit (indirect) costs. All costs, both
explicit and implicit, are opportunity costs. They are the value of the next
best alternative use of a resource. What distinguishes explicit costs from
implicit costs is their “visibility” to the manager. Explicit costs are some-
times referred to as “out-of-pocket” costs. Explicit costs are visible expen-
ditures associated with the procurement of the services of a factor of
production. Wages paid to workers are an example of an explicit cost.

By contrast, implicit costs are, in a sense, invisible: the manager will not
receive an invoice for resources supplied or for services rendered. To under-
stand the distinction, consider the situation of a programmer who is weigh-
ing the potential monetary gains from leaving a job at a computer software
company to start a consulting business. The programmer must consider not
only the potential revenues and out-of-pocket expenses (explicit costs) but
also the salary forgone by leaving the computer company. The programmer
will receive no bill for the services he or she brings to the consulting
company, but the forgone salary is just as real a cost of running a consult-
ing business as the rent paid for office space. As with any opportunity cost,
implicit costs represent the value of the factor’s next best alternative use
and must therefore be taken into account. As a practical matter, implicit
costs are easily made explicit. In the scenario just outlines, the programmer
can make the forgone salary explicit by putting himself or herself “on the
books” as a salaried employee of the consulting firm.

SHORT-RUN COST

The theory of cost is closely related to the underlying production tech-
nology. We will begin by assuming that the firm’s short-run total cost (7C)
of production is given by the expression

TC=f(Q) (6.1)

As we discussed in Chapter 5, the short run in production is defined as that
period of time during which at least one factor of production is held at some
fixed level. Assuming only two factors of production, capital (K) and labor
(L), and assuming that capital is the fixed factor (Kj), then Equation (6.1)
may be written



SHORT-RUN COST 237

TC = f[g(Ko, L)] (62)

Equation (6.2) simply says that the short-run total cost of production is a
function of output, which is itself a function of the level of capital and labor
usage. In other words, total cost is a function of output, which is a function
of the production technology and factors of production, and factors of pro-
duction cost money.

Equation (6.2) is a general statement that relates the total cost of pro-
duction to the usage of the factors of production, fixed capital and variable
labor. Equation (6.2) also makes clear that total cost is intimately related
to the characteristics of the underlying production technology. As we will
see, concepts such as total cost (7C), average total cost (ATC), average vari-
able cost (AVC), and marginal cost (MC) are defined by their production
counterparts, total physical product, average physical product, and marginal
physical product of both labor and capital.

To begin with, let us assume that the prices of labor and capital are deter-
mined in perfectly competitive factor markets. The short-run total economic
cost of production is given as

where Py is the rental price of capital, P, is the rental price of labor,
K, is a fixed amount of capital, and L is variable labor input. The most
common example of the rental price of labor is the wage rate. An example
of the rental price of capital might be what a construction company must
pay to lease heavy equipment, such as a bulldozer or a backhoe. If the con-
struction company already owns the heavy equipment, the rental price of
capital may be viewed as the forgone income that could have been earned
by leasing its own equipment to someone else. In either case, both Py and
P, are assumed to be market determined and are thus parametric to the
output decisions of the firm’s management. Thus, Equation (6.3) may be
written

TC(Q)=TFC+TVC(Q) (6.4)

where TFC and TVC represent total fixed cost and total variable cost,
respectively.

Total fixed cost is a short-run production concept. Fixed costs of pro-
duction are associated with acquiring and maintaining fixed factors of pro-
duction. Fixed costs are incurred by the firm regardless of the level of
production. Fixed costs are incurred by the firm even if no production takes
place at all. Examples often include continuing expenses incurred under a
binding contract, such as rental payments on office space, certain insurance
payments, and some legal retainers.

Total variable costs of production are associated with acquiring and
maintaining variable factors of production. In stages I and II of production,
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total variable cost is an increasing function of the level of output. Total cost
is the sum of total fixed and total variable cost.

KEY RELATIONSHIPS: AVERAGE TOTAL COST,
AVERAGE FIXED COST, AVERAGE VARIABLE
COST, AND MARGINAL COST

The definitions of average fixed cost, average variable cost, average total
cost, and marginal cost are, appropriately, as follows:

TFC

Average fixed cost: AFC = 7 (6.5)
Average variable cost: AVC = % (6.6)
T TFC+T
Average total cost: ATC = ?C = —C; ve =AFC+AVC (6.7)
Marginal cost: MC = arc dg = _ngC (6.8)

Average total cost is the total cost of production per unit. It is the total
cost of production divided by total output. Average total cost is a short-run
production concept if total cost includes fixed cost. It is a long-run produc-
tion concept if all costs are variable costs. Average fixed cost, which is a
short-run production concept, is total fixed cost per unit of output. It is total
fixed cost divided by total output. Average variable cost is total variable cost
of production per unit of output. Average variable cost is total variable cost
divided by total output.

Marginal cost is the change in the total cost associated with a change in
total output.! Contrary to conventional belief, this is not the same thing as
the cost of producing the “last” unit of output. Since it is total cost that is
changing, the cost of producing the last unit of output is the same as the

! Strictly speaking, it is incorrect to assert that marginal cost is the rate of change in total cost
with respect to a change in output unless total cost has been properly specified. The total cost
equation 7C = PxK + P, L is a function of inputs K and L, and factor prices P and P,. Mathe-
matically, it is incorrect to differentiate total cost with respect to the nonexistent argument, Q.
As we saw from our discussion of isoquants in Chapter 5, it is possible to produce a given level
of output with numerous combinations of inputs. For the profit-maximizing firm, however, only
the cost-minimizing combination of inputs is of interest. Marginal cost is not, therefore, an arbitrary
increase in total cost given an increase in output. Rather, marginal cost is the minimum increase
in total cost with respect to an increase in output. The appropriate total cost equation is

TC = PxK* (P, PL,Q)+ PLL*(Py, P, Q) =TC*(Fx, F1., Q)

where L* and K* represent the optimal input levels for a cost-minimizing firm. Once the total
cost function has been properly defined, marginal cost is MC = dTC*(Px, Py, Q)/0Q. For a
more detailed discussion, see Silberberg (1990, Chapter 10, pp. 226-227).
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per-unit cost of producing any other level of output. More specifically, the
marginal cost of production for a profit-maximizing firm is equal to average
total cost plus the per-unit change in total cost, multiplied by total output.?
Equation (6.8) shows that marginal cost is the same as marginal variable
cost, since total fixed cost is a constant.

Related to marginal cost is the more general concept of incremental cost.
While marginal cost is the change in total cost given a change in output,
incremental cost is the change in the firm’s total costs that result from the
implementation of decisions made by management, such as the introduc-
tion of a new product or a change in the firm’s advertising campaign. By
contrast, sunk costs are invariant with respect to changes in management
decisions. Since sunk costs are not recoverable once incurred, they should
not be considered when one is determining, say, an optimal level of output
or product mix. Suppose, for example, that a textile manufacture purchases
a loom for $1 million. If the firm is able to dispose of the loom in the resale
market for only $750,000, the firm, in effect, has permanently lost $250,000.
In other words, the firm has incurred a sunk cost of $250,000.

Related to the concept of sunk cost is the analytically more important
concept of total fixed cost. Total fixed cost, which represents the cost of a
firm’s fixed inputs, is invariant with respect to the profit-maximizing level
of output. This is demonstrated in Equation (6.8). Changes in total cost with
respect to changes in output are the same as changes in total variable cost
with respect to changes in output. In other words, marginal variable cost is
identical to marginal cost.

The distinction between sunk and fixed cost is subtle. Suppose that when
the firm operated the loom to produce cotton fabrics, the rental price of the
loom was $100,000 per year. This rental price is invariant to the firm’s level
of production. In other words, the firm would rent the loom for $100,000
per year regardless of whether it produced 5,000 or 100,000 yards of cloth
during that period. A sunk cost is essentially the difference between the
purchase price of the loom and its salvage value.

? As discussed in footnote 1, the appropriate total cost equation for a profit-maximizing
firm is 7C = PxK*(Py, Pr, Q) + PLL*(Pk, Pr, Q) = TC*(Pyx, P., Q). Thus, appropriate average
total cost function is
TC* (P, P, Q)

o

Differentiating this expression with respect to output yields

JQATC* _ QTC*/0Q)-TC*

ATC*(Pg, P, Q)=

200 o’
Rearranging, and noting that MC* = 9TC*/0Q, yields
kS
MC*= ATC*+(—8ATC jQ

For a more detailed exposition and discussion, see Silberberg (1990, Chapter 10, pp. 229-230).
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TC=1(Q)

- FIGURE 6.1 Total cost curve exhibiting
0 Ql Qz Q increasing then diminishing marginal product.

Additional insights into the relationship between total cost and produc-
tion may be seen by examining Equation (6.8). Recalling that Q = (K, L)
and applying the chain rule we obtain

e - 41C _(4TC 4t
do dL N\dQ

Recalling from Equation (6.3) that TC = PxK,+ P, L, then marginal cost
may be written as

dL

Me=n L(dQ)

where P, is the rental price of homogeneous labor input and MP, is the

marginal product of labor. Equation (6.9) establishes a direct link between

marginal cost and the marginal product of labor, which was discussed in

Chapter 5. Since P, is a constant, it is easily seen that MC varies inversely

with MP;. Recalling Figure 5.2 in the preceding chapter, the shapes of the

TC,ATC,AVC,and MC curves may easily be explained. When M P, is rising

(falling), for example, MC will be falling (rising). These relationships are
illustrated in Figures 6.1 and 6.2.

Equation (6.9) indicates clearly the relation between the theory of pro-
duction and the theory of cost. The cost curves are shaped as they are
because the production function exhibits the properties it does, especially
the law of diminishing marginal product. In other words, underlying the
short-run cost functions are the short-run production functions.

P

=ir (6.9)

Problem 6.1. For most of his professional career, David Ricardo was a
computer programmer for International Megabyte Corporation (IMC).
During his last year at IMC, David earned an annual salary of $120,000.
Last year, David founded his own consulting firm, Computer Compatriots,
Inc. His monthly fixed costs, including rent, property and casualty insurance,



THE FUNCTIONAL FORM OF THE TOTAL COST FUNCTION 241

$
MC=dTCldQ
ATC=TC/Q &
4%‘«:@
FIGURE 6.2 Marginal, average \\_AFC:TFC/Q
total, iable, and ;
fedeoscaurves. 0 0 00 0

and group health insurance, amounted to $5,000. David’s monthly variable
costs, including wages and salaries, telecommunications services (telephone,
fax, e-mail, conference calling, etc.), personal computer rentals and main-
tenance, mainframe computer time sharing, and office supplies, amounted
to $20,000.

a. Assuming that David does not pay himself a salary, what are the total

monthly explicit costs of Computer Compatriots?
b. What are the firm’s total monthly economic costs?

Solution
a. Total explicit cost refers to all “out-of-pocket” expenses. The total
monthly explicit costs of Computer Compatriots are

TCexpiicit = TFC + TV Copiicie = $5,000+$20,000 = $25,000

b. “Total economic cost” is the sum of total explicit costs and total implicit
costs. In this case, the total monthly implicit (opportunity) cost to David
Ricardo of founding Computer Compatriots is $10,000, which was the
monthly salary earned by him while working for IMC. The new firm’s
total monthly economic costs are

TCeconomic =TFC + TVCexplicil + TVCimplicil

$120,000

= $5,000 +$20,000 + = $35,000

THE FUNCTIONAL FORM OF THE TOTAL
COST FUNCTION

Figure 6.1 illustrated a short-run total cost function exhibiting both
increasing and diminishing marginal product. In the diagram, increasing
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marginal product occurs over the range of output from 0 to Q;, while dimin-
ishing marginal product characterizes output levels greater than Q;. The
inflection point, which occurs at output level Q,, corresponds to minimum
marginal cost. The short-run total cost function in Figure 6.1 may be char-
acterized by a cubic function of the form

TC(Q)=by +b,0 +b,0* + b,0° (6.10)

For Equation (6.10) to make sense, the values of the coefficients (b; s)
must make economic sense. The value of the constant term, for example,
must be restricted to some positive value, by> 0, since total fixed cost must
be positive.

To determine the restrictions that should be placed on the remaining
coefficient values, consider again Figure 6.1. Note that as illustrated in
Figure 6.2, in which marginal cost is always positive, total cost is an increas-
ing function of output. Since the minimum value of MC is positive, it is nec-
essary to restrict the remaining coefficients so that the absolute minimum
value of the marginal cost function is also positive. These restrictions are®

* To see this, consider output level at which MC is minimized. Taking the first derivative
of the total cost function to derive the marginal cost function, we find that

ATC _ M) = by +2b,0+ 3507

dQ

Taking the first derivative of the marginal cost function (the second derivative of the total cost
function) and setting the results equal to zero, we get

2
%= d TZC =2b,+6b;0=0
dQ  dQ
which reduces to
— _b2
Q= 3b;
The second-order condition for a minimum is
2
% =6b°>0
do

That is, the value of b; must be positive. Since we expect the optimal value of Q (Q*) to be
positive, then by implication b, must be negative. Upon substituting Q* into the marginal cost
function, the minimum value of MC becomes

—bz —bz ?
MCrin =by +2by| — |+3bs| —
3b3 3b3
_ b, 3bbi by
3b3 3b3

The equation for MC,,;, indicates that the restrictions b; > 0 and b, < 0 are not sufficient to
guarantee that the absolute minimum of marginal cost will be positive. This requires the addi-
tional condition that (3bsb, — b,%) > 0. The last restriction implies that b, > 0 and that 3bb, >
b > 0.
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by > 0; by > 0: by <0; by > 0: 3bsh, > ba > 0

Equation (6.10) is the most general form of the total cost function
because it reflects both increasing marginal product and diminishing mar-
ginal product. But, as we saw in Chapter 5, while the production function
may exhibit increasing marginal product at low levels of output, this is not
guaranteed. The only thing of which we may be certain is that in the short
run, at some level of output (and this may occur as soon as the firm com-
mences operations), total cost will begin to increase at an increasing rate.
For firms that experience only diminishing marginal product, the total cost
equation may be written as

TC(Q)=b, +b,0* (6.11)

As before, positive total fixed cost guarantees that b,> 0. Increasing mar-
ginal cost requires that dMC/dQ = d*TC/dQ*> 0. From Equation (6.11), the
reader will verify that MC =2b,0Q and dMC/dQ = 2b,. Increasing marginal
cost also requires, therefore, that b, > 0.

Problem 6.2. A firm’s total cost function is
TC =12+600Q -150* + O®

Suppose that the firm produces 10 units of output. Calculate total fixed cost
(TFC), total variable cost (TVC), average total cost (ATC), average fixed
cost (AFC), average variable cost (AVC), and marginal cost (MC).

Solution
TFC =12
TVC =600 —150% + Q* =60(10) - 15(10)" +(10)° =100

ATC =120 +60-150 +Q? = %+60 ~15(10)+(10)° =11.2

12
Q 10
AVC =60-150+07 =60-15(10)+(10) =10
MC = % = 60— 300 + 307 = 60 — 30(10)+ 3(10)” = 60

MATHEMATICAL RELATIONSHIP BETWEEN
ATC AND MC

An examination of Figure 6.2 indicates that the marginal cost (MC)
curve intersects the average total cost (A7C) curve and average variable
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cost (AVC) curve from below at their minimum points. The relation
between total, marginal, and average functions were discussed in Chapters
2 and 5. This section will extend that discussion to the specific relation
between MC and ATC.The approach is to minimize the average total cost
function and determine if the condition observed in Figure 6.2 is satisfied.
Consider, again, the definition of average total cost

ATC = I (6.7)

o

Minimizing Equation (6.7) by taking the first derivative with respect to
output and setting the results equal to zero yields

dATC _ 0dTC/dQ)-TC _

40 0’ 0 (6.12)
Since Q* > 0, then, from Equation (6.12),
dTCc TC
40 0
That is, the first-order condition for a minimum ATC is
MC=ATC (6.13)

The second-order condition for minimum is that the second derivative
of Equation (6.7) is positive. Taking the derivative of Equation (6.12) yields

dATC
dQ’
_ Q*[Q(d*TC/dQ? +dTC/dQ - dTC/dQ)] - [QdTC/dQ) - TC)(20)
Q4
_d’TC/dQ?) (2dTC/dQ) 2TC
o 0’ 0’

Substituting the first-order condition Q(dTC/dQ) — TC yields
d*ATC _(d*TC/dQ?) _ (2dTC/dQ) . 20(dTC/dQ)

a0 © o’ o (6.14)
_d’1C/dQ?) _ (dMC/dQ) _
Q 0

for a minimum ATC. Since Q > 0, at a minimum A7'C the second-order con-
dition requires that marginal cost is increasing. As indicated in Figure 6.2,
at the point at which ATC is minimized, ATC = MC, and the MC curve
intersects the ATC curve from below.

It is also easy to demonstrate that the marginal cost curve also intersects
the minimum point on the average variable cost (AVC) curve from below.
From Equation (6.4)
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TC(Q)=TFC+TVC(Q) (6.4)

Dividing both sides of Equation (6.4) by output, and rearranging, we
obtain

AVC(Q)=ATC(Q)- AFC (6.15)
Taking the derivative of Equation (6.15) with respect to output yields

dAVC(Q) dATC(Q)
do  do

since AFC is a constant. Thus, minimizing average variable cost with respect
to output is equivalent to minimizing average total cost with respect to
output, and generates identical conclusions.

It should be pointed out that although the MC curve intersects both the
ATC and AVC curve at their minimum points that minimum AVC occurs
at a lower output level than minimum A7'C.To see why this is the case, refer
again to Equation (6.15). For any output level, including the output level
that minimizes ATC and AVC, ATC exceeds AVC by the amount of AFC.
In Figure 6.2, since the marginal cost curve is upward sloping, the MC curve
cannot intersect both the AVC and ATC curves at their minimum points
unless it does so at different output levels as long as AFC > 0 (otherwise
ATC = AVC). Since ATC > AVC, the output level corresponding to the
minimum point on the ATC curve must be above and to the right of the
output level that corresponds to the minimum point on the AVC curve.
Finally, referring again to Figure 6.2, from Equation (6.15), AFC must equal
the vertical distance between the ATC and the AVC curves at any output
level. Since AFC falls as Q increases, the ATC and AVC curves must be
asymptotic vertically.

(6.16)

Problem 6.3. Suppose that the total cost function of a firm is given
as

TC =1,000+100°

a. Determine the output level that minimizes average total cost (ATC).
At this output level, what is T7C? ATC? MC? Verify that at this output
level MC = ATC, and that ATC intersects MC from below.

b. Determine the output level that minimizes average variable cost (AVC).
At this output level, what is 7C? AVC? MC?

c. Diagram your answers to parts a and b.

Solution
a. ATC is calculated as

TC _1,000+10Q°

ATC =
o o

=1,0000" +10Q
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To determine the output level that minimizes this expression, take the
first derivative of the ATC equation, set the resulting expression equal
to zero, and solve.

dATC
=-1,000072+10=0
40 ;0000 +

0*=10
At O* =10, total cost is
TC =1,000+10(10)" = 2,000
It should also be noted that since 7C = ATC x Q, then
TC =200(10) =2,000

The first-order condition for average total cost minimization is satisfied
at an output level of 10 units. To verify that ATC is minimized at this
output level, the second-order condition requires that the second deriv-
ative be positive, that is,

2
% =2(1,000073) =

At Q =10, average total cost is

2
ATC,. = 1,000+1(1)0(10) _ 1,0001+01,000 200

2,000

3

>0

The marginal cost equation is

dTC
£ —MCc=20
do Q

Marginal cost at Q* =10 is
MC =20(10) =200

Not surprisingly, MC = ATC at the output level that minimizes ATC.

For MC to intersect ATC from below, it must be the case that at O* =

10, dMC/dQ > 0. The reader will verify that is condition is satisfied.
b. AVC is calculated as follows:

2
ve 100,
o o

Note that AVC is linear in output. This follows directly becomes the
total cost is specified as a quadratic equation. Although linear equations
do not have a minimum or a maximum value, since total cost is restric-
ted to nonnegative values of Q, the foregoing suggests that AVC is

AVC =
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_ -1
Mc=200 ATC=1,0000'+100

0 10 Q FIGURE 6.3

minimized where Q = 0. Substituting this into the AVC equation, we
obtain

AVC=10(0)=0
In other words, at zero output the firm incurs only fixed cost, that is,
TC =1,000+10(0)° = TFC
Again, the marginal cost equation is
MC =200
Marginal cost at Q* =0 is
MC=200)=0

Again, not surprisingly, MC = AVC at the output level that minimizes
AVC.
c. Figure 6.3 diagrams the answers to parts a and b.

LEARNING CURVE EFFECT

The discussion in Chapter 5 noted that the profit-maximizing firm will
operate in stage II of production. It will be recalled that in stage II the mar-
ginal product of a factor, say labor, is positive, but declining at an increas-
ing rate. The phenomenon is a direct consequence of the law of diminishing
marginal product. At constant factor prices this relationship implies that as
output is expanded, the marginal cost of a variable factor increases at an
increasing rate.

An important assumption implicit in the law of diminishing marginal
product is that the quality of the variable input used remains unchanged.
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TABLE 6.1 Learning Curve Effects: Unit Labor Costs

Output m=09 m=0.8 m=0.7
1 $10,000.00 $10,000.00 $10,000.00
2 9,000.00 8,000.00 7,000.00
4 8,100.00 6,400.00 4,900.00
8 7,290.00 5,120.00 3,430.00
16 6,561.00 4,096.00 2,401.00
32 5,904.90 3,276.80 1,680.70
64 5,314.41 2,621.44 1,176.49
128 4,782.97 2,097.15 823.54
256 4,340.67 1,677.72 576.48

In the case of labor, for example, the “productivity” of labor is assumed to
remain unchanged regardless of the level of production. In fact, this restric-
tion is an oversimplification: it is reasonable to expect that as output
expands over time, the typical laborer “gets better” at his or her job. In other
words, it is reasonable to assume that workers become more productive as
they gain experience. This would suggest that over some range of produc-
tion, per-unit labor input might, in fact, fall. At constant labor prices, this
implies that per-unit labor costs may in fact fall.

We are not, of course, talking about stage I of production, where per-unit
costs fall because of increased specialization as additional units of, say, labor
are added to underutilized amounts of capital. On-the-job training and
experience will make workers more productive, which has important impli-
cations for the cost structure of the firm. It is precisely the expectation of
greater productivity that compels many firms to underwrite on-site
employee training and off-site continuing education programs. The rela-
tionship between increased per-worker productivity and reduced per-
worker cost at fixed labor prices associated with an increase in output and
experience is called the learning curve effect.

Definition: The learning curve effect measures the relation between an
increase in per-worker productivity (a decrease in per-unit labor cost at
fixed labor prices) associated with an improvement in labor skills from on-
the-job experience.

One measure of the learning curve effect is

I" = Per-unit labor cost = Q" (6.17)

where @ is the per-unit cost of producing the first unit of output, Q is the
level of output, B = (Inm)/(In\), m is the learning factor, and A is a factor
of output proportionality. In fact, 8 is a measure of the learning curve effect.
It determines the rate at which per-unit labor requirements fall given the
rate at which workers “learn” (m) following a scalar (proportional) increase
in production (A). The value of m varies from zero to unity (0 <m < 1). As
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the value of m approaches zero, the learning curve effect on lowering per-
unit labor costs becomes more powerful.

Table 6.1 presents data for 90% (m = 0.9), 80% (m = 0.8), and 70% (m
= (.7) learning curves for a factor of output proportionality (A) of 2. That
is, each time output is doubled, the per-unit labor cost drops to become 90,
80, or 70% of its previous level. It is assumed that it takes 1,000 labor units
(say, labor hours) to produce the first unit of output, and that the wage rate
is constant at $10 per hour. Thus, the per-unit labor cost of producing the
first unit of output is $10,000. If the learning factor is m = 0.9 (i.e., the learn-
ing process is relatively slow), the per-unit labor cost when Q =2 is $9,000.
When Q =4, per unit labor cost is $8,100, and so on.

The reader will note that the lower the learning factor (i.e., the quicker
the learning process), the more rapidly per-unit labor costs fall as output
expands. Since the wage rate in this example is constant at $10 per hour,
the learning curve effect implies that fewer labor units per unit of output
are required as output increases. The extreme cases are m = 1 and m = 0.
When m =1, no learning whatsoever takes place, and = (In1/In}) = 0. In
this case, there are no learning curve effects, and the per-unit labor cost
remains unchanged. On the other hand, when m = 0, then § = — . In this
case, learning is so complete and production so efficient that the per-unit
labor cost reduces to zero, which implies that at a constant wage rate no
labor is required at all. In the two-input case, this suggests that all produc-
tion technology is embodied in the amount of capital employed.

Learning curve effects are usually thought to result from the develop-
ment of labor skills, especially for tasks of a repetitive nature, over time.
More broadly, however, incremental reductions in per-unit labor costs may
result from a variety of factors, such as the adoption of new production,
organizational, and managerial techniques, the replacement of higher cost
with lower cost materials, an new product design. Consideration of these
additional factors has given rise to the broader term experience curve
effects.

Definition: The experience curve effect is a measure of the relationship
between an increase in per-worker productivity (a decrease in per-worker
cost at fixed labor prices) associated with an improvement in labor skills
from on-the-job experience, the adoption of new production, organizational
and managerial techniques, the replacement of higher cost with lower cost
materials, new product design, and so on.

Problem 6.4. Suppose that the labor cost to a firm of producing a single

unit of output is $5,000.

a. If the learning factor is 0.74 and the factor of proportionality is 2.5,
estimate the per-unit labor cost of producing 120 units of output.

b. If the wage rate is constant at $15 per hour, how many labor hours are
required to produce the first unit of output? How many labor hours are
required per unit of output when 120 units are produced?
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Solution
a. From Equation (6.17),

Per-unit labor cost = QP = 5,000(120) =$1,037 per unit

b. The first unit will require $5,000/$15 = 333.33 labor hours. When 120 units
are produced, the per-unit labor requirement is $1,037/$15 = 69.13 labor
hours.

In0.74/1n 2.5

LONG-RUN COST

In the long run all factors of production are assumed to be variable. Since
there are no fixed inputs, there are no fixed costs. All costs are variable.
Unlike the short-run production function, however, there is little that can
be said about production in the long run. There is no long-run equivalent
of the law of diminishing marginal product.

As in the case of the firm’s short-run cost functions, long-run cost func-
tions are intimately related to the long-run production function. In partic-
ular, the firm’s long-run cost functions are related to the concept of returns
to scale, which was discussed in Chapter 5. In general, economists have the-
orized that an increase in the firm’s scale of operations (i.e., a proportional
increase in all inputs), is likely to be accompanied by increasing, constant,
and decreasing returns to scale. The relation between total output and all
inputs, the long-run total product curve (LRTP) is illustrated in Figure 6.4.

It will be recalled from Chapter 5 that the coefficient of output elastic-
ity for increasing returns to scale, constant returns to scale, and decreasing
returns to scale, which is the sum of the output elasticities of each input, is
greater than unity, equal to unity, and less than unity, respectively. Although
the shapes of the long-run and short-run total product curves are similar,
the reasons are quite different. The short-run total product curve derives

LRTP
CRTS /
<>
IRTS
<>
DRTS
D S

FIGURE 6.4 Long-run total

product curve: the increase in total
. output from a proportional increase

0 Scale of operations i, aj1 inputs.
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its shape from the law of diminishing marginal product. The long-run total
product curve derives its shape from quite different considerations. To begin
with, firms might experience increasing returns to scale during the early
stages of production because of the opportunity for increased specializa-
tion of both human and nonhuman factors, which would lead to gains in
efficiency. Only large firms, for example, can rationalize the use of in-house
lawyers, accountants, economists, and so on. Another reason is that equip-
ment of larger capacity may be more efficient than mochinery of smaller
capacity.

Eventually, as the firm gets larger, the efficiencies from increased size
may be exhausted. As a firm grows larger, so too do the demands on man-
agement. Increased administrative layers may become necessary, resulting
in a loss of efficiency as internal coordination of production processes
become more difficult. At some large level of output, factors of production
may become overworked and diminishing returns to management may set
in. Problems of interdepartmental and interdivisional coordination may
become endemic. The result would be decreasing returns to scale.

Since there are no fixed costs in the long run, the firm’s corresponding
long-run total cost curve (LRTC), which is similar in appearance to the
short-run total cost curve, intersects TC at the origin. This is illustrated in
Figure 6.5.

ECONOMIES OF SCALE

Scale refers to size. What is the effect on the firm’s per-unit cost of pro-
duction following an increase in all factors of production? In other words,
does the size of a firm’s operations affect its per-unit cost of production?
The answer to the second questions is that it may. Regardless of what we



252 CosT

have learned about the short-run production function and the law of dimin-
ishing marginal product, it is difficult to make generalizations about the
effect of size on per-unit cost of production, although we may speculate
about the most likely possibilities.

Economies of scale are intimately related to the concept of increasing
returns to scale. If per-unit costs of production decline as the scale of a firm’s
operations increase, the firm is said to experience economies of scale. The
reason is simple. If we assume constant factor prices, while the firm’s total
cost of production rises proportionately with an increase in total factor
usage, per-unit cost of production falls because output has increased more
than proportionately. In other words, an increase in the firm’s scale of oper-
ations results in a decline in long-run average total cost (LRATC).

Conversely, diseconomies of scale are intimately related to the concept
of decreasing returns to scale. Once again, the explanation is straightfor-
ward. Assuming constant factor prices, the firm’s total cost of production
rises proportionately with an increase in total factor usage, but the per-unit
cost of production increases because output increases less than propor-
tionately. In other words, an increase in the firm’s scale of operations results
in an increase in the firm’s long-run average total cost.

Finally, in the case of constant returns to scale, per-unit cost of produc-
tion remains constant as production increases or decreases proportionately
with an increase or decrease in factor usage. In other words, an increase or
decrease in the firm’s size will have no effect on the firm’s long-run average
total cost.

Definition: Assuming constant factor prices, economies of scale occur
when per-unit costs of production decline following a proportional increase
in all factors of production.

Definition: Assuming constant factor prices, diseconomies of scale occur
when per-unit costs of production increase following a proportional
increase in all factors of production.

Assume that Q = f(L, K), where Q is output, L is variable labor, and K
is fixed capital. Figure 6.6 illustrates several possible short-run average total
cost curves (SRATC), each corresponding to a different level of capital
usage. Here, SRATC, represents the short-run average total cost curve of
the firm utilizing a higher level of fixed capital input than SRATC,, SRATC;
represents the short-run average total cost curve of the firm utilizing a
higher level of fixed capital input than SRATC,, and so on. We can see that
the firm may produce a given level of output with one or more short-run
production functions: for example, the firm may produce output level Q,
along SRATC, (point A) or SRATC, (point B).

If the firm believes that the demand for its product in the foreseeable
future is Qy, it will choose to employ a level of capital consistent with
SRATC, to realize lower per-unit cost of production. As the demand for the
firm’s output increases, the firm will choose that production technology such
that its per-unit costs are minimized. All such points are illustrated by the
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FIGURE 6.6 Long-run average total cost curve as the “envelope” of the short-run
average total cost curves.

“envelope” of the short-run average total cost curves. This curve is called
the long-run average total cost curve, which is labeled LRATC in Figure 6.6.

Unlike the short-run average total cost curves, which derive their shape
from the law of diminishing returns, the long-run average total cost curve
derives its shape from the returns to scale characteristics of the underlying
production function. In Figure 6.6, the range of output levels 0 to O* cor-
responds to the underlying production characteristic of increasing returns
to scale. Over this range of output, LRATC is downward sloping (i.e.,
dLRATC/dQ < 0). Output levels greater than Q* reflect decreasing returns
to scale. Over this range of output LRATC is upward sloping (i.e.,
dLRATC/dQ > 0). Where the long-run average total cost curve is neither
rising nor falling, dLRATC/dQ = 0, the underlying production function
exhibits constant returns to scale.

The output level that corresponds to minimum long-run ATC is com-
monly referred to as the minimum efficient scale (M ES). Minimum efficient
scale is the level of output that corresponds to the lowest per-unit cost of
production in the long run.

The shape of the long-run average total cost curve will vary from indus-
try to industry. There is, in fact, no a priori reason for the LRATC curve to
be U shaped. Figures 6.7 through 6.9 illustrate three other possible shapes
of the long-run average total cost curve.

Problem 6.5. A firm’s long-run total cost (LRTC) equation is given by the
expression

LRTC =2,0000 — 502 +0.0050°

a. What is the firm’s long-run average cost equation?
b. What is the firm’s minimum efficient scale (MES) of production?
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Solution
a. The long-run average total cost equation of the firm is given as

LRTC _2,000Q —50° +0.0050°
o 0

b. To find the minimum efficient scale of production, take the first deriva-
tive of the LRATC function, set the results equal to zero (the first-order
condition), and solve for Q.

dLRATC

dQ

LRATC = =2,000-50 +0.0050*

=-5+0.010=0

Q=500

The minimum efficient scale of production is 500 units.

The second-order condition for minimizing the LRATC function is
d*LRATC/dQ*> 0. Taking the second derivative of the LRATC function we
obtain

2LRAT
% =0.01>0

LRATC, therefore, is minimized at Q* = 500 (i.e., the minimum efficient
scale of production).

REASONS FOR ECONOMIES AND
DISECONOMIES OF SCALE

As firms grow larger, economies of scale may be realized as a result of
specialization in production, sales, marketing, research and development,
and other areas. Specialization may increase the firm’s productivity in
greater proportion than the increase in operating cost associated with
greater size. Some types of machinery, for example, are more efficient for
large production runs. Examples include large electrical-power generators
and large blast furnaces that generate greater output than smaller ones.
Large companies may be able to extract more favorable financing terms
from creditors than small companies.

Large size, however, does not guarantee that improvement in efficiency
and lower per-unit costs. Large size is often accompanied by a dis propor-
tionately great increase in specialized management. Coordination and com-
munication between and among departments becomes more complicated,
difficult, and time-consuming. As a result, time that would be better spent
in the actual process of production declines and overhead expenses increase
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dis proportionately. The result is that diminishing returns to scale set in, and
per-unit costs rise. In other words, growth usually is accompanied by disec-
onomies of scale.

MULTIPRODUCT COST FUNCTIONS

We have thus far discussed manufacturing processes involving the pro-
duction of a single output. Yet, many firms use the same production facili-
ties to produce multiple products. Automobile companies, such as Ford
Motor Company, produce both cars and trucks at the same production
facilities. Chemical and pharmaceutical companies, such as Dow Chemical
and Merck, use the same basic production facilities to produce multiple
different products. Computer companies, such as IBM, produce monitors,
printers, scanners, modems and, of course, computers. Consumer product
companies, such as General Electric, produce a wide range of household
durables, such refrigerators, ovens, and light-bulbs. In each of these exam-
ples it is reasonable to suppose that total cost of production is a function
of more than a single output. In the case of a firm producing two products,
the multiproduct cost function may be written as

TC=TC(Qy,0>) (6.18)

where Q; and Q, represent the number of units produced of goods 1 and
2, respectively.

Definition: A multiproduct cost function summarizes the cost of
efficiently using the same production facilities to produce two or more
products.

The multiproduct cost function summarized in Equation (6.18) has the
same basic interpretation as a single product cost function, although the
specific relationship depends on the manner in which these goods are pro-
duced. Two examples of multiproduct cost relationships are economies of
scope and cost complementarities.

ECONOMIES OF SCOPE

Economies of scope exist when the total cost of using the same produc-
tion facilities to produce two or more goods is less than that of producing
these goods at separate production facilities. In the case of a firm that pro-
duces two goods, economies of scope exist when

TC(Q1,0)+TC(0,0,)>TC(Q1, Q>) (6.19)

It may be less expensive, for example, for Ford Motor Company to
produce cars and trucks by more intensively utilizing a single assembly
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plant than to produce these products at two separate, less intensively uti-
lized, manufacturing facilities. It is less expensive for the restaurants in the
Olive Garden chain to use the same ovens, tables, refrigerators, and so on
to produce both pasta and parmigiana meals than to duplicate the factors
of production.

Definition: Economies of scope in production exist when the total cost
of producing two or more goods is lower when the same production facil-
ities are used than when separate production facilities are used to produce
the goods.

COST COMPLEMENTARITIES

Cost complementarities exist when the marginal cost of producing Q; is
reduced by increasing the production of Q,. From Equation (6.18), the mar-
ginal cost of producing O, may be written as

oTC
00
The multiproduct cost function exhibits cost complementarities if the

cross-second partial derivative of the multiproduct cost function is nega-
tive, that is,

MC1(Q1»Q2) =

IMC\(0,,Q:) _ P TC

= 0 6.20
20, 9090, (6.202)
IMC,(01,0,) @ TC
= 0 6.20b
20, 90,00, (6.200)

Equations (6.20) says that an increase in the production of Q, reduces
the marginal cost of producing Q,.*

Definition: Cost complementarities exist when the marginal cost of
producing one good is reduced by increasing the production of another
good.

Examples of cost complementarities include the simultaneous produc-
tion of beef and leather, and doughnuts and doughnut “holes.” Slaughter-
ing cattle for beef without considering the potential usefulness of leather
by-products, and vice versa, is not only poor business but wasteful. Pro-
ducing doughnuts and doughnut holes is certainly more cost efficient
when these snacks are produced together than when they are produced
separately.

4 Parenthetically, it may be demonstrated using Young’s theorem that 9*TC/0Q,
0Q, = 9°TC/9Q,0Q;. For a discussion of young’s theorem, see Eugene Silberberg, the struc-
ture of Economics: A Mathematical Analysis, 2™ edition, McGraw-Hill, 1990, chapter 3,
pp- 70-76.
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Problem 6.6. Suppose that a firm’s total cost function is

TC =100-0,0,+0: + 0>

where Q; and Q, represent the number of units of goods 1 and 2,

respectively.

a. If the firm produces 2 units of good 1 and 4 units of good 2, do cost
complementarities exist?

b. Do economies of scope exist for this firm?

c. How will the firm’s total cost of production be affected if it decides to
discontinue the production of good 2?

Solution

a. For costs complementarities to exist then, from Equations (6.20)

Similarly,

IMCI(Q1.0)) _ PTC

00, 00190,
IMC,(01,Q0,) _ 9*TC

= <0

00, 00,00,
JdTC
—=-0,+2
20, 0,+20,
0*TC
—=-1<0
00,00,
oTC

=-0;+2
an Ql QZ
*TC
—=-1<0
00,00,

Thus, cost complementarities exist.
b. For economies of scope to exist then

TC(Q1,0)+TC(0,0,)>TC(Q;, Q)

TC(Q,,0)=100—0,(0)+O; +(0)> =100+ 0; =100+2% =104
TC(0,0,)=100-(0)0, +(0)’ + Q3 =100+ Q5 =100+4% =116
TC(Qy,0,)=100—(2)(4)+22 +42 =100 -8 +4+16 =112

Since 104 + 116 = 220 > 112, economies of scope exist.
c. Clearly the firm’s cost will fall by $112 — $104 = $8 if the firm discontin-
ues production of good 2.
Problem 6.6 illustrates two aspects of corporate of mergers and divesti-
tures that involve multiproduct cost functions. In the presence of economies
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of scope, a merger of two firms could result in significant cost reductions.
Moreover, a firm that divests itself of an unprofitable subsidiary might enjoy
only modest cost reductions. Economies of scope make it difficult for firms
to spread production costs across product lines.

CHAPTER REVIEW

The cost function of a profit-maximizing firm shows the minimum
cost of producing various output levels given market-determined factor
prices, and the firm’s budget constraint. Although cost is largely the
domain of accountants, to an economist the concept carries a somewhat
different connotation. Economists are concerned with any and all costs
that are relevant to the managerial decision-making process. Relevant
costs include not only direct, explicit, or out-of-pocket costs associated
with the day-to-day operations of a firm, but also implicit (indirect)
costs.

The relevant cost concept is economic cost, which includes all opportu-
nity costs, including explicit and implicit costs. Opportunity cost is the value
of a forgone opportunity (e.g., the salary sacrificed by a computer pro-
grammer who leaves Microsoft to start a consulting business). Implicit costs
may be made explicit, as occurs when the computer programmer pays
himself or herself a salary equivalent to the forgone salary. In this case,
implicit opportunity costs have been made explicit.

An analysis of the firm’s short-run cost function follows directly from
an analysis of the firm’s short-run production function. Assuming con-
stant factor prices, increasing marginal cost is a direct consequence of
the law of diminishing returns, which in turn affects the pattern of
behavior of the firm’s average total cost and average variable cost. Short-
run production functions assume that at least one factor of production is
held fixed. The cost associated with these fixed inputs is called total fixed
cost.

Long-run production functions assume that all inputs are variable, which
implies that there are no fixed costs. Moreover, the law of diminishing
returns is no longer operable. The long-run cost concept of economies of
scale follows directly from the long-run production concept of increasing
returns to scale. Economies of scale occur when long-run average total costs
fall as the firm increases its capacity, and the concept itself is related to the
production concept of increasing returns to scale.

Diseconomies of scale occur when long-run average total cost increases,
as when the firm increases its capacity; the long-run production concept of
decreasing returns to scale is related to the notion of diseconomies of scale.
It can be argued that the firm’s optimal scale of operation occurs when long-
run average total cost is minimized (i.e., when the firm experiences constant
returns to scale).
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Other important cost concepts are the learning curve effect, cost com-
plementarities, and economies of scope. The learning curve effect is the
reduction in per-unit cost resulting from increased worker productivity due
to increased worker experience. “Economies of scope” refers to the reduc-
tion in per-unit cost resulting from the joint production of two or more
goods or services, such as the production of automobiles and trucks, or beef
and leather, by the same producer. Cost complementarities exist when the
marginal cost of producing one good is reduced by increasing the produc-
tion of another good.

KEY TERMS AND CONCEPTS

Average fixed cost (AFC) Total fixed cost of production per unit of
output. AFC is total fixed cost divided by total output (i.e., AFC =
TFC/Q). Average fixed cost is a short-run production concept. It is the
average cost associated with the firm’s fixed factor of production.

Average total cost (ATC) The total cost of production per unit of output:
ATC is total cost divided by total output (i.e., ATC = TC/Q). Average
total cost is a short-run production concept if total costs include total
fixed costs. It is a long-run production concept if all costs are variable
costs.

Average variable cost (AVC) Total variable cost of production per unit of
output: AVC is total variable cost divided by total output (i.e., AVC =
TVC/Q).

Constant returns to scale Output rises proportionately with the increase
in all productive inputs, and per-unit costs remain constant.

Cost complementarities When the marginal cost of producing one good
is reduced by increasing the production of another good, there are cost
complementarities.

Direct cost Same as explicit cost.

Diseconomies of scale An increase in long-run average total cost. It is
conceptually related to the long-run production concept of decreasing
returns to scale.

Economies of scale A decrease in long-run average total cost. It is con-
ceptually related to the long-run production concept of increasing
returns to scale.

Economies of scope Realized when the total cost of using a single pro-
duction facility to produce two or more goods or services is lower than
the cost of using separate production facilities.

Experience curve effect A measure of the relation between an increase
in per-worker productivity (a decrease in per-unit labor cost at fixed
labor prices) associated with an improvement in labor skills from on-
the-job experience, the adoption of new production, organizational, and
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managerial techniques, the replacement of higher cost with lower cost
materials, new product design, and so on.

Explicit cost Sometimes referred to as out-of-pocket expenses, explicit
costs are “visible” in the sense that they are direct payments for factors
of production. Wages paid to workers and rental payments are examples
of explicit costs.

Implicit cost The value of the next best alternative use of a resource.
Implicit costs are “invisible” in the sense that no direct monetary pay-
ments are involved. They are the value of any forgone opportunities.
Implicit costs, however, may be made explicit.

Incremental cost Related to the concept of marginal cost, incremental
cost is the change in total cost associated with an innovation in man-
agement policy, such as introducing a new product line or changing in
firm’s marketing strategy.

Learning curve effect A measure of the relationship between an increase
in per-worker productivity (a decrease in per-unit labor cost at fixed
labor prices) associated with an improvement in labor skills resulting
from on-the-job experience.

Long-run average-total cost (LRATC) The least-cost combination of
resources in the long run (i.e., when all productive inputs are variable).

Marginal cost (MC) The change in total cost of production associated
with an incremental change in output.

Minimum efficient scale (MES) The output level that corresponds to
minimum long-run average total costs.

Multiproduct cost function The total cost function that summarizes the
cost of using the same production facilities to efficiently produce two or
more products.

Opportunity cost The highest valued forgone alternative associated with
a decision.

Sunk cost A cost that is invariant to innovations in management decisions,
such as the introduction of a new product line or a change in marketing
strategy. Sunk costs are not recoverable in the sense that once incurred,
they are forever lost.

Total cost (TC) The sum of total fixed cost and total variable cost. It is
the total cost of production.

Total economic cost All costs incurred during the production of a good
or service. Total economic cost is the sum of explicit and implicit costs.

Total fixed cost (TFC) A short-run production concept. Total fixed costs of
production are associated with acquiring and maintaining fixed factors of
production. Fixed costs are incurred by the firm regardless of the level of
output. They are incurred by the firm even if no production takes place at all.

Total variable cost (TVC) The cost associated with acquiring and main-
taining variable factors of production. In stages I and II of production,
total variable cost is an increasing function of the level of production.
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CHAPTER QUESTIONS

6.1 Explain the difference between marginal cost and incremental cost.

6.2 Marginal cost is the cost of producing the “last” unit of output. Do
you agree? If not, then why not.

6.3 Consider the production function Q = f(K, L), where Q represent
units of output, and K and L represent units of capital and labor inputs,
respectively. In the short run, demonstrate that for fixed input prices, the
shape of the total variable cost curve is identical to the shape of the total
product of labor curve.

6.4 All costs are opportunity costs. Do you agree? Explain.

6.5 Only implicit costs are opportunity costs. Do you agree with this
statement? If not, then why not?

6.6 Since the prices of productive inputs must always be positive, and
since the cost of hiring another unit of, say labor, is the wage rate, it must
also be true that marginal cost of producing one more unit of output must
also be positive. Do you agree? Explain.

6.7 Demonstrate that MC = ATC when ATC is minimized.

6.8 Demonstrate that MC = AVC when AVC is minimized.

6.9 Explain the difference between total fixed cost and sunk cost. Give
examples of each.

6.10 For the production function Q = f(K, L), demonstrate that in the
short run marginal cost is equal to the wage rate divided by the marginal
product of labor.

6.11 For the total cost function 7C = by+ b,;0 + b,0,+ b;0O°, demonstrate
that (3bsb, —b,*) > 0 is required for minimum marginal cost to be positive.

6.12 Explain the difference between the learning curve effect and the
experience curve effect.

6.13 The learning curve effect is summarized by the equation I' = ¢QOF,
where ¢ is the cost of producing the first unit of output, = (log m)/(log 1),
m is the learning factor, and A is a scalar increase in production. How would
you go about estimating the values of ¢ and 3?

6.14 Suppose that learning factor is zero. What does this imply about
the amount of labor that should be used in the production process?

6.15 Large firms tend to be more management “top heavy.” That is, a
larger proportion of their personnel are management than is true of small
firms. Do you agree with this statement? Why?

6.16 Large companies are more likely to experience diseconomies of
scale than small companies. Do you agree? If not, then why not?

6.17 Explain some of the reasons a firm might experience economies of
scale. What is the relation between economies of scale and increasing
returns to scale? Be specific.

6.18 Economies of scale and economies of scope are the same thing. Do
you agree with this statement? If not, then why not?
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6.19 Economies of scope imply that cost complementarities exist, but
cost complementarities do not imply the existence of economies of scope.
Do you agree with this statement? If not, then why not?

6.20 Explain the difference between economies of scope and cost com-
plementarities.

6.21 Provide examples of economies of scope and cost complementari-
ties other than those given in the text.

CHAPTER EXERCISES

6.1 The total cost equation of a firm is given by the equation
TC =5,000+2,0000 -10Q° +0.250°

where 7TC is total cost and Q is the level of output.
a. What is the firm’s total fixed cost?
b. What is the equation for the firm’s total variable cost (TVC)?
c. What is the equation for the firm’s average total cost (ATC)?
d. What is the equation for the firm’s marginal cost (MC)?
6.2 Suppose that a firm’s total cost equation is

TC =10,000+1000 +0.250*

where TC is total cost and Q is the level of output.
a. What output level will minimize the firm’s average total cost?
b. Calculate the average and marginal cost at the average cost minimiz-
ing output level.
6.3 Suppose that a firm’s total cost equation is

TC =125,000+1000 +0.50*
a. Determine the output level that minimizes average total cost.

b. Calculate average total cost and marginal cost at the level of output
that will minimize average total cost.
6.4 The long-run average total cost equation for a perfectly competitive
firm is

LRATC =620-50+0.0250*

a. Determine the minimum efficient scale of production.

b. Calculate total cost at the minimum efficient scale of production.

c. If the total level of output in the industry is 50,000 units, how many
firms can profitably operate in this industry?

6.5 The total cost equation for a firm producing two products is

TC(Q:,0,)=25+0;" +40," +50,0,
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. Do cost complementarities exist for this firm?
. Under what circumstances do economies of scope exist for this firm?
Suppose that O, = O, = 2. Do cost complementarities exist?
. Suppose that Q= O, = 3. Do cost complementarities exist?
Suppose that the firm is currently producing 5 units of Q; and 10 units
of 0,. What is the firm’s total cost of production?
Suppose that the firm divests itself of the division selling Q; to a com-
petitor. How much will it cost the firm to continue producing 10 units
of 0,7 What is the total cost of producing both O, and Q, if the firm
producing Q; produces 5 units?

6.6 Suppose that per-unit labor cost of producing a single unit of output
is $25,000.

a. If the learning factor is 0.87 and the factor of proportionality is 2.2,

estimate the per-unit labor cost of producing 151 units of output.

b. If the hourly wage is constant at $25, how many labor hours are
required to produce the first unit of output? How many labor hours
are required per unit of output when 151 units are produced?

00 o

-
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PROFIT AND REVENUE
MAXIMIZATION

Firms transform factors of production into goods and services for sale in
the market. In Chapter 5, we discussed several important production rela-
tionships at length. We saw, for example, that firms produce in the short run,
but plan in the long run. The short run in production was defined at that
period of time during which at least one factor of production is held con-
stant. In the short run, firms are subject to the law of diminishing marginal
product with respect to the variable inputs. We also saw that in is generally
possible to produce a given level of output with several different input com-
binations. In other words, generally, but not always, factors of production
are substitutable. The substitutability of the factors of production was illus-
trated diagrammatically with the use of an isoquant map, with each isoquant
corresponding to a different level of output. By contrast, the long run
in production was defined as the period of time in which all factors of
production are variable. When all factors of production are variable,
the optimal scale of the firm’s future operations becomes an important
managerial decision-making consideration.

Chapter 5 left a number of important short-run production questions
unanswered. For one thing, what is the firm’s “optimal” level of output? Not
surprisingly, the optimal level of output is defined by the firm’s organ-
izational objective. The output level that maximizes the firm’s profits, for
example, will generally be different from the output level that maximizes
the firm’s sales revenues or market share. Once the firm’s organizational
objective has been defined, management must determine the least-cost
combination of inputs necessary to achieve that target output level. Clearly,
this will depend not only on the firm’s operating budget, but also on the

265
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market prices of the factors of production. As we saw in Chapter 6, many
of the most important cost relationships confronting managers are reflec-
tions of the firm’s underlying production technology.

In this chapter we develop a general framework for finding optimal solu-
tions to managerial decision-making problems. This framework will be
expanded in subsequent chapters to take into consideration alternative
market structures and operating environments. This chapter will consider
the decision-making process with respect to two organizational objectives:
profit maximization and total revenue maximization. We begin by consid-
ering profit maximization from two perspectives. At a more practical level,
management will attempt to maximize profits by employing just the right
amount of each factor of production subject to a predefined budget
constraint. At a much more general level, profit maximization may be
viewed as an unconstrained or constrained optimization problem in which
the decision variable is the firm’s level of output.

PROFIT MAXIMIZATION

Although discussion of the production function developed in Chapter 5
has intuitive appeal in its own right, its usefulness to the business manager
is in its application to profit maximization. It was demonstrated, for
example, that with precise specification of the production function and a
given output level, infinite input combinations are at least theoretically
possible. The specific combination of inputs used to produce that output
level, however, will be that which can be produced at least cost. Alter-
natively, given the firm’s operating budget and the prices of productive
resources, the perfectly competitive firm will choose that combination of
resources that generates the greatest output level.'

OPTIMAL INPUT COMBINATION

ISOCOST LINE

Given the prices of productive resources and the firm’s operating budget,
and assuming only two factors of production, labor and capital, the various
combinations of inputs that a firm can employ in the production process
may be summarized as

TCO =PLL+PKK (71)

! As we shall see later, for a perfectly competitive firm in output and factor markets, output
price and the prices of productive resources are given exogenously. In other words, the firm’s
output level will have no effect on the selling price of the particular good or service, nor will
the level of the firm’s demand for a productive factor affect the input prices.
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where TC, is the firm’s operating budget, or total cost, P, is the rental
price of labor (or the wage rate), and Py is the rental price of capital (or
the interest rate). Equation (7.1) is known as the isocost equation. This
expression is also known as the firm’s cost constraint in the two-variable
input case. Suppose, for example, that the firm’s weekly operating budget
is $1,000, the weekly per worker wage rate is $100, and the weekly rental
price of capital is $150. Expression (7.1), therefore, becomes

1,000 =100L + 150K (7.2)

Equation (7.2) may be solved for K to yield the firm’s isocost line,
K =6.67-0.67L (7.3)

The negative slope coefficient indicates that more capital may be hired
only at the expense of fewer units of labor. In this example, when zero labor
is employed, at a rental price of capital of $150, the total amount of labor
that can be hired is 6.67 units (per operating period). Similarly, if no units
of capital are employed, then 10 units of labor may be hired. In general,
from Equation (7.1) the isocost line may be written as

TC, (PL)
K=" 1L
P B (7.4)

Equation (7.4) indicates that the rate at which a unit of labor may be
substituted for a unit of capital is given by the ratio of the input prices. In
summary, the isocost line denotes the various combinations of inputs that
a firm may hire at a given cost.

From Equation (7.3), Table 7.1 illustrates the various combination of
labor and capital that may be used given the firm’s fixed operating budget
of $1,000.

TABLE 7.1 Alternative combinations of labor and
capital hired with a fixed operating budget of $1,000.

Labor, L Capital, K
0 6.7
1 6.0
2 53
3 4.7
4 4.0
5 33
6 2.7
7 2.0
8 1.3
9 0.7

10 0.0
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Equation (7.4) is illustrated diagrammatically in Figure 7.1, where the
isocost line (given an operating budget of TC, and labor and capital prices
of P, and Py, respectively) is denoted by the line RAS. Consider, for
example, point A on the RAS isocost line. At a total operating budget of
TCy, OK units of capital and OL units of labor may be hired.

Now suppose that there is a change in the operating budget from 7C, to
TCy, where TC, > TCy and with unchanged resource prices. In Figure 7.1
this is illustrated by a parallel shift from RAS to TBU, where the vertical
intercept has declined from TCy/Px to TC,/Pg. Since input prices are
unchanged, the slope of the isocost line is unaffected. If the firm chooses to
hire the same amount of labor as before (0L,), then the new combination
of capital and labor hired given the new, lower budget is illustrated by the
movement from point A to point B. Here, the number of units of capital
hired will fall from 0K, to 0K, because there is less money in the budget.
Of course, any combination of labor and capital is possible along the TBU
isocost line.

Suppose, on the other hand, that the operating budget remains the same
but there is a change in the price of one of the productive factors. Suppose,
for example, that the price of labor increases to P;’ (i.e., P,” > P;).The result
of this change is illustrated in Figure 7.2.

Note that in Figure 7.2, line RAS is the isocost line before the change in
the wage rate. An increase in the wage rate from P, to P;’, however, results
in a change in the slope of the isocost line from —P;/Py to —P,’/P; that is,
the RBU line is steeper than the RAS line because |1P,"/Pgl > |P;/Pxl. The
result of this change is that the isocost line “rotates” clockwise. Assuming,
as before, that the level of labor input usage remains unchanged at 0L, the
amount of capital that may now be hired falls from 0K, to 0K;. This is
because labor has become more expensive and there is less money in the
budget to hire capital. Note also that since the wage rate does not appear

K
TCIP B k=1, 1P —(P, 1P, )L
TC,' /P | T
K, A
K=TG,'|Py—(P,/P;)L
K, B
U \&S
0 L, TC,'IP.TC,/P, L

FIGURE 7.1 Isocost line and a budget increase.
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K
TCo/Pe\R k=TC, /P~ (P,IP )L

K=TC,/P~(P,'IP,)L

K, A
\‘
K, B
\U S
0 L, TC,/P,' TC,/P, L

FIGURE 7.2 Isocost line and an increase in the price of labor.

in the vertical intercept term, the maximum amount of capital that may be
hired remains TCy/ Py, although the maximum amount of labor that may be
hired falls from TCy/P, to TCy/P;’.

Problem 7.1. Suppose that the wage rate (P.) is $25 and the rental price
of capital (Py) is $40. In addition, suppose that the firm’s operating budget
is $2,500.

a.
b.

What is the isocost equation for the firm?

If capital is graphed on the vertical axis, what happens to the isocost line
if the wage rate increases?

If capital is graphed on the vertical axis, what happens to the isocost line
if the rental price of capital falls?

. If the wage rate and the rental price of capital remain unchanged, what

happens to the isocost line if the firm’s operating budget falls?

If the firm’s operating budget remains unchanged, what happens to the
isocost line if the wage rate and the rental price of capital fall by the
same percentage?

Solution

a.

b.

The firm’s isocost line is given by the expression
TC() = PLL+PKK
Substituting into this expression we obtain

2,500=25L+40K

Solving the isocost line for K yields

kTG (B
Py Py
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From this expression, if the wage rate increases, the isocost line will
rotate clockwise. In other words, the K intercept will remain unchanged
while the L intercept will move to the left.

c. If the rental price of capital falls, the solution of the isocost line for K
shows that the isocost line will rotate clockwise. In other words, the L
intercept will remain unchanged while the K intercept will move up.

d. If the operating budget falls, the isocost line will experience a parallel
shift to the left. In other words, the K intercept will move down, the L
intercept will move to the left, and the slope of the isocost line will
remain unchanged.

e. If the wage rate and the rental price of capital fall by the same percent-
age, the isocost line will experience a parallel shift to the right. In other
words, the K intercept will move up, the L intercept will move to the
right, and the slope of the isocost line will remain unchanged.

FINDING THE OPTIMAL INPUT COMBINATION

We are, at last, in a position to answer the fundamental question facing
the firm. That is, given fixed input prices and a known production
function, what is the optimal combination of labor and capital. The term
“optimal” in this context can be considered from two perspectives. We
may consider it to mean maximizing output subject to a fixed operating
budget. Somewhat equivalently, we may interpret it is the minimizing
of total cost subject to a predetermined level of output. Either approach
represents the kind of constrained optimization problem discussed in
Chapter 2. As we will see, both approaches represent the first-order
conditions for profit maximization.

The optimal combination of labor and capital is illustrated diagrammat-
ically in Figure 7.3, which combines the isocost line, illustrated in Figure 7.1
with the isoquant map introduced in Chapter 5.

Three of the infinite number of possible isoquants are illustrated in
Figure 7.3. The isoquant furthest from the origin represents the combina-
tions of labor and capital that generate the highest constant output level.
Also illustrated in Figure 7.3 is an isocost line representing the different
combinations of labor and capital that may be hired at the fixed input prices
P, and Py, and the fixed operating budget 7C,. Graphically, it is not diffi-
cult to understand why this particular firm will operate at point B on iso-
quant labeled Q. Clearly, as we move from left to right from the horizontal
axis along the isocost line, we move to successively higher and higher iso-
quants. At point C, for example, we are only able to produce an output of
Q, with an operating budget of TC,. On the other hand, as we move closer
to point B, substituting labor for capital, total output rises. Beyond point B,
however, output levels steadily decline as we move to lower isoquants.
To understand why this is so, consider what is happening algebraically.
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K K=TC,/Pc—(P,/P,)L)

0

FIGURE 7.3 Optimal input combination: output maximization.

From Chapter 5 recall that the slope of the isoquant is given by the
marginal rate of technical substitution, or

dK MP;
—=—-——-=MRTS 0
dL MP. kL < (5.21)
Likewise, the slope of the isocost line is given by the expression
dK P,
—~ L0
dL " Pe (7.5)

At point C on the diagram we note that the absolute value of the slope
of the isoquant is less than of the isocost line. That is

MP, P
Rearranging, this expression becomes

MP, < M Py
P Py

(7.6)

Equation (7.6) says that at point C, the marginal product of labor per
dollar spent on labor is less than the marginal product of capital per dollar
spent on capital. It should be clear, therefore, that by reallocating a dollar
from the fixed operating budget from labor into capital, we should gener-
ate a net increase in output. Similarly, at point A in the diagram we have

MP, P,
MP, ~ P

Rearranging, this expression becomes
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TC,/Py
TC,/Py,
TC,/Py

o
0 L

FIGURE 7.4 Optimal input combination: cost minimization.

MP, MP
ME, Mk

o (7.7)

Equation (7.7) says that reallocating a dollar from capital to labor should
generate an increase in output. The only point at which no gain in output
will result by reallocating the firm’s fixed operating budget dollars is point
B, where

MP, Py

MP.  P. (7.8)

In other words, only where the isocost line is just tangent to the isoquant
will the firm be hiring the proper combination of labor and capital to gen-
erate the most output possible from its fixed operating budget.” Of course,
rearranging this expression yields

MP,  MPx

Y (7.9)

The same optimization conditions apply to the slightly different problem
of minimizing the firm’s total cost of production subject to a fixed level of
production. This situation is illustrated in Figure 7.4.

In Figure 7.4 we have one isoquant and three isocost lines representing
the different operating budgets 7Cy, TCy, and TC,, where TCy < TC, < TC..
Clearly, by the reasoning just outlined, total production costs will be mini-
mized at point B in the diagram where, as before, MP,/P; = MPy/Py.

> A formal derivation of this optimality condition is presented in Appendix 7A.
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In general, to minimize total production costs subject to a fixed level of
output, or to maximize total output subject to a fixed operating budget, the
marginal product per last dollar spent on each input must be the same for
all inputs. That is, efficient production requires that the isoquant be tangent
to the isocost line.

Problem 7.2. Suppose that a firm produces at an output level where the
marginal product of labor (MP;) is 50 units and the wage rate (P;) is $25.
Suppose, further, that the marginal product of capital (MPx) is 100 units
and the rental price of capital (Py) is $40.

a. Is this firm producing efficiently?

b. If the firm is not producing efficiently, how might it do so?

Solution
a. The optimal input combination is given by the expression

MP,  MPy
P P

Substituting into this expression we get

50 2 25 100
5151 40
That is, the firm is not operating efficiently.

b. According to these results, the marginal product of labor is 2 units of
output for every dollar spent on labor. The marginal product of capital
is 2.5 units of output for every dollar spent on capital. To produce more
efficiently, therefore, this firm should reallocate its budget dollars away
from labor and toward capital.

Problem 7.3. Lotzaluk Tire, Inc., a small producer of motorcycle tires, has
the following production function:

Q — 100K()A5L()A5

During the last production period, the firm operated efficiently and used

input rates of 100 and 25 for capital and labor, respectively.

a. What is the marginal product of capital and the marginal product of
labor based on the input rates specified?

b. If the rental price of capital was $20 per unit, what was the wage rate?

c. Suppose that the rental price of capital is expected to increase to $25
while the wage rate and the labor input will remain unchanged under
the terms of a labor contract. If the firm maintains efficient production,
what input rate of capital will be used?
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Solution
0.5
a. MPe =22 _q5100)Kk0spys = 2UB)_ 0O _250_ o5
oK (100)*” 10 10
0.5
MP, = 99 =0.5100) KL = 50(100) = 5000 _300_ 100
oL (25)" 5 5
b. Efficiency in production requires that
MP,  MPy
P P

where P; is the wage rate and Py is the rental price of capital. Sub-
stituting into the efficiency condition we obtain

100 _25
P, 20
PL :$80

MP,  MP

C. P, ——PK

SOK.SL—O.S B SOK—O.SLO.S
I

Substituting into the efficiency condition and solving for K yields

50K°°(25)"° 50K %(25)"

80 25
KO‘S(ZS)_O'S ~ K’O‘S(ZS)O'S
8 25
KO'S SK—O.S
400 25
K =80

As a result of the increase in the rental price of capital, the amount of
capital used in the production process falls from 100 units to 80 units.

EXPANSION PATH

Note that Equations (7.8) and (7.9) are perfectly general in the sense
that they represent the optimal combinations of productive resources inde-
pendent of the budget or output constraint. In fact, Equations (7.8) and
(7.9) are sometimes referred to as the expansion path of the firm because
they represent the locus of all efficient input combinations. Figure 7.5 might
be taken to represent one such expansion path.
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Expansion path

FIGURE 7.5 Expansion path. 0 L

Definition: The expansion path is the locus of points for which the isocost
and isoquant curves are tangent. It represents the cost-minimizing (profit-
maximizing) combinations of capital and labor for different operating
budgets.

The expansion path, which represents the optimal combination of capital
and labor used in the production process for different operating budgets, is
characterized by Equations (7.8) and (7.9). In particular, Equation (7.9)
says that a profit-maximizing firm will allocate its budget in such a way that
the last dollar spent on labor will yield the same additional output as the
last dollar spent on capital.

Problem 7.4. Suppose you are given the production function
Q — 30K0'7L0‘5

where input prices are P, = 20 and Px= 30. Determine the expansion
path.

Solution. The expansion path is determined by the expression

MP,  MP
P P
where
d d
MP, :a_% and  MP. =a—g
0.5(30)K*"L™"  0.7(30)K "L’
20 B 30

K=09L
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In this case, the expansion path is linear with a slope of about 0.9 and a
zero intercept. In fact, the expansion path of all Cobb—Douglas production
functions is linear with a zero intercept.

Problem 7.5. Muck Rakers is a cable television industry construction
contractor that specializes in laying fiberoptic cable. Muck Rakers lays
fiberoptic cables according to the following short-run production function:

0=K(5L-12512)

where Q the length of fiberoptic laid in meters per week, L is labor hours,
and K is hours of excavating equipment, which is fixed at 200 hours. The
rental price is the same for both labor (P;) and capital (Px): $25 per hour.
Muck Rakers has received an offer from Telecablevision, Inc. to install 1,000
meters for a price of $10,000.

a. Should Muck Rakers accept the offer?

b. Does this production function exhibit constant, increasing, or decreasing

returns to scale?

Solution
a. Substituting the weekly amount of capital available to Muck Rakers into
the production function yields

0 =200(5L —1.251%)=1,000L — 25012

The amount of labor required to install 1,000 meters of fiberoptic cable
is

1,000 =1,000L —2501* —250L* +1,000L — 1,000 =0

The amount of labor employed can be determined by solving this
equation for L. This equation is of the general form

al?+bL+c=0

The solution values may be determined by factoring this equation, or by
application of the quadratic formula, which is

_ —b*~b? —4dac
1,2=—  ~_
2a
2
~1,000+/[(1,000)° ~4(-250)(1,000)]
- 2(-250)
_—1,000£+(0) 1,000 5
~ =500 =500

The total cost to Muck Rakers to lay 1,000 meters of fiberoptic cable is,
therefore,

TC =P, L+PxK =25(2)+25(200) =50+5,000 = $5,050
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Since TR ($10,000) is greater than TC ($5,050), then Muck Rakers
should accept the contract.

b. To determine the returns to scale of Muck Rakers production, set
K =L =1 and solve:

0 =)[5(1)-125(1)"]=5-1.25=375
Now, set K = L =2 and solve:
0=2)5(2)-1.25(2)’|=(2)(10-5) =10

Since output more than doubles as inputs are doubled, Muck Rakers
production function exhibits increasing returns to scale.

Problem 7.6. Suppose that you are given the following production
function:

0 =250(L +4K)

Suppose further that the price of labor (w) is $25 per hour and the rental

price of capital (r) is $100 per hour.

a. What is the optimal capital/labor ratio?

b. Suppose that the price of capital were lowered to $25 per hour? What is
the new optimal ratio of capital to labor?

Solution
a. In general, the optimal capital/labor ratio is determined along the expan-
sion path

MP, MPg

w r

where MP; = 00Q/0L and MPyx= 00Q/dK. The term MP,;/w measures the
marginal contribution to output from the last dollar spent on labor, and
M Py/r measures the marginal contribution to output from the last dollar
spent on capital. Production is efficient (output maximized) at the point
at which the last dollar spent on capital yields the same additional output
as the last dollar spent on labor.

Taking the first partial derivative of the production function and sub-
stituting the results into the efficiency condition yields

250 1,000
25 100
10=10

Since the values of MP; and M Py are constants, any combination of K
and L is an optimal combination. Diagrammatically, both the isocost and
isoquant curves are linear in K and L, and have the same slope. To see
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K=0,/1000—(1/4)L

K=C,/25-L

L FIGURE 7.6

this, solve the production function for K in terms of L at some arbitrary
output level Q = Q, to obtain the equation of the isoquant at that output
level.

O, =250L +1,000K
1,000K =Q, -250L

4
K=——-|—|L
1,000 \4
where the slope of the isoquant is —1/4.
The budget constraint for this firm may be written as

Cy=100K +25L

where C, is the total dollar amount of the budget to be allocated between
capital and labor. Solving this equation for K in terms of L yields

100K =C, —25L

k=S _ (1) L
100 \4
where the slope of the isocost line is also —1/4. Consider the Figure 7.6.
b. Substituting into the efficiency condition yields

250 _ 1,000
25 25
10<40

This result says that since 40 additional units of output are obtained per
dollar spent on capital compared with only 10 additional units of output
per dollar spent on labor, then output will be maximized by using all
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K

K=0,/1000—(1/4)L

K=C,/1000—(1/4)L

FIGURE 7.7

capital and no labor. Diagrammatically, this is a “corner” solution.
Consider Figure 7.7.

UNCONSTRAINED OPTIMIZATION: THE
PROFIT FUNCTION

The objective of profit maximization facing the decision maker may, of
course, be dealt with more directly. The optimality conditions just discussed
are all by-products of this more direct approach. The problem confronting
the decision maker is to choose an output level that will maximize profit.
We will begin by defining profit as the difference between total revenue and
total cost.

Q) =TR(Q)-TC(Q) (7.10)

where TR(Q) represents total revenue and TC(Q) represents total cost,
both of which are assumed to be functions of output. As we discussed in
Chapter 2, Equation (7.10) is an unconstrained objective function in which
the object is to maximize total profit, which in this case is a function of the
output level.

As was discussed in Chapter 2, to meet the first-order and second-order
conditions for a maximum, the first derivative must be equal to zero and
the second derivative must be negative. In this case, the first- and second-
order conditions, respectively, are dn/dQ = 0 and d*n/dQ* < 0. Applying
these conditions to Equation (7.10), we obtain

dn _dTR dTC _ -
dQ dO dO (7.11)
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or
MR =MC (7.12)

Equation (7.12) simply says that the first-order condition for the firm to
maximize profits is to select an output level such that marginal revenue (MR
= dTR/dQ) equals marginal cost (MC = dTC/dQ). Alternatively, a first-
order condition for the firm to maximize profits is to select an output level
for which marginal profit (Mn = d/dQ) is zero.

To ensure that the solution value for Equation (7.10) maximizes profit,
the second-order condition must also be satisfied. Differentiating Equation
(7.10) with respect to Q, we obtain

d’n _d’TR _d’TC _

dQZ = dQZ dQZ O (713)
or
d*TR d*TC
dQZ < dQZ (714)

In economic terms, Equation (7.14) simply says that to ensure that
profit is maximized given that the first-order condition is satisfied, the
rate of change in marginal revenue must be less than the rate of change in
marginal cost. Diagrammatically, at the profit-maximizing level of output,
where marginal revenue equals marginal cost, the marginal cost curve
would intersect the marginal revenue curve from below. Alternatively, from
Equation (7.13) the second-order condition for profit maximization
requires that at the profit-maximizing level of output Q*, not only must
marginal profit be zero but the slope of the profit function must be falling.
Diagrammatically this would be illustrated as a profit “hill,” where profit is
maximized at an output level (Q*) that corresponds to the top of the profit
“hill.”

In two common illustrations of the foregoing concepts, which will be dis-
cussed at greater length in subsequent chapters, the selling price Q is taken
to be parametric (P = Py) or is assumed to be a function of output [P =
f(Q)]- The first instance is typical of the market structure known as perfect
competition. The second instance is typical of the market structure known
as monopoly.

Problem 7.7. The Squashed Apple Company manufactures a variety of
bottled fruit juices under the trade name Squapple. The company faces the
following total profit function

Tt =-2,000+4500 - 500"

a. At what output level is profit maximized?
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b. What is Squapple’s marginal profit function?

c. Whatis Squapple’s marginal profit at the profit maximizing output level?
At Q =3?

d. At what output level is marginal profit optimized (maximized or mini-
mized)? Which is it?

e. What is Squapple’s average profit function?

f. At what output level is average profit optimized (maximized or mini-
mized)? Which is it?

g. What, if anything, do you observe about the relationship between mar-
ginal profit and average profit? [Hint: Take the first derivative of Am =
wQ, where © = f(Q). Examine different values of Mt and A7 in the
neighborhood of your answer to part f.]

Solution
a. Take the first derivative of the profit function, set the results equal to
zero, and solve.

dn
—=450-1000 =0
dQ 0

Q0+ =45

To verify that profit corresponding to this output level is maximized, take
the second derivative.

2
T 100<0
dQ?
A negative second derivative verifies that © is maximized at Q = 4.5.
dn
Mn=—-=450-100
b Mr=25 Q

c. Mn =450 -100(3) =450 — 300 = 150

d. The marginal profit function is linear. Mathematically, linear functions
have neither a maximum nor a minimum. The student is cautioned,
however, that mathematics is a means, not an end, to understanding the
principles of economics. In our example, since output levels are limited
to nonnegative values, while the marginal profit function does not have
a maximum value, it is minimized at Q = 0.

e. The average profit function is given as

A= g — ~2,0000"" +450 - 500

f. Taking the first derivative, setting the results equal to zero, and solving,
we obtain
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‘Z“Q’t =2,00002-50=0
0? =40
0 =(0>)" =(40)"’ =6.325
d*Ar _ 4,000
= —4,00007 = —_15.811<0
o> O =35088 "

Average profit is maximized at Q = 6.325, which is verified by a negative
second derivative.
g An=nQ"
dAn 02+ Q’l( j 1 _ 1
do dQ) Q(dn/dQ-m/Q) Q(Mn— An)
Since O7'> 0, when Mn = Ar, then dA/dQ = 0 and Ar is maximized.
When Mrn > An, dA/dQ > 0 and Am is rising. When Mn < An, dA/dQ

<0, and Am is falling. Note that in the answer to part f, Ar is maximized
at Q =6.325. Substituting this result into the Aw and M= equations yields

~ =2,000
6325
=-316.206+450 — 316.25 = —182.456

Mrm =450 —100(6.325) = 450 — 632.50 = —182.50

+450 - 50(6.325)

Notwithstanding errors in rounding, these equations verify that when An
is maximized, Aw = Mn. Now, choose Q = 6 < 6.325.

2 2
dAT/dQ = (O)OO —ﬂ—so 5.556>0
6

36

An= _2,6000 +450 -50(6) = —333.333+450—-300 = -183.333

Mmn =450-100(6) = 450 — 600 = -150

That is, when A is rising, Mmt > AT.
Finally, choose Q = 6.5 > 6.325.

dAm/dQ = 2,000 _ 50= 2,000 _ 50=47.337-50=-2.663 <0
6.5)° 42.25
—2,000
An= cs 450 -50(6.5) =-307.692 +450 — 325 = -182.692

Mrm =450-100(6.5) =450 — 650 = —200
That is, when Am is falling, Mt < Am.
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PERFECT COMPETITION

As before, assume that total cost is an increasing function of output [i.e.,
TC =TC(Q)]. If we assume that the selling price per unit of Q is given, the
total revenue function becomes

TR=PQ (7.15)
Substituting Equation (7.15) into Equation (7.10) yields
Q) =PhQ-TC(Q) (7.16)

The first- and second-order conditions for Equation (7.16) are,
respectively,

dn dTC
L _p-Z=o0
0 """ do (7.17)
or
Py=MC (7.18)
and
d*TC
d*r/dQ* =-£= <0
m/dQ* =-— o (7.19)
or
d*TC  dMC
=220
0" a0 (7.20)

Equation (7.18) says that at the profit-maximizing level of output, the
fixed selling price is equal to marginal cost, while Equation (7.20) says
that at the profit-maximizing level of output, total cost is increasing at an
increasing rate (i.e., marginal cost is rising). Equation (7.19) says that at the
profit-maximizing output level, marginal profit is zero and falling. These
concepts are illustrated in Figure 7.8.

The shape of the total cost curve (7C) Figure 7.8a was discussed in
Chapter 6 and justified largely on the basis of the law of diminishing mar-
ginal product, which was introduced in Chapter 5. The total revenue curve
in Figure 7.8a is a straight line through the origin. The slope of the total
revenue curve is equal to the fixed price of the product, P,. In Figure 7.8a
total profit (w) is illustrated by the vertical distance between the TR and
TC curves. Total profit is also illustrated separately in Figure 7.8b.

Total profit is maximized at output levels Q; and Q*, where dn/dQ = 0.
This is the first-order condition for profit maximization. At both O, and Q*
the first-order conditions for profit maximization are satisfied, however only
at Q* is the second-order condition for profit maximization satisfied. In
the neighborhood around point B in Figure 7.6b, the slope of the profit
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a
TR, TC
0 0, 00, 0* 0 0
b
e
B
0 Ql / \Q4
A T
0
C
MR, MC
MC
N 2 MR=AR
&_'..Z a
0 0 0 o* 0

FIGURE 7.8 Profit maximization: perfect competition.
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function is falling (i.e., d*w/dQ* < 0. At point A, d’vdQ*> 0, which is a
second-order condition for a local minimum. In other words, it is evident
from the Figure 7.6a and b that total profit reaches a minimum at point A
and a maximum at point B. Finally, note that at B’ the profit-maximizing
condition MC = MR, with MC intersecting the MR curve from below, is
satisfied. At A’, MC = MR but MC intersects MR from above, indicating
that this point corresponds to a minimum profit level.

Note that the marginal cost curve in Figure 7.8c reaches its minimum
value at output level Q;, which corresponds to the inflection point on the
total cost function in Figure 7.6a. Also note in Figure 7.6c that because price
is constant, marginal revenue is equal to average revenue.

Problem 7.8. The XYZ Company is a perfectly competitive firm that can
sell its entire output for $18 per unit. XYZ’s total cost equation is

TC=6+330-90%+Q°

where Q represents units of output.

a. What is the firm’s total revenue function?

b. What are the marginal revenue, marginal cost, and average total cost
equations?

c. Diagram the marginal and average total cost equations for values Q =0
to Q =10.

d. What is the total profit equation?

What is the marginal profit equation?

f. Use optimization techniques to find the profit-maximizing output level.

o

Solution
a. Total revenue is defined as

TR =F0 =180
b. MR=dﬂ=18
dQ
MC:%:33—18Q+3Q2
AC:%:33—9Q+Q2+%

c. t=TR-TC=180 - (6 +330 -90*+ Q) =—6 - 150 +90* - O’

d. Mn =dn/dQ =-15+ 180 - 30?

e. To find the profit-maximizing output level, take the first derivative of the
total profit function, set the results equal to zero (the first-order condi-
tion), and solve for Q.
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drn
— =-15+18Q0-30Q? =0
40 +180 -30

This equation, which has two solution values, is of the general form
aQ*+bQ+c=0

The solution values may be determined by factoring this equation, or by
application of the quadratic formula, which is

[-b+Vb* —4ac]

2a
—18+[18) — 4(=3)-19)]

2(-3)
_ —18++/(324 - 180)
-6

_-18++144  -18%12

6 6

-18-12 30
Q] ===

1,2 —

5

The second-order condition for profit maximization is d*n/dQ* < 0.
Taking the second derivative of the profit function, we obtain

2
T _ 60118
dQ?
Substitute the solution values into this condition.
2
T _ s1)+18
do
=-6+18=12>0, for a local minimum
2
T _ 6(5)+18
dQ

=-30+18 =-12 <0, for a local minimum
Total profit, therefore, is maximized at Q* = 5.

Another, and perhaps more revealing, way of looking at the profit
maximization problem is to substitute Equations (5.2) from Chapter 5
and Equation (7.1) into Equation (7.16) to yield

TC(Q)ZPof(K» L)-P L-PcK (7-21)
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Equation (7.21) expresses profit not directly as a function of output,
but as a function of the inputs employed in the production process,
in this case capital and labor. Equation (7.21) allows us to examine the
profit-maximizing conditions from the perspective of input usage rather
than output levels. Taking partial derivatives of Equation (7.21) with
respect to capital and labor, the first-order conditions for profit maximiza-
tion are

om BQJ
—=P|—=|-P =0
9K 0( oK K (7.22a)
on aQ)
—=PbB|=—=|-P. =0
oL 0( 5L L (7.22b)
The second-order condition for a profit maximum is
a’n a'n (8%)(8275) ( ’n j
0; ——<0; - |- 0 7.23
ak” ~ L " \ak? oL )" \akok )7 (7.23)
Equations (7.22) may be rewritten as
P() XMPK =PK (7243)
P() XMPL =PL (724b)

The term on the left-hand side of Equations (7.24) is called the marginal
revenue product of the input while the term on the right, which is the rental
price of the input, is called the marginal resource cost of the input. Equa-
tions (7.24) may be expressed as

MRP; = MRCx (7.25a)
MRP, = MRC, (7.25b)

Equations (7.24) are easily interpreted. Equation (7.24a), for example,
says that a firm will hire additional incremental units of capital to the point
at which the additional revenues brought into the firm are precisely equal
to the cost of hiring an incremental unit of capital. Since the marginal
product of capital (and labor) falls as additional units of capital are hired
because of the law of diminishing marginal product, and since MRPg <
MRCy, hiring one more unit of capital will result in the firm losing money
on the last unit of capital hired. Hiring one unit less than the amount of
capital required to satisfy Equation (7.24a) means that the firm is for going
profit that could have been earned by hiring additional units of capital, since
MRPy> MRCk.

Problem 7.9. The production function facing a firm is

Q — K.SL.S
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The firm can sell all of its output for $4. The price of labor and capital

are $5 and $10, respectively.

a. Determine the optimal levels of capital and labor usage if the firm’s
operating budget is $1,000.

b. At the optimal levels of capital and labor usage, calculate the firm’s total
profit.

Solution
a. The optimal input combination is given by the expression
MP,  MPg
P P

Substituting into this expression we get

(O‘SKOSL—O.S) 3 (O‘SK—O.SLO.S)
5 B 10
K=0.5L

Substituting this value into the budget constraint we get
1,000 =5L +10K

1,000 = 5L +10(0.5L)

L*=180
1,000 = 5(80) + 10K
K*=40

b. m=TR — TC = P(K**L"%) — TC = 4[(40)*%(80)**] — 1,000 = —$821.11

MONOPOLY

We continue to assume that total cost is an increasing function of output
[i.e., TC =TC(Q)]. Now, however, we assume that the selling price is a func-
tion of Q, that is,

P=P(Q) (7.26)

where dP/dQ < 0. This is simply the demand function after applying the
inverse-function rule (see Chapter 2). Substituting Equation (7.26) into
Equation (7.10) yields

Q) =P(Q)Q-TC(Q) (7.27)

For a profit maximum, the first- and second-order conditions for Equa-

tion (7.16) are, respectively,
dP\ dTC
n/dQ +Q(dQ) 0 (7.28)
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or

P+Q(3—g) =MC (7.29)

The term on the left-hand side of Equation (7.29) is the expression for
marginal revenue. The second-order condition for a profit maximum is

d*n d*p dp d*TC
=0 S |+2————7<
dQ do dQ dQ
If we assume that the demand equation is linear, then Equation (7.26)
may be written as

0 (7.30)

P=a+bQ (7.31)
where b < 0. Substituting Equation (7.31) into (7.27) yields
Q) =(a+bQ)Q~TC(Q)=aQ+bQ*-TC(Q) (7.32)
The first- and second-order conditions become
j—g =a+2b0 - dd% =0
where

a+2bQ=MR (7.33)

Note that the marginal revenue equation is similar to the demand equation
in that it has the same vertical intercept but twice the (negative) slope. Note
also that, by definition, Equation (7.31) is the average revenue equation,
that is,

2
AR= IR _aQ*bO" _ o-p
Q Q
The second-order condition for a profit maximum is
d’n a’rc
——=2b-——-<0 (7.34)
dQ dQ

The conditions for profit maximization assuming a linear demand curve
are shown in Figure 7.9. The cost functions displayed in Figure 7.9a are
essentially the same as those depicted in Figure 7.9. All of the cost func-
tions represent the short run in production in which 7.8, the prices of the
factors of production are assumed to be fixed. The fundamental difference
between the two sets of figures is that in the case of perfect competition the
firm is assumed to be a “price taker,” in the sense that the firm owner can
sell as much product as required to maximize profit without affecting the
market price of the product. The conditions under which this occurs will be
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FIGURE 7.9 Profit maximization: monopoly.
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discussed in Chapter 8. In the case of monopoly, on the other hand, the firm
is a “price maker,” since increasing or decreasing output will raise or lower
the market price. The simple explanation of this is that because the monop-
olist is the only firm in the industry, increasing or decreasing output will
result in a right- or a left-shift in the market supply curve.

As always, the firm maximizes profit by producing at an output level
where MR = MC, which in Figure 7.9 occurs at an output level of O*. As
before, total profit is optimized at output levels O, and Q*, where dn/dQ =
0. At both O, and Q* the first-order conditions for profit maximization are
satisfied, however only at O* is the second-order condition for profit max-
imization satisfied. In the neighborhood around point D in Figure 7.9b,
while the slope of the profit function is positive, it is falling (i.e., d*n/dQ* <
0). At point C d*n/dQ* > 0, which is the second-order condition for a local
minimum. Again, note that at D’ the profit-maximizing condition MC = MR,
with MC intersecting the MR curve from below, is satisfied. At C', MC =
MR but, MC intersects MR from above, indicating that this point corre-
sponds to a minimum profit level.

Note that the marginal cost curve in Figure 7.9c reaches its minimum
value at output level Qs, which corresponds to the inflection point on the
total cost function in Figure 7.9a. Unlike the case of perfect competition,
however, while the selling price is by definition equal to average revenue,
in the case of monopoly the price is greater than marginal revenue. Once
output has been determined by the firm, the selling price of the product will
be defined along the demand curve. In fact, any market structure in which
the firm faces a downward-sloping demand curve for its product will exhibit
this characteristic. Only in the case of perfect competition, where the
demand curve for the product is perfectly elastic, will the condition P = MR
be satisfied for a profit-maximizing firm.

Problem 7.10. The demand and total cost equations for the output of a
monopolist are

0=90-2P
TC=0°-80*+570+2
a. Find the firm’s profit-maximizing output level.
b. What is the profit at this output level?

c. Determine the price per unit output at which the profit-maximizing
output is sold.

Solution
a. Define total profit as

n=TR-TC
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Using the inverse-function rule to solve the demand equation for P
yields
P=45-0.50
The expression for total revenue is, therefore,
TR=450-0.50°

Substituting the expressions for 7R and 7C into the profit equation
yields

n = (450 - 0.50%) - (Q° - 80Q* + 570 +2)

=450 -0.50° -Q* +80Q*-57Q0 -2 =-0Q* +7.50* - 120 -2

dam
— =-30*+150-12=0
40 0 0
This equation, which has two solution values, is of the general form
aQ*+bQ+c=0

The solution values may be determined by factoring this equation, or by
application of the quadratic formula, which is

—bt+/(b* —4ac)
Ql.z = 24
—15+4[15) - 4(=3)-12)]
B 2(-3)
_ —15+4/(225-144)
B -6
15481 -15+9
6 -6
1549 -6
Q=g =5~

-15-9 24
et T

The second-order condition for profit maximization is d’n/dQ* < 0.
Taking the second derivative of the profit function, we obtain

1

4

d2
T - 60+15
dQ
Substitute the solution values into this condition.

2
5QTZ =-6(1)+15=-6+15=9>0, for a local minimum
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d*n
dQ?
Total profit, therefore, is maximized at Q = 4.
b. 1=-0Q°+750*-120 -2 =—(4)* +7.5(4)* = 12(4) - 2
=—64+120-48-2=3%6
c. Total revenue is defined as

TR =PQ =450-0.50% =(45-0.50)0

=-6(4)+15=-24+15=-9<0, for a local minimum

Thus,
P=45-050=45-0.5(4)=45-2=%43

Problem 7.11. Suppose that the demand function for a product produced
by a monopolist is given by the equation

-2(3

Suppose further that the monopolist’s total cost of production function is
given by the equation

TC =20°

Find the output level that will maximize profit ().

. Determine the monopolist’s profit at the profit-maximizing output level.
What is the monopolist’s average revenue (AR) function?

. Determine the price per unit at the profit-maximizing output level.
Suppose that the monopolist was a sales (total revenue) maximizer.
Compare the sales maximizing output level with the profit-maximizing
output level.

f. Compare total revenue at the sales-maximizing and profit-maximizing
output levels.

a0 o

Solution
a. Total profit is defined as the difference between total revenue TR and
total cost, that is,

n=TR-TC
where TR is defined as
TR=PQ
Solving the demand function for price yields
P=20-30

Substituting this result into the definition of total revenue yields
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TR=(20-30)0Q =200 -30?*

Combining this expression with the monopolist’s total cost function
yields the monopolist’s total profit function, that is,

n=TR-TC =(200 -30?) - (20?) = 200 - 3Q? - 20Q? =200 - 50>

Differentiating this expression with respect to Q and setting the result
equal to zero (the first-order condition for maximization) yields

dn
—=20-100=0
do ©
Solving this expression for Q yields
100 =20
0*=2
The second-order condition for a maximum requires that
2
4T _ 10<0
dQ?

b. At Q =2, the monopolist’s maximum profit is
m=20(2)-5(2)" =40-20 =20
c. Average revenue is defined as
_TR _200-30?
o o

Note that the average revenue function is simply the market demand
function.

d. Substituting the profit-maximizing output level into the market demand
function yields the monopolist’s selling price.

P=20-3(2)=20-6=14

AR =20-30=P

e. Total revenue is defined as
TR =PQ =200 -30?
dIR =20-60=0
a0
60 =20
0*=13.333
The output level that maximizes total revenue is greater than the output

level that maximizes total profit (Q = 2). This result demonstrates that, in
general, revenue maximization is not equivalent to profit maximization.
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f. At the sales-maximizing output level, total revenue is
TR =(20-30)0 =[20-13(3.333)]3.333 =(20-10)3.333 = $33.333
At the profit-maximizing output level, total revenue is
TR=[(20-32)2=(20-6)2 =14(2) =$28

Not surprisingly, total revenue at the sales-maximizing output level is
greater than total revenue at the profit-maximizing output level.

CONSTRAINED OPTIMIZATION:
THE PROFIT FUNCTION

The preceding discussion provides valuable insights into the operations
of a profit-maximizing firm. Unfortunately, that analysis suffers from a
serious drawback. Implicit in that discussion was the assumption that the
profit-maximizing firm possesses unlimited resources. No limits were placed
on the amount the firm could spend on factors of production to achieve a
profit-maximizing level of output. A similar solution arises when the firm’s
limited budget is nonbinding in the sense that the profit-maximizing level
of output may be achieved before the firm’s operating budget is exhausted.
Such situations are usually referred to as unconstrained optimization
problems.

By contrast, the operating budget available to management may be
depleted long before the firm is able to achieve a profit-maximizing level
of output. When this happens, the firm tries to earn as much profit as pos-
sible given the limited resources available to it. Such cases are referred to
as constrained optimization problems. The methodology underlying the
solution to constrained optimization problems was discussed briefly in
Chapter 2. It is to this topic that the current discussion returns.

Consider, for example, a profit-maximizing firm that faces the following
demand equation for its product

o-2(E(2)

where Q represents units of output, P is the selling price, and A is the
number of units of advertising purchased by the firm.
The total cost of production equation for the firm is given as

TC =100+20% + 500 A (7.36)

Equation (7.36) indicates that the cost per unit of advertising is $500 per
unit.

If there are no constraints placed on the operations of the firm,
this becomes an unconstrained optimization problem. Solving Equation
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(7.35) for P and multiplying through by Q yields the total revenue
equation
TR=20Q0+10AQ -30Q* (7.37)
The total profit equation is
n=TR-TC =(20Q +10AQ -30?)—(100+20Q* +500A)

n=-100+200 -50* +10AQ0 —-500A (7.38)
The first-order conditions for profit maximization are
O 20-100+104 =0 7.39
aQ - - ( . a)
I 100 -500=0 7.39b
A - - ( . )

Solving simultaneously Equations (7.39a) and (7.39b), and assuming that
the second-order conditions for a maximum are satisfied, yields the profit-
maximizing solutions

P*=$350; 0% = 50; A* =48

In this example, profit-maximizing advertising expenditures are $500(48)
= $24,000. In other words, to achieve a profit-maximizing level of sales, the
firm must spend $24,000 in advertising expenditures. Suppose, however, that
the budget for advertising expenditures is limited to $5,000. What, then, is
the profit-maximizing level of output. A formal statement of this problem
is

Maximize: n(Q, A) = -100+200Q — 502 +10A0 — 500 A
Subject to: 5004 = 5,000

SUBSTITUTION METHOD

One approach to this constrained profit maximization problem is the
substitution method. Solving the constraint for A and substituting into
Equation (7.38) yields

7 =-100+200 - 50* +10(10)Q — 500(10)
=-5,100+1200Q - 50°

Maximizing Equation (7.40) with respect to Q and solving we obtain.

dam
—=120-100 =0
dQ 0

(7.40)

0*=12
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The second derivative of the profit function is
d’n
dQ?
The negative value of the second derivative of Equation (7.40)
guarantees that the second-order condition for a maximum is satisfied.

=-10<0

LAGRANGE MULTIPLIER METHOD

A more elegant solution to the constrained optimization is the Lagrange
multiplier method, also discussed in Chapter 2. The elegance of this method
can be found in the interpretation of the new variable, the Lagrange mul-
tiplier, which is usually designated as A.

The first step in the Lagrange multiplier method is to bring all terms to
right side of the constraint.

500A-5,000=0 (7.41)

Actually, it does not matter whether the terms are brought to the right
or left side, although it will affect the interpretation of the value of A. With
Equation (7.41) we now form a new objective function called the Lagrange
function, which is written as

$(0, A, A) =-100+200 -50* +10AQ0 — 500 A + A(500A —5,000) (7.42)

It is important to note that the Lagrange function is equivalent to the
original profit function, since the expression in the parentheses on the right
is equal to zero. The first-order conditions for a maximum are

0%
82 -20+104-100 =

50 = 20+104-100=0 (7.43a)
0%

5 =100-500-2.=0 (7.43b)
3% =500A —5,000 =0 (7.43¢)

Note that, conveniently, Equation (7.43c) is the constraint. Equations
(7.43) represent a system of three linear equations in three unknowns.
Assuming that the second-order conditions for a maximum are satisfied, the
simultaneous solution to Equations (7.43) yield

P#=$84; 0*=12; A*=10; A* =380
Note that these solution values are identical to the solution values in the

unconstrained case. The Lagrange multiplier technique is a more powerful
approach to the solution of constrained optimization problems because it
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allows us to solve for the Lagrange multiplier, A. It can be demonstrated
that the Lagrange multiplier is the marginal change in the maximum value
of the objective function with respect to parametric changes in the value of
the constraint (see, e.g., Silberberg, 1990, p. 7). In the present example, the
constraint is the firm’s advertising budget. Defining the advertising budget
as By, the value of the Lagrange multiplier is

0¥ om*
9B, 0B,

%

=380 (7.44)

In the present example, the value of the Lagrange multiplier says that,
in the limit, an increase in the firm’s advertising budget by $1 will result in
a $380 increase in the firm’s maximum profit. Note that, by construction,
the optimization procedure guarantees that the firm’s profit will always be
maximized subject to the constraint. Changing the constraint simply
changes the maximum value of .

Problem 7.12. The total profit equation of a firm is
n(x, y) =-1,000 —100x — 50x* —2xy —12y* +50y

where x and y represent the output levels for the two product lines.

a. Use the substitution method to determine the profit-maximizing output
levels of goods x and y subject to the side condition that the sum of the
two product lines equal 50 units.

b. Use the Lagrange multiplier method to verify your answer to part a.

c. What is the interpretation of the Lagrange multiplier?

Solution

a. The formal statement of this problem is
Maximize: nt(x, y) =-1000—100x —50x* —2xy—12y* +50y
Subject to: x+y =50

Solving the side constraint for y and substituting this result into the
objective function yields

7i(x) = =1,000 — 100x — 50x> — 2x(50 — x) — 12(50 - x)* +50(50 — x)
= 28,500 +950.x +60x

The first-order condition for a profit maximization is

ﬂ =950-120x=0
dx

x*="7.92 units of output

The optimal output level of y is determined by substituting this result
into the constraint, that is,
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y*=50-7.92 =42.08
The second derivative of the profit equation is
2
4T 120<0
dx

which verifies that the second-order condition for profit maximization is
satisfied.
b. Forming the Lagrangian expression

$(x,y)=-1,000—100x —50x* —2xy—12y* +50y + (50— x — y)

The first-order conditions are

a;'(£=—100—100x—2y—x=0
ox
9 x—24y+50-1=0
dy
4

JZSO—X—)}:O

This is a system of three linear equations in three unknowns. Solving this
system simultaneously yields the optimal solution values

x*=17.92; y*=42.08;, \* =-975

c. Denoting total combined output capacity of the firm as k, which in this

case is k = x + y = 50, the value of the Lagrangian multiplier is given as
_oe _on
~ ok Ok

k&

=-%$975

The Lagrange multiplier says that, in the limit, a decrease in the firm’s
combined output level by 1 unit will result in a $975 increase in the firm’s
maximum profit level.

TOTAL REVENUE MAXIMIZATION

Although profit maximization is the most commonly assumed organiza-
tional objective, it is by no means the only goal of the firm. Firms that are
not owner operated and firms that operate in an imperfectly competitive
environment often adopt an organizational strategy that focuses on maxi-
mizing market share. Unit sales are one way of defining market share. Total
revenue generated is another. In this section we will assume that the objec-
tive of the firm is to maximize total revenue. The first- and second-order
conditions are, respectively,
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dTR _

—-0
0 (7.45)
and
TR <0 7.46

In Figure 7.9a, c the profit-maximizing and revenue-maximizing levels of
output are Q* and Qs, respectively. If we assume that firms are price takers
in resource markets (the price of labor and capital are fixed) because price
and output are always positive, it can be easily demonstrated that the output
level that maximizes total revenue will always be greater than the output
level that maximizes total profit. This is because of the law of diminishing
marginal product guarantees that the rate of increase in marginal cost is
greater than the rate of increase in marginal revenue.

Note that in Figure 7.9 total revenue is maximized where MR = 0, which
occurs at an output level of Os. As before, in the case of a monopolist facing
a downward-sloping demand curve, once output has been determined, the
selling price of the product is determined along the demand curve. In Figure
7.9, the revenue-maximizing price is Ps. Of course, revenue maximization is
not possible in the perfectly competitive case, since the selling price of the
product is fixed and parametric. The total revenue function is linear and
revenue maximization, therefore, is not possible.

Problem 7.13. Thadeus J. Wren and Joshua K. Skimpy have written a new
managerial economics textbook: Managerial Economics: Decision Making
for the Chronically Confused. The publisher, Nock, Downe & Owt (NDO),
Inc., has offered Wren and Skimpy the following contract options: royalty
payments amounting to 10% of total revenues 15% of total profits. NDO’s
total revenue and total cost functions associated with publishing the text-
book are given as

TR =10,0000 - 50Q*
TC =10,000 - 200 + 50>

a. If we assume that NDO is a profit maximizer, which contract should
Wren and Skimpy choose?

b. Would your answer to part a have been different if NDO were a sales
(total revenue) maximizer?

Solution
a. Total profit is defined as

n=TR-TC =10,0000 —50? —10,000 + 200 — 50
=-10,000+10,0200 — 100
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Take the first derivative of the total profit function, set the result equal
to zero, and solve.
dn
—=10,020-20Q0 =0
do Q
0*=501
To verify that this is a local maximum, the second derivative should be
negative.
d’n
dQ?

If Wren and Skimpy select the first contract, their royalties will be

=-20<0

TR*=10,000(501) - 5(501)"
TR*=5,010,000—1,255,005 = $3,754,995
Royalty =0.1(3,754,995) = $375,499.50
If Wren and Skimpy choose the second contract, their royalties will be
% = 10,000 +10,020(501) — 10(501)
=-10,000+ 5,020,020 - 2,510,010 = $2,500,010
Royalty =0.15(2,500,010) = $375,001.50

According to these results, Wren and Skimpy will marginally favor the
first contract.

b. Take the first derivative of the total revenue function, set the result equal
to zero, and solve.

dTR
——=10,000-10Q =0
40 ) Qo
100 =10,000
0*=1,000

To verify that this is a local maximum, the second derivative should be
negative.

d’n
dQ?

If Wren and Skimpy choose the first contract, their royalties will be

=-20<0

TR* =10,000(1,000) — 5(1,000)" = $5,000,000
Royalty = 0.1(5,000,000) = $5000,000

If Wren and Skimpy choose the second contract, their royalties will be
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% = ~10,000 +10,020(1,000) — 10(1,000)" = $10,000
Royalty = 0.15(10,000) = $1,500

Clearly, when NDO is a sales maximizer, Wren and Skimpy will choose
the first contract.

CHAPTER REVIEW

The marginal product of labor (MP,) is the change in total output given
a unit change in the amount of labor used. The marginal revenue product
of labor (MRP,) is the change in the firm’s total revenue resulting from a
unit change in the amount of labor used. The marginal revenue product is
the marginal product of labor times the selling price of the product (i.e.,
MRP; =P x MP,).

Total labor cost is the total cost of labor. The total cost of labor is the
wage rate times the total amount of labor employed. The marginal resource
cost of labor (MRC}) is the change in total labor cost resulting from a unit
change in the number of units of labor used. If the wage rate (P,) is con-
stant, then the wage rate is equal to the marginal cost of labor.

A profit-maximizing firm that operates in perfectly competitive output
and input markets will employ additional units of labor up to the point at
which the marginal revenue product of labor is equal to the marginal labor
cost (i.e., P x MP, = P;). In general, for any variable input i, the optimal
level of variable input usage is defined by the condition P x MP; = P,.

The optimal combination of multiple inputs is defined at the point of tan-
gency between the isoquant and isocost curves. The isoquant curve repre-
sents the different combinations of capital and labor that produce the same
level of output. The slope of the isoquant is the marginal rate of technical
substitution. The isocost curve represents the different combinations of
capital and labor the firm can purchase with a fixed operating budget and
fixed factor prices. The slope of the isocost curve is the ratio of the input
prices.

The optimal combination of capital and labor usage is defined by the
condition MP;/MPy = P;/Pg. This condition may be rewritten as MP;/P; =
M P/ Py, which says that a profit-maximizing firm will allocate its budget in
such a way that the last dollar spent on labor yields the same amount of
additional output as the last dollar spent on capital. This condition defines
the firm’s expansion path.

The objective of profit maximization facing the decision maker may be
dealt with more directly. The problem confronting the decision maker is to
choose an output level that will maximize profit. Define profit as the dif-
ference between total revenue and total cost, both of which are functions
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of output [i.e., n(Q) = TR(Q) — TC(Q)]. The objective is to maximize this
unconstrained objective function with respect to output. The first- and
second-order conditions for a maximum are dr/dQ = 0 and d*n/dQ* < 0,
respectively. The profit-maximizing condition is to produce at an output
level at which MR = MC.

Although profit maximization is the most commonly assumed organiza-
tional objective, firms that are not owner operated and firms that operate
in an imperfectly competitive environment often adopt an organizational
strategy of total revenue maximization. The first- and second-order condi-
tions are dTR/dQ = 0 and d°TR/dQ” < 0, respectively. Assuming that firms
are price takers in resource markets (the price of labor and capital are
fixed), because price and output are always positive, it can be easily demon-
strated that the output level that maximizes total revenue will always be
greater than the output level that maximizes total profit. This is because the
law of diminishing marginal product guarantees that the rate of increase in
marginal cost will be greater than the rate of increase in marginal revenue.

KEY TERMS AND CONCEPTS

Expansion path The expansion path is given by the expression MP;/P; =
MPy/Py. The expansion path is the locus of points for which the isocost
and isoquant curves are tangent to each other. It represents the cost-
minimizing (profit-maximizing) combinations of capital and labor for
different operating budgets.

First-order condition for total profit maximization Define total economic
profit as the difference between total revenue and total cost, n(Q) =
TR(Q) - TC(Q), where TR(Q) represents total revenue and 7C(Q) rep-
resents total cost, both of which are assumed to be functions of output.
The first-order condition for profit maximization is dn/dQ = 0; that is, the
first derivative of the profit function with respect to output is zero. This
yields dTR/dQ — dTC/dQ = 0, which may be solved to yield MR = MC.

First-order condition for total revenue maximization Define total revenue
as the product of total output (Q) times the selling price of the product
(P), TR(Q) = PQ. The first-order condition for profit maximization is
dTR/dQ = MR = 0; that is, the first derivative of the total revenue func-
tion with respect to output is zero.

Isocost curve A diagrammatic representation of the isocost equation.
Solving the isocost equation for capital yields K = C/Px x (P;/Px)L. If
we assume a given operating budget and fixed factor prices, the isocost
curve is a straight line with a vertical intercept equal to C/Px and slope
of P;/Px.

Isocost equation The firm’s isocost equation is C = P, L + P¢K, where C
represents the firm’s operating budget (total cost), L represents physical
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units of labor input, K represents physical units of capital input, is P; is
the rental price of labor (wage rate), and Py is the rental price of capital
(or the interest rate). The isocost equation defines all the possible com-
binations of labor and capital input that firm can purchase with a given
operating budget and fixed factor prices.

Marginal resource cost of capital The increase in the firm’s total cost
arising from an incremental increase in capital input. Sometimes referred
to as the rental price of capital, the marginal resource cost of capital is
the return to the owner of capital services used in the production process.
The marginal resource cost of capital is sometimes referred to as the
interest rate.

Marginal resource cost of labor The increase in the firm’s total cost arising
from an incremental increase in labor input. Sometimes referred to as
the rental price of labor, in a perfectly competitive labor market, the mar-
ginal resource cost of capital is the return to the owner of labor services
used in the production process. The marginal resource cost of labor is
sometimes referred to as the wage rate.

Marginal revenue product of capital The product of the selling price of a
good or service and the marginal product of capital. The marginal
revenue product of capital is given by the expression P x M Py, where P
is the selling price of the product and MPy is the marginal product of
capital. It is the incremental increase in a firm’s total revenues arising
from the incremental increase in capital input, which results in an incre-
mental increase in total output (the amount of labor input is constant).

Marginal revenue product of labor The product of the selling price of a
good or service and the marginal product of labor. The marginal revenue
product of labor is given by the expression P x MP;, where P is the
selling price of the product and MP; is the marginal product of labor. It
is the incremental increase in a firm’s total revenues arising from the
incremental increase in labor input, which results in an incremental
increase in total output (the amount of capital input is constant).

MP,/P;, = MPg/Px The expansion path. This expression represents the
cost-minimizing (profit-maximizing) combinations of capital and labor
for different operating budgets.

MR =MC The first-order condition for profit maximization. Profit is max-
imized at the output level at which marginal revenue is equal to rising
marginal cost.

PxMP, =P, Tomaximize profit,a firm will hire resources up to the point
at which the marginal revenue product of the labor (P x MP,) is equal
to the marginal resource cost of labor (P.). In other words, a firm will
hire additional incremental units of labor until the additional revenue
generated from the sale of the extra output resulting from the applica-
tion of an incremental unit of labor to the production process is precisely
equal to the cost of hiring an incremental unit of labor.
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PXxXMPx=Px Tomaximize profit, a firm will hire resources up to the point
at which the marginal revenue product of the capital (P x MPy) is equal
to the marginal resource cost of capital (Px). In other words, a firm will
hire additional incremental units of capital until the additional revenue
generated from the sale of the extra output resulting from the applica-
tion of an incremental unit of capital to the production process is pre-
cisely equal to the cost of hiring an incremental unit of capital.

Second-order condition for total profit maximization Define profit as the
difference between total revenue and total cost [i.e., t(Q) = TR(Q) —
TC(Q)], where TR(Q) represents total revenue and TC(Q) represents
total cost, both of which are assumed to be functions of output. The
second-order condition for profit maximization is that the second deriv-
ative of the profit function with respect to output is negative (i.e., d’n/dQ*
<0).

Second-order condition for total revenue maximization Define total
revenue as the product of total output times the selling price of the
product, TR(Q) = PQ. The second-order condition for total revenue
maximization is that the second derivative of the profit function with
respect to output is negative (i.e., *TR/dQ* = dMR/dQ < 0).

CHAPTER QUESTIONS

7.1 Suppose that a unit of labor is more productive than a unit of capital.
It must be true that a profit-maximizing firm will produce as long as MP; /P
> MPy/Px. Do you agree? If not, then why not?

7.2 What is a firm’s expansion path?

7.3 Suppose that a firm’s production function exhibits increasing returns
to scale. It must also be true that the firm’s expansion path increases at an
increasing rate. Do you agree with this statement? Explain.

7.4 The nominal purpose of minimum wage legislation is to increase the
earnings of relatively unskilled workers. Explain how an increase in the
minimum wage affects the employment of unskilled labor.

7.5 A smart manager will always employ a more productive worker over
a less productive worker. Do you agree? If not, then why not?

CHAPTER EXERCISES

7.1 WordBoss, Inc. uses 4 word processors and 2 typewriters to produce
reports. The marginal product of a typewriter is 50 pages per day and the
marginal product of a word processor is 500 pages per day. The rental price
of a typewriter is $1 per day, whereas the rental price of a word processor
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is $50 per day. Is WordBoss utilizing typewriters and word processors effi-
ciently?

7.2 Numeric Calculators produces a line of abacuses for use by profes-
sional accountants. Numericis production function is

Q — 2L0.6K0.4

Numeric has a weekly budget of $400,000 and has estimated unit capital
to be cost $5.

a. Numeric produces efficiently. If the cost of labor is $10 per hour, what

is the Numericis output level?

b. The labor union is presently demanding a wage increase that will raise
the cost of labor to $12.50 per hour. If the budget and capital cost
remain constant, what will be the level of labor usage at the new cost
of labor if Numeric is to continue operating efficiently?

c. At the new cost of labor, what is Numericis new output level?

7.3 A firm has an output level at which the marginal products of labor
and capital are both 25 units. Suppose that the rental price of labor and
capital are $12.50 and $25, respectively.

a. Is this firm producing efficiently?

b. If the firm is not producing efficiently, how might it do so?

7.4 Magnabox installs MP3 players in automobiles. Magnabox produc-
tion function is:

O =2KL-15KI*

where Q represents the number of MP3 players installed, L the number of
labor hours, and K the number of hours of installation equipment, which is
fixed at 250 hours. The rental price of labor and the rental price of capital
are $10 and $50 per hour, respectively. Magnabox has received an offer from
Cheap Rides to install 1,500 MP3 players in its fleet of rental cars for
$15,000. Should Magnabox accept this offer?

7.5 If a production function does not have constant returns to scale, the
cost-minimizing expansion path could not be one in which the ratio of
inputs remains constant. Comment.

7.6 Suppose that the objective of a firm’s owner is not to maximize
profits per se but rather to maximize the utility that the owner derives from
these profits [i.e., U = U(r), where dU/dr > 0]. We assume that U(r) is an
ordinal measure of the firm owner’s satisfaction that is not directly observ-
able or measurable. If the firm owner is required to pay a per-unit tax of
tQ, demonstrate that an increase in the tax rate ¢ will result in a decline in
output.

7.7 The demand for the output of a firm is given by the equation
0.01Q? = (50/P) — 1. What unit sales will maximize the firm’s total
revenues?
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7.8 A firm confronts the following total cost equation for its product:
TC =100+50*

a. Suppose that the firm can sell its product for $100 per unit of output.
What is the firm’s profit-maximizing output? At the profit-maximiz-
ing level of output, what is the firm’s total profit.

b. Suppose that the firm is a monopolist. Suppose, further, that the
demand equation for the monopolist’s product is P =200 — 5Q. Cal-
culate the monopolist’s profit-maximizing level of output. What is the
monopolist’s profit-maximizing price? At the profit-maximizing level
of output, calculate the monopolist’s total profit.

c. What is the monopolist’s total revenue maximizing level of output?
At the total revenue maximizing level of output, calculate the monop-
olist’s total profit.

7.9 The total revenue and total cost equations of a firm are

TR =500
TC =100+250 +0.50>

a. What is the total profit function?

b. Use optimization analysis to find the profit-maximizing level of
output.

7.10 The total revenue and total cost equations of a firm are

TR =250
TC =100+ 200 +0.0250>

a. Graph the total revenue and total cost equations for values Q =0 to
0 =200.

b. What is the total profit function?

c. Use optimization analysis to find the output level at which total profit

is maximized?

d. Graph the total profit equation for values Q =0 to Q =200. Use your

graph to verify your answer to part c.

7.11 Suppose that total revenue and total cost are functions of the firm’s
output [i.e., TR = TR(Q) and TC = TC(Q)]. In addition, suppose that the
firm pays a per-unit tax of tQ. Demonstrate that an increase in the tax rate
t will cause a profit-maximizing firm to decrease output.

7.12 The W. V. Whipple Corporation specializes in the production of
whirly-gigs. W. V. Whipple, the company’s president and chief executive
officer, has decided to replace 50% of his workforce of 100 workers with
industrial robots. Whipple’s current capital requirements are 30 units.
Whipple’s current production function is given by the equation

Q — 25LO.3K0.7
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After automation, Whipple’s production function will be
Q — 1OOLO.2KO.8

Under the terms of Whipple’s current collective bargaining agreement with
United Whirly-Gig Workers Local 666, the cost of labor is $12 per worker.
The cost of capital is $93.33 per unit.
a. Before automation, is Whipple producing efficiently? (Hint: Round all
calculations and answers to the nearest hundredth.)
b. After automation, how much capital should Whipple employ?
c. By how much will Whipple’s total cost of production change as a result
of automation?
d. What was Whipple’s total output before automation? After automa-
tion?
e. Assuming that the market price of whirly-gigs is $4, what will happen
to Whipple’s profits as a result of automation?
7.13 Suppose that a firm has the following production function:

Q — IOOKO.SLO.S

Determine the firm’s expansion path if the rental price of labor is $25
and the rental price of capital is $50.

7.14 The Omega Company manufactures computer hard drives. The
company faces the total profit function

7 =-3,000+ 6500 —1000>

a. What is the marginal profit function?

b. What is Omega’s marginal profit at Q = 3?

c. At what output level is marginal profit maximized or minimized?
Which is it?

d. At what level of output is total profit maximized?

e. What is the average total profit function?

f. At what level of output is average total profit maximized or mini-
mized? Which is it?

g. What, if anything, do you observe about the relationship between
marginal profit and average total profit? (Hint: Take the first deriva-
tive of Am = n/Q and examine the different values of Mw and Aw in
the neighborhood of your answer to part f.)

7.15 The total profit equation for a firm is

7 =-500-25x-10x> —4xy—5y* +15y

where x and y represent the output levels of the two product lines.

a. Use the substitution method to determine the profit-maximizing
output levels for goods x and y subject to the side condition that the
sum of the two product lines equal 100 units.
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b. Use the Lagrange multiplier method to verify your answer to part a.
c. What is the interpretation of the Lagrange multiplier?
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APPENDIX 7A

FORMAL DERIVATION OF EQUATION (7.8)

Consider the following constrained optimization problem:
Maximize Q = f(L, K) (7A.1a)
Subjectto TCy =P, L+ P K (7A.1b)

where Equation (7A.1a) is the firm’s production function and Equation
(7A.1Db) is the budget constraint (isocost line). The objective of the firm is
to maximize output subject to a fixed budget 7C, and constant prices for
labor and capital, P; and Py, respectively. From Chapter 2, we form the
Lagrange expression as a function of labor and capital input:

P(L,K)=f(L,K)+MTCy— P, L—-PxK) (7A.2)
The first-order conditions for output maximization are:
0¥ 00
_— = P =
0¥ 00
—=%x=—7-APc =0
dy K=K X (7A.3b)
0¥
ﬁzik :TCO—PLL—PKKZO (7A3C)
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We will assume that the second-order conditions for output maximization
are satisfied. Dividing Equation (7A.3a) by Equation (7A.3b), and noting
that MP; =0Q/dL and MPx=0Q/dK, factoring out A, and rearranging yields
Equation (7.8).

Problem 7A.1. Suppose that a firm has the following production function:
Q — 10K0.6L0.4

Suppose, further that the firms operating budget is 7C, = $500 and the rental

price of labor and capital are $5 and $7.5, respectively.

a. If the firm’s objective is to maximize output, determine the optimal level
of labor and capital usage.

b. At the optimal input levels, what is the total output of the firm?

Solution
a. Formally this problem is

Maximize: Q =10L"° K
Subject to: 500 =5L+7.5K
Forming the Lagrangian expression, we write
(L, K)=10K"L** + (500 -5L - 7.5K)

The first-order conditions for output maximization are

ﬁ_ _AT04g04 45 _

S =L =6L K A5 =0
9o+ _ Py =4[ K00 -\7.5=0
dy

0L

o 9, =500-5L-75K =0
o

Dividing the first equation by the second yields

6L K™ A5 5
4106 06 = 75

which may be solved for K as
K_4

L 9

This results says that output maximization requires 4 units of capital be
employed for every 9 units of labor. Substituting this into the budget con-
straint yields
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500=5L+7.5(4/9)L
500 =35L

L*=14.29
K*=(4/9)(14.29) = 6.35

b. O =10(14.29)"%(6.35)"* = 103.31
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8

MARKET STRUCTURE:
PERFECT COMPETITION
AND MONOPOLY

One of the most important decisions made by a manager is how to price
the firm’s product. If the firm is a profit maximizer, the price charged must
be consistent with the realities of the market and economic environment
within which the firm operates. Remember, price is determined through the
interaction of supply and demand. A firm’s ability to influence the selling
price of its product stems from its ability to influence the market supply
and, to a lesser extent, on its ability to influence consumer demand, as, say,
through advertising.

One important element in the firm’s ability to influence the economic
environment within which it operates is the nature and degree of competi-
tion. A firm operating in an industry with many competitors may have little
control over the selling price of its product because its ability to influence
overall industry output is limited. In this case, the manager will attempt to
maximize the firm’s profit by minimizing the cost of production by employ-
ing the most efficient mix of productive resources. On the other hand, if the
firm has the ability to significantly influence overall industry output, or if
the firm faces a downward-sloping demand curve for its product, the
manager will attempt to maximize profit by employing an efficient input
mix and by selecting an optimal selling price.

Definition: Market structure refers to the environment within which
buyers and sellers interact.

CHARACTERISTICS OF MARKET STRUCTURE

There are, perhaps, as many ways to classify a firm’s competitive envi-
ronment, or market structure, as there are industries. Consequently, no
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single economic theory is capable of providing a simple system of rules for
optimal output pricing. It is possible, however, to categorize markets in
terms of certain basic characteristics that can be useful as benchmarks for
a more detailed analysis of optimal pricing behavior. These characteristics
of market structure include the number and size distribution of sellers, the
number and size distribution of buyers, product differentiation, and the con-
ditions of entry into and exit from the industry.

NUMBER AND SIZE DISTRIBUTION OF SELLERS

The ability of a firm to set its output price will largely depend on the
number of firms in the same industry producing and selling that particular
product. If there are a large number of equivalently sized firms, the ability
of any single firm to independently set the selling price of its product will
be severely limited. If the firm sets the price of its product higher than the
rest of the industry, total sales volume probably will drop to zero. If, on
the other hand, the manager of the firm sets the price too low, then while
the firm will be able to sell all that it produces, it will not maximize profits.
If, on the other hand, the firm is the only producer in the industry (monop-
oly) or one of a few large producers (oligopoly) satisfying the demand of
the entire market, the manager’s flexibility in pricing could be quite
considerable.

NUMBER AND SIZE DISTRIBUTION OF BUYERS

Markets may also be categorized by the number and size distribution of
buyers. When there are many small buyers of a particular good or service,
each buyer will likely pay the same price. On the other hand, a buyer of a
significant proportion of an industry’s output will likely be in a position
to extract price concessions from producers. Such situations refer to
monopsonies (a single buyer) and oligopsonies (a few large buyers).

PRODUCT DIFFERENTIATION

Product differentiation is the degree that the output of one firm differs
from that of other firms in the industry. When products are undifferenti-
ated, consumers will decide which product to buy based primarily on price.
In these markets, producers that price their product above the market price
will be unable to sell their output. If there is no difference in price, con-
sumers will not care which seller buy from. A given grade of wheat is an
example of an undifferentiated good. At the other extreme, firms that
produce goods having unique characteristics may be in a position to exert
considerable control over the price of their product. In the automotive
industry, for example, product differentiation is the rule.
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CONDITIONS OF ENTRY AND EXIT

The ease with which firms are able to enter and exit a particular indus-
try is also crucial in determining the nature of a market. When it is difficult
for firms to enter into an industry, existing firms will have much greater
influence in their output and pricing decisions than they would if they had
to worry about increased competition from new comers, attracted to the
industry by high profits. In other words, managers can make pricing deci-
sions without worrying about losing market share to new entrants. Thus if
a firm owns a patent for the production of a good, this effectively prohibits
other firms from entering the market. Such patent protection is a common
feature of the pharmaceutical industry.

Exit conditions from the industry also affect managerial decisions.
Suppose that a firm had been earning below-normal economic profit on the
production and sale of a particular product. If the resources used in the pro-
duction of that product are easily transferred to the production of some
other good or service, some of those resources will be shifted to another
industry. If, however, resources are highly specialized, they may have little
value in another industry.

In this and the next two chapters we will examine four basic market
structures: perfect competition, monopoly, oligopoly, and monopolistic com-
petition. For purposes of our analysis we will assume that the firms in each
of these market structures are price takers in resource markets and that
they are producing in the short run. The result of these assumptions is that
the cost curves of each firm in these industries will have the same general
shape as those presented in Chapter 6.

Firms differ in the proportion of total market demand that is satisfied by
the production of each. This is illustrated in Figure 8.1. At one extreme is
perfect competition, in which the typical firm produces only a very small
percentage of total industry output. At the other extreme is monopoly,
where the firm is responsible for producing the entire output of the indus-
try. The percentage of total industry output produced is critical in the analy-
sis of profit maximization because it defines the shape of the demand curve
facing the output of each individual firm. The market structures that will be
examined in this and the next chapter can be viewed as lying along a spec-
trum, with the position of each firm defined by the percentage of the market

Perfect Monopolistic
competition competition Oligopoly Monopoly

FIGURE 8.1 Market structure is defined in terms of the proportion of total market
demand that is satisfied by the output of each firm in the industry.




316 MARKET STRUCTURE: PERFECT COMPETITION AND MONOPOLY

satisfied by the typical firm in each industry—from perfect competition at
one extreme to monopoly at the other.

PERFECT COMPETITION

The expression “perfect competition” is somewhat misleading because
overt competition among firms in perfectly competitive industries is nonex-
istent. The reason for this is that managers of perfectly competitive firms
do not take into consideration the actions of other firms in the industry
when setting pricing policy. The reason for this is that changes in the output
of each firm are too small relative to the total output of the industry to sig-
nificantly affect the selling price. Thus, the selling price is parametric to the
decision-making process.

The characteristics of a perfectly competitive market may be identified
by using the criteria previously enumerated. Perfectly competitive indus-
tries are characterized by a large number of more or less equally sized firms.
Because the contribution of each firm to the total output of the industry is
small, the output decisions of any individual firm are unlikely to result in a
noticeable shift in the supply curve. Thus, the output decisions of any indi-
vidual firm will not significantly affect the market price. Thus, firms in per-
fectly competitive markets may be described as price takers. The inability
to influence the market price through output changes means that the firm
lacks market power.

Definition: Market power refers to the ability of a firm to influence the
market price of its product by altering its level of output. A firm that pro-
duces a significant proportion of total industry output is said to have market
power.

Definition: A firm is described as a price maker if it has market power.
A price maker faces a downward-sloping demand curve for its product,
which implies that the firm is able to alter the market price of its product
by changing its output level.

Definition: Perfect competition refers to the market structure in which
there are many utility-maximizing buyers and profit-maximizing sellers of
a homogeneous good or service in which there is perfect mobility of factors
of production and buyers, sellers have perfect information about market
conditions, and entry into and exit from the industry is very easy.

Definition: A perfectly competitive firm is called a price taker because
of its inability to influence the market price of its product by altering its
level of output. This condition implies that a perfectly competitive firm
should be able to sell as much of its good or service at the prevailing market
price.

A second requirement of a perfectly competitive market is that there
also be a large number of buyers. Since no buyer purchases a significant
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proportion of the total output of the industry, the actions of any single buyer
will not result in a noticeable shift in the demand schedule and, therefore,
will not significantly affect the equilibrium price of the product.

A third important characteristic of perfectly competitive markets is that
the output of one firm cannot be distinguished from that of another firm in
the same industry. The purchasing decisions of buyers, therefore, are based
entirely on the selling price. In such a situation, individual firms are unable
to raise their prices above the market-determined price for fear of being
unable to attract buyers. Conversely, price cutting is counterproductive
because firms can sell all their output at the higher, market-determined,
price. Remember, the market clearing price of a product implies that there
is neither a surplus nor a shortage of the commodity.

A final characteristic of perfectly competitive markets is that firms may
easily enter or exit the industry. This characteristic allows firms to easily
reallocate productive resources to be able to exploit the existence of eco-
nomic profits. Similarly, if profits in a given industry are below normal, firms
may easily shift productive resources out of the production of that partic-
ular good into the production of some other good for which profits are
higher.

THE EQUILIBRIUM PRICE

As we have already discussed, the market-determined price of a good or
service is accepted by the firm in a perfectly competitive industry as datum.
Moreover, the equilibrium price and quantity of that good or service are
determined through the interaction of supply and demand. The relation
between the market-determined price and the output decision of a firm is
illustrated in Figure 8.2.

$
PD S MC

p 3 ATC
)£ AN £ MR

A \ %AVC
s C
D
0 O 0 0 o' 0

FIGURE 8.2 Short-run competitive equilibrium with positive (above-normal) economic
profit.
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The market demand for a good or service is the horizontal summation
of the demands of individual consumers, while the market supply curve is
the sum of individual firms’ marginal cost (above-average variable cost)
curves. As discussed earlier, if the prevailing price is above the equilibrium
price (P*), a condition of excess supply forces producers to lower the selling
price to rid themselves of excess inventories. As the price falls, the quantity
of the product demanded rises, while the quantity supplied from current
production falls (Qr). Alternatively, if the selling price is below P* a situa-
tion of excess demand arises. This causes consumers to bid up the price of
the product, thereby reducing the quantity available to meet consumer
demands, while compelling producers to increase production. This adjust-
ment dynamic will continue until both excess demand and excess supply
have been eliminated at P*.

Problem 8.1. Suppose that a perfectly competitive industry comprises
1,000 identical firms. Suppose, further, that the market demand (Qp) and
supply (Qs) functions are

Op =170,000,000 -10,000,000P
Qs = 70,000,000 +15,000,000P

a. Calculate the equilibrium market price and quantity?

b. Given your answer to part a, how much output will be produced by each
firm in the industry?

c. Suppose that one of the firms in the industry goes out of business. What
will be the effect on the equilibrium market price and quantity?

Solution
a. Equating supply and demand yields

170,000,000 —-10,000,000P = 70,000,000 +15,000,000P
P*=$4.00

Substituting the equilibrium price into either the market supply or
demand equation yields
Q*=170,000,000 —10,000,000(4)
= 70,000,000 + 15,000,000(4) = 130,000, 000

b. Since there are 1,000 identical firms in the industry, the output of any

individual firm Q; is
_0* 130,000,000
© 1,000 1,000

O =130,000

c. The supply equation of any individual firm in the industry is

*
Q_Q

=== 1 P
=1.000 70,000+ 15,000
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Subtracting the supply of the individual firm from market supply yields

Q *-Q; =(70,000,000 +15,000,000P) — (70,000 + 15,000 P)
=69,930,000+14,985,000P

Equating the new market demand and supply equations yields
170,000,000 — 10,000,000 P = 69,930,000 + 14,985,000 P
P*=$4.0052

Q*=170,000,000 — 10,000, 000(4.0052)
=69,930,000 + 14,985, 000(4.0052) = 129,948,000

This problem illustrates the virtual inability of an individual firm in a
perfectly competitive industry, which is characterized by a large number
of firms, to significantly influence the market equilibrium price of a good
or service by changing its level of output. For this reason, it is generally
assumed that the market price for a perfectly competitive firm is
parametric.

SHORT-RUN PROFIT MAXIMIZATION PRICE
AND OUTPUT

If we assume that the perfectly competitive firm is a profit maximizer,
the pricing conditions under which this objective is achieved are straight-
forward. First, define the firm’s profit function as:

(@) =TRQ)-TC(QQ) (8.1)

To determine the optimal output level that is consistent with the profit-
maximizing objective of this firm, the first-order condition dictates that we
differentiate this expression with respect to Q and equate the resulting
expression to zero. This procedure yields the following results

dn(Q) _ dTRQ) dTC(Q) _
dQ dQ doQ

0 (8.2)

or
MR -MC =0 (8.3)

That is, the profit-maximizing condition for this firm is to equate marginal
revenue with marginal cost, MR = MC.

To carry this analysis a bit further, recall that the definition of total
revenue is TR = PQ. The preceding analysis of a perfectly competitive
market reminds us that the selling price is determined in the market and is
unaffected by the output decisions of any individual firm. Therefore,

dTR(Q)

0 " MR=P, (8.4)
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where the selling price is determined in the market and parametric to the
firm’s output decisions. Thus, the profit-maximizing condition for the per-
fectly competitive firm becomes

Py =MC (8.5)

To maximize its short-run (and long-run) profits, the perfectly competi-
tive firm must equate the market-determined selling price of its product
with the marginal cost of producing that product. This condition was illus-
trated in Figure 8.2 (right).

Assuming that the firm has U-shaped average total and marginal cost
curves, Figure 8.2 illustrates that the perfectly competitive firm maximizes
profits by producing 0Q; units of output, that is, the output level at which
P* = MC. The economic profit earned is illustrated by the shaded area
AP*BC in the figure. This can be seen when we remember that

n=TR-TC=P*Q;-ATC(QOy) (8.6)
This is illustrated in Figure 8.2 as
Area{AP*BC} = Area{OP * BQ,} - Area{0ACQ;} (8.7)

It should be remembered that the cost curves of Figure 8.2 include a
normal rate of profit. As a consequence, any time the firm has an average
revenue greater than average cost, it is earning an economic profit.

Definition: A firm earns economic (above-normal) profit when total
revenue is greater than total economic cost.

Problem: 8.2. Consider the firm with the following total monthly cost func-
tion, which includes a normal profit.

TC =1,000+20 +0.010>

The firm operates in a perfectly competitive industry and sells its product
at the market-determined price of $10. To maximize total profits, what
should be the firm’s monthly output level, and how much economic profit
will the firm earn each month?

Solution. First, determine the firm’s marginal cost function by taking the
first derivative of the total cost function with respect to Q.

d7C
E =MC=2+0.02Q
As discussed earlier, profit is maximized by setting MC = P*, thus
10=2+0.020
Q=400

Economic profit is given by the expression
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n=TR-TC =P*Q-1,000-20-0.010?
= $10(400) — 1,000 — 2(400) — 0.01(4002) = $600

Problem 8.3. A perfectly competitive industry consists of 300 firms with
identical cost structures. The respective market demand (Qp) and market
supply (Qs) equations for the good produced by this industry are

Op =3,000-60P
0, =500+40P

a. What are the profit-maximizing price and output for each individual
firm?

b. Assume that each firm is in long-run competitive equilibrium. Determine
each firm’s total revenue, total economic cost, and total economic profit.

Solution

a. Firms in a perfectly competitive industry are characterized as “price
takers.” The profit-maximizing condition for firms in a perfectly com-
petitive industry is P = MC, where the price is determined in the market.
The market equilibrium price and quantity are determined by the
condition

QD = Qs
3,000 -60P =500+40P
P*=$25

0% =500 +40(25) = 500 + 1,000 = 1,500

The market equilibrium price, which is the price for each individual firm,
is P* = $25. The market equilibrium output is Q = 1,500. Since there are
300 firms in the industry, each firm supplies Q; = 1,500/300 = 5 units.

b. The total revenue of each firm in the industry is

TR=P*Q, =255 =$125

In long-run competitive equilibrium, each firm earns zero economic
profit. Since economic profit is defined as the difference between total
revenue and total economic cost, then the total economic cost of each
firm is

TCeconomic = $125
Problem 8.4. The market-determined price in a perfectly competitive

industry is P = $10. Suppose that the total cost equation of an individual
firm in the industry is given by the expression

TC =100 +5Q +0.020>
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a. What is the firm’s profit-maximizing output level?
b. Given your answer to part a, what is the firm’s total profit?
c. Diagram your answers to parts a and b.

Solution
a. The profit-maximizing condition for a firm in a perfectly competitive
industry is

PO = MC
The firm’s marginal cost equation is
_dTC
= _dQ

Substituting these results into the profit-maximizing condition yields

MC =5+0.040

10=5+0.040
0.040 =5
0*=125
b. The perfectly competitive firm’s profit at P* = $10 and Q* = 125 is
n*=TR-TC

=P*Q*—(100+ 50 *+0.02Q **)
=10(125) - [100+5(125) +0.02(125)’ |
=1,250-1,037.50 = $212.50

c. Figure 8.3 diagrams the answers to parts a and b.

MC

ATC
10 < ps

8.3)M
>

C

FIGURE 8.3 Diagrammatic solution to
0 Q*= 125 problem 8.4.
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LONG-RUN PROFIT MAXIMIZATION PRICE
AND OUTPUT

The shaded area in Figure 8.2 represents the firm’s total economic profit,
that is, the excess of total revenue over total cost of production after a
normal rate of return (normal profit) has been taken into consideration. In
a perfectly competitive industry, however, this situation will not long persist.

We have already mentioned that a key characteristic of a perfectly com-
petitive industry is ease of entry and exit by potentially competing firms.
The existence of economic profits in an industry will attract productive
resources into the production of that particular good or service. This trans-
fer of resources will not, however, be instantaneous. It takes time for new
firms to build production facilities and for existing firms to increase output.
Nevertheless, in the long run all inputs are variable, and the increased
output by new and existing firms will result in a right-shift of the market
supply curve. Consider Figure 8.4.

In Figure 8.4, a right-shift of the industry supply function has resulted in
a fall of the equilibrium price from P* to P’ and an increase in the equi-
librium output from Q* to Q’. But note what has happened to the typical
firm in this perfectly competitive industry. The decline in the market equi-
librium price has reduced the economic profit to the firm to the shaded area
A’P’B’C’. In fact, because of the upward sloping marginal cost function, not
only has the selling price of the firm’s product fallen but the output of the
typical firm has dropped as well.

It should, of course, be noted that this result holds only for the “typical”
firm. In fact, there is no a priori reason to suppose that all firms in a per-
fectly competitive industry are of equal size. Some existing firms after all

p —> $
D A MC

px| P ATC

/ MR=
P* —+4-MR=P*

, MR'=P
P 14'—> ————¥~: = >/
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D
o
0 0 0 0 0;0; 0
—> <—

FIGURE 8.4 A price decline, short-run competitive equilibrium, and a reduction in
economic (above-normal) profit.
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will have increased their output by expanding operations in response to the
existence of economic profits. The firm depicted in Figures 8.2 and 8.4 is not
such a firm. If we assume that all firms in this industry are approximately
the same size, then the output of each firm will decline, although industry
output will increase because there are a larger number of firms.

The situation depicted in Figure 8.4 is not, however, stable in the long
run, since the area A’P’B’C’ still represents a situation in which the firm is
earning economic profits. The continued existence of economic profits will
continue to attract resources to the production of the particular good or
service in question. The situation of long-run competitive equilibrium is
illustrated in Figure 8.5.

Figure 8.5 represents a break-even situation for the firm. Since normal
profit is included in total cost, at the point where MR” = P” = P = MC, total
revenues equal total costs. In Figure 8.5, P and Q represent the break-even
price and output level for the individual firm, respectively. In this situation,
the firm described in Figure 8.4 is no longer earning an economic profit,
and thus there is no further incentive for firms outside the industry to trans-
fer productive resources into this industry to earn above-normal profits. In
a sense, economic profits have been “competed” away. Since there is no
further incentive for firms to enter, or for that matter exit, this industry,
it may be said that the firm is in a position of long-run competitive
equilibrium.

Definition: The break-even price is the price at which total revenue is
equal to total economic cost.

Definition: Economic cost is the sum of the firm’s total explicit and
implicit costs.

Unfortunately, the process of adjustment to long-run competitive equi-
librium may not be as smooth as described in connection with Figure 8.5.
If uncertainty and incomplete information lead managers to miscalculate,

D S S g MC

/ B ATC

AVC
P \ /M "=P

D
0 Q" Q0 Q Q

FIGURE 8.5 Long-run competitive equilibrium: zero economic (normal) profit.
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too many firms will enter the industry. This situation is depicted in Figure
8.6: this firm is earning an economic loss (below-normal profit), illustrated
by the area PTA'B'C". This can be seen when we remember that

n=TR-TC=P'Q/ -ATC xQ/ (8.8)
This is illustrated in Figure 8.6 as
Area{P"A'B'C"} = Area{0A'B'Q,'} — Area{0P'C'Q,'} <0  (8.9)

In this situation, firms in this industry are earning below-normal profits.
Under such circumstances, productive resources are transferred out of the
production of this particular good or service, and output declines, resulting
in a left-shift in the market supply function. Eventually, the selling price will
rise and long-term competitive equilibrium will be reestablished.

Definition: A firm earns an economic loss when total revenue is less than
total economic cost.

ECONOMIC LOSSES AND SHUTDOWN

For firms earning economic profits, the only meaningful decision facing
management is the appropriate level of output. When firms are posting eco-
nomic losses, however, the manager must decide whether it is in the long-
run interests of the shareholders to continue producing that particular
product. The course of action to be adopted by the manager will be based
on a number of alternatives. The manager may decide, for example, to con-
tinue producing at the least unprofitable rate of output in the hope that
prices will rebound, or the manager might decide to shut down operations
completely. In the short run, the consequences of shutting down are illus-
trated in Figure 8.7.

Recall from Chapter 6 that total cost is the sum of total variable and
total fixed cost, that is,

A MC

PT\>L gl

0 o' 0 o/ 0

FIGURE 8.6 Short-run competitive equilibrium: economic loss (below-normal profit).
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FIGURE 8.7 Shutdown price and output level.

TC=TFC+TVC

Definition: Total fixed cost refers to the firm’s expenditures on fixed
factors of production.

Definition: Total variable cost refers to the firm’s expenditures on vari-
able factors of production.

Dividing total cost by the level of output, we get

ATC=AFC+AVC
or
AFC=ATC-AVC

Diagrammatically, average fixed cost is measured by the vertical distance
between the average total cost and average variable cost curves. It follows,
therefore, that if the firm in Figure 8.6 produces at Q'; it will recover all of
its variable costs and at least some of its fixed costs.

The essential element in the manager’s decision is the discrepancy
between the selling price of the product and average variable cost. As long
as price is greater than average variable cost, the firm minimizes its loss by
continuing to produce. Otherwise, the firm will suffer larger short-run
losses, since it is still responsible for its fixed costs. On the other hand, when
the price falls below average fixed cost, it will be in the firm’s best interest
to shut down operations, since to continue to produce would result in losses
greater than its fixed cost obligations. This concept is illustrated in Figure
8.7.

In Figure 8.7, Py and Qg represent the firm’s shutdown price and output
level, respectively. A profit-maximizing firm that produces at all will
produce Qg, where MR = Py = MC. In fact, the firm is indifferent to
producing Oy, since the firm’s economic loss, which is given by the area of
the rectangle PyA*B*C* is equivalent to the firm’s total fixed costs (i.e.,
the firm’s economic loss if it shuts down). Below the price Py, however, the
optimal decision by the firm’s manager is to cease production, since the
firm’s total economic loss is greater than its total fixed cost.
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Diagrammatically, it is often argued that the portion of the marginal cost
curve that lies the average variable cost curve represents the firm’s supply
curve. The reason for this is that a profit-maximizing firm will produce at
an output level at which P = MC. Since the marginal cost curve is upward
sloping, then an increase in price essentially traces out the firm’s supply
curve.!

In Chapter 3 it was asserted that the market supply curve is the hori-
zontal summation of the individual firms’ supply curves. This assertion,
however, is correct only as long as input prices remain unchanged. It is
entirely possible that a simultaneous increase in the demand for inputs
resulting from an increase in industry output will cause input prices to rise.
When this occurs, the industry supply curve will be less price elastic than if
input prices remained constant.

Definition: Shutdown price is equal to the minimum average variable
cost of producing a good or service. Below this price the firm will shut down
because the firm’s loss, which will equal the total fixed cost, will be less than
if the firm continues to stay in business.

We have mentioned that the optimal rule for the manager of the firm in
the short run is to shut down when the selling price of the product falls
below Py. This decision rule is subject to two qualifications. First, the firm
will not shut down every time P < AVC. In many cases, the firm will incur
substantial costs when a production process is shut down or restarted, as in
the case of a blast furnace for manufacturing steel, which may require
several days to bring up to operating temperature. Similarly, a firm that
shuts down and then reopens may find that its customers are buying from
other suppliers. The decision to shut down operations, therefore, is made
only if in the opinion of the manager the price will stay below average
variable cost for an extended period of time.

The second qualification involves the distinction between the short run
and the long run. The decision to shut down depends on whether the firm
can make a contribution to its fixed cost by continuing to produce. In the
long run, however, there are no fixed costs. Buildings are sold, equipment
is auctioned off, contracts expire, and so on. Thus, in the long run, as long
as price is expected to remain below average variable cost, the firm will shut
down. This decision rule applies in both the short and the long run.

Problem 8.5. A perfectly-competitive firm faces the following total vari-
able cost function

! Strictly speaking, the assertion that the portion of the marginal cost curve that lies above
the minimum average variable cost is the firm’s supply curve is incorrect. The supply function
is Os = Q(P), where dQs/dP > 0; that is, output is a function of price. By contrast, the firm’s
total cost function is 7C = TC(Q), where MC = MC(Q) = dTC/dQ > 0; that is, marginal cost
function is a function of output. Thus, the supply curve is really the inverse of the MC func-
tion. A formal derivation of the firm’s supply curve is presented in Appendix 8A.
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TVC =150Q — 2002 + Q°

where Q is quantity. Below what price should the firm shut down its
operations?

Solution. Find the output level that corresponds to the minimum average
variable cost. First, calculate average variable cost

T
AVC =LC= 150 -200 + Q?
)
Next, take the first derivative, equate the result to zero, and solve.
dAVC
do
0o=10

Since the firm operates at the point where P = MC, substitute this result
into the marginal cost function to yield

dTvC
d

=-20+20=0

P=MC= =150-400 +30* =150 -40(10)+3(102) = $50

Thus, if the price falls below $50 per unit, then the firm should shut down.

Problem 8.6. Hale and Hearty Limited (HH) is a small distributor of B&Q
Foodstores, Inc., in the highly competitive health care products industry.
The market-determined price of a 100-tablet vial of HH’s most successful
product, papaya extract, is $10. HH’s total cost (7'C) function is given as

TC =100+20 +0.01Q>

a. What is the firm’s profit-maximizing level of output? What is the firm’s
profit at the profit-maximizing output level? Is HH in short-run or long-
run competitive equilibrium? Explain.

b. At P =$10, what is HH’s break-even output level?

What is HH’s long-run break-even price and output level?

d. What is HH’s shutdown price and output level? Does this price—output
combination constitute a short-run or a long-run competitive equilib-
rium? Explain.

o

Solution
a. Total profit is defined as the difference between total revenue (7R) and
total cost, that is,

n=TR-TC = PQ-TC =100 - (100 +2Q + 0.010%)
=-100 + 80 - 0.01Q>

Differentiating this expression with respect to Q and setting the result
equal to zero (the first-order condition for a local maximization) yields
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dn _ 8-0.020=0
dQ
0* =400
To verify that this output constitutes a maximum, differentiate the
marginal profit function (take the second derivative of the total profit
function). A negative value for the resulting expression constitutes
a second-order condition for a local maximum.

2
T _ 002<0
40>

Total profit at the profit-maximizing output level is
% = =100+ 8(400) — 0.01(400)° = —100+3,200 — 1,600 = $1,500

HH is in short-run competitive equilibrium. In perfectly competitive
markets, individual firms earn no economic profit in the long run. HH,
however, is earning an economic profit of $1,500, which will attract new
firms into the industry, which will increase supply and drive down the
selling price of papaya extract (assuming that the demand for the
product remains unchanged).

b. The break-even condition is defined as

TR=TC

Substituting into this definition gives
100 =100+20+0.010?
100-80+0.010* =0
This equation, which has two solution values, is of the general form
aQ*+bQ+c=0

The solution values may be determined by factoring this equation, or by
applying the quadratic formula, which is given as

_ —=b*+(b* —4ac)

Q1,2 - 2
a
—(-8)£[(-8)" = 4(0.01(100)]
- 2(0.01)
_8+(64—4) 8+7.746
002 002
8+7.746
Q== ——=T813
0, = w =127

0.02
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IC

kTR

FIGURE 8.8 Diagrammatic solution to
0 12.7 400 7873 0 problem 8.6, part b.

These results indicate that there are two break-even output levels at
P = $10. Consider Figure 8.8.

c. Inlong-run competitive equilibrium, no firm in the industry earns an eco-
nomic profit. It is an equilibrium in that while each firm earns a “normal”
profit, there is no incentive for new firms to enter the industry, nor is
there an incentive for existing firms to leave. The break-even price is
defined in terms of the output level of which price is equal to minimum
average total cost (ATC), that is,

Py = ATC iy
ATC is given by the expression
TC _100+20+0.010°

ATC = =10007'+2+0.01Q
0 o
Minimizing this expression yields
dATC
=-100072+0.01=0
110) 0
which is a first-order condition for a local minimum.
0.010? =100
0? =10,000
Qbe =100
2
d AYZ*C 2000~ = 2030
dQ (100)" >0

which is a second-order condition for a local minimum.
Substituting this result into the preceding condition yields
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Py = ATCpyp =10007' +2+0.010 = % +2+0.01(100) = 4

d. The firm’s shutdown price is defined in terms of the output level of which
price is equal to minimum average variable cost (AVC), that is,

Py =AVCyn
AVC is given by the expression
TVC 20+0.010?
o 0

Since this expression is linear, AVC is minimized where Qg = 0. Sub-
stituting this result into the preceding condition we get

Py =AVCy =2+0.010=2+0.01(0)=$2

AVC = =2+0.010

This result is a short-run competitive equilibrium. At a price below $2,
the firm’s loss will exceed its fixed costs. Under these circumstances, it
will pay the firm to go out of business, in which case its short-run loss
will be limited to its fixed costs. Because the firm is earning an economic
loss for P < ATC, there will be an incentive for firms to exit the indus-
try, which will reduce supply. If the demand for papaya extract is con-
stant, the result will be an increase in price. Firms will continue to exit
the industry until economic losses have been eliminated, as illustrated in
Figure 8.9.

MONOPOLY
We now turn out attention to the other market extreme, monopoly.

Monopolies may be described in terms of the same characteristics used to
discuss perfect competition.

$ ATC
AVC

> P,

c

FIGURE 8.9 Diagrammatic solution
to problem 8.6, part d. 100 0
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In the case of a monopoly, the industry is dominated by a single pro-
ducer. The most obvious implication of this is that the demand curve faced
by the monopolist is the same downward-sloping market demand curve.
Unlike the perfectly competitive firm, which produces too small a propor-
tion of total industry output to significantly affect the market price, the
output of the monopolist, is total industry output. Thus, for the monopolist,
market prices are no longer parametric. An increase or decrease in the
output will lower or raise the market price of the monopolist’s product. For
this reason, monopolists may be characterized as price makers.

Definition: The term “monopoly” is used to describe the market struc-
ture in which there is only one producer of a good or service for which
there are no close substitutes and entry into and exit from the industry is
impossible.

In the case of a monopoly, the number and size distribution of buyers is
largely irrelevant, since the buyers of the firm’s output have no bargaining
power with which to influence prices. Such bargaining power is usually
manifested through the explicit or implicit threat to obtain the desired
product from a competing firm, which is nonexistent in a market sewed by
a monopoly.

Goods and services produced by monopolies are unique. That is, the
output of a monopolist has no close substitutes. In one respect, monopolies
are diametrically opposed to perfectly competitive firm in that they do not
have to compete with other firms in the industry. The output level of indi-
vidual firms in perfectly competitive industries is so small relative to total
industry output that each firm may effectively ignore the output decisions
of other firms. A monopolist, on the other hand, is the only seller in an
industry and, therefore, has no competitors.

For the firm to continue as a monopolist in the long run, there must exist
barriers that prevent the entry of other firms into the industry. Such restric-
tions may be the result of the monopolist’s control over scarce productive
resources, patent rights, access to unique managerial talent, economies of
scale, location, and so on. Another significant barrier to entry is found when
a firm has a government franchise to be the sole provider of a good or
service.

CONTROLLING SCARCE PRODUCTIVE
RESOURCES

Until the 1940s, the Aluminum Company of America owned or con-
trolled nearly 100% of the world’s bauxite deposits. Since bauxite is needed
to manufacture aluminum, that company, now known as Alcoa, was the sole
producer and distributor of aluminum. Clearly, a firm that controls the
entire supply of a vital factor of production will control production for the
entire industry.
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PATENT RIGHTS

A legal barrier to the entry of new firms into an industry is the patent.
A patent, which is granted by a national government, is the exclusive right
to a product or process by its inventor.” In the United States, patent pro-
tection is granted by Congress for a period of 20 years. Of course, during
that period, the owner of the patent has the sole authority to produce for
sale in the market the commodity protected by the patent.

Definition: A patent is the exclusive right granted to an inventor by
government to a product or a process.

The rationale behind the granting of patents is that they provide an
incentive for product research, development, invention, and innovation.
Without such protection, investors are less likely to incur the often sub-
stantial development costs and risks associated with bringing a new product
to market. On the other hand, the existence of patents discourages com-
petition, which promotes product innovation, the development of more
efficient, less costly production techniques, and lower prices. It is for these
reasons that patents are not granted in perpetuity.

Arguments for and against patents have recently taken center stage in
the United States in the debate over the escalating cost of health care. A
frequently cited culprit has been the high price of prescription drugs. Phar-
maceutical companies have been granted thousands of patents for a wide
range of new prescription medicines, for which they have been able to
charge monopoly prices. While recognizing that the high price of prescrip-
tion medicines places a financial burden on some consumers, particularly
the elderly, these companies nonetheless argue that the high prices are nec-
essary as compensation for the millions of dollars in research and devel-
opment costs. The companies also argue that these profits are necessary as
compensation for the risks incurred in developing new products that are
never brought to market or do not receive approval by the U.S. Food and
Drug Administration.

GOVERNMENT FRANCHISE

Perhaps the most common example of a monopoly in the United States
is the government franchise. Many firms are monopolies because the gov-
ernment has granted them the sole authority to supply a particular product
within a given region. Public utilities are the most recognizable of govern-
ment franchises. Government-franchised monopolies are usually justified
on the grounds that it is more efficient for a single firm to produce, say,

2 In the United States, patents are granted under Article I, Section 8, of the Constitution,
which gives Congress the authority to “promote the progress of science and the useful arts, by
securing for limited times to authors and inventors the exclusive right to their respective
writings and discoveries.”
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electricity because of the large economies of scale involved and the desire
to eliminate competing power grids. In exchange for this franchise, public
utilities have agreed to be regulated. In principle, public utility commis-
sions regulate the rates charged to ensure that the firm does not abuse its
monopoly power.

Definition: A government franchise is a publicly authorized monopoly.

Fairness is another reason frequently cited in defense of government reg-
ulation. In many states, local telephone service is subject to regulation to
ensure that consumers have access to affordable service. In fact, the profits
earned by telephone companies from business users subsidize private
household use, which is billed to individual consumers at below cost.

LAWSUITS

Monopolists can attempt to protect exclusive market positions by filing
lawsuits against potential competitors claiming patent or copyright infringe-
ment. Start-up companies typically need to get their products to market
as quickly as possible to generate cash flow. Regardless of the merits of
lawsuits that may be brought against them, such cash-poor companies are
financially unprepared to weather these legal challenges. In the end, the
companies may be forced out of business, or may even be acquired by the
monopolist.

SHORT-RUN PROFIT-MAXIMIZING PRICE
AND OUTPUT

The case of the monopolist is illustrated in Figure 8.10. In the diagram
we note that the monopolist faces the downward-sloping market demand
curve, and the usual U-shaped marginal and average total cost curves. As

$
B MC
P C ATC
A
E
D
0 Qm \ Q FIGURE 8.10 Monopoly: short-run and

MR long-run profit-maximizing price and output.
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in the case of a perfectly competitive firm, the profit-maximizing mono-
polist will adjust its output level up to the point at which the marginal cost
of producing an addition unit of the good is just equal to the marginal
revenue from its sale. This condition is satisfied at point E in Figure 8.7, at
output level Q.

The selling price of the monopolist output is determined along the
market demand function at P,. At this price—quantity combination, the
economic profit earned by the firm is illustrated by the shaded area
AP,.BC.

If entry into this industry were relatively easy, the existence of such eco-
nomic profits would attract scarce productive resources into the production
of the monopolist’s product. As new firms entered the industry, the demand
function facing the monopolist at any given price would become more
elastic (flatter), with economic profit being dissipated as a result of increase
competition. Eventually, the industry might even approach the perfectly
competitive market structure.

If, on the other hand, the monopolist’s position in the industry is secure,
economic profits could persist indefinitely. Thus, Figure 8.10 may depict
both short-run and long-run profit-maximizing price and output.

Problem 8.7. Suppose that the total cost (7C) and demand equations for
a monopolist is given by the following expressions:

TC =500+ 200>
P =400-200

What are the profit-maximizing price and quantity?

Solution. The total revenue function for the firm is
TR = PQ =400Q -200?
Define total profit as
n=TR-TC =4000 -200* - 500 - 200"

Taking the first derivative, and setting the resulting expression equal to zero,
yields the profit-maximizing output level.

darm
—=400-800 =0
dQ 0

0*=5
Substituting this result into the demand equation yields the selling price of
the product

P*=400-20(5) = $300



336 MARKET STRUCTURE: PERFECT COMPETITION AND MONOPOLY

LONG-RUN PROFIT-MAXIMIZING PRICE
AND OUTPUT

The long-run profit-maximizing price and output for a monopolist in the
long run are the same as the short-run profit-maximizing price and output.
The reason for this is that in the absence of changes in demand, profits to
the monopolist will continue because restrictions to entry into the industry
guarantee that these profits will not be competed away.

Problem 8.8. Suppose that an industry is dominated by a single producer
and that the demand for its product is

Op =3,000—-60P
Suppose further that the total cost function of the firm is

1
TC =1 —Q0?
C 00+5Q+480Q

a. What is the monopolist’s profit-maximizing price and output?
b. Given your answer to part a, what is the firm’s economic profit?

Solution
a. The profit-maximizing condition for a monopolist is

MR=MC
The monopolist’s total revenue equation is
TR=PQ

Solving the demand equation for P yields
P=50 iQ
60

Substituting this result into the total revenue equation yields

1 1
TR=|50-| — =500 -| — |0*
(s jele-wo-{5)e
The monopolist’s marginal revenue equation is
dTR 1
MR=——-=50—| —
dQ (30 )Q
The monopolist’s marginal cost equation is
dTC 1
MC=——=5+|—
dQ " ( 240 )Q

Substituting these results into the profit-maximizing condition yields the
profit-maximizing output level
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-(s5)0=5+{zi)e

0*=1,200

To determine the profit-maximizing price, substitute this result into the
demand equation:

P*=50 —(LJI,ZOO =50-20=$30
60
b. The monopolists profit at P* = $30 and Q* = 1,200 is
n*=TR-TC=P*Q*- (100+5Q*+( )Q*z)
=30(1,200)— [100 + 51, 200)+( )(1 200) } $26,900

Problem 8.9. Explain why a profit-maximizing monopolist would never
produce at an output level (and charge a price) that corresponded to the
inelastic portion of a linear market demand curve.

Solution. In the case of a linear market demand curve, when demand is
elastic (g, < —1), marginal revenue is positive (MR > 0) and total revenue
is increasing. When the price elasticity of demand is unitary (g, = —1), mar-
ginal revenue is zero (MR = 0) and total revenue is maximized. Finally, when
the price elasticity of demand is inelastic (-1 < g, < 0), marginal revenue is
negative (MR < 0) and total revenue is decreasing. Thus, if the monopolist
were to produce at an output level corresponding to the inelastic portion
of the demand curve, the corresponding marginal revenue would be
negative. Since profit is maximized where MR = MC, this would imply that
MC < 0, which is false by assumption. In other words, since total cost is
assumed to be an increasing function of total output, then marginal cost
cannot be negative, and a profit-maximizing monopolist would not produce
where MC = MR.

MONOPOLY AND THE PRICE ELASTICITY
OF DEMAND

Consider the relationship between the price charged by a profit-
maximizing monopolist and the price elasticity of demand. From Equation
(8.2)

dn(Q) _ dTRQ) _dTCQ) _ 52)
dQ dQ dQ

Recall that because the monopolist faces a downward-sloping demand
curve, price is functionally related to output. Thus, Equation (8.2) may be
rewritten as
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dn(Q)
dQ

Rearranging the right-hand side of Equation (8.10) we obtain

=P+ Q( QJ MC=0 (8.10)

Q( ) P-MC 8.11
40 (8.11)
Dividing both sides of Equation (8.11) by P, we write
( 0 )( dP ) P-MC
o)~ P
-1_P-MC
ep P

(8.12)

The profit-maximizing monopolist produces where MR = MC. Since mar-
ginal cost is normally positive, the left-hand side of Equation (8.12) implies
that —1 < g, < —o; that is, demand is price elastic. Thus, a monopolist will
produce, and price, along the elastic portion of the demand curve.

LERNER INDEX

Equation (8.12) is referred to as the Lerner index. The Lerner index,
which is simply the negative of the inverse of the price elasticity of demand,
is a measure of monopoly power and takes on values between 0 and 1. The
greater the difference between price and marginal cost (marginal revenue)
for a profit-maximizing firm, the greater the value of the Lerner index, and
thus the greater the monopoly power of the firm. This result also suggests
that the more elastic (flatter) the demand curve, the smaller will be the
firm’s proportional markup over marginal cost. A special case of the Lerner
index is the case of a profit-maximizing, perfectly competitive firm where
P =MC.The reader will verify that in this case the value of the Lerner index
is 0 (i.e., no monopoly power).

Definition: The Lerner index is a measure of the monopoly power of a
firm.

Problem 8.10. The market-determined price in a perfectly competitive
industry is P = $10. The total cost equation of an individual firm in this
industry is

TC =100+6Q +Q*

Calculate the value of the Lerner index for this firm.

Solution. The profit equation for this firm is

n=TR-TC =100 - (100 + 60 + 0*) = -100 + 40 - O*
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Assuming that the second-order condition is satisfied, the profit-
maximizing output level is found by taking the first derivative of the total
profit function, setting the results equal to zero, and solving for Q.

dn
E =4-20=0
0*=2
Marginal cost of this firm at Q* =2 is
_drc

MC =6+20=6+22)=10

=10

Thus, the value of the Lerner index is
-1_P-MC 10-10 0 _
ep P10 10

0

Thus, this perfectly competitive firm has no monopoly power. The firm’s
proportional markup over marginal cost is zero; that is, the firm is earning
zero economic profit.

Problem 8.11. The demand equation for a product sold by a monopolist
is

P=10-0
The total cost equation of the firm is
TC =100 +6Q +Q?
Calculate the value of the Lerner index for this firm.
Solution. The profit equation for this firm is
n=TR-TC=PQ-TC=(10-0)0-(100+60Q +Q*)=-100 + 40 —20*

Assuming that the second-order condition is satisfied, the profit-
maximizing output level is found by taking the first derivative of the total
profit function, setting the results equal to zero, and solving for Q.

dn
—=4-40=0
doQ Q
0*=1
Substituting this into the demand equation gives the profit-maximizing
price

P*=10-0=10-1=9
Marginal cost of this firm at Q* =1 is
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Mc=%=6+2Q=6+2(1)=8

Thus, the value of the Lerner index is

i:ﬂzﬁzl:().lzs

€p P 8 8
Thus, this firm enjoys monopoly power. The firm’s proportional markup
over marginal cost is 11.1%; that is, the firm is earning positive economic
profit.

EVALUATING PERFECT COMPETITION
AND MONOPOLY

In closing this chapter a few words are in order about the societal impli-
cations of a market structure that is characterized as perfectly competitive
versus one that is dominated by a monopolist. In the case of a perfectly
competitive output market, the equilibrium price and quantity are deter-
mined through the interaction of supply and demand forces. In Figure 8.11,
the equilibrium price and quantity are determined at point E. At that point
the equilibrium price and quantity in a perfectly competitive market are P,
and Q,, respectively. In the case of a market dominated by a single pro-
ducer, however, the equilibrium price and quantity are determined where
MC = MR. In Figure 8.11 the equilibrium price and quantity are P, and Q,,,
respectively. From society’s perspective, perfect competition is clearly
preferable to monopoly because it results, even in the short run, in greater
output and lower prices. This is not, however, the end of the story.

B Mc

P y E ATC

el N\ Dy

pc

TN

ATC
0 On \On 0
MR
FIGURE 8.11 Evaluating monopoly and perfect competition.




EVALUATING PERFECT COMPETITION AND MONOPOLY 341

In Figure 8.11 both the monopolist and the perfectly competitive firm
are making economic profits. Unlike the case of an industry comprising a
single producer, however, this situation will set into motion competitive
forces that will eventually drive down prices and increase output further in
markets that are characterized as perfectly competitive. Consider Figure
8.12.

As the lure of economic profit attracts new firms into the perfectly com-
petitive industry, the market supply curve shifts to the right. As discussed
earlier, long-run competitive equilibrium will be established where demand
equals supply at point E’. At this point the typical firm in a perfectly com-
petitive industry is making only normal profits. Since firms will no longer
be attracted into the industry or compelled to leave it, the long-run com-
petitive equilibrium price and quantity are P, and Q,., respectively. For
the monopolist, however, since new firms may neither enter nor exit the
industry, equilibrium continues to be determined at point F and the long-
run (and short-run) price and quantity remain P, and Q,, respectively.
Clearly in this idealized case, society is better off when output is generated
by perfectly competitive industries.

Monopolists are also less efficient than perfectly competitive firms, as an
examination of Figure 8.12 illustrates. In long-run competitive equilibrium,
the selling price of the product is equal to minimum cost per unit (i.e., P,
= ATC,;,). In the case of an industry dominated by a monopolist, however,
this is clearly not the case. At the profit-maximizing output level Q,, the
cost per unit of output is ATC,. This solution is clearly inefficient and
represents a misallocation of society’s productive resources in the sense
that not enough of the product is being produced. These results have pro-
found implications for government-franchised monopolies, such as public
utilities. At what price should the output of these firms be regulated? This

$
B MC=S MC'=S'
Pm
ATC,, \\
P—" \
R

0 On \On Q

MR ~©he

FIGURE 8.12 Long-run competitive equilibrium: perfect competition and monopoly.



342 MARKET STRUCTURE: PERFECT COMPETITION AND MONOPOLY

question will be taken up in a later chapter. However, considerations of
public welfare and efficiency should be central to regulators’ concerns.

WELFARE EFFECTS OF MONOPOLY

Another approach to evaluating the relative merits of firms in perfectly
competitive industries against those of a monopoly is by employing the con-
cepts of consumer surplus and producer surplus.

CONSUMER SURPLUS

Consider Figure 8.13, which depicts the case of the perfectly competitive
market. The area of the shaded region in the diagram 0A EQ* represented
the total benefits derived by consumers in competitive equilibrium. Total
expenditures on Q* units, however, is given by the area 0P*EQ*. The dif-
ference between the total net benefits received from the consumption of
O* units of output and total expenditures on Q* units of output is given by
the shaded area 0AEQ* — O0P*EQ* = P*AE. Consumer surplus is given by
the shaded area P*AE. Consumer surplus is the difference between what
consumers would be prepared to pay for a given quantity of a good or
service and the amount they actually pay. The idea of consumer surplus is
a derivation of the law of diminishing marginal utility. The law of dimin-
ishing marginal utility says that individuals receive incrementally less satis-
faction from the consumption of additional units of a good or service and
thus pay less for those additional units. Thus, in Figure 8.10, consumers are
willing to pay more than P* for the first unit of Q, but are prepared to pay
just P* for the Q*th unit.

Definition: Consumer surplus is the difference between what consumers
are willing to pay for a given quantity of a good or service and the amount

P Consumer surplus
A S
P* E
Producer surplus
B D

FIGURE 8.13 Consumer and producer

0 Q 4 Q surplus.
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that they actually pay. Diagrammatically, consumer surplus is illustrated as
the area below a downward-sloping demand curve but above the selling
price.

PRODUCER SURPLUS

Consider, again, Figure 8.13. Recalling that the firm’s supply curve is the
marginal cost curve above minimum average variable cost, the total cost of
producing Q* units of output is given by the area 0BEQ¥*. Total revenues
(consumer expenditures) earned from the sale of Q* units of output is given
by the area 0P*EQ*. The difference between the total revenues from the
sale of Q* and the total cost of producing Q* (total economic profit) is given
by the shaded area 0OBEQ* — OP*EQ* = BP*E. The shaded area BP*E is
referred to as producer surplus. Producer surplus is the difference between
the total revenues earned from the production and sale of a given quantity
of output and what the firm would have been willing to accept for the pro-
duction and sale of that quantity of output.

Definition: Producer surplus is the difference between the total revenues
earned from the production and sale of a given quantity of output and what
the firm would have been willing to accept for the production and sale of
that quantity of output.

PERFECT COMPETITION

It is often suggested in the economic literature that perfect competition
is the “ideal” market structure because it guarantees that the “right”
amount of a good or service is being produced. This is because the profit-
maximizing firm will increase production up to the point at which marginal
revenue (price) equals marginal cost. In this context, the demand curve for
a good or service is society’s marginal benefit curve. In a perfectly com-
petitive market, output will expand until the marginal benefit derived by
consumers, as evaluated along the demand function, is just equal to the mar-
ginal opportunity cost to society of producing the last unit of output. This
is illustrated at point £ in Figure 8.13. A voluntary exchange between con-
sumer and producer will continue only as long as both parties benefit from
the transaction. In the long run, perfectly competitive product markets
guarantee that productive resources have been efficiently allocated and that
production occurs at minimum cost.

Another way to evaluate a perfectly competitive market structure is to
examine the relative welfare effects. Point E in Figure 8.13 also corresponds
to the point at which the sum of consumer and producer surplus is maxi-
mized. The reader will note that no attempt is made to moralize about the
relative virtues of consumers and producers. Perfect competition is consid-
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ered to be a superior market structure precisely because perfect competi-
tion maximizes total societal benefits.

MONOPOLY

If it is, indeed, true that perfect competition is the “ideal” market struc-
ture because it results in the “right” amount of the product being produced,
how are we to assess alternative market structures? It is, of course, tempt-
ing to condemn monopolies as avaricious, self-serving, or immoral, but
are these characterizations justified? After all, profit-maximizing, perfectly
competitive firms follow precisely the same decision criterion as the monop-
olist: that is, MR = MC. Viewed in this way, it is difficult to sustain the argu-
ment that the evils of monopolies reside in the hearts of monopolists.

To evaluate the relative societal merits of perfect competition versus
monopoly, a more objective standard must be employed. We may infer, for
example, that a monopolist earning economic profit benefited at the
expense of consumers. We have already noted that consumers are made
worse off because monopolists charge a higher price and produce a lower
level of output than would be the case with perfect competition. We have
also noted that monopolies are inherently inefficient because monopolists
do not produce at minimum per unit cost. The real issue is whether the gain
by monopolists in the form of higher profits is greater than, less than, or
equal to the loss to consumers paying a higher price from a lower level of
output. If the gain by monopolists is equal to the loss by consumers, it will
be difficult to objectively argue that society is worse off because of the exis-
tence of monopolies. After all, monopolists are people too.

There are a number of reasoned economic arguments favoring perfect
competition over monopoly. One such argument involves the application of
the concepts of consumer and producer surplus. Consider Figure 8.14, which
illustrates the situation of a profit-maximizing monopolist. For ease of expo-
sition, the marginal cost curve is assumed to be linear.

In the case of perfect competition, equilibrium price and quantity are
determined by the intersection of the supply (marginal cost) and demand
(marginal benefit) curves. In Figure 8.14 this occurs at point E. The equi-
librium price and quantity are P* and Q¥ respectively. As in Figure 8.13,
consumer surplus is given by the area P*AE and producer surplus is given
by the area BP*E. The sum of consumer and producer surplus is given by
the area BAE.

Suppose that the industry depicted in Figure 8.14 is transformed into a
monopoly. A monopolist will maximize profits by producing at the output
level at which MR = MC. The monopolist in Figure 8.14 will produce Q,,
units of output and charge a price of P,. The reader will verify that under
monopoly the consumer is paying a higher price for less output. The reader
will also verify that consumer surplus has been reduced from P*AE to
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FIGURE 8.14 Consumer and producer deadweight loss.

P,AC. Clearly, the consumer has been made worse off as a result of the
monopolization of this industry by the area P*P,CE. To what extent has
the monopolist benefited at the expense of the consumer?

An examination of Figure 8.14 clearly indicates that producer surplus
has changed from the area BP*E to BP,CF. The net change in producer
surplus is P*P,CG — FGE. The portion of lost consumer surplus P*P,CE
captured by the monopolist (P*P,CE) represents an income transfer from
the consumer to the producer. If the net change in producer surplus is pos-
itive, then the producer has been made better off as a result of the monop-
olization of the industry. Certainly, in terms of Figure 8.14, this appears to
be the case, but is society better off or worse off? To see this we must
compare the sums of consumer and producer surpluses before and after
monopolization of the industry.

Before the monopolization of the industry, net benefits to society are
given by the sum of consumer and producer surplus, P*AE + BP*E = BAE.
After monopolization of the industry the net benefits to society are given
by the sum of consumer and producer surplus P,AC + BP,CF = BACF.
Since BACF < BAE, society has been made worse off as a result of monop-
olization of the industry.

DEADWEIGHT LOSS

The reader should note that in Figure 8.14 the portion of lost consumer
and producer surplus is given by the area GCE + FGE = FCE. The area
FCE is referred to as total deadweight loss. The area GCE is referred to as
consumer deadweight loss. Consumer deadweight loss represents the reduc-
tion in consumer surplus that is not captured as an income transfer to a
monopolist. The area FGE is referred to as producer deadweight loss. Pro-
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ducer deadweight loss arises when society’s resources are inefficiently
employed because the monopolist does not produce at minimum per-unit
cost. No assumptions about the relative merits of consumers or producers
or the distribution of income are required to assess this outcome. Clearly,
the loss of consumer and producer surplus represents a net loss to society.

Definition: Consumer deadweight loss represents the reduction in con-
sumer surplus that is not captured as an income transfer to a monopolist.

Definition: Producer deadweight loss arises when society’s resources are
inefficiently employed because the monopolist does not produce at
minimum per-unit cost.

Definition: Total deadweight loss is the loss of consumption and pro-
duction efficiency arising from monopolistic market structures. Total dead-
weight loss is the sum of the losses of consumer and producer surplus for
which there are no offsetting gains.

The importance of the foregoing analysis of the welfare effects of
monopoly for public policy cannot be underestimated. Demands by public
interest groups for remedies against the “abuses” of monopolies are seldom
framed in terms of total deadweight loss, and indeed focus on the unfair-
ness of the transfer, with monopoly pricing of income from consumer to
producer, (i.e., the net loss of consumer surplus). But as we have seen, part
of this loss of consumer surplus is captured by the monopolist in the form
of an income transfer. It is important, however, to question the disposition
of income transfers before categorically condemning monopolistic pricing
and output practices.

Monopolistic market structures that result in increased research and
development, such as product invention and innovation, may be considered
to be socially preferable to the rough-and-tumble of perfect competition.
An example of this is monopolies arising from patent protection that results
in the development of lifesaving pharmaceuticals. Another example of a
monopoly that is considered to be socially desirable is that of the govern-
ment franchise, which was also discussed earlier. The static analysis of the
welfare effects of monopoly ignores the dynamic implications of monopo-
listic market structures. The dynamic implications must also be considered
when one is evaluating the relative benefits of perfect competition versus
monopoly.

Problem 8.12. Consider the monopolist that faces the following market
demand and total cost functions:

P
=20-=
Q 5

TC =100-10Q + Q>

a. Find the profit-maximizing price (P,) and output (Q,,) for this firm. At
this price—quantity combination, how much is consumer surplus?
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b. How much economic profit is this monopoly earning?

c. Given your answer to part a, what, if anything, can you say about the
redistribution of income from consumer to producer?

d. Suppose that government regulators required the monopolist to set the
selling price at the long-run, perfectly competitive rate. At this price,
what is consumer surplus?

e. Relative to the perfectly competitive long-run equilibrium price, what is
the deadweight loss to society at P,,?

Solution
a. The total revenue function for the monopolist is

TR = PO =1100 - 50
The monopolist’s total profit function is therefore
n =-100 +120Q - 60*

Taking the first derivative of this expression yields the profit maximiz-
ing output level

dn
E =120-120 =0
On =10
The profit-maximizing price is, therefore
P, =110-50,, =110-5(10) = 60
Consumer surplus may be determined from the following expression:
Consumer surplus = 0.5(110 — P,)On,

where 110 is the price according to the demand function when Q = 0.
Utilizing this expression yields

Consumer surplus = 0.5(110 — 60)10 = $250
b. The monopolist economic profit is
7 =-100 +120Q — 6Q* = —100 + 120(10) — 6(102) = $500

which is the amount of the income transfer from consumer to producer.
c. Unfortunately, economic theory provides no insights about whether this
income transfer is an improvement in society’s welfare. Such an analy-
sis would require an assumption about the appropriate distribution for
the society in question, and this cannot be evaluated by using efficiency
criteria.
d. The perfectly competitive long-run equilibrium price is defined as

P=MC=ATC
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Marginal cost is equal to average total cost at the output level where
average total cost is minimized. Define average total cost as

ATC =10007"' -10+Q
Taking the first derivative and setting the results equal to zero yields
% =-10007%+1=0
0*=10
Alternatively, setting MC = ATC yields
-10+20=10007"' -10+Q
0* =100
0=10
At this output level, the long-run, perfectly competitive price is
P, =-10+20=-10+2(10)=10
with an output level of

p 10
c=22-—=22—-——=20
O 5 5
In this case, consumer surplus may be determined from the following
expression:

Consumer surplus = 0.5(110 — P,.)Q,. = 0.5(110 — 10)20 = $1,000
e. Finally, the deadweight loss to society is

Deadweight loss = 0.5[(Pyn = Ppc)(Qpec — Om)]
= 0.5[(60 — 10)(20 — 10)]= $250

This solution is illustrated in Figure 8.15.

NATURAL MONOPOLY

At the beginning of the discussion about the existence of monopolies,
the focus was on such barriers to entry as control over scarce productive
resources, patent rights, and government franchises. In each instance,
monopoly power was based on exclusive access or special privilege. It is
conceivable, however, that a firm may come to dominate a market based
on the underlying production technology. In particular, if a single firm is
able to realize sufficiently large economies of scale such that alone it can
satisfy total market demand at a per-unit cost that is less than an industry
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FIGURE 8.15 Diagrammatic solution to problem 8.2, part e.
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FIGURE 8.16 Natural monopoly and economies of scale.

consisting of two or more firms, then that firm is referred to as natural
monopoly.

Definition: A natural monopoly is a firm that is able to satisfy total
market demand at a per-unit cost of production that is less than an indus-
try comprising two or more firms.

The case of a natural monopoly is illustrated in Figure 8.16, where the
MC; and ATC, curves designate a small-scale plant and MC, and ATC, a
large-scale plant. Suppose that O, represents an output level of 250,000
units and Q, represents an output level of 50,000 units. Clearly, it would be
more efficient, less costly, and in the public interest for one firm to operate
a single large-scale plant than for five firms to operate several small-scale
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plants. This is, in fact, one rationale underlying the granting of government
franchises of public utilities.

COLLUSION

Suppose that an industry initially comprised several firms, which decided
to coordinate their pricing and output decisions to limit competition and
maximize profits for the group. Such an arrangement is referred to as
collusion. Analytically, the impact on the consumer would be the same as
in the case of a monopoly. In the United States, collusive arrangements are
illegal. Collusive pricing and output behavior by firms will be more closely
examined in Chapter 10 (Market Structure: Duopoly and Oligopoly) and
Chapter 13 (Introduction to Game Theory).

Definition: Collusion refers to a formal agreement among producers in
an industry to coordinate pricing and output decisions to limit competition
and maximize collective profits.

CHAPTER REVIEW

Market structure refers to the competitive environment within which a
firm operates. Economists divide market structure into four basic types:
perfect competition, monopolistic competition, oligopoly, and monopoly.
Perfect competition and monopoly represent opposite ends of the compet-
itive spectrum.

The characteristics of a perfectly competitive industry are a large number
of sellers and buyers, a standardized product, complete information about
market prices, and complete freedom of entry into and exit from the indus-
try. A perfectly competitive firm produces a minuscule proportion of the
total industry output. Thus, although the market demand curve is downward
sloping, the demand curve from the perspective of the individual firm is
perfectly elastic (horizontal). A perfectly competitive firm can sell as much
as it wants at an unchanged price. A perfectly competitive firm has no
market power, and is said to be a price taker.

Total revenue is defined as price (P) times output. Marginal revenue
(MR) is defined as the increase (decrease) in total revenue given an
increase (decrease) in output. For a perfectly competitive firm, marginal
revenue is identically equal to the selling price. Since, MR = P, then MR =
ATR (average total revenue).

All profit-maximizing firms produce at an output level at which marginal
revenue equals marginal cost (MC), that is, MR = MC. Since MR = Py, the
profit-maximizing condition for a perfectly competitive firm is Py = MC. If
price is greater than average total cost (P, > ATC), then a perfectly com-
petitive firm earns positive economic profits, which will attract new firms
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into the industry, shifting the market supply curve to the right and driving
down the selling price. If P, < ATC, the firm generates economic losses,
which cause firms to exit the industry, shifting the market supply curve
to the left and driving up the selling price. When P, = ATC, a perfectly
competitive firm breaks even (i.e., earns zero economic profits). At this
break-even price, the industry is in long-run competitive equilibrium, which
implies that Py = MC = ATC. Finally, since MC = ATC, per-unit costs are
minimized; that is, perfectly competitive firms produce efficiently in the long
run.

In the short run, a perfectly competitive firm earning an economic loss
will remain in business as long as price is greater than average variable cost
(AVC). This is because the firm’s revenues cover all its fixed cost and part
of its variable cost. When P, < AVC, the firm will shut down because rev-
enues cover only part of its variable cost and none of its fixed cost. When
Py = AVC, the firm is indifferent between shutting down and remaining in
business. This is because in either case the firm’s economic loss is equiva-
lent to its total fixed cost. This price is called the shutdown price.

The characteristics of a monopolistic industry are a single firm, a unique
product, absolute control over supply within a price range, and highly
restrictive entry into or exit from the industry. Unlike the perfectly com-
petitive firm, a monopoly faces the downward-sloping market demand
curve, which implies that the selling price is negatively related to the output
of the firm. A monopolist has market power and is said to be a price maker.

A profit-maximizing monopolist will produce at an output level at which
MR = MC. Unlike a perfectly competitive firm, selling price is always
greater than the marginal revenue (i.e., P > MR). Like a perfectly com-
petitive firm, the monopolist earns an economic profit when P > ATC.
Unlike a perfectly competitive firm, this condition is both a short-run and
a long-run competitive equilibrium, since new firms are unable to enter the
industry to increase supply, lower selling price, and compete away the
monopolist’s economic profits. Finally, since MC < ATC, per-unit costs are
not minimized; that is, monopolists produce inefficiently in the long run.

A natural monopoly is a firm that is able to satisfy total market demand
at a per-unit cost of production that is less than an industry comprising two
or more firms. Collusion refers to a formal agreement among producers in
an industry to coordinate pricing and output decisions to limit competition
and maximize collective profits. Collusive arrangements are illegal in the
United States.

KEY TERMS AND CONCEPTS

Break-even price The price at which total revenue is equal to total
economic cost.
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Collusion A formal agreement among producers in an industry to coor-
dinate pricing and output decisions to limit competition and maximize
collective profits.

Consumer deadweight loss The reduction in consumer surplus that is not
captured as an income transfer to a monopolist.

Consumer surplus The difference between what consumers are willing to
pay for a given quantity of a good or service and the amount that they
actually pay. Diagrammatically, consumer surplus is illustrated as the
area below a downward-sloping demand curve but above the selling
price.

Economic cost The sum of total explicit and implicit costs.

Economic loss Total revenue that is less than total economic cost.

Economic profit Total revenue that is greater than total economic cost.

Government franchise A publicly authorized monopoly.

Lerner index A measure of the monopoly power of a firm.

Market power The ability of a firm to influence the market price of its
product by altering its level of output. Market power is displayed when
a firm produces a significant proportion of total industry output.

Market structure The environment within which buyers and sellers
interact.

Monopoly The market structure in which there is only one producer of a
good or service for which there are no close substitutes and entry into
and exit from the industry is impossible.

MR = MC Marginal revenue equals marginal cost is the first-order
condition for profit maximization by firms in imperfectly competitive
markets.

MR =P, Marginal revenue equals price for firms in perfectly competitive
industries.

Natural monopoly A firm that is able to satisfy total market demand at
a per-unit cost of production that is less than an industry comprising two
or more firms.

P, =MC Price equals marginal cost is the first-order condition for profit
maximization by perfectly competitive firms.

Py,=MC=ATC Price equals marginal cost equals minimum average total
cost is the first-order, long-run profit-maximizing condition for perfectly
competitive firms.

P> MR = MC The selling price is greater than marginal revenue, which
is equal to marginal cost, is the first-order profit maximizing condition
for a firm facing downward-sloping demand curve for its good or service.

Patent The exclusive right granted to an inventor by government to a
product or a process.

Perfect competition The market structure in which there are many buyers
and sellers of a homogeneous good or service; in addition, there is perfect
mobility of factors of production and buyers, sellers have perfect infor-
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mation about market conditions, and entry into and exit from the indus-
try is very easy.

Price maker A firm that faces a downward-sloping demand curve for its
product. This condition implies that the firm is able to alter the market
price of its product by changes its output level.

Price taker A perfectly competitive firm that prices its good or service at
the prevailing market price. A perfectly competitive firm is called a price
taker because it is unable to influence the market price of its product
by altering its level of output. This condition implies that a perfectly-
competitive firm should be able to sell as much of its good or service at
the prevailing market price as any other comparable firm.

Producer deadweight loss Arises when society’s resources are ineffi-
ciently employed because a monopolist does not produce at minimum
per-unit cost.

Producer surplus The difference between the total revenues earned from
the production and sale of a given quantity of output and what the firm
would have been willing to accept for the production and sale of that
quantity of output.

Shutdown price The price that is equal to the minimum average variable
cost of producing a good or service. Below this price the firm will shut
down because the firm’s loss, which will equal the firm’s total fixed cost,
will be less than if the firm continues to stay in business.

Total deadweight loss The loss of consumption and production efficiency
arising from monopolistic market structures. Total deadweight loss is the
sum of the losses of consumer and producer surpluses for which there
are no offsetting gains.

Total fixed cost The firm’s expenditures on fixed factors of production.

Total variable cost The firm’s expenditures on variable factors of
production.

CHAPTER QUESTIONS

8.1 Price competition is characteristic of firms in perfectly competitive
industries. Do you agree with this statement? If not, then why not?

8.2 Firms in perfectly competitive industries may be described as price
takers. What are the implications of this observation for the price and
output decisions of profit-maximizing firms?

8.3 For industries characterized as perfectly competitive, equilibrium
price and quantity can never be determined along the inelastic portion of
the market demand curve. Do you agree? Explain.

8.4 A perfectly competitive firm earning an economic loss at the profit-
maximizing level of output should shut down. Do you agree with this state-
ment? Explain.
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8.5 A profit-maximizing firm is producing at an output level at which the
price of its product is less than the average total cost of producing that
product. Under what conditions will this firm continue to operate? Explain.

8.6 A profit-maximizing firm is producing at an output level at which the
price of its product is less than the average total cost of producing that
product. Under what conditions will this firm shut down? Explain.

8.7 A perfectly competitive firm in short-run competitive equilibrium
must also be in long-run competitive equilibrium. Do you agree? Explain.

8.8 A perfectly competitive firm in long-run competitive equilibrium
must also be in short-run competitive equilibrium. Do you agree? Explain.

8.9 A perfectly competitive firm in long-run competitive equilibrium
earns a zero rate of return on investment. Do you agree? If not, then why
not?

8.10 No firm in a perfectly competitive industry would ever operate at
a point on the demand curve at which the price elasticity of demand is equal
to or less than one in absolute value. Comment.

8.11 No competitive industry would ever operate at a point on the indus-
try demand curve at which the price elasticity of demand is equal to or less
than one in absolute value. Comment.

8.12 A perfectly competitive firm in long-run competitive equilibrium
produces at minimum per-unit cost. Do you agree? Explain.

8.13 A perfectly competitive firm maximizes profits by producing at an
output level at which marginal revenue equals declining marginal cost. Do
you agree? If not, then why not?

8.14 A perfectly competitive firm will continue to operate in the short
run as long as total revenues cover all the firm’s total variable costs and
some the firm’s total fixed costs. Explain.

8.15 The marginal cost curve is a perfectly competitive firm’s supply
curve. Do you agree with this statement? If not, then why not?

8.16 In a perfectly competitive industry, the market supply curve is the
summation of the individual firm’s marginal cost curves. Do you agree?
Explain.

8.17 When price is greater than average variable cost for a typical firm
in a perfectly competitive industry, we can be quite certain that the price
will fall. Explain.

8.18 A profit-maximizing monopolist will never produce along the
inelastic portion of the market demand curve. Do you agree? Explain.

8.19 To maximize total revenue, the monopolist must charge the highest
price possible. Do you agree? Explain.

8.20 Suppose that an unregulated electric utility is a government-
franchised, profit-maximizing monopoly. At the prevailing price of electric-
ity, an empirical study indicates that the price elasticity of demand for
electricity is —0.8. Something is wrong. What? Explain.

8.21 A monopolist does not have a supply curve. Explain.
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8.22 For a profit-maximizing firm subject to the law of diminishing mar-
ginal product, maximizing total revenue is equivalent to maximizing total
profit. Do you agree? Explain.

8.23 Under what circumstances will maximizing the firm’s total revenues
result in maximum total profits.

8.24 Indicate whether the following statements are true, false, or uncer-
tain. Explain.

a. A profit-maximizing monopoly charges the highest price possible for

its product.

b. Profit-maximizing monopolies are similar to profit-maximizing per-
fectly competitive firms in that P, = MR.

c. It is possible to describe the market demand for the output of a per-
fectly competitive industry as price inelastic.

d. Itis possible to describe the market demand for the output of a profit-
maximizing monopolist as price inelastic.

e. Suppose that a monopolist employs only one factor of production and
that marginal and average total cost are constant. A 10% increase in
the price of that input will cause the monopolist to increase product
price by 10%.

f. Suppose that a profit-maximizing monopolist can shift the linear
demand curve for the firm’s product to the right by advertising. The
monopolist’s total cost equation is 7C = 0Q, where 0 is a positive con-
stant. An increase in the price of advertising will result in an increase
in the price of the monopolist’s output.

8.25 The Lerner index is a measure of a firm’s monopoly power. It is
also a measure of the firm’s per-unit proportional markup over marginal
cost. Explain.

8.26 Describe the social welfare effects of monopolies versus those of
perfect competition.

8.27 Compared with perfect competition, for consumers monopolies
are always and inferior market structure. Do you agree? If not, then why
not?

8.28 Why do governments grant patents and copyrights?

CHAPTER EXERCISES

8.1 A firm faces the following total cost equation for its product
TC =500+ 50 + 0.0250?

The firm can sell its product for $10 per-unit of output.
a. What is the profit-maximizing output level?
b. Verify that the firm’s profit corresponding to this level of output
represents a maximum.
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8.2 The total cost (TC) and demand equations for a monopolist is
TC =100+50*
P =200-50

a. What is the profit-maximizing quantity?

b. What is the profit-maximizing price?

8.3 Bucolic Farms, Inc., is a dairy farm that supplies milk to B&Q Food-
stores, Inc. Bucolic has estimated the following total cost function

TC =100 +12Q + 0.060*

where Q is 100 gallons of milk.
a. Determine the following functions:
i. Average total cost (ATC)
ii. Average variable cost (AVC)
iii. Marginal cost (MC)
iv. Total fixed cost (TFC)
b. What are Bucolic’s shutdown and break-even price and output levels?
c. Suppose that there are 5,000 nearly identical milk producers in this
industry. What is the market supply curve?
d. Suppose that the market demand function is

Qp =660,000 -16,333,33P

What are the market equilibrium price and quantity?
e. Determine Bucolic’s profit.
f. Assuming no change in demand or costs, how many milk producers
will remain in the industry in the long run?
8.4 A monopoly faces the following demand and total cost equations for
its product.

P
=30-—
Q 3

TC =100-50+Q*

a. What are the firm’s short-run profit-maximizing price and output
level?

b. What is the firm’s economic profit?

8.5 The demand equation for a product sold by a monopolist is

0=25-05P
The total cost equation of the firm is
TC =225+50 +0.250?

a. Calculate the profit-maximizing price and quantity.
b. What is the firm’s profit?
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8.6 The market equation for a product sold by a monopolist is
0=100-4P
The total cost equation of the firm is
TC =500+ 10Q + 0.50*

a. What are the profit-maximizing price and quantity?
b. What is the firm’s maximum profit?
8.7 A firm faces the following total cost equation for its product

TC =6+330-90* +0?

The firm can sell its product for $18 per-unit of output.

a. What is the profit-maximizing output level?

b. What is the firm’s profit?

8.8 Suppose initially that the blodget industry in Ancient Elam is in long-
run competitive equilibrium, with each firm in the industry just earning
normal profits. This situation is illustrated in Figure ES8.8.

a. Find the equilibrium price and the industry output level.

b. Suppose that venture capitalists organize a syndicate to acquire all
the firms in the blue blodget industry. The resulting company,
Kablooy, is a profit-maximizing monopolist. Find the equilibrium
price and output level. What is the monopolist’s economic profit?

c. Suppose that the Antitrust Division of the U.S. Department of Justice
is concerned about the economic impact of consolidation in the blue
blodget industry but is generally of the opinion that it is not in the
national interest to “break up” Kablooy. Instead, Justice Department
lawyers recommend that the blue blodget industry be regulated. In
your opinion, what are the economic concerns of Justice Department?
In your answer, explain whether consumers were made better off or
worse off as a result of consolidation in the blue blodget industry?

$
MC=YXMC,
AC
P*
D
0 \Q* Q

FIGURE E8.8 Chapter exercise 8.8. MR
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Also, be sure to compare prices, output levels, production efficiency,
and consumer surplus before and after consolidation.

d. If you believe that consumers have been made worse off, what regu-
latory measures would you suggest be recommended by the Justice
Department?

e. Do you foresee any potential long-run economic problems arising
from the decision to allow the blue blodget industry from continuing
as a monopoly (Hint: What are the implications for product innova-
tion, development, and adoption of efficient production technology)?
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APPENDIX 8A

FORMAL DERIVATION OF THE FIRM’S
SUPPLY CURVE

Suppose that the objective of the firm is to maximize the profit function

Q) =PO-TCQ) (8A.1)

where Q represents the firm’s output and the parameter P the market deter-
mined price of the product. The first-order condition for profit maximiza-
tion is

P-MC@@)=0 (8A.2)

where MC =dTC/dQ, the firm’s marginal cost. Equation (8 A.2) asserts that
the firm will maximize profit by producing at an output level at which price
equals marginal cost. The second-order condition for profit maximization
is

d’n _-d’TC _ -dMC _

0~ a0t~ ag <" (8A.3)
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Equation (8A.3) merely asserts that the marginal cost curve of the firm
is upward sloping. An upward sloping marginal cost curve with the product
price constant is a reflection of the law of diminishing marginal product.

In principle, Equation (8A.2) may be solved for Q in terms of P, that is,

Q=0*(P) (8A.4)

Equation (8A.4) is the firm’s supply function. The question, of course, is
how the firm’s output will change when as price varies. To see this, substi-
tute Equation (8A.4) into Equation (8A.2) to yield

P-MC[Q*(P)|=0 (8A.5)

Note that Equation (8A.5) is an identity, since the left-hand side is always
zero because the profit-maximizing firm will always set price equal marginal
cost for any P. Differentiating Equation (8A.5) with respect to price, and
using the chain rule (see Chapter 2), we obtain

ar_daMcQ)do*_ (8A.6)
which yields

dQ* _ 1 N

dP — dMC(Q)/dQ

Since (dMC(Q)/dQ) > 0 by the second-order condition for profit maxi-
mization, this ends our proof.

0 (8A.7)
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MARKET STRUCTURE:
MONOPOLISTIC
COMPETITION

Although the conditions necessary for the existence of perfect competi-
tion and monopoly, which were discussed in Chapter 8, are unlikely to be
found in the real world, an analysis of these market structures is important
because it provides insights into more commonly encountered industry
types. These insights provide guidance in the formulation of public policy
to promote the general economic welfare. We saw in Chapter 8, for example,
that unlike monopolies, perfectly competitive firms produce at minimum
per-unit cost. Thus, perfectly competitive market structures efficiently allo-
cate society’s scarce productive resources and tend to maximize consumer
and producer surplus. For these reasons, economists tend to favor policies
that move industries closer to the perfectly competitive paradigm.

Despite the unlikelihood encountering the conditions that define perfect
competition in reality, the insights gleaned from an analysis of this market
structure yield important insights into real-world phenomena. As Milton
Friedman (1981) observed: “I have become increasingly impressed with
how wide is the range of problems and industries for which it is appropri-
ate to treat the economy as if it were competitive” (p. 120). What is impor-
tant is not that the characteristics that define perfect competition are
religiously satisfied, but that in large measure the interactions of market
participants simulate the competitive model.

Although models of perfect competition and monopoly are useful, it is
important analytically to bridge the gap between these two extreme cases.
The first significant contributions in this direction were provided by Edward
Chamberlin and Joan Robinson. These economists observed that in many
intensely competitive markets individual firms were able to set the market

361
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price of their product. Since these firms exhibit characteristics of both
perfect competition and monopoly, this market structure is referred to as
monopolistic competition.

The market power of monopolistically competitive firms, such as fast-
food restaurants, is derived from product differentiation and market seg-
mentation. Through subtle and not-so-subtle distinctions, each firm in a
monopolistically competitive industry is a sort of minimonopolist. But,
unlike monopolists, these firms are severely constrained in their ability to
set the market price for their product by the existence of many close sub-
stitutes. Thus, the demand for the output of monopolistically competitive
firms is much more price elastic (flatter) than the demand curve confronting
the monopolist. A firm in a perfectly competitive industry faces a perfectly
elastic (horizontal) demand curve because its output is a perfect substitute
for the output of other firms in the industry. Unlike monopolies and monop-
olistically competitive firms, which may be described as price makers, per-
fectly competitive firms are price takers.

CHARACTERISTICS OF MONOPOLISTIC
COMPETITION

Monopolistic competition has characteristics in common with both
perfect competition and monopoly. The most salient features of monopo-
listically competitive markets are as follows.

NUMBER AND SIZE DISTRIBUTION OF SELLERS

As in perfect competition, a monopolistically competitive industry
is assumed to have a large number of firms, each producing a relatively
small percentage of total industry output. As in perfect competition, the
actions of any individual firm are unlikely to influence the actions of its
competitors.

NUMBER AND SIZE DISTRIBUTION OF BUYERS

Also as in perfect competition, monopolistic competition assumes that
there are a large number of buyers for its output and that resources are
easily transferred between alternative uses.

PRODUCT DIFFERENTIATION

Unlike perfect competition, while each firm in a monopolistically com-
petitive industry produces essentially the same type of product, each firm
produces a product that is considered by consumers to be somewhat dif-
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ferent from those of its competitors. The products of each firm in the indus-
try are close, albeit not perfect, substitutes. Monopolistic competition is fre-
quently encountered in the retail and service industries. Examples of
product differentiation are most frequently encountered in the same indus-
tries and include such products as clothing, soft drinks, beer, cosmetics, gaso-
line stations, and restaurants.

Product differences may be real or imagined. For example, regular (87
octane) gasoline has a precise chemical composition. Many consumers,
however, believe brand-name gasoline stations, such as Exxon and Mobile,
sell better gasoline than little-known vendors. Firms often reinforce these
perceived differences by introducing real or cosmetic additives into their
product. Monopolistically competitive firms commit substantial sums in
advertising expenditures to reinforce real and perceived product differ-
ences. These efforts are intended not only to attract new buyers but also to
create brand-name recognition and solidify customer loyalty. By segment-
ing the market in this manner, these producers are able to charge higher
prices. Within each segment of the market, the individual firm is a monop-
olist that is able to exercise market power.

CONDITIONS OF ENTRY AND EXIT

Finally, as in perfect competition, it is relatively easy for new firms to
enter the industry, or for existing firms to leave it.

Definition: Monopolistic competition is a market structure that is char-
acterized by buyers and sellers of a differentiated good or service and in
which it is relatively easy to enter the industry or to leave it.

SHORT-RUN MONOPOLISTICALLY
COMPETITIVE EQUILIBRIUM

Clearly, then, the one condition that differentiates the perfectly compet-
itive firm from the monopolistically competitive firm is that the latter faces
a downward-sloping demand curve for its product, which implies that, like
a monopolist, the firm has some control over the selling price of its product.
This market power stems from consumers’ belief that each firm in the indus-
try produces a somewhat different product, with different qualities and dif-
ferent customer appeal.

The typical firm’s ability to affect the selling price of its product implies
that the firm is able, within bounds, to raise the price of its product without
completely losing its customer base. This situation is illustrated in Figure 9.1,
which assumes the usual U-shaped marginal and average total cost curves.

In Figure 9.1, we observe that a typical monopolistically competitive firm
maximizes its short-run profit by producing at the level of output at which
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marginal cost equals marginal revenue. This occurs at the output level O*.
At this output level, the firm charges a price of P*, which is determined
along the demand (average revenue) curve. The firm’s total revenue is illus-
trated by the area of the rectangle 0P*BQ¥*. The firm’s total cost at output
level Q* is illustrated by the area of the rectangle 0A D Q*. Since total profit
is defined as the difference between total revenue and total cost, the firm’s
profit at output level O* is illustrated by the area of the rectangle AP*BD.

Of course, in the short run the monopolistically competitive firm might
just as easily have generated an economic loss. This is illustrated by the area
of the rectangle P*ADB in Figure 9.2. Note, again, that profit is maximized
at O*, where marginal cost equals marginal revenue.

LONG-RUN MONOPOLISTICALLY
COMPETITIVE EQUILIBRIUM

Each firm in a monopolistically competitive industry produces a some-
what different version of the same product. The objective of product dif-
ferentiation is market segmentation. By producing a product that is
perceived to be different from those produced by every other firm in the
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industry, firms in monopolistically competitive markets are able to carve
out their own market niche. In doing so, each firm faces a downward-sloping
demand curve for its product. Within a relatively narrow range of prices,
each firm exercises a degree of market power by exploiting brand-name
identification and customer loyalty.

There is, however, a limit to the ability of firms in a monopolistically com-
petitive industry to exercise market power by exploiting customer loyalty.
Since all firms produce fundamentally the same type of product, the
demand for each firm’s product is more price elastic because of the exis-
tence of many close substitutes. By contrast, there are not close substitutes
for the output of a monopolist. Moreover, as more firms enter the market,
the number of close substitutes increases, which not only reduces each firm’s
market share but also increases the price elasticity of demand for each
firm’s product.

The short-run analysis of the profit-maximizing, monopolistically com-
petitive firm is similar to that of the monopolist, but that is where the sim-
ilarity ends. Relatively easy entry into and exit from the industry guarantees
that in the long run monopolistically competitive firms will earn zero eco-
nomic profit. To see this, consider, again, the short-run monopolistically
competitive equilibrium condition in Figure 9.1.

The opportunity to obtain positive economic profits attracts new firms
into the industry. Each firm offers for sale in the market a product that is
somewhat different from those of its competitors, which results in increased
market segmentation. As a result, the demand curve firm not only shifts to
the left (because each firm has a smaller market share), but also becomes
more price elastic (because of an increase in the number of close substi-
tutes). Conversely, as firms exit the industry in the face of economic losses,
the market share of each firm increases and the demand curve shifts to the
right and becomes less price elastic (because fewer substitutes are available
to the consumer). As in the case of perfect competition, this process will con-
tinue until each firm earns zero economic (normal) profit. This final, long-
run monopolistically competitive equilibrium, is illustrated in Figure 9.3.

In the long run, the demand curve of the monopolistically competitive
firm is tangent to the average total cost curve at the profit-maximizing
output level O*. At this output level, total revenue (P* x Q%) is just equal
to total economic cost (ATC* x Q%). This result is similar to the long-run
equilibrium solution for the perfectly competitive industry, where P* =
ATC¥* at the profit-maximizing output level. Unlike the perfectly competi-
tive firm, where P* = MR, profit-maximizing, monopolistically competitive
firms produce at an output level at which P* > MR, which is the same as
that for monopolies.

The long-run competitive equilibrium for a monopolistically competitive
industry can also be demonstrated as follows. By definition, total profit is
defined as
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n=TR-TC =P*Q*-TC
Average profit is defined as

n TR TC
Aﬂ=§=§—§=AR—ATC*
P*Q*
ZF—ATC*

Since © = 0, then Aw = 0, then
P*=ATC*

This result is identical to the situation that arises in long-run perfectly com-
petitive equilibrium.

The long-run monopolistically competitive equilibrium output level is to
the left of the minimum point on its average total cost curve. Price equals
average total cost, as in the case of long-run perfectly competitive equilib-
rium; however, price does not equal marginal revenue or marginal cost.
Thus, output is lower and the price is higher than would be the case in a
perfectly competitive industry. This result is similar to that found in the case
of monopoly.

Problem 9.1. A typical firm in a monopolistically competitive industry
faces the following demand and total cost equations for its product.

P
=20—-—
© 3

TC =100-5Q + Q>

a. What is the firm’s short-run, profit-maximizing price and output level?

b. What is the firm’s economic profit?

c. Suppose that the existence of economic profit attracts new firms into the
industry such that the new demand curve facing the typical firm in this
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industry is Q = 35/3 — P/3. Assuming no change in the firm’s total cost
function, find the new profit-maximizing price and output level.

d. Is the firm earning an economic profit?

e. What, if anything, can you say about the relationship between the firm’s
demand and average cost curves? Is this result consistent with your
answer to part c?

Solution

a. To maximize profit, the monopolistically competitive firm produces at
the output level at which marginal cost equals marginal revenue. Price
is determined along the demand curve. Solving the demand equation for
price yields

P=60-30
Substituting this result into the definition of total revenue yields
TR =PQ =(60-30)0 =600 —30*
Substituting this into the definition of total profit yields
n=TR-TC =6000 -30*-100+50 - Q* =-100+ 650 —4Q°

Taking the first derivative of this expression with respect to Q and setting
the resulting equation equal to zero yields

dn
E =65-80=0
The profit-maximizing output level is
0*=8.125
Substituting this result into the demand equation results in
P*=60-3(8.125) = 35.625
b. The firm’s economic profit is

7 =—100+65(8.125) - 4(8.125)" = $164.0625

These results are illustrated in the Figure 9.4.
c. The firm’s new profit equation is

7 =-100+40Q — 40>

Taking the first derivative of this expression and setting the results equal
to zero yields

dn
—=40-80=0
dQ 0

0*=5
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Substituting this result into the demand equation yields
P*=35-3(35)=20
d. The firm’s economic profit is
7 =-100+40(5) —4(5)* ==100+200—100 =0

This result is consistent with the profit-maximizing condition that mar-
ginal revenue must equal marginal cost, that is,

MR =MC
35-60 =-5+20
Q*=5
e. The firm’s average total cost equation is
ATC = e = 100 _ 5+0
o 0
The slope of this function is
dATC _ -100 1
aQ 0

In long-run monopolistically competitive equilibrium, the slope of
the ATC curve and the slope of the demand function are the same,
therefore

-100
QZ
0*=5

Moreover, at Q* =5, ATC = 20 = P*. These results are consistent with
the results in part c and are illustrated in Figure 9.5.

+1=-3

Problem 9.2. The demand equation for a product sold by a monopolisti-
cally competitive firm is



LONG-RUN MONOPOLISTICALLY COMPETITIVE EQUILIBRIUM 369

$
ATC

McC

35

0=35/3-P/3

FIGURE 9.5 Diagrammatic : MR
solution to problem 9.1 part e. 0 5 0

Op =25-0.5P
The total cost equation of the firm is
TC =225+50+0.250*

a. Calculate the equilibrium price and quantity.

b. Is this firm in long-run or short-run equilibrium at the equilibrium price
and quantity?

c. Diagram your answers to parts a and b.

Solution
a. The profit-maximizing condition is

MR=MC
The total revenue equation is
TR=PQ
Solving the demand equation for P yields
P=50-20
Substituting this result into the total revenue equation yields
TR=(50-20)0 =500 -20?

The monopolist’s marginal revenue equation is

dTR
MR = =50-4
dQ Q
The monopolist’s marginal cost is
MC = arc =5+0.50

a0
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Substituting these results into the profit-maximizing condition yields the
profit-maximizing output level:

50-4Q =5+0.50
0%=10

To determine the profit-maximizing (equilibrium) price, substitute this
result into the demand equation:

P*=50-2(10)=3$30

b. Long-run competitive equilibrium is defined as the condition under
which © = 0. In the short run, © # 0. The profit for the monopolistically
competitive firm at P* = $30 and Q* =10 is

n=TR-TC = P*Q*~(225+50%+0.250*?)
=30(10) -[225+5(10)+0.25(10)° | =300 — 300 = $0

We can conclude from this result that the monopolistically competitive
firm is in long-run competitive equilibrium.
c. Figure 9.6 shows the answers to parts a and b.

Problem 9.3. The market equation for a product sold by a monopolisti-
cally competitive firm is

Op =100-4P
The total cost equation of the firm is
TC =500+100+0.50*

a. Calculate the equilibrium price and quantity.
b. Is this firm in long-run or short-run equilibrium at the equilibrium price
and quantity?

Solution
a. The profit-maximizing condition is
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MR=MC
The total revenue equation is
TR=PQ
Solving the demand equation for P yields
P=25-0250
Substituting this result into the total revenue equation yields
TR =(25-0.250)0 =250 -0.250*

The monopolist’s marginal revenue equation is

MR = dIR _ 25-0.50
dQ
The monopolist’s marginal cost is
MC = a1c _ 10+0
g

Substituting these results into the profit-maximizing condition yields the
profit-maximizing output level:

25-0.50=10+0Q
0%=10

To determine the profit-maximizing (equilibrium) price, substitute this
result into the demand equation:

P#=25-0.25(10)=$22.5

b. Long-run competitive equilibrium is defined as the condition under
which © = 0. In the short run, © # 0. The profit for the monopolistically
competitive firm at P* = $40 and Q* =20 is

n=TR-TC = P*Q*—[500 + 100%*+0.50%*]
=22.5(10) -[500 +10(10) +0.5(10%)] = -$425

Since 7 < 0, we can conclude from this result that the firm is in short-run
monopolistically-competitive equilibrium.

ADVERTISING IN MONOPOLISTICALLY
COMPETITIVE INDUSTRIES

The importance of advertising in monopolistic industries is readily
apparent. Advertising highlights real or perceived product differences
between and among products of firms in the industry. Advertising creates
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and reinforces customer loyalty, which gives the firm limited market power.
The effect of successful advertising by firms in monopolistically competi-
tive firms is illustrated in Figure 9.7.

In Figure 9.7 the demand curve for the firm’s product shifts from D, to
D, as a result of the firm’s advertising expenditures. The costs of advertis-
ing are illustrated by the shifts in the marginal and average total cost curves
from MC, to MC, and ATC, to ATC,, respectively. These changes result in
an increased unit sales and prices. In the situation depicted the Figure 9.7,
the firm is clearly better off as a result of its presumably successful adver-
tising campaign. This is seen by the increase in profits from m, to m,.

How much advertising is optimal? In principle, the optimal level of
advertising expenditure maximizes the firm’s profits from having spent that
money. As a general rule, the firm will maximize its profits from advertis-
ing by producing at an output level at which marginal production cost
(including incremental advertising expenditures) equals marginal revenue.

EVALUATING MONOPOLISTIC COMPETITION

Many of the same criticisms of monopolistic market structures compared
with perfect competition are applicable when one is evaluating monopolis-
tic competition. As with monopoly, perfect competition may be considered
to be a superior market structure because it results in greater output and
lower prices than are obtained with monopolistic competition. This is
because as with a monopolist, the demand curve confronting the monopo-
listically competitive firm is downward sloping. On the other hand, the
demand curve confronting the monopolistically competitive firm is gener-
ally more elastic than that confronting the monopolist because of the exis-
tence of many close substitutes. Thus, the disparity between perfectly
competitive and monopolistically competitive prices and output levels will
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generally be less than what is found for the pricing and output decisions of
the monopolist.

Another criticism of monopolistic competition in comparison to perfect
competition is that production in the long run does not occur at minimum
per-unit cost. Thus, monopolistically competitive firms are inherently less
efficient than firms in perfectly competitive industries. On the other hand,
as with perfect competition, relatively easy entry into and exit from the
industry ensures that in the long-run monopolistically competitive firms
earn zero economic profits. Moreover, unlike monopolies, entry and exit are
relatively easy, which encourage product innovation and development.

Can we say anything good about monopolistic competition? Indeed, we
can. Although production is less efficient, the consumer is rewarded with
the greater product variety. In fact, it might be argued that the cost to the
consumer of increased product variety is somewhat higher per-unit cost of
production. This, of course, differs significantly from monopolies from
which, in the long run, the consumer receives nothing in return for sluggish
product innovation, production inefficiency, and higher per-unit costs.

At amore general level, the model of monopolistic competition has been
the subject of numerous criticisms since it was first proposed by Chamber-
lin and Robinson in the early 1930s. To begin with, the existence of monop-
olistically competitive industries has been difficult to identify empirically.
Product differentiation in industries comprising a large number of firms has
been found to be minimal, which implies that the demand curves facing
individual firms in the industry are approximately perfectly elastic (hori-
zontal). Thus, the model of perfect competition has been found to provide
a reasonably accurate approximation of the behavior of firms in monopo-
listically competitive industries.

It has also been found that industries characterized by products with
strong brand-name recognition typically consist of a few large firms that
dominate total industry output. As we will see in Chapter 10, these indus-
tries are best classified as oligopolistic. Finally, as with perfect competition,
monopolistic competition assumes that the pricing and output decisions of
one firm in the industry are unrelated to the pricing and output decisions
of its competitors. This assumption has been found to be unrealistic, since
a change in product price by one firm, say a local gasoline station, will
prompt price changes by neighboring firms. Interdependency of pricing and
output decisions of firms is characteristic of oligopolistic market structures.

CHAPTER REVIEW

Monopolistic competition is an example of an imperfect competition.
Firms in such industries exercise a degree of market power, albeit less than
that exercised by a monopoly. As in the cases of perfect competition and



374 MARKET STRUCTURE: MONOPOLISTIC COMPETITION

monopoly, profit-maximizing monopolistically competitive and oligopolis-
tic firms will produce at an output level at which MR = MC.

The characteristics of a monopolistically competitive industry are a large
number of sellers acting independently, differentiated products, partial (and
limited) control over product price, and relatively easy entry into and exit
from the industry.

Product differentiation refers to real or perceived differences in goods or
services produced by different firms in the same industry. Product differ-
entiation permits market segmentation, which enables individual firms to
set their own prices within limits. As in the case of a monopoly, each firm
in a monopolistically competitive industry faces a downward-sloping
demand curve, which implies that P > MR.

The short-run profit-maximizing condition for a monopolistically com-
petitive firm is P > MR = MC. As in the case of perfect competition, the
firm earns economic profit when P > ATC, which will attract new firms into
the industry. As new firms enter the industry, existing firms lose market
share. This is illustrated graphically by a shift to the left of each firm’s
demand curve. If P < ATC, the firm earns an economic loss, which will cause
firms to exit the industry, resulting in an increase in market share and a shift
to the right of the demand curve.

In the long run, the firm earns no economic profit because P = ATC. The
demand curve for the firm’s product is just tangent to the firm’s average
total cost curve. The long-run competitive equilibrium in monopolistically
competitive industries is P = ATC > MR = MC. As in the case of monop-
oly, since MC < ATC, per-unit cost is not minimized; that is, monopolisti-
cally competitive firms produce inefficiently in the long run.

Advertising is an important element of monopolistic competition
because it reinforces customer loyalty by highlighting real or perceived
product differences between and among products of firms in the industry.
The optimal level of advertising expenditures maximizes the firm’s profits;
profit maximization occurs when the firm is produced at an output level at
which marginal cost (which includes incremental advertising expenditures)
equals marginal revenue.

When compared with the model of perfect competition, in many respects
monopolistic competition is considered to be an inferior market structure.
As in the case of monopoly, the demand curve confronting a monopolisti-
cally competitive firm is downward sloping. Thus, monopolistic competition
results in lower output levels and higher prices than are characteristic of
perfect competition. Moreover, monopolistically competitive firms do not
produce at minimum per-unit cost. On the other hand, although production
is not as efficient as in perfect competition, the consumer is rewarded with
the greater product variety. As in the case of perfect competition, relatively
easy entry and exit encourage product innovation and development. In the
long run, monopolistically competitive firms earn only a normal rate of
return.
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The model of monopolistic competition itself has been subjected to
numerous criticisms. First, it has been empirically difficult to identify monop-
olistically competitive industries. Product differentiation in industries com-
prising a large number of firms has been found to be minimal. Industries
characterized by strong brand-name recognition typically consist of a few
large firms. Such industries are best described as oligopolistic. Finally, the
assumption that the pricing and output decisions of one firm are unrelated
to the pricing and output decisions of its competitors is unrealistic.

KEY TERMS AND CONCEPTS

Monopolistic competition The market structure in which there are many
buyers and sellers of a differentiated good or service and it is relatively
easy to enter and leave the industry.

P> MR = MC The selling price is greater than marginal revenue, which
is equal to marginal cost, is the first-order profit-maximizing condition
for a firm facing a downward-sloping demand curve for its good or
service.

Product differentiation Exists when goods or services that are in fact
somewhat different, or are so perceived by the consumer, nonetheless
perform the same basic function.

CHAPTER QUESTIONS

9.1 Describe the similarities and differences between perfectly compet-
itive and monopolistically competitive market structures.

9.2 In monopolistically competitive industries it is not important for
each firm to supply products that are, in fact, different from those of com-
petitors. It is important only that the public think that the products are dif-
ferent. Do you agree? Explain.

9.3 Monopolistically competitive firms are similar to monopolies in that
they are able to earn economic profits in the long run. Do you agree with
this statement? If not, then why not?

9.4 Monopolistically competitive firms are similar to monopolies in that
they tend to charge a higher price and supply less product than firms in per-
fectly competitive industries. Do you agree? Explain.

9.5 In the long run, monopolistically competitive firms are inherently
inefficient. Do you agree? Explain.

9.6 Explain the importance of advertising in monopolistically competi-
tive industries. How does this compare with the importance of advertising
in perfectly competitive industries?

9.7 In monopolistically competitive industries, what is the optimal level
of advertising expenditure? Explain.
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9.8 The demand for the product of a typical firm in a monopolistically
competitive industry tends to be more price inelastic than the demand for
the product of a monopolist. Do you agree? Explain.

9.9 In the long run, the selling price of a monopolistically competitive
firm’s product is equal to the minimum per-unit cost of production. Do you
agree with this statement? If not, then why not?

9.10 If a typical firm in a monopolistically competitive industry earns an
economic loss, should the firm shut down? Would your answer be different
if the firm were perfectly competitive?

9.11 If some firms exit a monopolistically competitive industry, what
will happen to the demand curve for the typical firm remaining in the
industry?

9.12 Compared with perfect competition, how is monopolistic competi-
tion similar to monopoly? How different?

9.13 What are some of the criticisms of the model of monopolistic
competition?

CHAPTER EXERCISES

9.1 Glamdring Enterprises produces a line of fine cutlery. The demand
equation for the firm’s top-of-the-line cutlery set, Orcrist, is

0=10-0.2P
Glamdring’s total cost equation is
TC =50-40Q+20*

a. Give the firm’s short-run profit-maximizing price and output level.
Verify that Glamdring is earning a positive economic profit. What is
the relationship between price and average total cost?

b. Suppose that the existence of economic profits calculated in part a
attracts new firms into the industry. As a result, the demand curve
facing Glamdring becomes Q =4.38 — 0.095P. Assuming no change in
the firm’s total cost function, give the new profit-maximizing price and
output level.

c. Is this firm in long-run monopolistically competitive equilibrium?

d. What, if anything, can you say about the relation between the firm’s
demand and average cost curves? Is this result consistent with your
answer to part c?

9.2 Suppose that a firm in a monopolistically competitive industry faces

the following demand equation for its product:

0=9-0.1P

The firm’s total cost equation is
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TC =75-0Q+30>

a. Give the firm’s short-run profit-maximizing price and output.

b. Verify that the firm is earning a positive economic profit. What is the
relationship between price and average total cost?

c. Suppose that the existence of positive economic profits attracts new
firms into the industry. As a result, the new demand curve facing the
firm is

0 =3.891-0.04545P

Is this firm in long-run monopolistically competitive equilibrium?
d. What is the relationship between selling price and average total cost?
Is this consistent with your answer to part c?
9.3 Suppose that in Exercise 9.2 the demand curve for the firm’s product
had been

0=3-0.04P
As before, the firm’s total cost equation is
TC=75-0+30°

a. Give the firm’s short-run profit-maximizing price and output.

b. Verify that the firm is earning a negative economic profit. What is the
relation between price and average total cost?

c. Suppose that the existence of negative economic profits causes some
firms to exit the industry. As before, the demand curve facing the firm
becomes

0 =3.891-0.04545P

What is the relation between selling price and average total cost? Is
this consistent with your answer to part b?
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MARKET STRUCTURE:
DUOPOLY AND OLIGOPOLY

Despite its shortcomings, the analysis of monopolistically competitive
industries provides valuable insights into the operations of markets in
general. We will next examine the cases of duopoly and oligopoly. An oli-
gopoly is an industry comprising “a few” firms. What constitutes “a few” in
this context, however, is somewhat debatable. A duopoly, which is a special
case of oligopoly, is an industry comprising two firms.

The distinguishing feature of oligopolistic or duopolistic market struc-
tures, especially compared with perfect competition or monopoly, is not
simply a matter of the number of firms in the industry. Rather, it is the
degree to which the output, pricing, and other decisions of one firm affect,
and are affected by, similar decisions made by other firms in the industry.
What is important is the interdependence of the managerial decisions
among the various firms in the industry.

The interdependence of firm behavior in duopolistic or oligopolistic
industries contrasts with market structures encountered in earlier chapters.
There was previously no need to consider the strategic behavior of rival
firms, either because the output of each firm was very small relative to
industry output (perfect competition) or because the firm had no competi-
tors (monopoly) or because of some combination of the two (monopolistic
competition). In the United States, where collusion between and among
firms is illegal, oligopolistic behavior may be modeled analytically as a non-
cooperative game in which the actions of one firm to increase market share
will, unless countered, result in a reduction of the market share of other
firms in the industry. Thus, action will be followed by reaction. This inter-
dependence is the essence of an analysis of duopolistic or oligopolistic
market structures.

379
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CHARACTERISTICS OF DUOPOLY AND
OLIGOPOLY

There are a number of approaches to the analysis of duopolistic and
oligopolistic markets. Each of the models we discuss is developed for the
duopolistic market but can easily be generalized to the case of oligopolies.
Before examining these analytical approaches, we make some general state-
ments about the basic characteristics of duopolies and oligopolies.

NUMBER AND SIZE DISTRIBUTION OF SELLERS

“Oligopoly” refers to the condition in which industry output is domi-
nated by relatively few large firms. Although there is no precise definition
attached to the word “few,” two to eight firms controlling 75% or more of
a market could be defined as an oligopoly. However an oligopolistic market
structures is defined, its distinguishing characteristic is strategic interaction,
which refers to the extent to which the pricing, output, and other decisions
of one firm affect, and are affected by, the decisions of other firms.

The interdependence of firms in an industry is illustrated in Figure 10.1,
which shows the demand curve faced by all firms in the industry, DD, and
the demand curve faced by an individual firm, dd. The rationale behind the
diagram is as follows. If all firms in the industry decide to lower their price,
say from P, to P,, then the quantity demanded by consumers will increase
from Q, to Q..

Suppose, however, that a single firm in the industry decided to reduce
price from P, to P, in the expectation that other firms would not respond
in a similar manner. In this case, the firm could anticipate a substantial
increase in its sales, say from Q; to Q;.This implies that over this price range,
the demand curve facing the individual firm is more price elastic than the

FIGURE 10.1 Oligopolistic industry
0 Q 1 Q2 Q3 Q and individual demand curves.
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demand curve faced by the entire industry. The decision by one firm to uni-
laterally lower its selling price will result in a substantially larger market
share, provided this price reduction is not matched by the firm’s rivals—a
dubious assumption, indeed.

NUMBER AND SIZE DISTRIBUTION OF BUYERS

The number and size distribution of buyers in duopolistic and oligopo-
listic is usually unspecified, but generally is assumed to involve a large
number of buyers.

PRODUCT DIFFERENTIATION

Products sold by duopolies and oligopolies may be either homogeneous
or differentiated. If the product is homogeneous, the industry is said to be
purely duopolistic or purely oligopolistic. Examples of pure oligopolies are
the steel and copper industries. Examples of industries producing differen-
tiated products are the automobile and television industries.

CONDITIONS OF ENTRY AND EXIT

For either duopolies or oligopolies to persist in the long run, there must
exist conditions that prevent the entrance of new firms into the industry.
There is disagreement among economists over just what these conditions
are. Bain (1956) has argued that these conditions should be defined as any
advantage that existing firms hold over potential competitors, while Stigler
(1968) argues that these barriers to entry comprise any costs that must be
paid by potential competitors that are not borne by existing firms in the
industry. Many of the barriers to entry erected by oligopolists are the same
as those used by monopolists (see Chapter 8). Oligopolist also can control
the industry supply of a product and enhance its market power through the
control of distribution outlets, such as by persuading retail chains to carry
only its product. Persuasion may take the form of selective discounts, long-
term supply contracts, or gifts to management. Devices such as product war-
ranties also serve as an effective barrier to entry. New car warranties, for
example, typically require the exclusive use of authorized parts and service.
Such warranties limit the ability of potential competitors from offering
better or less-expensive products.

Definition: A duopoly is an industry comprising two firms producing
homogeneous or differentiated products; it is difficult to enter or leave the
industry.

Definition: A oligopoly is an industry comprising a few firms producing
homogeneous or differentiated products; it is difficult to enter or leave the
industry.
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MEASURING INDUSTRIAL CONCENTRATION

It was demonstrated in Chapter 8 that perfect competition results in an
efficient allocation of resources. Perfect competition results in the produc-
tion of goods and services that consumers want at least cost. As we move
further away from the assumptions underlying the paradigm of perfect com-
petition, with monopoly being the extreme case, firms acquire increasing
levels of market power, which usually results in prices that are higher and
output levels that are lower than socially optimal levels.

Oligopolies are characterized by a “few” firms dominating the output of
an industry. In many respects, an oligopolistic industry is like art—you know
it when you see it. But is it possible to measure the extent to which pro-
duction is attributable to a select number of firms? Is it possible to gauge
the degree of industrial concentration? To illustrate the concerns associated
with industrial concentration, it is useful to review the historical develop-
ment of antitrust legislation in the United States, where the federal gov-
ernment has attempted to remedy the socially nonoptimal outcomes of
imperfect competition either by enacting regulations to encourage compe-
tition and limit market power, or by regulating industries to encourage
socially desirable outcomes.

In 1887 Congress created the Interstate Commerce Commission to
correct abuses in the railroad industry, and in 1890 it passed the landmark
Sherman Antitrust Act, which asserted that monopolies and restraints of
trade were illegal. Unfortunately, the Sherman Act was deficient in that
its provisions were subject to alternative interpretations. Although the
Sherman Act banned monopolies, and certain kinds of monopolistic behav-
ior were illegal, it was unclear what constituted a restraint of trade.

Not surprisingly, actions brought by the U.S. Department of Justice
against firms believed to be in violation of the Sherman Act ended up in
the courts. Two of the most significant court challenges to prosecution under
the Sherman Act involved Standard Oil and American Tobacco. While the
U.S. Supreme Court in 1911 found both companies in violation of provi-
sions of the Sherman Act, the Court also made it clear that not every action
that seemed to restrain trade was illegal. The Justices ruled that market
structure alone was not a sufficient reason for prosecution under the
Sherman Act, indicating that only “unreasonable” actions to restrain trade
violated the terms of the law. As a result of this “rule of reason,” between
1911 and 1920 actions by the Justice Department against Eastman Kodak,
International Harvester, United Shoe Machinery, and United States Steel
were dismissed. Federal courts ruled that although each of these companies
controlled an overwhelming share of its respective market, there was no
evidence that these companies engaged in “unreasonable conduct.”

In an effort to strengthen the Sherman Act and clarify the rule of reason,
in 1914 Congress passed the Clayton Act, which made illegal certain spe-
cific practices. In general, the Clayton Act limited mergers that lessened
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competition or tended to create monopolies. In that same year, the Federal
Trade Commission was created to investigate “the organization, business
conduct, practices, and management of companies” engaged in interstate
commerce. Although the Clayton Act clarified many of the provisions of
the Sherman Act, the focus remained on the “rule of reason.” This changed
in 1945, when the Aluminum Corporation of America (Alcoa) was prose-
cuted for violating the Sherman Act by monopolizing the raw aluminum
market.

In a landmark case, United States versus Aluminum Company of
America, the Court ruled that while Alcoa engaged in “normal, prudent, but
not predatory business practices” it was the structure of the market per se
that constituted restraint of trade. On the basis of the per se rule, the Court
ordered the dissolution of Alcoa. The following year, other court cases
resulted in an extension of the Clayton Act that made illegal both tacit and
explicit acts of collusion. In its extreme form, collusion results in pricing and
output results that reflect monopolistic behavior. The implications of collu-
sive behavior by firms in an industry will be discussed at greater length later
in this chapter.

In the years to follow, Congress enacted several additional pieces of leg-
islation to deal with the problems associated with monopolistic behavior
and restraint of trade. In 1950, for example, the Celler—Kefauver Act, gave
the Justice Department the power to monitor and enforce the provisions
of the Clayton Act. Nevertheless, there remained considerable uncertainty
about what constituted an unacceptable merger. In response, the Justice
Department promulgated guidelines for identifying mergers that were
deemed to be unacceptable. These guidelines were initially based on the
notion of a concentration ratio. It was determined, for example, that if the
four largest firms in an industry controlled 75% or more of a market, any
firm with a 15% market share attempting to acquire another firm in the
industry would be challenged under the terms of the Clayton Act.

CONCENTRATION RATIO

The concentration ratio compares the dollar value of total shipments in
an industry accounted for by a given number of firms in an industry. The
U.S. Census Bureau, for example, calculates concentration ratios for the 4,
8, 20, and 50 largest companies, which are grouped according to a stan-
dardized industrial classification.! (See later: Table 10.1.)

! In 1997 the U.S. Census Bureau replaced the U.S. Standard Industrial Classification (SIC)
system with the North American Industry Classification System (NAICS). NAICS industries
are identified with a 6-digit code, which accommodates a larger number of sectors and pro-
vides more flexibility in designating subsectors. The new system also provides for greater detail
for the three NAICS countries (the United States, Canada, and Mexico). The international
NAICS agreement fixes only the first five digits of the code. Thus, the sixth digit in any given
item in the U.S. code may differ from that of the Canadian of Mexican code. The SIC system
had a 4-digit code.
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TABLE 10.1 Concentration Ratios and Herfindahl-Hirschman Indices in
Manufacturing, 1997

Value of HHI for
Number of shipments  Largest4  Largest 8 largest 50

NAICS Industry companies  ($ millions) companies companies® companies”
312221 Cigarettes 9 29,253 98.9 (D) (D)
331411 Primary copper 9 6,128 94.5 (D) 2,392.2
327213  Glass containers 11 4,198 91.1 98.0 2,959.9
312120 Breweries 494 18,203 89.7 93.4 (D)
311230 Breakfast cereals 48 6,556 86.7 94.7 2,772.7
336411  Aircraft 172 57,893 84.8 96.0 (D)
336111  Automobiles 173 95,366 79.5 96.3 2,349.7
325611 Soap and detergents 738 17,773 65.6 77.9 1,618.6
325110 Petrochemicals 42 19,468 59.8 83.3 1,187.0
331312 Primary aluminum 13 6,225 59.2 81.7 1,230.6
334413  Semiconductors 993 78,479 52.5 64.0 1,080.1
334111 Electronic computers 531 66,302 454 68.5 727.9
337111 Iron and steel 191 56,994 32.7 52.7 4453
324110 Petroleum refineries 122 158,668 28.5 48.6 422.1
322121 Paper mills 121 42,966 37.6 59.2 541.7
325412 Pharmaceuticals 707 66,735 35.6 50.1 462.4
323117 Book printing 690 5,517 31.9 45.1 363.7
332510 Hardware 906 11,061 17.4 27.7 154.6
321113  Sawmills 4,024 24,632 16.8 232 112.3

“ (D), data omitted because of possible disclosure; data are included in higher level totals.
Source: U.S. Census Bureau, 1997 Economic Census.

Definition: Concentration ratios measure the percentage of the total
industry revenue or market share that is accounted for by the largest firms
in an industry.

Although the concentration ratios in Table 10.1 will provide useful
insights into the degree of industrial concentration, it is important not to
read too much into the statistics. To begin with, standard industrial classifi-
cations are based on the similarity of production processes but ignore sub-
stitutability across products, such as glass versus plastic containers. U.S.
Census data describe domestically produced goods and do not include
import competing products. Table 10.1 indicates, for example, that the eight
largest U.S. makers of motor vehicles and bodies account for 91% of indus-
try output. By omitting data from foreign competitors, especially from
Japanese automobile manufacturers, this statistic clearly overstates the
actual market share of U.S. automakers.

Another weakness of concentration ratios is that they are not sensitive
to differences within categories. The concentration ratio, for example,
makes no distinction between industry A, in which the top four companies
have 24% of the market, and industry B, in which the largest firm has 90%
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of the market, while the next three companies account for an additional
6%. In both industries the concentration ratio for the largest four compa-
nies is 96%.

HERFINDAHL-HIRSCHMAN INDEX

In 1982 and 1984, guidelines of the U.S. Department Justice for identi-
fying unacceptable mergers were modified with the development of the
Herfindahl-Hirschman Index (HHI). The HHI is calculated as

HHI= ) S (10.1)

i=l-n

where n is the number of companies in the industry and S; is the ith
company’s market share expressed in percentage points. The Herfindahl
—Hirschman Index ranges in value from zero to 10,000. According to the
modified guidelines, the Justice Department views any industry with an
HHI of 1,000 or less as unconcentrated. Mergers in unconcentrated indus-
tries will go unchallenged. If the index is between 1,000 and 1,800, a pro-
posed merger will be challenged by the Justice Department if, as a result of
the merger, the index rises by more than 100 points. Finally, if the HHI is
greater than 1,800, proposed mergers will be challenged if the index
increases by more than 50 points. Table 10.1 summarizes concentration
ratios for the largest four and eight companies and the Herfindahl-
Hirschman Index for the 19 industries listed.

Definition: The Herfindahl-Hirschman Index is a measure of the size dis-
tribution of firms in an industry that considers the market share of all firms
and gives a disproportionately large weight to larger firms.

The HHI is superior to the concentration ratio in that it not only uses
the market share information of all firms in the industry, but by squaring
individual market shares, gives greater weight to larger firms. Thus the HHI
for industry A in our earlier example is 2,304, while the HHI for the more
concentrated industry B is 8,112. According to the Department of Justice
guidelines, both markets are concentrated.

MODELS OF DUOPOLY AND OLIGOPOLY

As mentioned earlier, the distinctive characteristic of duopolies and oli-
gopolies is the interdependence of firms. It is difficult to formulate models
of duopoly and oligopoly because of the many ways in which firms deal with
this interdependence. Thus, there is no general theory to explain this inter-
dependence. The models presented next are based on specific assumptions
regarding the nature of this interaction.



386 MARKET STRUCTURE: DUOPOLY AND OLIGOPOLY

SWEEZY (“KINKED” DEMAND CURVE) MODEL

Although managers of oligopolistic firms are aware of the law of
demand, they are also aware that their pricing and output decisions depend
on the pricing and output decisions of their competitors. More specifically,
such firms know that their pricing and output decisions will provoke pricing
and output adjustments by their competitors. Another notable characteris-
tic of oligopolistic industries is the relative infrequency of price changes.
Paul Sweezy (1939) attempted to explain this price rigidity by suggesting
that oligopolists face a “kinked” demand curve, as illustrated in Figure 10.2.

Definition: Price rigidity is characterized by the tendency of product
prices to change infrequently in oligopolistic industries.

Definition: The “kinked” demand curve is a model of firm behavior that
seeks to explain price rigidities in oligopolistic industries.

Figure 10.2 depicts the situation of a typical firm operating in an oli-
gopolistic industry. The demand curve for the product of the firm really
comprises two demand curves, D and D,. Unlike a monopoly or monopo-
listically competitive firm that has a degree of market power along the
length of a single demand curve, the oligopolist faces a demand curve char-
acterized by a “kink,” illustrated in Figure 10.2 as the heavily darkened
portions of demand curves D, and D,.

Suppose initially that the price of the oligopoly’s product is P*. If the
firm raises the price of its product above P* and its competitors do not
follow the price increase, it will lose some market share. The firm realizes
this and is reluctant to sacrifice its market position to its competitors. On
the other hand, if the firm attempts to capture market share by lowering
price, the price decrease will be matched by its rivals, who are not willing
to cede their market share. The firm whose experience is depicted in Figure

Mmc,
MC,
P
xh a 4 D
"‘--n._\_. MR2
Dl
0 Q* \ Q FIGURE 10.2 The “kinked” demand

MR 1 curve (Sweezy) model.
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10.2 posts a small increase in sales as the inflation-adjusted purchasing
power by consumers increases following an industry-wide decrease in
prices, but the increase in sales is considerably less than the loss of sales
from a comparable increase in prices. In other words, demand for the oli-
gopolist’s product is relatively more elastic for price increases than for price
decreases.

Figure 10.2 also illustrates why prices in oligopolistic industries change
more infrequently than in market structures characterized by more
robust competition. Assume that the few firms in this oligopolistic industry
are of comparable size. The marginal revenue curve associated with the
“kinked” demand curve is illustrated by the heavy dashed line in Figure
10.2. Because of the “kink™ at output level Q*, the marginal revenue curve
is discontinuous.

Figure 10.2 also assumes the usual U-shaped marginal cost curves. As
always, the firm maximizes its profit at the output level at which MR = MC.
This occurs at OQ*. Note, however, that because of the discontinuity of the
marginal revenue curve, marginal cost can fluctuate from MC, to MC;
without a corresponding change in the profit-maximizing price or output
level. This result differs from cases considered thus for, in which an increase
(decrease) in marginal cost will be matched by an increase (decrease) in
price and a decrease (increase) in output. The importance of this result is
that the adoption of more efficient production technologies, which results
in lower marginal costs, may not result in significant reductions in the
market price of the product. Conversely, an increase in marginal costs may
not be immediately passed along to the consumer.

The “kinked” demand curve analysis has been criticized on two impor-
tant points. While the analysis offers some explanation for price stability in
oligopolistic industries, it offers no insights with respect to how prices are
originally determined. Moreover, empirical research generally has failed to
verify predictions of the model. Stigler (1947), for example, found that in
oligopolistic industries price increases were just as likely to be matched as
were price cuts.

Problem 10.1. Lightning Company is a firm in an oligopolistic industry.
Lightning faces a “kinked” demand curve for its product, which is charac-
terized by the following equations:

0, =82-8P
0, =44-3P
Suppose further that the firm’s total cost equation is
TC =8+Q+0.050*

a. Give the price and output level for Lightning’s product.
b. Based on your answer to part a, what is the firm’s profit?
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f

Determine the range of values within which Lightning’s marginal cost
may vary without affecting the prevailing price and output level.

. Based on your answer to part a, what is the firm’s marginal cost? Is it

consistent with your answer to part c?

Suppose that Lightning’s total cost equation changed to TC =12 + 50 +
0.1Q° Will the firm continue to operate at the same price and output
level? If not, what price will the firm charge and how many units will it
produce?

Based on your answer to part e, what is the Lightning’s profit?

Solution
a. 82 -8P =44 - 3P

P+=176
Q% =82 — 8(7.6) =21.2

b. n=TR - TC =7.6(21.2) — 8 — 21.2 — 0.05(21.1)?

=161.21 -8 -21.2 - 22.47 =109.45

c. P=1025- %Ql

TR, =10250, — ~0?
8
1 1
MR, =1025 - 70, =1025 - 2(21.2) = 4.95
P=14.67 - %QZ
TR, = 14.67Q, - %Q%

2 2
MR, = 1467 - 50, = 14.67 - £(21.2) = 0.54

Marginal cost may vary between 0.54 and 4.95 without affecting the
prevailing (profit-maximizing) price and output level.
dTC

. MC=——-=1+010=1+0.1(21.2)=3.12

dQ
This result is consistent with the answer to part c, since it lies between
0.54 and 4.95.
The firm will maximize its profit where MC = MR. Marginal cost is

mc=C 51020

dQ
The relevant portion of the marginal revenue curve is

1
MR, =10.25 _ZQI

Equating marginal cost with marginal revenue yields
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f.

5+0.20, =10.25-0.250,
0%=11.67

P*=10.25 —%(11.67) =8.79

In other words, Lightning will not continue to produce at the original
price and output level. Note that at the new output level Lightning’s
marginal cost is

MC =5+02(11.67)=7.32

which falls outside the range of values calculated in part c.
n=TR - TC=28.79(11.67) — 12 — 5(11.67) — 0.1(11.67)*
=102.58 — 12 — 58.35 - 13.62 = 18.61

Problem 10.2. Suppose that International Dynamo is a contractor in the
oligopolistic aerospace industry. International Dynamo faces a “kinked”
demand curve for its product, which is defined by the equations

0, =200-2P
0, =60-0.4P

Suppose further that International Dynamo has a constant marginal cost
MC = $50.

a.
b.
C.

d.

Give the price and output level for International Dynamo’s product.
Based on your answer to part a, what is International Dynamo’s profit?
Determine the range of values within which marginal cost may vary
without affecting the prevailing market price and output level.
Diagram your answers to parts a, b, and c.

Solution

a.

b.

We determine the price and output level for International Dynamo’s
product at the “kink” of the “kinked” demand curve, which occurs at the
intersection of the two demand curves. Solving the two demand curves
simultaneously yields

200-2P=60-04P
P*=$87.50
At P* = $87.50, International’s total output is
Q*=200-2(87.50) =200 — 175 = 25 units
Since MC is constant, MC = ATC. By the definition of ATC

ATC=E

Q
TC=ATC xQ=MC xQ=50(25)=$1,250
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Total revenue is
TR =PQ =87.50(25) =$2,187.50
Total profit is, therefore,
n=TR-TC =2,187.50-1,250 = $937.50

c. To determine the range of values within which marginal cost may vary
without affecting the price and output level, first derive the marginal
revenue function for International Dynamo. Solving the demand equa-
tions for P yields

P=100-0.50,
P=150=2.50,
Total revenue is defined as
TR=PQ
Applying this definition to the demand functions yields
TR, =100Q -0.50°
TR, =1500 -2.50?

The corresponding marginal revenue functions are

dTR,
MR, = =100-
=70 @)
dTR,
MR, = =150-5
=740 0

These marginal revenue functions, however, are not relevant for all pos-
itive values of Q; MR, is relevant only for values 0 < Q< 25; MR, is rel-
evant for values Q > 25. For the firm to maximize profit, M C must equal
MR. At Q =25,

MR, =100-25=75
MR, =150-5(25) =25

Thus, marginal cost may vary between 25 and 75 without affecting the
prevailing (profit-maximizing) price and output level.
d. Consider Figure 10.3.

COURNOT MODEL

A classic treatment of duopolies (and oligopolies) was first formulated
by the French economist Augustin Cournot in the early nineteenth century.
(see Cournot, 1897). Cournot began by assuming that duopolies produce a
homogeneous product. The critical assumption of the model deals with the
firms’ output decision-making process. In the Cournot model, each firm
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FIGURE 10.4 The Cournot model. MR MR’

decides how much to produce and assumes that its rival will not alter its
level of production in response. Additionally, total output of both firms
equals the output for the industry. The process whereby equilibrium is
established in the Cournot model may be illustrated by considering Figure
10.4.

Definition: The Cournot model is a theory of strategic interaction in
which each firm decides how much to produce by assuming that its rivals
will not alter their level of production in response.

To simplify matters, assume that the demand curve for the product is
linear and that the marginal cost of production for each firm is zero.
Cournot’s example was that of a monopolist selling spring water produced
at zero cost. Assume that firm A is the first to enter the industry. Thus, to
maximize its profits (MC = MR), firm A will produce Q, = 1/2Q* units of
output and charge a price of P,. With a linear demand curve and zero mar-
ginal cost of production, Q, is half the output, where P =0, or Q*.The latter
condition also assumes a perfectly competitive industry, where individual
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FIGURE 10.5 Determination of market
shares in the Cournot model.

firms take the selling price as constant. Since MC = 0, maximizing profits is
equivalent to maximizing total revenue, since P = MR = MC = 0.

Since the barriers to entry into this industry are low, the existence of eco-
nomic profit attracts firm B into production. firm B also sells spring water
that is produced at zero cost. In the Cournot model, firm B takes the output
of firm A (Q,) as given. Thus, from the point of view of firm B the vertical
axis has been shifted to Q,. The demand curve relevant to firm B is the line
segment £D.To maximize its profits, firm B will produce such that marginal
revenue is equal to zero marginal cost, which occurs at an output level of
Ql—Qo, Wthh is 2Q0 or 4Q* The combined output of the industry is now
30% +70% =30%.

This, of course, is not the end of the story. Since total industry output is
now (4, the market price of the product must fall to P;. If firm A attempts to
maintain a price of P, it will lose part of its market share to firm B. In the
Cournot model, firm A will assume that firm B will continue to produce zQ*
firm A will subsequently adjust its output to maximize its profit based on the
remaining ZQ* of the market. This situation is depicted in Figure 10.5.

It can be seen in Figure 10.5 that firm A can maximize its profits by pro-
ducing half of the remalnrng three- quarters of the market, or ZQ* Com-
bined industry output is now 4Q* +3 Q* SQ* Firm B will, of course react
by taking firm A’s output of g Q* units as given and adjusting output to max-
imize its profit based on the remaining sO* of the market Extending the
analysis, this means that firm B will increase its output to M,Q* This process
of action and reaction, which is summarized in Table 10.2, will come to an
end when both firms have a market share equal to 5 Q”< When firm A pro-
duces 3Q* this leaves 3Q* remamrng for firm B to maximize its profits.
Since half of the remaining market is 70%, the process now comes to a halt.
The Cournot model can be generalized to include industries comprising of
more than two firms. Cournot demonstrated that when the marginal cost of
production is zero (MC = 0), then total industry output is given as
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TABLE 10.2 Firm and Industry Output

Iteration o4 Q8 o4+ QF
1 1 0% 0 i, Q%
2 11 Q% " Q% X%
3 Vs QF Yy Q% Sl Q%
4 s Q% he Q% e Q*
5 s 0% he Q% 2 Q%
i 5 0% 5 0% ) O
0,
1
120* K4 8
1/30*
FIGURE 10.6 Reaction func- R
tions and the adjustment to a Cournot 2
equilibrium in a duopolistic industry. 0 130% 120% 0,
nQ¥*
= 10.2
© n+1 ( )

where 7 is the number of firms in the industry.

From Equation (10.2) it is clearly recognized that as n—eo, then Q—Q*.
This is the situation of perfect competition described earlier, where MC =
0 and MR = P. It may also be seen that the average market share of each
firm in the industry is

Q_ 0

Q= n n+l (103)
where i represents the ith firm in the industry, Clearly, as the number of
firms in the industry increases, the market share of each individual firm will
decrease. Recall that for the two-firm case, the average market share of each
was 1/(2 + 1)Q* = %Q*, where Q% is the total output of a perfectly com-

petitive industry.
The adjustment process just described may be illustrated with the use of
the reaction functions (to be discussed in greater detail shortly) illustrated
in Figure 10.6, where R is the reaction function for firm 1 and R, is the reac-
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tion function for firm 2. Equilibrium at output levels Q;* and Q,* will be
stable provided the reaction curve of firm 1 is steeper than that of firm 2.

Starting at point / in Figure 10.6, the output of firm 1 is greater than its
equilibrium level of output Q,* and the output of firm 2 is lower than its
equilibrium level of output Q,*. Given firm 1’s output, firm 2 will increase
its output to point H, as was the case, for example, in the move from itera-
tion 3 to iteration 4 in Table 10.2. Firm 1 will react by reducing its output
to point G (iteration 5). Continuing in this manner will eventually lead to
the equilibrium output level at point E. Analogous reasoning would
produce the same result if the process were to begin at point A with firm 2
producing “too much” and firm 1 producing “too little.”

The analysis thus far assumes that the demand functions that confront
the two firms are identical and that production occurs at zero marginal cost
(MC =0). Of course, neither of these assumptions will necessarily be valid.
To see this, consider the following, more general, description of the Cournot
duopoly model. Since the sum of the output of two firms equals the indus-
try output Q = Q; + Q,, the market demand function may be written

P=f(01+0>) (10.4)

where Q; and Q, represent the outputs of firm 1 and firm 2, respectively.
The total revenue of each duopolist may be written as

TR, =0, f(0: +Q») (10.5a)
TR, =0, (0, +0,) (10.5b)
The profits of the firm are
T =01 f(Q1 +0,)-TC,(Q1) (10.6)
T, =0, (01 +0,) - TC,(0,) (10.7)

The basic behavioral assumption underlying the Cournot model is that
each duopolist will maximize its profit without regard to the actions of its
rival. In other words, the firm assumes that its rival’s output is invariant with
respect to its own output decision. Thus, each duopolist maximizes profit
holding output of its rival constant. Taking the appropriate first partial
derivative, setting the results equal to zero we find

m, TR 3TC,

= =0 10.8
00~ 90, 90, (10
or
MR, = MC, (10.9)
Similarly for firm 2,
on, JTR JTC, 0 (10.10)

30, 00, 00,



MODELS OF DUOPOLY AND OLIGOPOLY 395

or
MR, = MC, (10.11)

The marginal revenue of the duopolists is not necessarily equal. Bearing
in mind that Q = Q, + Q,, then 00/0Q; = 00/0Q, = 1. The marginal
revenues of the duopolists are, therefore

ﬂ=P+Q,—(d—P),i=1,2 (10.12)
00 o

Clearly, since dP/dQ < 0, the duopolist with the largest output will have
the smallest marginal revenue. That is, an increase in the output by either
firm will result in a reduction in price, while the marginal revenue of both
firms will be affected. The second-order condition for profit maximization
is

omi _9'TR, 9TC,

_ 0.i=12 10.13
007~ 007 ooz (10.13)
or
0*TR, 9*TC,;
d ~i=12 10.14
00r “o0s (10.14)

This result simply says that the firm’s marginal revenue must be increas-
ing less rapidly than marginal cost.

Thus, the Cournot solution asserts that each duopolist (oligopolist) will
be in equilibrium if Q; and O, maximize each firm’s profits and each firm’s
output remains unchanged. This process may be described more fully by
introducing an additional step before solving for the equilibrium output
levels. Reaction functions express the output of each firm as a function of
its rival’s output. Solving the first-order conditions, these reaction functions
may be written as

0, =R(0,) (10.15)
0, =R, (Q1) (10.16)

In the case of firm 1, the expression states that for any specified value of
0, the corresponding value of Q; maximizes m;, and similarly for firm 2. The
solution values are illustrated in Figure 10.7.

Problem 10.3. Suppose that an industry comprising two firms produces a
homogeneous product. Consider the following demand and individual
firm’s cost function:

P=200-2(Q,+0,)
TC] = 4Q1
TC, = 4Q2
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0,
1=R\(Q>)
E
0*
»=Ry(Q))
FIGURE 10.7 Cournot
0 Qz* Qz equilibrium.

a. Calculate each firm’s reaction function.

b. Calculate the equilibrium price, profit-maximizing output levels, and
profits for each firm. Assume that each duopolist maximizes its profit and
that each firm’s output decision is invariant with respect to the output
decision of its rival.

Solution
a. The total revenue function for firm 1 is
TR, =2000; -20f -20,0,
therefore, the total profit function for firm 1 is
m =2000, —2Q12 -20,0, — 40, =1960, — 2Ql2 -20,0,
For firm 1, taking the first partial derivative with respect to Qy, setting
equal to zero and solving yields
omn
00,

=196-40Q, 20, =0

For firm 2,
TR, =2000, - 20,0, +20,
T, =2000; —20,0, —20,"-40, =196Q, - 20,0, —20;’

Taking the first partial derivative with respect to O, setting equal to zero
and solving

anz
—=196-20, -40, =0
20, 0, -40,

These first-order conditions yield the reactions functions



MODELS OF DUOPOLY AND OLIGOPOLY 397

Ql = 49 - 05Q2
0, =49-0.50,

b. These reaction functions may be solved simultaneously to yield the equi-
librium output levels

*=0,%=32.67
Thus, total industry output is
0% =0,*=165.34
Substituting these results into the profit functions yields
% =196(32.67) — 2(32.67)” —2(32.67)(32.67) = $2,134
2% =196(32.67) — 2(32.67)° —2(32.67)(32.67) = $2,134
The equilibrium price can be found by using the demand equation

P*=200—-2(32.67 + 32.67) = $69.32

BERTRAND MODEL

Cournot’s constant-output assumption was criticized by the nineteenth-
century French mathematician and economist Joseph Bertrand in 1881.2
Bertrand argued that each firm sets the price of its product to maximize
profits and ignores the price charged by its rival. This assumption is analo-
gous to that adopted by Cournot in that both duopolists expect their rival
to keep price, rather than output, constant. The demand curve facing each
firm in the Bertrand model is

0O = fi(R,P) (10.17a)
0, = f(R,P,) (10.17b)

Once again, for simplicity, assume that each firm has constant and equal
marginal cost. The total revenue and profit functions for each firm are

TR =B h(R,P) (10.18a)
TR, =P, fr(P,P>) (10.18b)
and
=P fi(P,P)-TC\(P,P) (10.19a)
n, =P fo(P,P)-TCy (P, Py) (10.19b)

In the Bertrand model, the objective of each firm in the industry is to
maximize Equations (10.19) with respect to its selling price, and assuming

% Journal des Savants, September, 1883.
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that the price charged by its rival remains unchanged. As Problem 10.4
illustrates, it is easily seen that both firms will charge the same price when
MC1 = MC2

Definition: The Bertrand model is a theory of strategic interaction in
which a firm sets the price of its product to maximize profits and ignores
the prices charged by its rivals. The Bertrand model is analogous to Cournot
model in that the firms expect their rivals to keep prices, rather than output,
constant.

Problem 10.4. Suppose that an industry comprising two firms producing a
homogeneous product. Suppose that the demand functions for two profit-
maximizing firms in a duopolistic industry are

0, =50-0.5P +0.25P,
0, =50-0.5P,+0.25P,
Suppose, further, that the firms’ total cost functions are
TC, =40,
TC, =40,

where P; and P, represent the prices charged by each firm producing O,

and Q, units of output.

a. What is the inverse demand equation for this product?

b. What are the equilibrium price, profit-maximizing output levels, and
profits for each firm?

Solution
a. Total industry output is given as

0=0+0,
=(50-0.5R +025P)+(50-0.5P, +0.25P)=100-0.25(R, + P,)
025(P1 + P2) = 100 - (Q1 +Q2)
In equilibrium P = P, = P,. Thus

0.252P)=100—(Q, + 0)
0.5P =100—-(Q, + Q)
P=200-2(0, +0,

which is the demand equation in Problem 10.3.
b. The total revenue function for firm 1 is

TR, = BQ, = B(50 - 0.5B +0.25P,)=50R - 0.5B* + 0.25R P,
Similarly, the total revenue function for firm 2 is

TR, = P.Q, =50P, - 0.5P} + 0.25R P,
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The total cost functions for the two firms are
TC, =40, =4(50-0.5P, +0.25P,)=200-2P, + P,
TC, =40, =200-2P, + P,
The firms’ profit functions are
7, =TR, —TC, =-200+52P, —0.5P*> = P, +0.25P,P,
7, =TR, —-TC, =-200+52P, —0.5P% — P, +0.25P,P,

For firm 1, taking the first partial derivative with respect to P, and setting
the result equal to zero yields

81‘51

M _5)_ P +025P, =0

R 1 2
For firm 2,

M2 5 p 4+ 025R =0

aPz_ 2 20N =

These first-order conditions yield the reaction functions
P =52+025P,
P, =52+0.25P,

Solving the reaction functions for the equilibrium price yields
P*=52+0.25(52+0.25P,) = $69.33
P,*=52+0.25(69.33) = $69.33

The profit-maximizing output levels are

1*=50-0.5(69.33)+0.25(69.33) = 32.67
,*=50-0.5(69.33)+0.25(69.33) = 32.67
Thus, total industry output is
OF +05 =65.34
Finally, each firm’s profits are

% =200+ 52(69.33) - 0.5(69.33)” — 69.33 +0.25(69.33)(69.33)
=$2,134.17

% = —200+ 52(69.33) — 0.5(69.33)” — 69.33 +0.25(69.33)(69.33)
=$2,134.17

The reader should note from Problems 10.3 and 10.4 that for identical
demand and cost functions, except for rounding the Cournot and Bertrand
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results, duopoly models are the same. The reader should verify that for firms
producing a homogeneous product, the solution to the Bertrand model will
be quite different from the solution to the Cournot model if the firms in
the industry do not have identical marginal costs. To see this, suppose, ini-
tially, that each firm charges a price greater than MC,. If MC, > MC,, then
firm 1 will be able to capture the entire market by charging a price that is
only slightly below MC;.

STACKELBERG MODEL

A variation on the Cournot model, the Stackelberg model posits two
firms. Firm 2, which is referred to as the “Stackelberg leader,” believes that
firm 1 will behave as in the Cournot model by taking the output of firm
2 as constant. Firm 2 will then attempt to exploit the behavior of firm 1,
called the “Stackelberg follower,” by incorporating the known reaction
of the follower into its production decisions. Depending on the total cost
functions of the two firms, different solutions may emerge. But, if the two
firms have identical total cost equations, the first mover will capture a larger
share of the market and earn greater profits. This is illustrated in Problem
10.5.

Definition: The Stackelberg model is a theory of strategic interaction in
which one firm, the “Stackelberg leader,” believes that its rival, the “Stack-
elberg follower,” will not alter its level of output. The production decisions
of the Stackelberg leader will exploit the anticipated behavior of the Stack-
elberg follower.

Problem 10.5. Consider once again the situation described in Problems
10.3 and 10.4, where the demand equation for two profit-maximizing firms
in a duopolistic industry is

P=200-2(0,+0>)

and the firm’s total cost functions are
TC] = 4Q1
TC2 = 4Q2

where Q; and Q, represent the output levels of firm 1 and firm 2, respec-
tively. Assume that firm 2 is a Stackelberg leader and firm 1 is a Stackel-
berg follower. What are the equilibrium price, profit-maximizing output
levels, and profits for each firm?

Solution. From the solution to the Cournot duopoly problem, the reaction
function of firm 1 is

0, =49-0.50,
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The profit function of firm 2 is
n, =1960, -207 -20,0,

Substituting firm 1’s reaction function into firm 2’s profit function yields

T, =1960, — 203 —20,(49-0.50,) =98, - 03

The first-order condition is

0T,

00,

=98-20,=0
0,%=49
Substituting into the reaction function, the output of firm 1 is

O =49-0.5(49)=24.5
Thus, total industry output is

O*+0,*=73.5
The equilibrium price in this market is
P#=200-2(49+24.5) =$53
The profits of the two firms are
% =98(24.5) - (24.5)° = $1,800.75
7% = 98(49) — (49)” = $2,401

Compare these answers with the results obtained in Problems 10.3 and
10.4. Note that in the Stackelberg solution total industry output is higher
($73.5 > $65.34) and the product price is lower ($53 < $69.3) than in both
the Cournot and Bertrand solutions. Moreover, in both the Cournot and
Bertrand solutions both firms’ profits were $2,134, which is less than the
profit of the Stackelberg follower, but greater than the Stackelberg leader.
Finally, in the Stackelberg solution firm 1’s profit of $1,800.75 is three-
fourths that of firm 2.

The duopoly models discussed have been criticized for the simplicity of
their underlying assumptions. As E. H. Chamberlin (1933) noted: “When
a move by one seller evidently forces the other to make a countermove,
he is very stupidly refusing to look further than his nose if he proceeds on
the assumption that it will not” (p. 46). Chamberlin was quick to realize
that mutual interdependence would lead oligopolistic firms to explicitly or
tacitly agree to charge monopoly prices and divide the profits. Chamber-
lin’s contribution to the analysis of oligopolies was to recognize that the
price and output of one firm will affect, and be affected by, the price and
output decisions of other firms in the industry.
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On the other hand, we can use game theory (discussed briefly in the next
section and in more detail in Chapter 13), to illustrate the Cournot and
Bertrand models as static games, in which in equilibrium the underlying
assumptions are fulfilled. The Stackelberg model can be shown to be a
dynamic game and, once again, the equilibrium assumptions are satisfied
(see, e.g., Bierman and Fernandez, 1998, Chapters 2 and 6).

Definition: Mutual interdependence in pricing occurs when firms in an
oligopolistic industry recognize that their pricing policies depend on the
pricing policies of other firms in the industry.

COLLUSION

When duopolists or oligopolists recognize their mutual interdependence,
they might agree to coordinate their output decisions to maximize the
output of the entire industry. Collusion may take the form of explicit price-
fixing agreements, through so-called price leadership, or by means of other
practices that lessen competitive pressures. The exact nature of the collu-
sive practices will depend on the particular characteristics of the industry.
The implementation of such practices will, however, be constrained by
antitrust regulation.

Definition: Collusion represents a formal agreement among firms
in an oligopolistic industry to restrict competition to increase industry
profits.

Definition: Price fixing is a form of collusion in which firms in an
oligopolistic industry conspire to set product prices.

Definition: Price leadership is a form of price collusion in which a firm
in an oligopolistic industry initiates a price change that is matched by other
firms in the industry.

Perhaps the most well-known manifestation of collusive behavior is the
cartel. A cartel is a formal agreement among firms in an oligopolistic indus-
try to allocate market share and/or industry profits. The Organization of
Petroleum Exporting Countries (OPEC) is probably the most famous of all
cartels. In the mid-1970s, OPEC began to restrict the quantity of oil pro-
duced, which resulted in a dramatic increase in oil and gasoline prices. Many
economists have attributed global recession and inflation to these output
restrictions.

Definition: A cartel is an explicit agreement among firms in an oligopo-
listic industry to allocate market share and/or industry profits.

Many people believe that cartels are organized for the purpose of
increasing product prices by restricting output, but in fact the opposite
might occur. In the mid-1980s an international coffee cartel attempted to
lower prices by increasing output! Why? The answer can be found in the
price elasticity of demand, which was discussed in Chapter 4. If the demand
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for a product is price inelastic, as was the case of petroleum in the 1970s,
producers will be able to increase total revenues by lowering output. On
the other hand, if demand is price elastic, as was the case of coffee in
the 1980s, producers should be able to earn higher revenues by increasing
output and lowering prices. Of course, the actions by coffee producers
received very little press coverage. After all, consumers rarely complain
about lower prices.

When firms in an industry agree to coordinate their output decisions, the
profit-maximizing behavior of the cartel is analytically identical to that
of a multiplant monopolist in which the profit function is the difference
between the total revenue and total costs functions of each firm.

Problem 10.6. Consider, again, the demand and cost equations given in
Problem 10.5. Suppose that the two firms in the industry decide to jointly
determine output levels for the purpose of maximizing industry profit.
Determine the profit-maximizing levels of output, the equilibrium price,
and total industry profit.

Solution. The industry profit function is given as
M=T;+T, = 196Q1 + 196Q2 - 2Q12 - 2Q22 _4Q1Q2

Taking the first partial derivatives, setting the result equal to zero, and
solving yields

aa—gl: 196 -40, -40, =0
O 195-40, —40, =0
00,
The firms’ reaction functions are
01=49-0,
0,=49-0,

This system of linear equations yields the profit maximizing output levels
for O, and Q, of

Q% =0Q,¥=245
The product’s price is given as
P*=200-2(24.5+24.5)=$102

with industry profit given as $4,802. In the example of the Cournot solution
to Problem 10.3, on the other hand, total industry profit was $4,268 ($2,134
+ $2,134).
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GAME THEORY

Today, game theory is perhaps the most important tool in the economist’s
analytical kit for studying strategic behavior. Strategic behavior is concerned
with how individuals and groups make decisions when they recognize
that their actions affect, and are affected by, the actions of other individu-
als or groups. In other words, the decision-making process is mutually
interdependent.

Definition: Strategic behavior recognizes that decisions of competing
individuals and groups are mutually interdependent.

In each of the models thus far discussed, strategic behavior was central
to an understanding of how equilibrium prices and quantities were estab-
lished in oligopolistic industries. We saw in the discussion of the “kinked”
demand curve, for example, that the decision by one firm in an oligopolis-
tic industry to lower its product price to capture increased market share is
likely to be countered by lower prices from rivals. On the other hand, unless
justified by a mutual increase in the marginal cost of production, a price
increase by one firm is likely to go unchallenged by other firms in the indus-
try. Similar considerations of move and countermove were also explicit
recognized in the form of reaction functions in our discussions of the
Cournot, Bertrand, and Stackelberg models.

Game theory represents an improvement over earlier models discussed
in this chapter in that it attempts to analyze the strategic interaction of firms
in any competitive environment. Although more exhaustive discussion of
game theory will be deferred to Chapter 13, a brief introduction is pre-
sented here to highlight the potential usefulness of this methodology in the
analysis of the interdependency of pricing decisions by firms in oligopolis-
tic industries.

Definition: Game theory is the study of how rivals make decisions in
situations involving strategic interaction (i.e., move and countermove) to
achieve an optimal outcome.

What is a game? There are a number of elements that are common to
all games. To begin with, all games have rules. These rules define the order
of play, that is, the sequence of moves by each player. The moves of each
player in a game are based on strategies. A strategy is a sort of game plan.
It is a decision rule that the player will apply when decisions about the next
move need to be made. Knowledge of that player’s strategy allows us to
predict what course of action that player will take when confronted with
choices. The collection of strategies for each player is called a strategy
profile. Strategy profiles are often depicted within curly braces {}. Each
strategy profile defines the outcome of the game and the payoffs to each
player.

Definition: A strategy is a decision rule that indicates what action a
player will take when confronted with a decision.
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Definition: A strategy profile represents the collection of strategies
adopted by a player.

Definition: A payoff represents the gain or loss to each player in a game.

Each of these basic elements of games is illustrated in what is perhaps
the best-known of all game theoretic scenarios—the Prisoners’ Dilemma.
The Prisoners’ Dilemma is an example of a two-person, noncooperative,
simultaneous-move, one-shot game in which both players have a strictly
dominant strategy, that is, one that results in the largest payoff regardless
of the strategies adopted by any other player. The Prisoners’ Dilemma is
an example of a noncooperative game in the sense that the players are
unable or unwilling to collude to achieve an outcome that is optimal for
both.

In the Prisoners’ Dilemma the players are required to move simultane-
ously. Simultaneous-move games are sometimes referred to as static games.
An example of a simultaneous-move game would be the children’s game
rock—paper-scissors. In this game, both players are required to recite in
unison the words “rock, paper, scissors.” When they say the word “scissors”
both are required to simultaneously show a rock (fist), a paper (open hand),
or a scissors (index and middle finger separated). The winner of the game
depends on what each player shows. If one player shows rock and the other
player shows scissors, then rock wins because rock breaks scissors. If one
player shows rock and the other player shows paper, then paper wins
because paper covers rock. If one player shows scissors and the other player
shows paper, then scissors wins because scissors cut paper. Strictly speak-
ing, it is not absolutely necessary that both players actually move at the
same time. The important thing is that neither player knows what the other
player plans to show until both have moved. It is only necessary that neither
player be aware of the decision of the other player until after both have
moved.

Finally, the Prisoners’ Dilemma is an example of a one-shot game. In a
one-shot game, both players have one, and only one, move. In fact, most
games, such as chess or checkers, involve multiple moves in which the
players “take turns” (i.e., move sequentially). Sequential-move games
are sometimes referred to as dynamic games. Except for the first move,
the move of each player will depend on the moves made by the other
player.

Definition: In a simultaneous-move game neither player is aware of the
decision of the other player until after a pair of moves has been made.

Definition: A strictly dominant strategy results in the largest payoff to a
player regardless of the strategy adopted by any other player.

Definition: The Prisoners’ Dilemma is a two-person, simultaneous-move,
noncooperative, one-shot game in which each player adopts the strategy
that yields the largest payoff, regardless of the strategy adopted by the other
player.
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Suspect B

Do not confess  Confess

(6 months in jail, (10 years in jail,

Do not confesy ¢’ nths in jail] 0 years in jail)

Suspect A

(0 years in jail, [ (5 years in jail,
Confess 10 years in jail)| 5 years in jail)

Payoffs: (Suspect A, Suspect B)
FIGURE 10.8 Payoff matrix for the Prisoners’ Dilemma.

To illustrate the Prisoners’ Dilemma, consider the following situation,
which is described in Schotter (1985) (see also Luce and Raiffa, 1957,
Chapter 5). Two individuals are taken into custody by the police following
the robbery of a store, but after of the booty has been disposed of. Although
the police believe the suspects to be guilty, they do not have enough evi-
dence to convict them. In an effort to extract a confession, the suspects are
taken to separate rooms and interrogated. If neither individual confesses,
the most that either one can be convicted of is loitering at the scene of the
crime, which carries a penalty of 6 months in jail. On the other hand, if one
confesses and turns state’s evidence against the other, the person who talks
will go free by a grant of immunity, while the other will receive 10 years in
prison. Finally, if both suspects confess, both will be convicted, but because
of a lack of evidence (the stolen items having been disposed of prior to their
arrest) the penalty is 5 years on the lesser charge of breaking and entering.
The decision problem and outcomes facing each suspect are illustrated in
Figure 10.8.

The entries in the cells of the payoff matrix refer to the gain or loss to
each player from each combination of strategies. The payoffs are often
depicted in parentheses. The first entry in parentheses in each cell refers
to the payoff to suspect A, while the second entry refers to the payoff to
suspect B. We will adopt the convention that the first entry refers to the
payoff to the player indicated on the left of the payoff matrix, while the
second entry refers in each cell refers to the payoff to the player indicated
at the top. The situation depicted in Figure 10.8 is sometimes referred to as
a normal-form game.

Definition: A normal-form game summarizes the players, possible strate-
gies, and payoffs from alternative strategies in a simultaneous-move game.

In the situation depicted in Figure 10.8, the worst outcome is reserved
for the suspect who does not confess if the other suspect does confess. To
see this, consider the lower left-hand cell of the payoff matrix, which rep-
resents the decision by suspect A to confess and the decision by suspect B
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not to confess. The result of the strategy profile {Confess, Do not confess}
is that suspect A is set free, while suspect B goes to prison for 10 years. Since
the payoff matrix is symmetric, the strategy profile {Do not confess,
Confess} results in the opposite outcome.

It should be remembered that the Prisoners’ Dilemma is a noncoopera-
tive game. Neither suspect has any idea what the other plans to do before
making his or her own move. The key element is strategic uncertainty. Since
both suspects are being held incommunicado, they are unable to cooperate.
Under the circumstances, if both suspects are rational, the decision of
each suspect (i.e., the move that will result in the largest payoff), will be
to confess. Why? Consider the problem from suspect A’s perspective. If
suspect B does not confess, the more advantageous response is to confess,
since this will result in no prison time as opposed to 6 months by not con-
fessing. On the other hand, if suspect B confesses, suspect A would be well
advised to confess because this would result in 5 years in prison, compared
with 10 years by not confessing. In other words, suspect A’s best strategy is
to confess, regardless of the strategy adopted by suspect B. Since the payoff
matrix is symmetric, the same thing is true for suspect B. In this case,
both suspects’ strictly dominant strategy is to confess. The strictly dominant
strategy equilibrium for this game is {Confess, Confess}. In this case, both
suspects will receive 5 years in prison.

The foregoing solution is called a Nash equilibrium, in honor of John
Forbes Nash Jr. who, along with John Harsanyi and Reinhard Selten,
received the 1994 Nobel Prize in economic science for pioneering work in
game theory. A noncooperative game has a Nash equilibrium when neither
player can improve the payoff by unilaterally changing strategies. Nash
created quite a stir in the economics profession in 1950, when he first pro-
posed his now famous solution to noncooperative games, which he called a
“fixed-point equilibrium.” The reason was that his result seemed to contra-
dict Adam Smith’s famous metaphor of the invisible hand, which asserts
that the welfare of society as a whole is maximized when each individual
pursues his or her own private interests. According to the situation depicted
in Figure 10.8, it is clearly in the best interest of both suspects to adopt the
joint strategy of not confessing. This would result in an optimal solution, at
least for the suspects, of only 6 months in prison.

Definition: A Nash equilibrium occurs in a noncooperative game when
each player adopts a strategy that is the best response to what is believed
to be the strategy adopted by the other players. When a game is in Nash
equilibrium, neither player can improve the payoff by unilaterally chang-
ing strategies.

The Prisoners’ Dilemma provides some very important insights into the
strategic behavior of oligopolists. To see this, consider the situation of a
duopolistic industry. Suppose that firm A and firm B are confronted with
the decision to charge a “high” price or a “low” price for their product.
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In the case of the “kinked” demand curve model discussed earlier, for
example, each firm recognizes that a unilateral change in price is likely
to precipitate a response from the rival firm. More specifically, if firm A
charges a “high” price, but firm B charges a “low” price, then firm B will
gain market share at firm A’s expense, and vice versa. On the other hand,
if the two firms were to collude, they could act as a profit-maximizing
monopolist and both would benefit. But collusion, at least in the United
States, is illegal, so it may be possible to model the strategic behavior of the
two firms as a game similar to the Prisoners’ Dilemma (i.e., a two-person,
noncooperative, simultaneous-move, one-shot game). To see this, suppose
that the alternatives facing each firm in the present situation are as sum-
marized in Figure 10.9. The numbers in each cell represent the expected
profit that can be earned by each firm given any combination of a high price
and a low price strategy.

Does either firm have a strictly dominant strategy in this scenario? To
answer this question, consider the problem from the perspective of firm B.
If firm A charges a “high” price, it will be in firm B’s interest to charge a
“low” price. Why? If firm B adopts a high-price strategy, it will earn a profit
of $1,000,000 compared with a profit of $5,000,000 adopts a low-price strat-
egy. On the other hand, if firm A charges a “low” price, then firm B will earn
a profit of $100,000 if it charges a “high” price and $250,000 if it charges a
“low” price. In this case, regardless of the strategy adopted by firm A, it will
be in firm B’s best interest to charge a “low” price. Thus, firm B’s dominant
strategy is to charge a “low” price. What about firm A? Since the entries in
the payoff matrix are symmetric, the outcome will be identical. If firm B
charges a “high” price, it will be in firm A’s best interest to adopt a low-
price strategy, since it will earn a profit of $5,000,000, compared with a profit
of only $1,000,000 by adopting a high-price strategy. If firm B charges a
“low” price, it will again be firm A’s best interest to charge a “low” price
and earn a profit of $250,000 as opposed to earning a profit of only $100,000
by charging a “high” price. Thus, firm A’s dominant strategy is also to charge
a “low” price. Thus, in this noncooperative game, where the pricing decision
of one firm is independent of the pricing decision of the other firm, it pays
for both firms to charge a “low” price, with each firm earning a profit of
$250,000. In other words, the strictly dominant strategy equilibrium for this
game is {Low price, Low price}.

The reader should note that the solution to the game depicted in Figure
10.9 is a Nash equilibrium because neither firm can improve its payoff by
unilaterally switching to another strategy. On the other hand, if both firms
were to cooperate and charge a “high” price, each firm could earn profits
of $1,000,000. Note, however, that a { High price, High price} strategy profile
is not a Nash equilibrium, since either player could improve its payoff by
switching strategies. That is, firm A could earn profits of $5,000,000 by charg-
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Firm B
High price Low price

. ($1,000,000, | ($100,000,
High price | §1,000,000) | $5,000,000)
Firm A

(85,000,000, | ($250,000,
Low price $100,000) $250,000)

Payoffs: (FirmA, FirmB)
FIGURE 10.9 Game theory and interdependent pricing behavior.

ing “low” price, provided firm B continues to charge a “high” price. Of
course, if firm A were to charge a “low” price, firm B would respond by low-
ering its price as well.

Historically, such cartels have proven to be highly unstable. Even if both
firms were legally permitted to collude, distrust of the other firm’s motives
and intentions might compel each to charge a lower price anyway. Whether
the collusive arrangement is legal or illegal, the incentive for cartel
members to cheat is strong. Economic history is replete with examples of
cartels that have collapsed because of the promise of gain at the expense
of other members of the cartel. For such cartel arrangements to be main-
tained, it must be possible to enforce the agreement by effectively penaliz-
ing cheaters. The conditions under which this is likely to occur will be
discussed in Chapter 13.

Problem 10.7. Why do fast-food restaurants tend to cluster in the same
immediate vicinity? Consider the following situation concerning the owners
of two hamburger franchises, Burger Queen and Wally’s. Route 795 was
recently extended from Baconsville to Hashbrowntown. Both franchise
owners currently operate profitable restaurants in Hashbrowntown, a small
town of about 25,000 residents. The exit off Route 795 is 5 miles from Hash-
browntown. Both franchise owners are considering moving their restau-
rants from the center of town to a location near the exit ramp. Regardless
of location, we will assume that there is only enough business for two fast-
food franchises to operate profitably. The franchise owners calculate that
by relocating they will continue to receive some in-town business, but will
also gain customers who use the exit as a rest stop. The payoff matrix for
either strategy in this game is illustrated in Figure 10.10. The first entry in
each cell of the payoff matrix refers to the payoff to Wally’s and the second
entry refers to the payoff to Burger Queen.

a. Does either franchise owner have a strictly dominant strategy?

b. Is the solution to this game a Nash equilibrium?
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Burger Queen

Exit ramp Hashbrowntown

. ($150,000, | ($1,000,000,
Exit ramp $150,000) $100,000)

Wally's

($100,000, ($250,000,
Hashbrowntown|  $1,000,000) $250,000)

Payoffs: (Wally s, Burger Queen)
FIGURE 10.10 Payoff matrix for problem 10.7.

Solution

a. Both franchise owners have a dominant strategy to relocate to the exit
ramp. Consider the problem from Burger Queen’s perspective. If Wally’s
relocates near the exit ramp, it will be in Burger Queen’s best interest
to relocate there as well, since the payoff of $150,000 is greater than
the alternative of $100,000 by remaining in Hashbrowntown. If Wally’s
decides to remain in Hashbrowntown, then, once again, it will be in
Burger Queen’s best interest to relocate, since the payoff of $1,000,000
is greater than $250,000. Thus, Burger Queen’s dominant strategy is to
locate near the exit ramp. Since the entries in the payoff matrix are sym-
metrical, the same must be true for Wally’s. Thus, the dominant-strategy
equilibrium for this game is { Exit ramp, Exit ramp}.

b. Note that the optimal solution for both franchise owners is to agree to
remain in Hashbrowntown, since the payoff to both fast-food restaurants
will be greater. But, this would require cooperation between Burger
Queen and Wally’s. If collusive behavior is ruled out, the dominant-strat-
egy equilibrium {Exit ramp, exit Ramp) is also a Nash equilibrium, since
neither franchise can unilaterally improve its payoff by choosing a
different strategy.

CHAPTER REVIEW

The characteristics of oligopoly are relatively few sellers, either stan-
dardized or differentiated products, price interdependence, and relatively
difficult entry into and exit from the industry. A duopoly is an industry
comprising two firms producing homogeneous or differentiated products
in which entry and exit into and from the industry is difficult.

Two common measures for determining the degree of industrial con-
centration are the concentration ratio and the Herfindahl-Hirschman Index.
Concentration ratios measure the percentage of total industry revenue or
market share accounted for by the industry’s largest firms. The Herfind-
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ahl-Hirschman Index is a measure of the size distribution of firms in an
industry but assigns greater weight to larger firms.

Mutual interdependence in pricing decisions, which is characteristic of
industries with high concentration ratios, makes it difficult to determine the
optimal price for a firm’s product. Collusion occurs when firms coordinate
their output and pricing decisions to maximize the output of the entire
industry. Collusion may take the form of explicit price-fixing agreements,
through so-called price leadership, or by means of other practices that
lessen competitive pressures. Perhaps the best-known example of collusive
behavior is the cartel, which is a formal agreement among producers to allo-
cate market share and/or industry profits.

Four popular models of firm behavior in oligopolistic industries are the
Sweezy (“kinked” demand curve) model, the Cournot model, the Bertrand
model, and the Stackelberg model. The Sweezy model, which provides
insights into the pricing dynamics of oligopolistic firms, assumes that firms
will follow a price decrease by other firms in the industry but will not follow
a price increase. In the Cournot model, each firm decides how much to
produce and assumes that its rival will not alter its level of production in
response. The Bertrand model argues that each firm sets the price of its
product to maximize profits and ignores the price charged by its rival.
Finally, the Stackelberg model assumes that one firm will behave as in the
Cournot model by taking the output of its rival as constant, but the rival
will incorporate this behavior into its production decisions.

Game theory is perhaps the most important tool in the economist’s ana-
lytical kit for analyzing strategic behavior. Strategic behavior is concerned
with how individuals make decisions when they recognize that their actions
affect, and are affected by, the actions of other individuals or groups. The
Prisoners’ Dilemma is an example of a two-person, noncooperative, simul-
taneous-move, one-shot game in which both players have a strictly domi-
nant strategy (i.e., one that results in the largest payoff regardless of the
strategy adopted by any other players). A Nash equilibrium occurs in a
noncooperative game when each player adopts a strategy that is the best
response to what is believed to be the strategy adopted by any other player.
When a two-person game is in Nash equilibrium, neither player can
improve the payoff by unilaterally changing strategies.

KEY TERMS AND CONCEPTS

Bertrand model A theory of strategic interaction in which a firm sets the
price of its product to maximize profits and ignores the prices charged
by its rivals.

Cartel An agreement among firms in an oligopolistic industry to allocate
market share and/or industry profits.
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Collusion A formal agreement among firms in an oligopolistic industry to
restrict competition to increase industry profits. Collusion may occur
when firms in an oligopolistic industry recognize that their pricing poli-
cies are mutually interdependent. Collusion may take the form of explicit
price-fixing agreements, so-called price leadership, or other practices that
ameliorate competitive pressures.

Concentration ratios One way to distinguish an oligopoly from other
market structures is through the use of concentration ratios, which
measure the percentage of the total industry revenue or market share
that is accounted for by the largest firms in an industry.

Cournot model The theory of strategic interaction according to which
each firm decides how much to produce by assuming that its rivals will
not alter their level of production in response.

Duopoly An industry comprising two firms producing homogeneous or
differentiated products; it is very difficult to enter the industry and to
leave it.

Game theory Game theory is the study of how rivals make decisions in
situations involving strategic interaction (i.e., move and countermove) to
achieve some optimal outcome. The best-known of game theoretic sce-
narios is the Prisoners’ Dilemma, which is a two-person, noncooperative,
simultaneous-move, one-shot game.

Herfindahl-Hirschman Index A measure of the size distribution of firms
in an industry that considers the market share of all firms and gives dis-
proportionate weight to larger firms.

“Kinked” demand curve A model of firm behavior that seeks to explain
price rigidities in oligopolistic industries. The model postulates that a firm
will not raise its price because the increase will not be matched by its
competitors, which would result in a loss of market share. The firm real-
izes this and is reluctant to sacrifice its market position to its competi-
tors. On the other side, a firm will not lower its price, since the reduction
will be matched by its competitors who themselves are not willing to cede
market share.

Mutual interdependence in pricing Exists when firms in an oligopo-
listic industry recognize that their pricing policies are mutually interde-
pendent. When mutual interdependence in pricing is recognized, firms
might agree to coordinate their output decisions to maximize industry
profits.

Nash equilibrium Occurs in a noncooperative game when each player
adopts a strategy that is the best response to what is believed to be the
strategy adopted by any other player. When a two-person game is in
Nash equilibrium, neither player can improve the payoff by unilaterally
changing strategies.

Normal-form game Summarizes the players, possible strategies, and
payoffs from alternative strategies in a simultaneous-move game.
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Oligopoly An industry comprising a few firms producing homogeneous
or differentiated products, it is very difficult to enter the industry and to
leave it.

Payoff The gain or loss to each player in a game.

Price fixing A form of collusion in which firms in an oligopolistic industry
conspire to set product prices. Price leadership is a form of price fixing.

Price leadership A form of price collusion in which a firm in an oligopo-
listic industry initiates a price change that is matched by other firms in
the industry.

Price rigidities The result of the tendency of product prices to change
infrequently in oligopolistic industries.

Prisoners’ Dilemma A two-person, simultaneous-move, noncooperative,
one-shot game in which each player adopts the strategy that yields the
largest payoff, regardless of the strategy adopted by the other player.

Product differentiation Goods or services that are in fact somewhat dif-
ferent or are perceived to be so by the consumer but nonetheless perform
the same basic function are said to exemplify product differentiation.

Reaction function In the Cournot duopoly model, a firm’s reaction func-
tion indicates a profit-maximizing firm’s output level given the output
level of its rival. In The Bertrand duopoly model, a firm’s reaction func-
tion indicates a profit-maximizing firm’s price given the price changed
by its rival.

Simultaneous-move game A game in which neither player is aware of the
decision of the other player until after the moves have been made.

Stackelberg model The theory of strategic interaction in which one firm,
the “Stackelberg leader,” believes that its rival, the “Stackelberg fol-
lower,” will not alter its level of output. The production decisions of the
Stackelberg leader will exploit the anticipated behavior of the Stackel-
berg follower.

Strategic behavior Actions reflecting the recognition that the behavior of
an individual or group affects, and is affected by the actions of other indi-
viduals or groups.

Strategy A decision rule that indicates what action a player will take when
confronted with the need to make a decision.

Strategy profile The collection of strategies adopted by a player.

Strictly dominant strategy A strategy that results in the largest payoff to
a player regardless of the strategy adopted by other players.

CHAPTER QUESTIONS

10.1 In contrast to perfect and monopolistic competition, oligopolistic
market structures are characterized by interdependence in pricing and
output decisions. Explain.



414 MARKET STRUCTURE: DUOPOLY AND OLIGOPOLY

10.2 Oligopolies are characterized by “a few” firms in the industry. What
is meant by “a few firms,” and when does “a few” become “too many”?

10.3 Product differentiation is an essential characteristic of oligopolistic
market structures. Do you agree? Explain.

10.4 What is the concentration ratio? What are the weaknesses of con-
centration ratios as measures of oligopolistic market structures?

10.5 Explain why the Herfindahl-Hirschman Index is superior to the
concentration ratio.

10.6 Bertrand criticized Cournot’s duopoly model for its assumption of
constant prices. Do you agree with this statement? If not, then why not?

10.7 What is a reaction function?

10.8 How does the Stackelberg duopoly model modify the Cournot
duopoly model?

10.9 E.H. Chamberlin criticized the Cournot, Bertrand, and Stackelberg
duopoly models for the naivete of their underlying assumptions. To what,
specifically, was Chamberlin referring?

10.10 What is a cartel? In what way is an analysis of a cartel similar to
an analysis of a monopoly?

10.11 The “kinked” demand curve model suffers from the same weak-
ness as the Cournot, Bertrand, and Stackelberg models in that it fails to
consider the interdependence of pricing and output decisions of rival firms
in oligopolistic industries. Do you agree? Explain.

10.12 The “kinked” demand curve model has been criticized on two
important points. What are these points?

10.13 In what way does the application of game theory as an explana-
tion of interdependent behavior among firms in oligopolistic industries rep-
resent an improvement over earlier models?

10.14 What is a Nash equilibrium?

10.15 The Prisoners’ Dilemma is an example of a one-shot, two-player,
simultaneous-move, noncooperative game. If the players are allowed to
cooperate, a Nash equilibrium is no longer possible. Do you agree with this
statement? If not, then why not?

CHAPTER EXERCISES

10.1 Suppose that the demand function for an industry’s output is P =
55 — Q. Suppose, further, that the industry comprises two firms with con-
stant average total and marginal cost, ATC = MC = 5. Finally, assume that
each firm in the industry believes that its rival will not alter its output when
determining how much to produce.

a. Give the equilibrium price, quantity, and profit of each firm in the

industry. (Hint: Use the Cournot duopoly model to analyze the situ-
ation.)
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b. Assuming that this is a perfectly competitive industry, give the price
and output level.

c. Suppose that there are 10 firms in this industry. What is output of the
industry? What is the output level of each firm?

d. Suppose that the industry is dominated by a single profit-maximizing
firm. What is the firm’s output? How much will the firm charge for its
product? What is the firm’s profit?

10.2 Consider the following market demand and cost equations for two

firms in a duopolistic industry.

P=100-5(0, +0>)
TC, = 5Q1
TCZ = 5Q2
a. Determine each firm’s reaction function.
b. Give the equilibrium price and profit-maximizing output for each
firm, and each firm’s maximum profit.

10.3 Suppose that the inverse market demand equation for the homo-
geneous output of a duopolistic industry is

P=A-(0:+0,)
and that the two firms’ cost equations are

TC,=B
TC2 = C
where A, B, and C are positive constants. What is the profit-maximizing
level of output for each firm?
10.4 Suppose that firm 2 in Exercise 10.2 is a Stackelberg leader and that
firm 1 is a Stackelberg follower. What is the profit-maximizing output level
for each firm?

10.5 Suppose that the demand functions for the product of two profit-
maximizing firms in a duopolistic industry are

0, =50-5P, +2.5P,
Q2 = 20—25P2 +5})1
Total cost functions for the two firms are
TC1 = 25Q1
TC2 = SOQZ

a. What are the reaction functions for each firm?
b. Give the equilibrium price, profit-maximizing output, and profits for
each firm.
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Cord
750 cars a 500 cars a
month month

750 carsa | ($5,000,000, | ($3,000,000,
month $5,000,000) | $6,000,000)

Auburn

500 cars a ($6,000,000, ($4,000,000,
month $3,000,000) $4,000,000)

Payoffs: (Auburn, Cord)
FIGURE E10.8 Payoff matrix for chapter exercise 10.8.

10.6 Suppose that an oligopolist is charging a price of $500 and is selling
200 units of output per day. If the oligopolist were to increase price above
$500, quantity demanded would decline by 4 units for every $1 increase in
price. On the other hand, if the oligopolist were to lower the price below
$500, quantity demanded would increase by only 1 unit for every $1
decrease in price. If the marginal cost of producing the output is constant,
within what range may marginal cost vary without causing the profit-max-
imizing oligopolist to change either the price of the product or the level of
output?

10.7 Thunder Corporation is an oligopolistic firm that faces a “kinked”
demand curve for its product. If Thunder charges more than the prevailing
market price, the demand curve for its product may be described by the
demand equation

0, =40-2P

On the other hand, if Thunder charges less than the prevailing market price,
it faces the demand curve

0, =12-04P

What is the prevailing market price for Thunder’s product?

At the prevailing market price, what is Thunder’s total output?
What is Thunder’s marginal revenue function?

Assuming that Thunder Corporation is a profit maximizer, at the pre-
vailing market price what is the possible range of values for marginal
cost?

e. Diagram your answers to parts a, b, and c.

10.8 In the country of Arcadia there are two equal-sized automobile
manufacturers that share the domestic market: Auburn Motorcar Company
and Cord Automobile Corporation. Each company can produce 500 or 750
midsized automobiles a month. The payoff matrix for either strategy in this
game is illustrated in Figure E10.8. The first entry in each cell of the payoff

e o
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matrix refers to the payoff to Auburn and the second entry refers to the
payoff to Cord.

a. Does either firm have a dominant strategy?

b. What is the Nash equilibrium for this game?
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11

PRICING PRACTICES

We have thus far discussed output and pricing decisions under some very
simplistic assumptions. We have assumed, for example, that a firm is a profit
maximizer, that it produces and sells a single good or service, that all pro-
duction takes place in a single location, that the firm operates within a well-
defined market structure, and that management has precise knowledge
about the firm’s production, revenue, and cost functions. In addition, we
assumed that the firm sells its output at the same price to all consumers in
all markets. These conditions, however, are rarely observed in reality. These
in the next two chapters we apply the tools of economic analysis developed
earlier to more specific real-world situations, including multiplant and
multiproduct operations, differential pricing, and non-profit-maximizing
behavior.

PRICE DISCRIMINATION

For firms with market power, price discrimination refers to the practice
of tailoring a firm’s pricing practices to fit specific situations for the purpose
of extracting maximum profit. Price discrimination may involve charging
different buyers different prices for the same product or charging the same
consumer different prices for different quantities of the same product. Price
discrimination may involve pricing practices that limit the consumers’
ability to exercise discretion in the amounts or types of goods and services
purchased. In whatever guise price discrimination is practiced, it is often
viewed by the consumer, when the consumer understands what is going on,
as somehow nefarious, or at the very least “unfair.”
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Definition: Price discrimination occurs when profit-maximizing firms
charge different individuals or groups different prices for the same good or
service.

The literature generally discusses three degrees of price discrimination.
First-degree price discrimination, which involves charging each individual
a different price for each unit of a given product, is potentially the most
profitable of the three types of price discrimination. First-degree price dis-
crimination is the least often observed because of very difficult informa-
tional requirements. Second-degree price discrimination differs from
first-degree price discrimination in that the firm attempts to maximize
profits by “packaging” its products, rather than selling each good or service
one unit at a time. Finally, third-degree price discrimination occurs when
firms charge different groups different prices for the same good or service.
While not as profitable as first-degree and second-degree price discrimina-
tion, third-degree price discrimination is the most commonly observed
type of differential pricing. A recurring theme in most, but not all, price
discriminatory behavior is the attempt by the firm to extract all or some
consumer surplus.

FIRST-DEGREE PRICE DISCRIMINATION

We have noted that price discrimination occurs when different groups
are charged different prices for the same product subject to certain condi-
tions. Theoretically, price discrimination could take place at any level of
group aggregation. Price discrimination at its most disaggregated level
occurs when each “group” consists a single individual. First-degree price
discrimination occurs when firms charge each individual a different price
for each unit purchased. The price charged for each unit purchased is based
on the seller’s knowledge of each individual’s demand curve. Because it is
virtually impossible to satisfy this informational requirement, first-degree
price discrimination is extremely rare. Nevertheless, an analysis of first-
degree price discrimination is important because it underscores the ratio-
nale underlying differential pricing.

Definition: First-degree price discrimination occurs when a seller charges
each individual a different price for each unit purchased.

The purpose of first-degree price discrimination is to extract the total
amount of consumer surplus from each individual customer. The concept
of consumer surplus was introduced in Chapter 8. Consumer surplus rep-
resents the dollar value of benefits received from purchasing an amount of
a good or service in excess of benefits actually paid for. In Figure 11.1, which
illustrates an individual’s demand (marginal benefit) curve for a particular
product, the market price of the product is $3. At that price, the consumer
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purchases 10 units of the product. The total expenditure by the consumer,
and therefore the total revenues to the firm, is $3 x 10 = $30. It is clear from
Figure 11.1, however, that the individual would have been willing to pay
much more for the 10 units purchased at $3. In fact, as we will see, only the
tenth unit was worth $3 to the consumer. Each preceding unit was worth
more than $3.

Suppose that we lived in a world of truth tellers. The consumer whose
behavior is represented in Figure 11.1 enters a shop to purchase some
amount of a particular product. The consumer is completely knowledgeable
of his or her preferences and the value (to the consumer) of each additional
unit. The process begins when the shopkeeper inquires how much the con-
sumer is willing to pay for the first unit of the good. The consumer truth-
fully states a willingness to pay $12. A deal is struck, the sale is made, and
the consumer expends $12, which becomes $12 in revenue to the shop-
keeper. The process continues. The shopkeeper then inquires how much the
consumer is willing to pay for the second unit. By the law of diminishing
marginal utility, the consumer truthfully acknowledges a willingness to pay
$11. Once again, a deal is struck, the sale is made, and the consumer expends
an additional $11, which becomes an additional $11 in revenue to the
shopkeeper.

This process continues until the tenth unit is purchased for $3. The con-
sumer will not purchase an eleventh unit, since the amount paid ($3) will
exceed the dollar value of the marginal benefits received ($2). By pro-
ceeding in this manner, the consumer has paid for each item purchased an
amount equivalent to the marginal benefit received, or a total expenditure
of $75. This amount is $45 greater than would have been paid in a conven-
tional market transaction. In other words, the shopkeeper was able extract
$45 in consumer surplus.

Definition: Consumer surplus is the value of benefits received per unit
of output consumed minus the product’s selling price.
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Of course, this mind experiment is unrealistic in the extreme. Moreover,
the amount of consumer surplus we calculated is only a rough approxima-
tion. With the price variations made arbitrarily small, the actual value of
consumer surplus is the value of the shaded area in Figure 11.1. Our sce-
nario, however, underscores the benefits to the firm being able to engage
in first-degree price discrimination.

Alas, we do not live in a world of truth tellers. Even if we were com-
pletely cognizant of our individual utility functions, we would more than
likely understate the true value of the next additional unit offered for sale.
Moreover, even if the firm knew each consumer’s demand equation, the
realities of actual market transactions make it extremely unlikely that the
firm would be able to extract the full amount of consumer surplus. Trans-
actions are seldom, if ever, conducted in such a piecemeal fashion.

More formally, for discrete changes in sales (Q), consumer surplus may
be approximated as

CS= Y, (P xAQ)-P,0, (11.1)

i=l-n

where Q, is the quantity demanded by individual i at the market price, P,. If
we assume that the individual’s demand function is linear, that is,

P, =by+ b0, (11.2)

then consumer surplus is approximated as

CS= Y (by+bQ)AQ-P,0, (11.3)

i=l-n

Examination of Equation (11.3) suggests that the smaller AQ, the better
the approximation of the shaded area in Figure 11.1. It can be easily demon-
strated, and can be seen by inspection, that for a linear demand equation,
as AQ — 0 the value of the shaded area in Figure 11.1 may be calculated
as

CS =0.5(b, - P,)Q, (11.4)

In Chapter 2 we introduced the concept of the integral as accurately rep-
resenting the area under a curve. The concept of the integral can be applied
in this instance to calculate the value of consumer surplus. Defining the
demand curve as P = f(Q), consumer surplus may be defined as

CS = [ (QMQ - P*Q

where P, and Q, are the equilibrium price and quantity, respectively. Sub-
stituting Equation (11.2) into the integral equation yields
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CS = (by+b,0)dQ - P,0,
=[byQ; +0.56,07], - PO,
=[50Q, +0.55,021-[by(0)+0.55,(0)’ |- P, O,
= [bUQn + OSler%] - PnQn

If we assume that the demand equation is linear and that the firm is able
to extract consumer surplus, how can we find the profit-maximizing price
and output level? If the firm is able to extract consumer surplus, total
revenue is

TR = PQ+0.5(b, - P)Q (11.5)

If we assume that total cost as an increasing function of output, then the
total profit function is

Q) =TR(Q)-TC(Q) (11.6)
Substituting Equations (11.4) and (11.5) into Equation (11.6) yields

= (by —bQ)0+0.5[by — (by + h,Q)Q]-TC

=bQ+0.5h,0*-TC (11.7)
The first- and second-order conditions for profit maximization are
dn
E=b0+b1Q—MC=O (11.8a)
2 pu—
dn” _ b —dMC <0 (11.8b)
dQ? dQ
Solving Equation (11.8a) for output yields
or=MC=b (11.9)
by
Substituting Equation (11.9) into Equation (11.2) yields
MC -
P*=b0+b1(cb—b0):b0+(MC—bO):MC (11.10)
1

Under the circumstances, the firm attempting to extract consumer
surplus does not actually charge a price equal to marginal cost. Instead,
the firm will calculate consumer surplus by substituting Equation (11.10)
into Equation (11.4). It should be noted that Equation (11.10) looks
similar to the one the profit-maximizing firm operating in a perfectly
competitive industry. Of course, the crucial difference is that P > MC for a
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profit-maximizing firm facing a downward-sloping demand curve for its
product.

Problem 11.1. Assume that an individual’s demand equation is
P =20-20,

Suppose that the market price of the product is P, = $6.
a. Approximate the value of this individual’s consumer surplus for AQ = 1.
b. What is value of consumer surplus as AQ — 0?

Solution
a. The equation for approximating the value of consumer surplus for dis-
crete changes in Q when the demand function is linear is

CS = 2 (bO +b1Qi)AQ _PnQn
i=l-n
For P, =$6 and AQ =1 this equation becomes
CS= Y (20-20,)-42
i=l-n
For values of Q; from 0 to 7 this becomes
CS =[20-2(1)]+[20 - 2(2)] +[20 — 2(3)] +[20 — 2(4)]
+[20 - 2(5)]+[20 - 2(6)]+[20 — 2(7)] - 42
=18+16+14+12+10+8+6—-42 =$42

The approximate value of consuming 7 units of this good is approxi-
mately $84 dollars. If the consumer pays $6 for 7 units of the good, then
the individual’s total expenditure is $42. The approximate dollar value
of benefits received, but not paid for, is $42.

b. The value of the individual’s consumer surplus as AQ — 0 is given by
the expression

CS =0.5(by — P,)O,
Substituting into this expression we obtain
CS=0.5(20-6)7 =0.5(14)7 = $49

The actual value of consumer surplus is $49, compared with the approx-
imated value of $42 calculated in part a.

SECOND-DEGREE PRICE DISCRIMINATION

Sometimes referred to as volume discounting, second-degree price dis-
crimination differs from first-degree price discrimination in the manner in
which the firm attempts to extract consumer surplus. In the case of second-
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degree price discrimination, sellers attempt to maximize profits by selling
product in “blocks” or “bundles” rather than one unit at a time. There are
two common types of second-degree price discrimination: block pricing and
commodity bundling.

Definition: Second-degree price discrimination occurs when firms sell
their product in “blocks” or “bundles” rather than one unit at a time.

Block Pricing

Block pricing, or selling a product in fixed quantities, is similar to first-
degree price discrimination in that the seller is trying to maximize profits
by extracting all or part of the buyer’s consumer surplus. Eight frankfurter
rolls in a package and a six-pack of beer are examples of block pricing.

The rationale behind block pricing is to charge a price for the package
that approximates, but does not exceed, the total benefits obtained by the
consumer. Suppose, for example, that the estimated demand equation of the
average consumer for frankfurter rolls is given as Q =24 — 80P. Solving this
equation for P yields P =0.3 —0.0125Q. Suppose, further, that the marginal
cost of producing a frankfurter roll is constant at $0.10. This situation is
illustrated in Figure 11.2.

With block pricing the firm will attempt to get the consumer to pay for
the full value received for the eight frankfurter rolls by charging a single
price for the package. If frankfurter rolls were sold for $0.10 each, the total
expenditure by the typical consumer would be $0.80. The firm will add the
value of consumer surplus to the package of eight frankfurter rolls, as
follows:

Block price =TR=PQ+CS = PQ+0.5(b, — P)Q
=0.1(8)+0.5(0.3—0.1)8 = $1.60

The profit earned by the firm is
n=TR-TC =PQ+0.5(b, — P)Q —(MC x Q) =$1.60-$0.80 = $0.80
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If this firm operated in a perfectly competitive industry and frankfurter
rolls were sold individually, the selling price would be $0.10 per roll and the
firm would break even. In other words, the firm would earn only normal
profits, since TR = TC.

One interesting variation of block pricing is amusement park pricing.
While it is not possible for the management of an amusement park to know
the demand equation for each individual entering the park, and therefore
first-degree price discrimination is out of the question, suppose that man-
agement had estimated the demand equation of the average park visitor.
Figure 11.3 illustrates such a demand relationship.

In Figure 11.3 the marginal cost to the amusement park of providing a
ride is assumed to be $0.50. If the amusement park is a profit maximizer, it
will set the average price of a ride at $2 per ride (i.e., where MR = MC). At
$2 per ride, the average park visitor will ride 12 times for an average total
expenditure of $24 per park visitor. The total profit per visitor is

n=TR-TC =PQ—(MC x Q) =2(12)-0.5(12) = $18

At the profit-maximizing price, however, the average park visitor will
enjoy a consumer surplus on the first 11 rides. The challenge confronting
the managers of the amusement park is to extract this consumer surplus.

Rather than charging on a per-ride basis, many amusement parks charge
a one-time admission fee, which allows park visitors to ride as often as they
like. What admission fee should the amusement park charge? The park will
calculate consumer surplus as if the price per ride is equal to the marginal
cost to the amusement park of providing a single ride. Substituting Equa-
tion (11.22) into Equation (11.16), the amount of consumer surplus is

CS=0.5(9-0.5)24 =$102

The one-time admission fee charged by the amusement park should
equal the marginal cost of providing a ride multiplied by the number of
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rides, plus the amount of consumer surplus. On average, the amusement
park expects each guest to ride approximately 24 times. Thus, the amuse-
ment park should charge a one-time admission of $114 [(MC x Q) + CS =
$0.5(24) + $102].

The main difference between the block pricing of frankfurter rolls and
admission to an amusement park is that while frankfurter rolls are very
much a private good, amusement park rides take on the characteristics of
a public good. The distinction between private and public goods will be dis-
cussed in greater detail in Chapter 15. For now, it is enough to say that the
ownership rights of private goods are well defined. The owner of the private
property rights to a good or service is able to exclude all other individuals
from consuming that particular product. Moreover, once the product has
been consumed, as in this case frankfurter rolls, there is no more of the good
available for anyone else to consume. In other words, private goods have
the properties of excludability and depletability.

The situation is quite different with public goods. For one thing, use by
one person of a public good such as commercial radio programming or tele-
vision broadcasts does not decrease its availability to others. Another
important characteristic of a public good is unlimited access by individuals
who have not paid for the good. This is the characteristic of nonexclud-
ability. While cable television broadcasts possess the characteristic of non-
depletability, they are not public goods because nonpayers can be excluded
from their use.

In the case of public goods, private markets often fail because consumers
are unwilling to reveal their true preferences for the good or service, which
makes it difficult, if not impossible, to correctly price the good. This phe-
nomenon is often referred to as the free-rider problem. In the case of pure
public goods, the government is often obliged to step in to provide the good
or service. The most commonly cited examples of public goods are national
defense and police and fire protection. The provision of public goods is
financed through tax levies.

Block pricing by amusement parks is similar to block pricing by cable
television companies in that the success of this pricing policy depends cru-
cially on management’s ability to deny access to nonpayers. This is usually
accomplished by controlling access to the park. It is not unusual for large
amusement parks, such as the Six Flags, Busch Gardens, or Disney World
theme parks, to be isolated from densely populated areas. Access to the
park is typically limited to one or a few points, and the perimeter of the
park is characterized by high walls, fences, or a natural obstacle, such as a
lake, constantly guarded by security personnel. It is much more difficult for
older amusement parks, which are usually located in densely populated
metropolitan areas, to engage in a one-time admission fee pricing policy
because of the difficulty associated with controlling access to park grounds.
In such cases, an alternative pricing policy to extract consumer surplus is
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necessary. One such technique is to sell identifying bracelets that enable
park visitors to ride as often as they like for a limited period of time, say,
two hours. This approach is often advertised as a POP (pay-one-price) plan.
Thus, access to rides is not controlled at the park entrance, but at the
entrance to individual rides.

Ironically, whatever technique is used to extract consumer surplus by
amusement parks, it is good public relations. Park visitors like the conve-
nience of not having to pay per ride. What is more, most park visitors believe
that this pricing practice is a by-product of the management’s concern for
the comfort and convenience of guests, which is probably true. Finally, and
most important, many amusement park visitors believe that they are getting
their money’s worth by being able to ride as many times as they like, which
is, of course, true. But do they get more than their money’s worth? This may
also be true, but it should not be forgotten that the purpose of this type of
pricing is to maximize amusement park profits by extracting as much con-
sumer surplus as possible.

Problem 11.2. Seven Banners High Adventure has estimated the follow-
ing demand equation for the average summer visitor to its theme park

0=27-3P

where Q represents the number or rides by each guest and P the price per
ride in U.S. dollars. The total cost of providing a ride is characterized by the
equation

TC=1+Q

Seven Banners is a profit maximizer considering two different pricing
schemes: charging on a per-ride basis or charging a one-time admission fee
and allowing park visitors to ride as often as they like.

a. How much should the park charge on a per-ride basis, and what is the
total profit to Seven Banners per customer?

b. Suppose that Seven Banners decides to charge a one-time admission fee
to extract the consumer surplus of the average park guest. What is the
estimated average profit per park guest? How much should Seven
Banners charge as a one-time admission fee? What is the amount of con-
sumer surplus of the average park guest?

Solution
a. Solving the demand equation for P yields
Y
P=9-=
3

The per-customer total revenue equation is
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2
TR=PQ=(9—%)Q=9Q—QT

The per-customer total profit equation is
2 QZ
n=TR-TC =9Q_T_(1+Q)_ —1+8Q——

The first- and second-order conditions for profit maximization are dn/dQ
=0 and d’n/dQ? < 0, respectively. The profit-maximizing output level is

dn 20

22 g2 9

do 3
0%=12

To verify that this is a local maximum, we write the second derivative of
the profit function
d’n -2

T
0?3

which satisfies the second-order condition for a local maximum. The
profit-maximizing price per ride is, therefore,

12
P¥=9-—2=5
3

The estimated average profit per Seven Banners guest with per-ride
pricing is

n=-1+8(12)— =$47

b. If Seven Banners charges a one-time admission fee, it will attempt to
extract the total amount of consumer surplus. Since the demand equa-
tion is linear, the estimated consumer surplus per average rider is given
by the equation

CS=0.5(b, - P)Q
From Equation (11.7) the profit equation for Seven Banners is

n=TR-TC = (bo + le)Q + OS[bO - (b() + le)]Q -TC

_ (9 _Q)Q+O.5[9 —(9 —%}Q ~(1+Q)

—9Q—Q—2+05Q2 ~1-0= 8Q—Q—2—1
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The first-order condition for profit maximization is

dn 0

—=8-==0

dQ 3
0*=24

After substituting this value into the demand equation we get

P*=9—23—4=1=MC

Total profit is, therefore,

n=8Q—?2—1=8(24)—(24)

-1=192-96-1=%95

The one-time admission fee should equal the total cost per guest of pro-
viding 24 rides plus the total amount of consumer surplus, that is,

Admission fee =TR=(MC x Q)+ CS =(MC x Q)+0.5(b, - MC)Q
—1(24)+0.5(9 —1)24 = 24+ 96 = $120

Thus the estimated consumer surplus of the average park guest is $96.

Two-Part Pricing

A variation of block pricing is two-part pricing. Two-part pricing is used
to enhance a firm’s profits by first charging a fixed fee for the right to pur-
chase or use the good or service, then adding a per-unit charge. As in the
case of block pricing, two-part pricing is often used by clubs to extract con-
sumer surplus. To see how two-part pricing works, consider Figure 11.4,
which illustrates the demand for country club membership.

In Figure 11.4 the per-visit demand to the country club is
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0=265-0.5P

The club’s total cost equation is

TC =15+50Q

If the management of the country club were to charge its members a
single price, the profit-maximizing price and output level would be 12 and
$29, respectively. The country club’s profit would be ($24 x 12) — ($5 x 12)
= $288. At this price-quantity combination, each member of the club would
receive consumer surplus (value received but not paid for) of 0.5[(53 —29)
x 12] = $144.

If, on the other hand, the country club were to use two-part pricing, it
could extract the maximum amount of consumer surplus, which is the
shaded area in Figure 11.4. In this case, the club would charge an initiation
fee of 0.5[($53 — $5) x $24] = $576 and impose a per-visit charge of $5 to
cover the cost of services. It is clear that the initiation fee is pure profit and
is a substantial improvement over the profit of $288 earned by charging a
single price per visit.

Commodity Bundling

Another form of second-degree price discrimination is commodity
bundling. Commodity bundling involves combining two or more different
products into a single package, which is sold at a single price. Like block
pricing, commodity bundling is an attempt to enhance the firm’s profits by
extracting at least some consumer surplus.

A vacation package offered by a travel agent that includes airfare, hotel
accommodations, meals, entertainment, ground transportation, and so on
is an example of commodity bundling. Another example of commodity
bundling, and one that has elicited considerable attention from the U.S.
Department of Justice, is Microsoft’s bundling of its Internet Explorer
internet web browser with its Windows 98 software package. The federal
government’s interest stemmed not so much from Microsoft’s ability to
enhance profits by bundling its products, but from a near monopoly in the
market for web browsers. Microsoft was able to ochieve because economies
of scale.

To understand how commodity bundling enhances a company’s profits,
consider the case of a resort hotel that sells weekly vacation packages.
Suppose that the package includes room, board, and entertainment. Let us
further suppose that the marginal cost to the resort hotel of providing the
package is $1,000.

Management has identified two groups of individuals that would be
interested in the vacation package. Although the hotel is not able to iden-
tify members of either group, it does know that each group values the com-
ponents of the package differently. To keep the example simple, assume that
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TABLE 11.1 Commodity bundling and vacation
packages.

Group Room and board Entertainment
1 $2,500 $500

2 $1,800 $750

there are an equal number of members in each group. To further simplify
the example, assume that total membership in each group is a single indi-
vidual. Table 11.1 illustrates the maximum amount that each group will pay
for the components of the package.

If the resort hotel could identify the members of each group, it might
engage in first-degree price discrimination and charge members of the first
group $3,000 and members of the second group $2,550 for the vacation
package. Since the marginal cost of providing the service to each group is
$1,000, the hotel’s profit would be $3,550 per group. Since the hotel is not
able to identify members of each group, what price should the hotel charge
for the package?

Suppose the hotel decides to price each component of the package
separately. If it charges $2,500 for room and board, it would sell only to the
first group, and its total revenue would be $2,500. Members of the second
group will not be interested because the price is above what the value they
attach to room and board. If, on the other hand, the hotel were to charge
$1,800 for room and board, it would sell to both groups for a total revenue
of $3,600. Clearly, then, the hotel will charge $1,800.

The same scenario holds true for entertainment. If the hotel charges
$750, then only members of the second group will purchase entertainment
and the hotel will generate revenues of only $750. On the other hand, if the
hotel charges $500, both groups will purchase entertainment and generate
revenues of $1,000. Thus, whether the hotel charges per item or charges a
package price of $1,800 + $500 = $2,300, the profit from each group will be
$1,300. Since we have assumed that there is only one individual in each
group, the hotel’s total profit is $2,600.

Now, although a package price of $2,300 appears to be reasonable from
the point of view of the profit-conscious hotel, the story does not end there.
As it turns out, the hotel can do even better if it charges a package price of
$1,800 + $750 = $2,550. The reason is simple. Management knows that the
value of the package to the first group is $2,500 + $500 = $3,000. It also
knows that the value to the second group is $1,800 + $750 = $2,550. By
bundling room, board, and entertainment and selling the package for
$2,550, the hotel will sell both components of the package to members of
both groups. At a package price of $2,550, the hotel earns a profit of $1,550,
instead of $1,300, from each group. Again, since we have assumed that there
is only one person in each group, the hotel’s total profit is now $3,100.
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TABLE 11.2 Commodity bunding and new car

options I.

Group Power steering CD stereo system
1 $1,700 $300

2 $1,600 $320

3 $1,500 $340

In the foregoing example, by bundling room, board, and entertainment
and charging a single package price, the hotel has enhanced its profits by
$250 per group member. The hotel has extracted the entire amount of con-
sumer surplus from members of the second group and some consumer
surplus from members of the first group.

Problem 11.3. A car dealership offers power steering and a compact disc

stereo system as options in all new models. Suppose that the dealership sells

to members of three different groups of new car buyers and that there are

five individuals in each group. Table 11.2 illustrates how the members of

each group value power steering and a compact disc stereo sound system.
Suppose that the per-unit cost of providing power steering and a CD

stereo system is $1,200 and $250, respectively.

a. If the dealership sold each option separately, how much profit would it
earn from each group member?

b. If the dealership cannot easily identify the members of each group, how
should it price a package consisting of power steering and a CD stereo
system? What will be the dealership’s profit on each package sold?

Solution

a. If the dealership sells each item separately, it would change $1,500 for
power steering, for a profit of $300 per sale. Given that there are five
members in each group, the dealership has generated total profits of
$4,500. By contrast, if the dealership sells power steering for $1,600, it
will earn a profit of $400 per sale. But since only members of the second
and third groups will purchase power steering, the dealership’s total
profit will only be $4,000.

Similarly, the dealership will sell compact disc stereo systems for $300,
for a profit of $50 per sale. Again, since there are five members in each
group, the dealership’s total profit will be $750. By contrast, if the deal-
ership sells the option for $320 it will earn a profit of $70 per sale. Since,
however, only members of the first and second group will opt for the CD
stereo system at this price, the dealership’s total profit will be $700.

b. If the dealership sells power steering and a CD stereo system at a
package price of $1,800, as suggested in the answer to part a, the total
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TABLE 11.3 Commodity bundling and new car

options II.

Group Power steering CD stereo system
1 $2,000 $300

2 $1,800 $350

3 $1,500 $400

profit will be $4,700. However, if the dealership sells the package for
$1,840, it will appeal to members of all three groups. In this way, the
dealership will extract total consumer surplus from members of the third
group, and at least some consumer surplus from the remaining two
groups. The dealership’s total profit will be $5,850.

Problem 11.4. Suppose that the members of each group in Problem 11.3
valued power steering and a compact disc stereo sound system as in Table
11.3.

The per-unit cost of providing power steering and a CD stereo system
remains $1,200 and $250, respectively. How much will the dealership now
change for power steering and a CD stereo system as a package? What will
be the dealership’s profit on each package sold? What is the dealership’s
total profit?

Solution. In Problem 11.3, we saw that the profit-maximizing price for the
package was equivalent to the sum of the prices the third group was willing
to pay for each option separately. If we were to follow that practice in this
case, the profit on each package sold would be $1,900 — $1,450 = $450, for
a total profit of $450 x 15 = $6,750. Suppose, however, that the dealership
charged $2,150 for the package, which is the value placed on the package
by the second group? The profit on each package sold would be $2,150 —
$1,450 = $700, for a total profit of $700 x 10 = $7,000. Finally, if the dealer-
ship charged $2,300 for both options, which is the value placed on the
package by the first group, the profit on each package would be $850, for a
total profit of $850 x 5 = $4,250. Clearly, under the conditions specified in
Table 11.3, the dealership will charge a package price of $2,150 and sell only
to the first two groups.

THIRD-DEGREE PRICE DISCRIMINATION

In some cases, it is possible for the firm to charge different groups dif-
ferent prices for its goods or services. It is a common practice, for example,
for theaters, restaurants, and amusement parks to offer senior citizen,
student, and youth discounts. This kind of pricing strategy, which is per-
ceived as altruistic or community spirited, has considerable public relations



PRICE DISCRIMINATION 435

appeal. In reality, however, this third-degree price discrimination in fact
results in increased company profits.

Definition: Third-degree price discrimination occurs when firms segment
the market for a particular good or service into easily identifiable groups,
then charge each group a different price.

For third-degree price discrimination to be effective, a number of con-
ditions must be satisfied. First, the firm must be able to estimate each
group’s demand function. As we will see, the degree of price variation will
depend of differences in each group’s price elasticity of demand. In general,
groups with higher price elasticities of demand will be charged a lower
price.

A second condition that must be satisfied for a firm to engage in third-
degree price discrimination is that members of each group must be easily
identifiable by some distinguishable characteristic, such as age; or perhaps
groups can be identified in terms of the time of the day in which the good
or service, such as movie tickets, is purchased.

Finally, for third-degree price discrimination to be successful, it must not
be possible for groups purchasing the good or service at a lower price to be
able to resell that good or service to groups changed the higher price. If
resales are possible, the firm would not be able to sell anything to the group
paying the higher price because they would simply buy the good or service
from the group eligible for the lower price.

The rationale behind third-degree price discrimination is straightfor-
ward. Different individuals or groups of individuals with different demand
functions will have different marginal revenue functions. Since the marginal
cost of producing the good is the same, regardless of which group purchases
the good, the profit-maximizing condition must be MC = MR, = MR, =- - -
= MR,, where n is the number of identifiable and separable groups. To see
why this must be the case, suppose that MR, > MC. Clearly, in this case, it
would pay for the firm to produce one more unit of the good or service and
sell it to group 1, since the addition to total revenues would exceed the addi-
tion to total cost from producing the good. As more of the good or service
is sold to group 1, marginal revenue will fall until MR, = MC is established.

The mathematics of this third-degree price discrimination is fairly
straightforward. Assume that a firm sells its product in two easily identifi-
able markets. The total output of the firm is, therefore,

0=01+0, (11.11)

By the law of demand, the quantity sold in each market will vary
inversely with the selling price. If the demand function of each group is
known, the total revenue earned by the firm selling its product in each
market will be

TR(Q)=TR(Q:)+TR,(Q>) (11.12)
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where TR, = P,Q, and TR, = P,Q,. The total cost of producing the good or
service is a function of total output, or,

TC(Q)=TC(Q: +Q,) (11.13)

Note that the marginal cost of producing the good is the same for both
markets. By the chain rule,

oTC(Q) _(dTCj 20 )_ aTC
0\ dQ (aQI - do (9
since 0Q/0Q; = 1. Likewise for Q,,
JdTC(Q) (dTC dQ \ dTC
90 ‘( dQ )(an j ) (1

since 00/0Q, = 1. Equations (11.14) and (11.15) simply affirm that the mar-
ginal cost of producing the good or service remains the same, regardless of
the market in which it is sold.

Upon combining Equations (11.11) to (11.15), the firm’s profit function
may be written

1(Q1,0,) =TR(Q))+TR,(Q,)-TC(Q; +Q») (11.16)

Equation (11.16) indicates that profit is a function of both Q, and Q..
The objective of the firm is to maximize profit with respect to both Q; and
Q.. Taking the first partial derivatives of the profit function with respect to
0O, and Q,, and setting the results equal to zero, we obtain

on_ TR, (dTCY 9Q ) _
20, ~ 90, (dQ j(agl)‘o (1L.172)
an R, (dIC aQ)_
00, 00, (dQ j(aQZ =0 (11.170)

Solving Equations (11.17) simultaneously with respect to Q, and Q,
yields the profit-maximizing unit sales in the two markets. Assuming that
the second-order conditions are satisfied, the first-order conditions for
profit maximization may be written as

MC=MR1 =MR2 (1118)
Finally, since TR, = P,Q, and TR, = P,(Q,, then

w122

A
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FIGURE 11.5 Third-degree price discrimination.

MR, :P2(1+ij (11.20)
&

where €, and ¢, are the price elasticities of demand in the two markets. By
the profit-maximizing condition in Equations (11.17), it is easy to see that
the firm will charge the same price in the two markets only if €, = &,. When
€, # &, the prices in the two markets will not be the same. In fact, when ¢,
> g,, the price charged in the first market will be greater than the price
charged in the second market. Figure 11.5 illustrates this solution for linear
demand curves in the two markets and constant marginal cost.

Problem 11.5. Red Company sells its product in two separable and iden-
tifiable markets. The company’s total cost equation is

TC=6+100Q
The demand equations for its product in the two markets are
0,=10-(0.2)P,
0, =10-(02)P,
where Q = Q; + Q..

a. Assuming that the second-order conditions are satisfied, calculate the
profit-maximizing price and output level in each market.

b. Verify that the demand for Red Company’s product is less elastic in the
market with the higher price.

c. Give the firm’s total profit at the profit-maximizing prices and output
levels.

Solution
a. This is an example of price discrimination. Solving the demand equa-
tions in both markets for price yields

P =50-50,
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P, =30-20,
The corresponding total revenue equations are
TR, =500, —50¢
TR, =300, -20;
Red Company’s total profit equation is
n=TR, +TR, -TC =500, — 50} +300, -2037 -6 -10(Q, + O,)

Maximizing this expression with respect to Q; and Q, yields

on
——=50-100, -10=40-100, =0
20, 0 O
Q1*=4
an
=30-40,-10=20-4Q, =0
20, 0, Q>

Q2*=5
P*=50-5(4)=50-20=30
P*=30-2(5)=30-10=20

b. The relationships between the selling price and the price elasticity of
demand in the two markets are

MR, = Pl(l—i-l)
€

1
MR2 = P2(1+_)
€

21
B2

From the demand equations, dQ,/dP; = —0.2 and dQ,/dP, = —0.5. Substi-
tuting these results into preceding above relationships, we obtain

€ = (—0.2)(%) = _76 =-1.5

where
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£, = (—0.5)(?) _ _Tlo _

This verifies that the higher price is charged in the market where the
price elasticity of demand is less elastic.

c. The firm’s total profit at the profit-maximizing prices and output levels
are

v = 50(4) — 5(4)° +30(5) = 2(5)> =6 —10(4 +5)
=200-80+150-50—6—-90 =124

Problem 11.6. Copperline Mountain is a world-famous ski resort in Utah.
Copperline Resorts operates the resort’s ski-lift and grooming operations.
When weather conditions are favorable, Copperline’s total operating cost,
which depends on the number of skiers who use the facilities each year, is
given as

TC =105+6

where S is the total number of skiers (in hundreds of thousands). The man-
agement of Copperline Resorts has determined that the demand for ski-lift
tickets can be segmented into adult (S,) and children 12 years old and
under (S¢). The demand curve for each group is given as

SA =10—0.2PA
SC =15_0-5PC

where P, and Pc are the prices charged for adults and children, respectively.

a. Assuming that Copperline Resorts is a profit maximizer, how many
skiers will visit Copperline Mountain?

b. What prices should the company charge for adult and child’s ski-lift
tickets?

c. Assuming that the second-order conditions for profit maximization are
satisfied, what is Copperline’s total profit?

Solution
a. Total profit is given by the expression
n=TR-TC =(TR,+TR:)-TC
=P\SA+PcSc-TC
=(50-585,)SA +(30-2S8c)Sc —[10(S4 +Sc)+6]
=—6+40S, +20Sc — 582 —28¢

Taking the first partial derivatives with respect to S, and Sc, setting the
results equal to zero, and solving, we write
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on
—=40-105, =0
Sa "
SA:4
on
—=20-4S.=0
oS¢ ¢
SC =5

The total number of skiers that will visit Copperline Mountain is
S=8,=S8c=4+5=9(x10°) skiers

b. Substituting these results into the demand functions yields adult and
child’s, ski-lift ticket prices.

4=10-0.2P,
Py =$30
5=15-0.5F
Pc =$20
c. Substituting the results from part a into the total profit equation yields

T =—6+40(4)+20(5) - 5(4)> - 2(5)°
=—6+160+100 80— 50 = $124 (x 10%)

Problem 11.7. Suppose that a firm sells its product in two separable
markets. The demand equations are

01 =100-A
0, =50-0.25P,

The firm’s total cost equation is
TC =150+50+0.50*

a. If the firm engages in third-degree price discrimination, how much
should it sell, and what price should it charge, in each market?
b. What is the firm’s total profit?

Solution

a. Assuming that the firm is a profit maximizer, set MR = MC in each
market to determine the output sold and the price charged. Solving the
demand equation for P in each market yields
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P =100-0,
P, =200-40,
The respective total and marginal revenue equations are
TR, =1000, - Of
TR, =2000, - 03
MR, =100-20;
MR, =200-80,

The firm’s marginal cost equation is
_4a1c _
dQ

Setting MR = MC for each market yields
100-20, =5+0,
200-80, =5+0,
O =31.67
07 =15
Pf=100-31.67 = $68.33
Py =200-4(15) = $140.00
b. The firm’s total profit is

MC 5+0

2
= BFQF + PFO5F —[150+5(Q1* +0%)+0.5(0F +0%) }
= 68.33(31.67)+140(15) — (150 +233.35+1,089.04) = $2,791.62

Problem 11.8. Suppose that the firm in Problem 11.7 charges a uniform

price in the two markets in which it sells its product.

a. Find the uniform price charged, and the quantity sold, in the two
markets.

b. What is the firm’s total profit?

c. Compare your answers to those obtained in Problem 11.7.

Solution

a. To determine the uniform price charged in each market, first add the two
demand equations:
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0=0,+0,=100-P, +50-0.25P, =150-1.25P
Next, solve this equation for P:
P=120-0.80
The total and marginal revenue equations are
TR =PQ =1200-0.80?
MR =120-1.60
The profit-maximizing level of output is
MR=MC
120-1.60=5+0
Q*=44.23

That is, the profit-maximizing output of the firm is 44.23 units. The
uniform price is determined by substituting this result into the combined
demand equation:

P*=120-0.8(44.23) =120 —35.38 = $84.62
The amount of output sold in each market is

Of =100-84.62=15.38
05 =50-0.25(84.62) =50 —21.16 = 28.85

Note that the combined output of the two markets is equal to the total
output Q* already derived.

b. The firm’s total profit is
¥ = P*Q* ~(150+50*+0.50*?)
=84.62(44.23) -[150+5(44.23) +0.5(44.23)’|
=3,742.74 - (150+221.15+978.15) = $2,393.44

c. The uniform price charged ($84.62) is between the prices charged in the
two markets ($68.33 and $140.00) when the firm engaged in third-degree
price discrimination. When the firm engaged in uniform pricing, the
amount of output sold is lower in the first market (15.38 units compared
with 31.67 units) and higher in the second market (28.85 units compared
with 15 units). Finally, the firm’s total profit with uniform pricing
($2,393.44) is lower than when the firm engaged in third-degree price
discrimination ($2,791.62, from Problem 11.7).



NONMARGINAL PRICING 443

When third-degree price discrimination is practiced in foreign trade it is
sometimes referred to as dumping. This rather derogatory term is often
used by domestic producers claiming unfair foreign competition. Defined
by the U.S. Department of Commerce as selling at below fair market value,
dumping results when a profit-maximizing exporter sells its product at a dif-
ferent, usually lower, price in the foreign market than it does in its home
market. Recall that when resale between two markets is not possible, the
monopolist will sell its product at a lower price in the market in which
demand is more price elastic. In international trade theory, the difference
between the home price and the foreign price is called the dumping margin.

NONMARGINAL PRICING

Most of the discussion of pricing practices thus far has assumed that man-
agement is attempting to optimize some corporate objective. For the most
part, we have assumed that management attempts to maximize the firm’s
profits, but other optimizing behavior has been discussed, such as revenue
maximization. In each case, we assumed that the firm was able to calculate
its total cost and total revenue equations, and to systematically use that
information to achieve the firm’s objectives. If the firm’s objective is to
maximize profit, for example, then management will produce at an output
level and charge a price at which marginal revenue equals marginal cost.
This is the classic example of marginal pricing.

In reality, however, firms do not know their total revenue and total cost
equations, nor are they ever likely to. In fact, because firms do not have this
information, and in spite management’s protestations to the contrary, most
firms are (unwittingly) not profit maximizers. Moreover, even if this infor-
mation were available, there are other corporate objectives, such as satis-
ficing behavior, that do not readily lend themselves to marginal pricing
strategies. Consequently, most firms engage in nonmarginal pricing. The
most popular form of nonmarginal pricing is cost-plus pricing.

Definition: Firms determine the profit-maximizing price and output level
by equating marginal revenue with marginal cost. When the firm’s total
revenue and total cost equations are unknown, however, management will
often practice nonmarginal pricing. The most popular form of nonmarginal
pricing is cost-plus pricing, also known as markup or full-cost pricing.

COST-PLUS PRICING

As we have seen, profit maximization occurs at the price—quantity com-
bination at which where marginal cost equals marginal revenue. In reality,
however, many firms are unable or unwilling to devote the resources nec-
essary to accurately estimate the total revenue and total cost equations, or
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do not know enough about demand and cost conditions to determine the
profit-maximizing price and output levels. Instead, many firms adopt rule-
of-thumb methods for pricing their goods and services. Perhaps the most
commonly used pricing practice is that of cost-plus pricing, also known as
mark up or full-cost pricing. The rationale behind cost-plus pricing is
straightforward: approximate the average cost of producing a unit of the
good or service and then “mark up” the estimated cost per unit to arrive at
a selling price.

Definition: Cost-plus pricing is the most popular form of nonmarginal
pricing. It is the practice of adding a predetermined “markup” to a firm’s
estimated per-unit cost of production at the time of setting the selling price.

The firm begins by estimating the average variable cost (AVC) of pro-
ducing a good or service. To this, the company adds a per-unit allocation for
fixed cost. The result is sometimes referred to as the fully allocated per-unit
cost of production. With the per-unit allocation for fixed cost denoted AFC
and the fully allocated, average total cost ATC, the price a firm will charge
for its product with the percentage mark up is

P=ATC(1+m) (11.21)

where m is the percentage markup over the fully allocated per-unit cost of
production. Solving Equation (11.21) for m reveals that the mark up may
also be expressed as the difference between the selling price and the per-
unit cost of production.

m_P—ATC
- ATC

The numerator of Equation (11.22) can also be written as P— AVC - AFC.
The expression P — AV C is sometimes referred to as the contribution margin
per unit. The marked-up selling price, therefore, may be referred to as the
profit contribution per unit plus some allocation to defray overhead costs.

(11.22)

Problem 11.9. Suppose that the Nimrod Corporation has estimated the
average variable cost of producing a spool of its best-selling brand of indus-
trial wire, Mithril, at $20. The firm’s total fixed cost is $20,000.

a. If Nimrod produces 500 spools of Mithril and its standard pricing prac-
tice is to add a 25% markup to its estimated per-spool cost of produc-
tion, what price should Nimrod charge for its product?

b. Verify that the selling price calculated in part a represents a 25% markup
over the estimated per-spool cost of production.

Solution
a. At a production level of 500 spools, Nimrod’s per-unit fixed cost alloca-
tion is
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20,000

AFC =
¢ 500

40

The cost-plus pricing equation is given as
P=ATC(1+m)

where m is the percentage markup and ATC is the sum of the average
variable cost of production (AVC) and the per-unit fixed cost allocation
(AFC). Substituting, we write

P =(20+40)(1+0.25) =60(1.25) = $75

Nimrod should charge $75 per spool of Mithril. In other words, Nimrod
should charge $15 over its estimated per-unit cost of production.
b. The percentage markup is given by the equation

m_(P—ATC)
- ATC

Substituting the relevant data into this equation yields

B0 D s
60 60

Of course, the advantage of cost-plus pricing is its simplicity. Cost-plus
pricing requires less than complete information, and it is easy to use. Care
must be exercised, however, when one is using this approach. The useful-
ness of cost-plus pricing will be significantly reduced unless the appropri-
ate cost concepts are employed. As in the case of break-even analysis, care
must be taken to include all relevant costs of production. Cost-plus pricing,
which is based only on accounting (explicit) costs, will move the firm further
away from an optimal (profit-maximizing) price and output level. Of course,
the more appropriate approach would be to calculate total economic costs,
which include both explicit and implicit costs of production.

There are two major criticisms of cost-plus pricing. The first criticism
involves the assumption of fixed marginal cost, which at fixed input prices
is in defiance of the law of diminishing marginal product. It is this assump-
tion that allows us to further assume that marginal cost is approximately
equal to the fully allocated per-unit cost of production. If it can be argued,
however, that marginal cost is approximately constant over the firm’s range
of production, this criticism loses much of its sting.

A perhaps more serious criticism of cost-plus pricing is that it is insen-
sitive to demand conditions. It should be noted that, in practice, the size of
a firm’s markup tends to reflect the price elasticity of demand for of goods
of various types. Where the demand for a product is relatively less price
elastic, because of, say, the paucity of close substitutes, the markup tends to
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be higher than when demand is relatively more price elastic. As will be
presently demonstrated, to the extent that this observation is correct, the
criticism of insensitivity loses some of its bite.

Recall from our discussion of the relationship between the price elastic-
ity of demand and total revenue in Chapter 4, the relationship between mar-
ginal revenue, price, and the price elasticity of demand may be expressed
as

MR = P(1+éj (4.15)

The first-order condition for profit maximization is MR = MC. Replac-
ing MR with MC in Equation (4.15) yields

MC = P(1+ij (11.23)
f:‘,p

Solving Equation (11.23) for P yields

MC

P=1,

(11.24)

If we assume that M C is approximately equal to the firm’s fully allocated
per-unit cost (ATC), Equation (11.24) becomes,

ATC

= 11.25
1+1/e, (11.25)

Equating the right-hand side of this result to the right-hand side of
Equation (11.21), we obtain

ATC
1+1/e,

= ATC(1+m)

where m is the percentage markup. Solving this expression for the markup
yields

(11.26)

Equation (11.26) suggests that when demand is price elastic, then the
selling price should have a positive markup. Moreover, the greater the price
elasticity of demand, the lower will be the markup. Suppose, for example,
that g, = -2.0. Substituting this value into Equation (11.26), we find that the
markup is m = —-1/(-2 + 1) = -1/~1 = 1, or 100%. On the other hand, if
g, =-5.0, then m = -1/(-5 + 1) = -1/-4 = 0.25, or a 25% markup.
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What happens, however, if the demand for the good or service is price
inelastic? Suppose, for example, that €, = —0.8. Substituting this into Equa-
tion (11.26) results in a markup of m =—1/(-0.8 + 1) =—1/0.2 = =5. This result
suggests that the firm should mark down the price of its product by 500%!
Equation (11.26) suggests that if the demand for a product is price inelas-
tic, the firm should sell its output at below the fully allocated per-unit cost
of production, a practice that is clearly not observed in the real world.
Fortunately, this apparent paradox is easily resolved.

It will be recalled from Chapter 4, and is easily seen from Equation
(4.15), that when the demand for a good or service is price inelastic, it mar-
ginal revenue must be negative. For the profit-maximizing firm, this sug-
gests that marginal cost is negative, since the first-order condition for profit
maximization is MR = MC, which is clearly impossible for positive input
prices and positive marginal product of factors of production.

Problem 11.10. What is the estimated percentage markup over the fully
allocated per-unit cost of production for the following price elasticities of
demand?

a. g, =-11
b. g,=—4
c. g =-25
d. g,=-2.0
e. g =-15
Solution
-1 -1
a. m= = =0.10 or a 10% mark up
g, +1 -11+1
-1 -1
b. m= P =1- 0.333 or a 33.3% mark up
-1 -1
c. m= P = 55:1 =0.667 or a 66.7% mark up
d. m= -1 = ! =1.0 or a 100% mark up
g, +1 -2.0+1
-1 -1
m= P = 1541 =2.00r a 200% mark up

Problem 11.11. What is the percentage markup on the output of a firm
operating in a perfectly competitive industry?

Solution. A firm operating in a perfectly competitive industry faces an infi-
nitely elastic demand for its product. Substituting €, = —eo into Equation
(11.26) yields
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1 1
g+l —cotl

A firm operating in a perfectly competitive industry cannot mark up the
selling price of its product. This is as it should be, since such a firm has no
market power; that is, the firm is a price taker. The firm must sell its product
at the market-determined price.

Problem 11.12. Suppose that a firm’s marginal cost of production is con-

stant at $25. Suppose further that the price elasticity of demand (g,) for the

firm’s product is +5.0.

a. Using cost-plus pricing, what price should the firm charge for its
product?

b. Suppose that €, = —0.5. What price should the firm charge for its
product?

Solution
a. The firm’s profit-maximizing condition is

MR=MC
Recall from Chapter 4 that
1
MR=P| 1+—
SP

Substituting this result into the profit-maximizing condition yields

MC = P(l + ij
SP
Since MC is constant, then MC = ATC. After substituting, and rear-
ranging, we obtain
€

P¥=ATC —2 =25[ - ):25(_—5)=$31.25
g, +1 S5+1 —4

b. If g, =-0.5, then

-0.5 —0.5
Px=2 =2 =-$25.
5(—0.5+1j 5( 0.5 ) $25.00

This result, however, is infeasible, since a firm would never charge a
negative price for its product. Recall that a profit-maximizing firm will
never produce along the inelastic portion of the demand curve.
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MULTIPRODUCT PRICING

We have thus far considered primarily firms that produce and sell only
one good or service at a single price. The only exception to this general
statement was our discussion of commodity bundling, in which a firm sells
a package of goods at a single price. We will now address the issue of pricing
strategies of a single firm selling more than one product under alternative
scenarios. These scenarios include the optimal pricing of two or more
products with interdependent demands, optimal pricing of two or more
products with independent demands that are jointly produced in variable
proportions, and optimal pricing of two or more products with independent
demands that are jointly produced in fixed proportions.

Definition: Multiproduct pricing involves optimal pricing strategies of
firms producing and selling more than one good or service.

OPTIMAL PRICING OF TWO OR MORE PRODUCTS
WITH INTERDEPENDENT DEMANDS AND
INDEPENDENT PRODUCTION

Often a firm will produce two or more goods that are either comple-
ments or substitutes for each other. Dell Computer, for example, sells a
number of different models of personal computers. These models are, to
a degree, substitutes for each other. Personal computers also come with a
variety of accessories (mouses, printers, modems, scanners, etc.). These
options not only come in different models, and are, therefore, substitutes
for each other, but they are also complements to the personal computers.

Because of the interrelationships inherent in the production of some
goods and services, it stands to reason that an increase in the price of, say,
a Dell personal computer model will lead to a reduction in the quantity
demanded of that model and an increase in the demand for substitute
models. Moreover, an increase in the price of the Dell personal computer
model will lead to a reduction in the demand for complementary acces-
sories. For this reason, a profit-maximizing firm must ascertain the optimal
prices and output levels of each product manufactured jointly, rather than
pricing each product independently.

The problem may be formally stated as follows. Consider the demand
for two products produced by the same firm. If these two products are
related, the demand functions may be expressed as

0 =fi(P,0,) (11.27a)
0, = (P, 0) (11.27vb)

By the law of demand, 0Q,/dP; and 0Q,/dP, are negative. The signs of
00,/0Q, and d0,/0Q, depend on the relationship between Q; and Q,. If the
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values of these first partial derivatives are positive, then Q; and Q, are com-
plements. If the values of these first partials are negative, then O, and Q,
are substitutes.

Upon solving Equation (11.27a) for P, and Equation (11.27b) for P,, and
substituting these results into the total revenue equations, we write

TR (Q1,0,)=P0: = (Q1,0,)0 (11.28a)
TR, (Ql, Qz) = PzQz = hz (Ql, Qz)Qz (11-28b)

Since the two goods are independently produced, the total cost functions
are

TC, =TC\(Q) (11.29a)
TC,=TC,(Q,) (11.29b)
The total profit equation for this firm is, therefore,

n=TR(Q1,0,)+TR,(Q1,0,)-TC,(Q,)-TC>(0>)
=P 0, +P,0, +TCi(Q))-TC»(Q,)
= (01, 0,)01 + (01, 0,)0, —TC,(Q)-TC»(0) (11.30)

The first-order conditions for profit maximization are

on _JTR, TR, dTC,

20, - 00, 20, 20, =0 (11.31a)
aagT;z = 387;22 + aaTQI? - aazéz =0 (11.31b)
which may be expressed as
MC, = aaTQI? + % (11.32a)
MC, = 88722 +aaT—QR; (11.32b)

We will assume that the second-order conditions for profit maximization
are satisfied.

Equations (11.32) indicate that a firm producing two products with inter-
related demands will maximize its profits by producing where marginal cost
is equal to the change in total revenue derived from the sale of the product
itself, plus the change in total revenue derived from the sale of the related
product. If the second term on the right-hand side of Equation (11.31) is
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positive, then O, and Q, are complements. If this term is negative, then O,
and Q, are substitutes.

Problem 11.13. Gizmo Brothers, Inc., manufactures two types of hi-tech
yo-yo: the Exterminator and the Eliminator. Denoting Exterminator output
as Q; and Eliminator output as Q,, the company has estimated the follow-
ing demand equations for its yo-yos:

0, =10-0.2P, -0.40,
0, =20-05P, -20,
The total cost equations for producing Exterminators and Eliminators are
TC, =4+20¢
TC, =8+60;

a. If Gizmo Brothers is a profit-maximizing firm, how much should it
charge for Exterminators and Eliminators? What is the profit-
maximizing level of output for Exterminators and Eliminators?

b. What is Gizmo Brothers’s profit?

Solution
a. Solving the demand equations for P, and P,, respectively, yields

P =50-50,-20,
Pz =40—2Q2 —4Q1
The profit equation is

n=TR(Q:,0,)+TR,(Q1,0,)-TC,(Q))-TC,(Q>)
=P0 +P,0, -TC,(Q1)-TC,(Q,)
Substitution yields
n=(50-50, —20,)0; +(40-20, -40,)Q, - (4+20¢) - (8 +603)
=500, +400, -60,0, =707 —803 12
The first-order conditions for profit maximization are
on
—=50-140, -60, =0
0, 01 -60,

on
00,

=40-60, —160; =0
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Recall from Chapter 2 that the second-order conditions for profit

maximization are

o’n
007
o’n

007

<0

<0

azn)_( o m )2>0
907 ) 90190,

The appropriate second partial derivatives are

00100,

o’n
007

o°m

=-14<0

=-16<0

003

o’n

(~14)(-16) = (6)° = 24436 =208 >0

Thus, the second-order conditions for profit maximization are satisfied.
Solving the first-order conditions for Q; and O, we obtain

140, +6Q, =50
60, +160, =40

which may be solved simultaneously to yield

1\ *¥=2.979
0,*=1.383

Upon substituting these results into the price equations, we have

P*=50-5(2.979) - 2(1.383) = $32.34

P,*=40-2(1.383)-4(2.979) = $25.32

b. Gizmo Brothers’s profit is

7t =50(2.979) +40(1.383) — 6(2.979)(1.383) — 7(2.979)" — 8(1.383)* — 12

=$90.17
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OPTIMAL PRICING OF TWO OR MORE PRODUCTS
WITH INDEPENDENT DEMANDS JOINTLY
PRODUCED IN VARIABLE PROPORTIONS

Let us now suppose that a firm sells two goods with independent de-
mands that are jointly produced in variable proportions. An example of this
might be a consumer electronics company that produces automobile tail-
light bulbs and flashlight bulbs on the same assembly line. In this case, the
demand functions are given by the expressions

O = fi(R) (11.33a)
0, :fz(Pz) (11-33b)

where dQ,/dP, and dQ»dP; are negative. The total cost function is given by
the expression

TC= TC(le Qz) (1134)
The firm’s total profit function is
n=TR(Q)+TR,(Q,)-TC(Q:, 0>) (11.35)

Solving the demand equations for P, and P, and substituting the results
into Equation (11.35) yields

t=PO +P0, -TC(Q:,0>)
=h ()0 + 1, (0,)0, ~TC(Q1, 02) (11.36)

The first-order conditions for profit maximization are

an__JTR _ITC,

=0 11.37a
20, " 90, 90 (1137

ot dTR, JTC,
= - =0 11.37b
90, " 90 90, (1370

which may be written as

MR, = MC, (11.38a)
MR, =MC, (11.38b)

We will assume that the second-order conditions for profit maximization
are satisfied.

Equations (11.38) indicate that a profit-maximizing firm jointly produc-
ing two goods with independent demands that are jointly produced in vari-
able proportions will equate the marginal revenue generated from the sale
of each good to the marginal cost of producing each product.
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Problem 11.14. Suppose Gizmo Brothers also produces Tommy Gunn
action figures for boys ages 7 to 12, and Bonzey, a toy bone for pet dogs.
Except for the molding phase, both products are made on the same assem-
bly line. Denoting Tommy Gunn as O, and Bonzey as Q,, the company has
estimated the following demand equations:

0, =10-05P,
0, =20-0.2P
The total cost equation for producing the two products is
TC =07 +20,0,+307+10

a. As before, Gizmo Brothers is a profit-maximizing firm. Give the profit-
maximizing levels of output for Tommy Gunn and for Bonzey. How
much should the firm charge for Tommy Gunn and Bonzey?

b. What is Gizmo Brothers’s profit?

Solution
a. Solving the demand equations for P, and P,, respectively, yields

P =20-20,
P, =100-50,
Gizmo Brothers’s profit equation is
t=TR(Q1)+TR,(Q,)-TC\(Q1, Q) = RO + PO, = TC(Q1, 02)

Substituting the demand equations into the profit equation yield
n=(20-20,)0; +(100 -50,)Q, — (O +20,Q, +3Q7 +10)
= —10 + 20Q1 + 100Q2 - 3Q12 - 8Q22 - 2Q1Q2
The first-order conditions for profit maximization are

on
—=20-60,-20, =0
30, 01 -20,
on

00,

=100-16Q, -20; =0

The second-order conditions for profit maximization are
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o’n

207 <0

o’n
<
007

(aznj(azn)_( o’n )2>0
002 N\00?2) \ 90,00,

The appropriate second-partial derivatives are
9’n
00r
’n
007
9°n

90,00,

0

=-6<0

=-16<0

(=6)(=16)—=(=2)> =96 -4 =92> 0

Thus, the second-order conditions for profit maximization are satisfied.
Solving the first-order conditions for Q; and Q, yields

60, +20, =20
20, +160, =100
which may be solved simultaneously to yield
0,*=1304
0,*=6.087
Substituting these results into the price equations yields
P *=20-2(1.304) =$17.39
P,*=100-2(6.087) = $69.66

b. Gizmo Brothers’s profit is

7 =20(1.304) + 100(6.087) — 2(1.304)(6.087) — 3(1.304)” — 8(6.087)" =10
=$88.17
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OPTIMAL PRICING OF TWO OR MORE PRODUCTS
WITH INDEPENDENT DEMANDS JOINTLY
PRODUCED IN FIXED PROPORTIONS

Now, let us assume that a firm jointly produces two goods in fixed pro-
portions but with independent demands. In many cases, the second product
is a by-product of the first, such as beef and hides. With joint production in
fixed proportions, it is conceptually impossible to consider two separate
products, since the production of one good automatically determines the
quantity produced of the other.

Suppose that the demand functions for two goods produced jointly are
given as Equations (11.33). The total cost equation is given as Equation
(11.13).

TC(Q)=TC(Q1+0) (11.13)

The analysis differs, however, in that Q, and Q, are in direct proportion to
each other, that is,

0, =k0Q, (11.39)
where the constant k£ > 0. Solving Equation (11.33) for P, and P, yields

P =h(0) (11.40a)

P, = hy(Q5) (11.40b)

Substituting Equation (11.39) into Equations (11.13) and (11.40b) yields

P1 = h1 (Ql)
P, =1y (01) (11.41)
TC(Q)=TC(Q,) (11.42)

Substituting Equations (11.39), (11.40a), (11.41), and (11.42) into Equa-
tion (11.36) yields the firm’s profit equation:

n=PQ,+P(kQ)-TC(Q))

=m(Q1)0: +h(0)(kQ)-TC(Q1) (11.43)
Stated another way, the firm’s total profit function is
Q1) =TR(Q))+TR,(01)-TC(Q1) (11.44)

Equation (11.44) indicates that total profit is a function of the single deci-
sion variable, Q;. Equation (11.44) may also be written

T(Q,) =TR(Q,)+TR,(0,)-TC(Q>) (11.45)
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FIGURE 11.6 Optimal pricing of two goods N
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From Equation (11.44), the first-order condition for profit maximization
is

dn _dTR dTR, dTC

40, 4o, T do, ~ do, =0 (11.46)
Equation (11.46) may be rewritten
dTR, N dTR, _ dTC,
dg,  dO,  dQ
MR (Q))+ MR,(Q))=MC(Q)) (11.47)

Equation (11.47) says that a profit-maximizing firm that jointly produces
two goods in fixed proportions with independent demands will equate the
sum of the marginal revenues of both products expressed in terms of one
of the products with the marginal cost of jointly producing both products
expressed in terms of the same product. This situation is depicted dia-
grammatically in Figure 11.6.

In Figure 11.6 the marginal cost curve is labeled MC. According to Equa-
tion (11.47) the firm should produce Q, units where marginal cost is equal
to the sum of MR, and MR,. The amount of Q, produced is proportional
to Q;. At that output level the firm charges P, for Q; and P, for Q,. It should
be noted that beyond output level Q,* in Figure 11.6, MR, becomes nega-
tive and MR,,, becomes simply MR;.

Suppose that marginal cost increases to M. In this case, the firm should
produce Q/, but still only sell Q;* units. Any output in excess of Q,* should
be disposed of, since the firm’s marginal revenue beyond Q,* is negative.
The amount of O, produced will be in fixed proportion to Q. The price of
Q*is P, and the price of Q, is P;’.

Problem 11.15. Suppose that a firm produces two units of Q, for each unit
of Q,. Suppose further that the demand equations for these two goods are
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0,=10-0.5P,
0,=20-02P,

The total cost of production is
TC =10+50?

a. What are the profit-maximizing output levels and prices for Q, and Q,?
b. At the profit-maximizing output levels, what is the firm’s total profit?

Solution

a. Solving the demand equations for P, and P, yields
P =20-20;
Pz = 100 - 5Q2

The firm’s total profit equation is
t=PO +P0, -TC(Q +0>)

=(20-20,)0; +(100-50,)Q, —(10+50?)

=200, —207 +100Q; -503 ~10-5(Q, +Q,)°
Since Q, =20, this may be rewritten as

n =200, —207 +100(20,)-5(20))" ~10-5(Q, +20,)°
=-10-220Q, - 670¢

The first-order condition for profit maximization is

dan

=220-1340, =0
40, O
The second-order condition for profit maximization is
2
ﬂ <0
dQf

Since d*/dQ,* = —137 the second-order condition is satisfied. Solving the
first-order condition for Q; yields

0*=1.64
The profit-maximizing level of Q, is
Qz* = 2Q1* = 328

Substituting these results into the price equations yield
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P *=20-2(1.64) =$16.72
P,*=100-5(3.28) = $83.60
b. The firm’s total profit is

7 =220(1.64) — 67(1.64)° =10 = 360.80 — 180.20 — 10 = $170.60

Problem 11.16. Suppose that a firm jointly produces two goods. Good B
is a by-product of the production of good A. The demand equations for the
two goods are

Q4 =200-10P,
05 =120-5P3
The firm’s total cost equation is

TC =500+150 +0.050