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55 Dynamicai Syatams and Markov Chams
I thes optronal section we will show how matry methods can be wsed 1o anabyze the
bebasierr of physacal systems that evelve over ume The methods that we wall study here
have been applied 10 problems i busisess, scology. demographscs. socology. and maost of

thie

physical sowences,

Dynamical Systems A dysawieal syriew is 3 finite st of vanables whose values change with time The vabse
af avariable at & point in time ks called the state of ke variable at that time_ and the vector
formed from these states s called the et recter of the dynamical system at that tme.
Our primary objective in this section is ic analyze how the state vector of a dynamical
system changes with time. Let us begin with an cxample.

P EXAMFLE 1 Market Shars as & Dynamical System
vy 11U oy Suppose that two competing television channels, channel | and channel 2. cach have 50%
i ! of the viewer market at some initial point in time, Assume that over each one-year period
ET channel 1 captures 1074 of channe] 2's share, and ch 12 cap NP of ch 1 1's
shure (sse Figure 5.5.1). What is each channels market share after one vear?
LLL] fad Selution Lel us begin by introducing the time-dependent variables
o
| tmanil: 20w 111} = fraction of the market beld by channel | a1 time r
| Channal 2 ioses 0% X;(i) = fraction of the market held by channel 2 ai time 7
| and halds W

A Figure 65,1

and the column vector

" s— Chammel 1% fracilon of ke markel st ilme 7 s years
X)) =
101)]  +— Chesmel 1% Sraction of the morket s thme 7 b yesrs

The variables x) () und xz(1) form ady ical system wh abe at time 1 is the vector

xir

1. I we take ¢ = 0 to be the starting point at which the two channels had 50% of the

market, then the stute of the syniem ai that lime is

EAL) L8 o= Chmamel 1 fraction of the marked i thue | = §
x{0) = ]

(i) " 103] = Comamel 2% tnction of the markes st thne 1 = 8

MNow let us iry to find the stute of the system ot lime 1 = | {one year later). Over the
one-year period, channel | retaina B0% of fix initial $07%, and it gains 10% of channel 23
initial 30%, Thus,

Ay (1) = 0.8{0.5) + 0.1(0.5) = 045 i)
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Similarly, channel 2 gains X% of channel 1's initial 3074, and retaing 90%. of ita initial
S0rv. Thus,

x2(1) =0.2(0.5) + 0.%0.5) = 0.55 i3
Thencfore, the siaie of the systcm ak lime i = 1 is

;.ll)] [ *— Clmmmnd s Srarshos of ther et ot thes 1 |
0.55

X1} #— Ul Ts Sraction of i skt of e | = | “

P EXAMPLE 2 Ewolution of Market Shase over Five Years
Track the market shares of channels | and 2 in Example | over a five-year period.

Solution To solve this problem suppose thal we have already computed the market
share of rach channel al time ¢ = k and we are interesied in using the known valoes of
xyk) and xy(k) 1o compuie the marker shares xy(k + 1) and x ik + 1) one year later.
The analysis is exactly the same as that used to obtain Equations (2) and {3). Over the
one-year period. channel | retains 30% of its starting fraction 1 ik) and gains 0% of
channel 2's starting fraction x:(k). Thus,

aplk + 1 = (0.8hx; (k) + 00.Thazik) 5
Similarly. channel 2 gains X% of channe] 1's starting fraction x; (k) and retains 30 of
its own stanting fraction xz(k). Thes,

azik + 1) = @mik) + 0.9u:k) [L1]
Equations [ 5} and () can be expressed in matrix form as

nik + 1) 08 01)[xik) o

nit+0) = o2 09)lem

which provides a way of using mairix multiplication 10 compuir the siate of the sysiem
ol e § = & 4 | firom the slaie af time § = k. For cxample using (1) and {7) we obtain

o e [

which agrees with (4). Similarly.

w=[oz as=[a2 as] [o5] = [o5es]

W can now contioue this process, using Formula (7) to compute x(3) from x(2). then
xi4) from u(3). and s0 on This yickds (verify)

B e e e

Thus. afier five years, channel 1 will bold ahowt 36% of the market and channel 2 will
hold shout 647 of the marker. 4

If desired. we can continue the market analysis in the last example beyvond the five-
year period and explore what happens to the market share over the long term. We did
S0, using a and obtained the ing stale veciors || ded to six decimal
places

10y = [0339041 o LR
o [:_ums] el [umu‘ 0 = | o ssss? ®
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Markov Chains

All subsequent stute vectors, when rounded to six decimal places, ase the sme as xi40),
50 we eg thal the market shures eventually sabilize with channel | holding about oae-
third of the market and channel 2 holding about two-thirds. Later in this scction, we
will expluin why this ssbilization acour

In many dynamical systems the states of the varisbles are not known with cenainty but
can be enpredsed us probabilites; mhdjwlpummﬁmﬁm
{from the Greek word m.-h.u.llnn ing “p ng by g k") A detaled
stisdy of stochasth a precise definition of the term prohabuliry. whch
18 outside the scope of this course. M_mm.wﬂlhh
OUF Present Purposes:

Stated informally, the probability ihat an e xpevimeni or abservaiion will have o ceriain
witcame is the fraction of the thne that the oulcome would ocewr if the experimeny could
be reprated Mdefinitely under constant condifions—ihe greater ihe number af octuel
repetitions, the more accurarely the probabilicy describes the froction of time that the
wlilcarie ocoirs

Formmple.wiunui-ylh-uhepmhhilityuﬂu-‘uhud-unamuﬂi!l,
‘we mean that If the coin were tossed many times under constant conditions, then we
would expect about half of the outcomes to be hends. Probabilitics are often cxpressed
#a decimuls or p ges. Thus, the probability of tossing heads with a fair coin can.
Alne be expresad as 0.5 or 5004,

IF an experiment or observation has » possible cutcomes, then the probabilities of
those outcomes must be nonnegative fractions whose sum is 1. The probabilitics are
nonnegitive becuuse ench describes the fraction of cccurrences of an outcome over the
long term, and the sum is | beciuse they scoount for all possible cutcomes. For example.
il w box containing 10 bulls hus one red ball, three green balls, and six yeliow bails, and

il ball is drawn al random from the box, then the probabilities of the various outcomes
ane

pi = probired) = 1/10 = 0.1
1 = probigreen) = 3/10 = 0.3
= probiyellow) = 6/10 = 0.6
Each probability is a nonnegative fraction and
mtptp=0l+0)4+06=]

In u stochastic process wilh # possible states, the stute vector at each lime ¢ has the
form

K{)T]  Poabaliey the the uybom b bn sinte |
N Xa{E) | Prakabbiny that the systom s In siate 1
EMTS] Prabalility that the systom |s in sinte 0

The entries in this vector must add up to | since they account for all » possibilities. In
general. a vector with nonnegative entries that add ap io | is called a probediliiy seciar.

P EXAMPLE 3 Example 1 Revisited from the Probebility Viewpoint

Obaerve that the state vectors in Examples | and 2 are all probability vector. This i to
be expected since the entrics in each stale vector are the fractional market shares of the

h s, and they for the entire market. In practice, it is preferable
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10 interpret the entries in the sale veclors a8 probabilities rather than exact market
mmmm-mmwmmm
ies. Thas, for ple, the state vector

iy
)= 11")] 'ln_isl
which we interpreted in Example | to mean that channel | has 45% of the market and
channel 2 has 55%. can also be interpreted 10 mean that an individual picked at random
Trom the market will be a channel | viewer with probahility 0.45 and a channe] 2 viewer
‘with probability 0.55. <4

A square mabriz. each of whose columns is a probablity vecior is called a seckessl
iy MWMW-MMMWMQ!;

h process. For k + 1) and wik) in {7) are related by
umdhh—ul+llw Pxik) in which

g 0.l
P= {u n.v] (o)

i a stochastic mairix. i should not be surprising thai ihe columa. vextors of P are peob-
ability vectors, singe the entries in each column provide 2 breakdown of what happens
1o each channel’s markei share over the year—ibe entries in column | comvey that cach
year channel | retains 807 of its market share and loses 207 and the entries in columa.
1 comvey thal each year channel 2 retains 90% of its market shave and loses 10, The
eniries in {10) can also be viewed as probabilickes:

P =08 = probability that a channel | viewer remaing a channel | viewer
Pn =102 = probability that a channel | viewer becomes a channel I viewer
Py = 0.1 = probability that a channel 2 viewer becomes & channel | viewer
Pz =09 = probahility that & channel J viewer remains a channel 2 viewer

Example | is a special case of a large clam of sochastic processes called Markov
charing,

IDEFINITION 1 A%Mnlmmmﬁmnlm
oo of equally spaced times are probability vectors and for which the state vectors at
successive times are related by an equation of the form

%k + 1) = Px(k)
in which P = [p,, ]| is a stochastic matrix and p,; is the probability that the sysiem

will be in state §oat time £ m k4 10t s in ostate § al tme 1 om k. The matrix P is
calied the rransition metrix for the sysicm.
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EXAMPLE 4 Wildiie Migration as a Markow Chain

Supposc that & tagged lion can migrate over three adjacent game reserves in seanch
0.8 of food, reserve |, reserve 2. and reserve 3. Based on data abour the food resousces,
resgarchen lude that the hly migration patiern of the lon can be modeled by

rore
0.7/40.! O'R\!
(8 e Y

& Markov chain with ransition matrix

Beeserve at o 1 = &
12 3
0.3 04 0471
’-|iﬂ.2 0.2 ﬂ.!} I Mesorer ol timme o=k + 1
0.3 04 0]

& Figure 553 {see Figure 5.5.). That is,

Pn = 0.5 = probability that the lion will stay in reserve | when it is in reserve |
Piz = 04 = probability that the lion will move from reserve 2 10 resenve |
iy = 0.6 = probability that the lion will move from reserve 3 10 reserve |
P = 0.2 = probability that the lon will move from reserve | 1o reserve 2
P12 = 0.1 = probability that the lion will stay in reserve 2 whes it i in reserve 2
P = 0.3 = probability thai the lion will move from reserve 3 io reserve 2
i = 0.3 = probahbility that the lion will move from reserve | 1o reserve 3
3 = 0.4 = probability that the lion will move from reserve 2 1o neserve 3
fin = 0.1 = probability that the lion will stay in reserve 3 when it is in reserve 3

Assuming that  isin months and the lion is released in reserve 2 at time 1 = 0, track its
probable locations over a sin-month period.

Solarion Lot (k). x2(k), and xa{k) be the probabilities that the lion is in reserve 1,2,

af

3, reapectively, ut time r = &, and let

k)
ak) = | xafk)
xylk)

be the stute vector at that time, Since we know with certainty that the lion is in reserve
2t vime 1 = 0, the initial state vecior i

-}

Histosteal Nate bl aray ohiime s nemed In hanar
of the Rusaisn mathamatician A, &, Markow, 8 lover
of powiry, who used iham to snalyse the sltarne-
Eion ol vowels and camsonanis in the posm Fugens
Onagin by Pushiin Markoy ballsved that 1ha only
applications ol his chiing ware 1o 1 snslyile of I+

'] b 1 laarn that
his discovary i used tadey in the sociel sciences,

mmuﬂrﬂnﬂ} "

[l ]

Markow Chains in Terms of
FPowers of the Transition
Mairix

iS5 Dy Chaine X7

We leave it for you to show that the state vectors over 2 siv-month peviod are

0.
)= Pxi®)= |00 |. x(D=~Fxl)=]0240]. =3 =PxiBH=|02TM
0,400, 0240 0.T76
wid) = Px(¥) = |02 |. x(F=Pod=]027]. x6)=>Pxi)=|0T7
0267 0269 [ . ]

As in Exampie 2. the stale vectors bere seem io stabilize ower time with 2 probability of
approximatety 9504 that the Bon is in reserve 1. a2 probability of approcimately 0277
tha it is in reserve 2. and a probability of approximately 0269 that it is in reserve 3.
In a Markoy chain with an initial state of x(0). the sucoessive state veciors anc
wl) = Pxil). =)= Pul). =(})="Fa). =id=rud).. ..

For brevity. it is common 1o denote xik) by x;. which allows us to write the successive
state vectors more briclly as

n=P n=P~fM o=P nu=P~FP... i
Alteraatively. these stale veclors can be expressed in dorms of the initial stae vector 35
as

5= Pr n= PP =FPla, 5= PP =Py 5,=PPy) =Py

Note that Formula {13) oaakes
it possible to-compute the sLale
vector x; without ksl com-
puting ihe carker siate vecion
s peduared o Formsala (11).

Long-Term Behawvior of 3
Markov Chain

from which it follows that

n=Pru (L]

P EXAMPLE 5 Finding a State Vector Directly from xg
Use Formula (12} 10 find the state vector x(3) in Example 7

Solution From (1) and (7). the initial state vector and transition matvis are

(] 3 @l
,.:n:m:Lu and p={:)_ ”]
Wi leave it for you 1o calculate P and show that

() = x, = piy,  [0-562 0219] [05] _ [a3%05
=BT loa om |os]T lososs

which agrees with the result in (5).

Wi have seen two examples of Markov chains in which the state vectors seem 10 stahilize
after a peviod of time Thus, it is ressonable to ask whether all Markov chaing have this
The i be shows that this is not the case

g

™ EXAMPLE & A Markow Chain That Doss Mot Stabilize
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{n sochustic and hence can be reganded as the transition matrix for 2 Markov chain. A
simple calculation shows that P* = /. from which it follows thal

ImPaPaP= ad P=P=pP=p=
Thux, the successive states in the Markov chain with iaitial vector x, are
M. Pl Na. PRy Nl

which oscillute between. %, and Pxq. This, the Markov chain does ot stabiliac unlcss
‘anﬂlmmpnmnllnrx.m§|mﬂyj, L |

A precise definition of what it for a seqy of sumbers or vectors to stabilioe
in given in calculus; however, that level of precision will not be meeded here. Stated
informalky, we will say that a sequence of vecions

L TN ST T

approaches o dwi g or that it converges to g if all entries in x; can be made s close as we
like to the corresponding entries in the vector § by taking k sufficiently large. We denote
thin by writing x; — q as & — =. Similarly, we say that a ssquence of matrices

canverges to u matrix Q. writien Py — 0 an k — =, il cach entry of i can be made as
close us we like 10 the comesponding entry of by taking k sufficiently large.

W siw bn Example 6 that the state vectors of a Markov chain need not approach a
Jimit kn all casen. However, by imposing a mild condition on the ition matrix of a
Markov chain, we can guariniee thal the stale vectorn will approach a mit.

Wlhl_'l'ml Alem:ﬂx F is suid 10 be regwlar if P or some positive power:
of P has all positive entried, and & Markov chain whose transition matrix is regular
is said {0 be a regwiar Markov chain.

P EXAMPLE 7 Reguler Stochastic Matrices
The trangition matrices in Exampled 2 and 4 are régular beciuse their entries are positive.

The matrix
05 1
o [-n.s n}

075 0,
Pr=loxs n.:]

has positive entviea The mairix P in Example 6 is not regular because P and every
positive power of P have some zero entries (verify). 4

ia regular because

The following theorem, which we siate without prool is the fundamental resuli about
the long-term behavior of Markov chains
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THEOREM 5.8.1 I P is the Mrasition mairix for a nepwler Mavkey chain, then:
(8) Thetr is o unigier probability wclor § with poasitive entrivs sech that Py = §.

B) For any imirial probability vector xa. the of ale veclors
. Pup.... Pa,....
converges o g
) The soquence P P2 P, ..., P ... convenes ke the matrix @ cach of whase
ke reciors 5 g

The vector g in Theorem 5.5.1 is called the steade-sastr vector of the Markov chais.

Because it is a nonzero vector that satisfies the equation Py = 4 il is an eigenvecton

ponding 1o the eigenvalue i = | of P. Thus, g can be found by solving the inear
syviem

f=Py=8 [{E]]
#ubject 10 the requirement that § be a probability vector. Here an some cuamplei.

P EXAMPLE § Examples 1 and 2 Revisited
The iransition malriy for the Markov chain in Exampie 2=

[ERR N

Jl"[«..z u.o]
Since the entries of P are positive, the Markov chain is regular and henoe has & unique
sicady-state vecior g To find q we will solve the system (/ = Pig = 8. which we can

write as
02 -0 [e
oz ) (o]- (]
The general solution of this system is
=05 =4
{verify), which we can write in vecior form as
.= ["] o [""‘] - [*'} s
q2 ¥ 5
For q 1o be a probability vector, we must have
I-gl-l-n-il
which imphies that s = 4. Substituting this value in (14) yieks the sieady-state vecior
1
(i
3

hich is. . with the ical results obtained in (¥).

> EXAMPLE 9 Exampile 4 Revisited
The transition matrix for the Markov chain in Example 4 s

|'n.5 0.4 u.s‘l
p_lor ar o3
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Since the entries of P are positive, the Markov chain is pegular and hence has & unique
steudy-stale vector g To find q we will solve the system (f — Plq = &, which we can

e

5

{We have d to fra doll error in this Hlustrative examgple ) We
hmnierpuwmkmthnlhmdwdmiﬂdﬂh-dbmﬂmlmu
1o -y
0 o1 -§

g o 0

and that the general solution of (15)is
= n=f. q= 16

For q 1o be a probability vector we must have ¢i + ¢ + @ = 1, from which it follows
that s = (verify). Substituting this value in (16) yiekds the sicady-state vector

{warify), which is conaisient with the resulis obtained in Example 4. 4

Exercise Set 5.5

* In Exereoes -2 detorming whether A is o sochaatic matria
1 A is nost stochastic, then explain why not

04 0¥
] ik) A

Lis]l Am [n.s P

[

@ A={0 0 }

LR B ¢

02 O
] ‘-[ﬂl 0:]

) A

0 0
® .4..[” n:]

A 0§ ]
r=fia aslim=]
* In Exercines § 6, determine whether P is o regular stochasts
malng .

T R A

& fa) r-[: :] i P-[i :] o) Fu= i :]

* Im Exevcisgs 710, verily thit M is o regulas stochastic matiis,

-[os 03]
ERNE
=14 } =%
N B

L =l ¢ % amd B the steady-slate vector for the associabed Murkav chain.
WA=} 0 b A=) 0} } ’
P 140 2re iﬂ u--[::::]

B G iy 4T b0 44
LR N wealn
J-P-[u_: ::'.I--E:] Lo}
355/ 802
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11. Consider & Markoy process with iranston nsalns

State 1

Stabe I [ 0.2

Seatel| 08

{m) What dows the entry 0.2 represent”

{b) 'What doss the entry 0.1 represent”

(€) If the sysbem is i stade | mabially. what s the probabeliy
that it weilll bt s st T ot U ekl observalon?

() IF the wyntem has & 50°% chance of bemng m state | matsally.
‘whai is the probabslity that it will be m st 2 a1 e nent
observation?

Stk J

ol
(L]

11, Consider & Markoy process with transioa matra

Soate ¥
]
L]

{u) ‘What dows the entry § represent”

() What dows the entry 0 mepiesnl™

fe) IF the sysiem i m stabe | moteally. whot i the probebday
thast it welll b o stade 1 2t Lhe meni observatson®

fud) I¥ e wymiemn has & S0°% chamor of besng o state | sty
‘wial s the probabulity that o will be m state 2 a1 the et
obmivalion”

=

13. Ona grven day the air quality i 2 certam caty m asther pood or
bad Meconds show thot when the aor qualiy & good on one
day, then there is 2 5% chance that i will be pood the mext
day, and when the s quabty = bad on oner day, then theve =
w48 chancs that i will be bad the et day
fa) Find s matrix for this ph
[} IF thee i ety s oo Loskary, wihal o e probabedty Uhal
it willl be good twe days from sow”

i€} IF the air quuakity = bad loday, what = the probabilary that
40 will b bad thewe days. from sow®

fd) I theve is 3 2P chamce that the s quality will be

good ioday, what i the probabality that # will be good
omamon™

. In a laborstory enpermnend, 3 mowuse can choose one of two
food types each day, type | or type 11 Reconds show that of
the mowms chooss type | on 2 pven day, then there 1 2. 79%
chancr Lhal it will chosee type | Use mexl day, and o il chooses
type Il on one day. then dhere = 2 50% chanor ithal @ will
chooss type I Lhe next day.

i) Finda v for they

i) I the menrs chooses type | loday. what i the probalalny
thai it wall choose type | fee days from sow?

{c) 1 thr muwrer chonars Eype I loday, what s the probability
that ut willl choome type I theer deys fom now?
) IF there 2 1P chomee thal the moee willl chusnse type

1 nowkay. whct = the probabelty ot i will chonee bype |
Loemorrow ™

15 Suppose fhal af some st pom m e 100,500 progple e
--cm—u,—ln.mplthr-n:_h The

year $4
of the cty populston moves o the saborbs and 7% of he
e

{a) Ammsung that Lhe lotal popsisdum rrmeers comstant.
make 2 Lable thal shows the popubatom of the oty and
1 subwarts over a frve-year prrsod {rowsd o lhe neares
mdeger)

i Ovwer the bong term. b will the populsts be destrbmted
betwern the oty amd sy submrbe®

I Suppose that two competmg belevmon Satums statem | and

staiion 7. each have 50 of the veewer market 2 soome mateal

poml m b A v thot over exch ome-year pevsod statsom 1

captures 5% of statsen T's market shore snd statwon 7 captures:

1% of stabwon 1's market share

{a) Make 2 table thot shows the market share of each staten
over a five-year period

b1 Over the long term, how will the market shane be dis-
trabmied brtwons the beo stalons®

7. Fill m the snsung ootries of the stochaste matis

L]

n
= &
-

wiw B W

e ] sis sirmchy-sialr vecior

IE N Foana x o stochasis matria, and of Misa ] x n mains
whone entraes ame all 1, then MP =

19. i F 13 a regular stochasts: mairix with sieady-stale vecior §,
what can you say sbowt the srquence of products.
Py Py Py.... Pe...
ask—x?

B a) If Fisaregularn « n stochasts: matris with sieady-state
veclarg, and e e, ... &, are the standard unit vectars
in column form, what can you say sboul the behavor of
the sequence

Pa, Pr. Pla.....
wmk—xlorcachi=12....n7

(bl What daes thas il you sbout the behavior of the column
wectors of P* as b—oc?



