
8: UNIFORMLY MOST POWERFUL TESTS

c

The Neyman-Pearson Lemma can be used in certain

ases to derive optimal tests of a simple null versus

c

a composite alternative. First, we must define a

oncept of optimality for this case.

t

p

Definition: The region C is a uniformly mos

owerful critical region of size α for testing the

-simple hypothesis H against a composite alterna0

t 1ive hypothesis H if C is a best critical region of

size α for testing H against each simple hypothesis0

i 1n H . The resulting test is said to be uniformly

most powerful.
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eEg: Suppose X , . . . , X are iid N (θ , 1) and w1 n

0 1 -

s

want to test H : θ = θ′ versus H : θ > θ′. Let’s con

ider each simple hypothesis in H separately. We1

t

c

know from the Neyman-Pearson Lemma that a bes

ritical region for testing H versus the simple alter-0

n

(

native A : θ = θ′′ (where θ′′ > θ′) is the regio

x , . . . , x ) such that xd ≥ k . But k does not

d

1 n

epend on θ′′; it only depends on θ′, α and n . To

s

z

see this explicitly, note that the z -statistic i

= n (xd − θ′), so that a level-α test rejects H√dd 0

α α √dd .

S

when z ≥ z , or equivalently, when xd ≥ z / n + θ′

o the critical region defined by xd ≥ k , where

k = z / n + θ′, is a best critical region of size αα √dd
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nfor testing H against each simple hypothesis i0

H 1. (It is important to realize that this critical

v

region remains fixed as θ′′ ranges through the

alues in H ). Therefore the test which rejects H 0

w

1

henever xd ≥ k is uniformly most powerful.

n

K

Equivalently, we can say that the power functio

(θ) for this test is at least as large as the power

f

1

unction for any other level α test, at all values of

g

θ which exceed θ′.

Uniformly most powerful tests do not always

s

exist. In Example 3, page 407, Hogg and Craig

how that there is no uniformly most powerful test



o
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f H : θ = θ′ versus the two-sided alternative

1

0

1 n .

(

H : θ ≠ θ′ when X , . . . , X are iid N (θ , 1)

There is a flaw in their proof, but it can be fixed.)

y

t

g Another difficulty with the kind of optimalit

heory covered by the Neyman-Pearson Lemma is

-

l

that it must be assumed that the p.d.f. of the popu

ation is known, except for a finite number of

p

parameters. This assumption certainly makes the

roblems of statistical inference easier to think

.

H

about, but in practice it will almost never be true

ow, for example, can we be sure that our data

came from an exact normal distribution?


