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experienced the real spaces to the abstract setting. The concept of sc
product) of vectors, which attaches ‘to the (i) length (magmtude
between two vectors and perpendicularity of a vector to given vector,

algebra. It is important to note that inner products for the real spaces are
from the complex vector spaces. Thus we define inner product notion
spaces separately as follows: .

-+ 6.10.1

called inner product on V(R) when defined by f(u,y)= (f @), f(¥) = ( )
the followmg properties;

VECTOR SPACE STRuC
INNER PRODUCT REAL AND COMPLEX SPACES o &

In this section, we explore some extra structure on a vector space v

alar progye,
) of a vector (i i) g1 (dot
- A more generalized concept of inner product on V is a more usefi] tool ip 1

in
SOme what difs
on real apg con;;:x

DEFINITION

Let V(R) bea real vector space. A function f: VxV — ‘R » from Vv jyo 0 1 -
i

obsewmg

@  (au+py,w)= a(z,_),+.ﬁ (v, w)
®  (wav+pw)=a(uy)+{uw)
©  (wy)=(wu)

@  (wy)20

() (g ) O 1fandonly1fu =

© 6.10.2

DEFINITICN : :
A vector space V(R) togcthcr with inner product <3> on V(ER) is called rel

inner product space.

'6.10.3 IMMEDIATE OBSERVAT IONS FROM THE DEI‘INITION

(D
2
®)

(4)

An inner product <»>on V is a special type of multilinear functlon from V "V
into R .

Inner product <> > is a bllmear form, which is symmetrxc from axiom oL
deﬁnltlon 6.10.1.

. , es ¢
It is customary to adopt a special notation < » > for inner product It obser .

. . . > ZauV: .
properties of dot product on V(F), when defined by (.1.‘.’

‘B

s ) '
g=(u,,u2,...,un) and vy = [J,,Vz, - ,,] a;eR.

A space V(F) can have infinitely many different inner products on it
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i

6.10.4 DEFINITION

Let V(C) be a complex vector space. A complex inner product on V(C) is a

function ( ) similar from VxV into C Wthh satisfies the following dmoms,
@  (qu+By.w) = (sw)+F (2w)
®  (wau+pfy)=a(wu)+ B (wmy)
(c (u v) (v u) " ‘ ‘
By (wy)20 |
©) (u,v)=0, ifand only if ¥ =0, _
forall u,v, we V(C)and &, €C.

~—r

"Of course, our princip]c example of complex in-ner,product is defined by
(z,v)=u"-yonC” —space
If u = (a,, ;- a, )and ¥ =(5,, Bs5----, 5,) € C” then
(uv) aﬁ',+a2,82+ +a:,6' Zaﬂ

i=1

6.10.5 DEFINITION

A vector space V over F is said to be an inner product space, if there is
deﬁned for any two vectorsu ,v € V, an element (u __) in F such that

(1) (u,vV=w,w)

(2) (u,u)=>0

(3) (u,u)=0ifand only if u =ov

- (4) (au+pv,w)=a(u,w)+B(v,w)

foranyu,v,w e Vand a, Be F.

6.10.6 IMMEDIATE OBSERVATIONS FROM DEFINITION

1) If F is the field of complex numbers, the property (1) of inner product
~ implies that (u, w) is real and property (2) makes sense.

(ii) (1, av + Bw) = (av+pw,u ) = (a(v,u)+B(w,U))

= o (u)) + Blw,u)

= (a, v+ B (u,w),by @)
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(iii) Ifu=(c1, az ..., cn) and v = (B1, Bz, . . -;ﬁn) e F?and (u, v) = a1 B1 +
azﬁz '+ . - -4 anPB, defines an inner product on F2 and makes F? an

inner product space.

(v) Ifu= (a1, az) and v =.(ﬁl, B2), then (u , v) = 2a1P, + ar B, + azB, + azp,
defines an inner product on F? and makes F? an inner product space.

6. 10 7 DEFINITION

Let V be an inner product space. If v € V, then the length of v is cal]ed.
the norm of v, wrlttenby |] v'|],and defined by | | v | | = J(v,v

6.10.8 LEMMA

[feal|l=lal [lull
PROOF

|| au | |2 =(au, cu) =ax (a,u)

Since a - a =| «|2and (u,u)= || u | |? therefore,
[lau||2=]a [2-|[u]]?
=  lleull=a-|]ull

6.10.9 DEFINITION

-

Let V be an inner product space. Ifu,v € 'V then u is sa1d to be
orthogonal to vif (u, v) = Ov. : .

It is 1mportant to note that.ify_ is orthogonal to v then v is orthogonal to
. u, by : ’

(v, )=(u,v)=0=0

6.10.10 DEFINITION

If W is a subspace of a normed space V, the orthogonal complement WJ‘ of
W, is defined by wt = {x € V: (x, w) =0y, for all w € W).
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6.10.11 LEMMA
W is a subspace of V. .
PROOF
_Let x,ye W Then (x,w)=0v=(y,w), forallw e W, a subspace of V.
-If a, B € F, then, . ‘ .
(ax + By, w) = a(x, w) + By, w)
—a-0v+p-0v=0v
"Thus Wtis a subspace' of V(F). .

6.10.12 LEMMA
WAW = (0v:

PROOF
Let u e W N Wt. Then ue W+ and hence (u, u) = Oy, which is not true by
definition of inner product unless u = Ov. - .

COR.
Any normed vector space V is the direct sum of its spaces W and W+, for
each subspace W of V.

ie, V=Wa W
"~ For example, if V=R3 = ((x, y, 2) 1X,y,2 € R} is a vector space, then

W ={&x,v,0):x,y, € R} is a subspace of R3 with Wt = {(0, 0, 2):z¢€ R}'as
a subspace of R? with W n W* = (0) and W + W* = R3. Consequently W ® W' =
R3.

6.10.13 THEOREM

Let V be a finite dimensional inner product spacé and W be a subspace of

V. Then (w')' = W.
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PROOF - :

Take w € W, where W is a subspace of V. If u € Wi, then (w, u) =0, by
definition, for all u e W+, which implies that w € W' for all w and hence w -

W

Now V=W1® W = W1@(W1)J' ‘_

Since dim (W) = dim (W' and W <« Wt «c (WH)! = W Wy, thex-eﬁ;,e
= (WH)*, which proves the assertion of the theorem

6.11 ORTHONORMAL BASIS OF FINITE ' DIMENSIONAL
VECTOR SPACES A

We have learnt a.h‘eady at the earher part of t.h15 chapter that eack
ﬁnite—dunens10na_l vector space V attains a basis of V. Basis cf each vector spas
plays a central role in determining the local behaviour of V within itself. Sine
each element of a vector space has also been declared a vector, therefore study
of vectors shoulders the responsibility of the inner study of a vector space. Wity
reference to the development of vector space structure, it is important to recal
the content of chapter 2 on vectors, where orthogonality of a non-zero vector is
defined to another non-zero vector. If u and v are two vectors of same space thes

u-u

1’, - ll .' . 8 ., A ) -
" vector [v—( )u) 1s orthogonal to the vector u, makes it possible to locatea

vector orthogonal to any given vector. Thus basis vectors can this way be

transformed to an orthogonal basis of the same vector space. The basis vectors

can be located to be orthonormal, which are each of length unity.

6.11.1 DEFINITION

The set of vectors -{vi} in V is an orthonormal set if
(1) each v; is of length 1 (i.e., (Vi vi) =1)

(2) fori=j, '('vi, vj) =0

6.11.2 LEMMA |
If {vi}] is an orthonormal set of vectors of a normed space V, then the

vectors of (v} are linearly independent.

“~



