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- DEFINITIQN

: EXAMPLE 1

Solution

Thus far we have defineq a
and noted Some of jg e

~++» Vi in a vector space V are said to span V if ev-

near combination of V1. V2, ..., V,. Moreover, if § =
Viovg, L, Vi}, then we also say that the set Sspans V, or that {v,, v5, ... s Vi)
Spans V, or that V i SPanned by S, or in the language of Section 6.2,
span S =V, - . :

The procedure to check if the vectors ﬁ, V2, ..., V¢ span the vector space
Vis as follows. R ' ~ : '
Step 1. Choose an arbitrary vector v in V.

'Step 2. Determine if v is a linear combi

nation of the given vectors. If it is:
then the given vectors span V. Ifitis n

ot, they do not span V.

Again we investigate the consistency of a linear system, but this time for
a right side that represents an arbitrary vector in a vector space V.

.

Let V be the vector space R® and let :
v =(l,2; b, v2=(1,0.2), and vy =(1,1,0).
Do 91, V2, and vy span V7 -

Step 1. Let e (a, b, ¢) be any vector in R®, where a, b, and c are arbitrary

. real numbers.

Step 2. We must find out whether there are constants cy, C2, and ¢3 such that

ciVi +Cava+ vy = v,

" This leads to the linear system (verify)

at aa+c=a

2¢) +cy=b
)+ 2¢; = c.
A solution lS (verif)") | :
. —b+c da—-b-2
. _T2at2btc o m I2ERE e
A= 3 3 3

Since wé have obtained a solution for every choice of a, b, and c, we‘c_oncludse
&:at Vi, v2, va:span R?. This is equivalent to saying that span (v, v, v3} = R3,
AL AN o : w ]
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"~ EXAMPLE3:

Solution

N TR IE)

- Step 2. We must find out whether there are constants ¢ and ¢, such

0o of[1 oo I
spans the subspace of M;; consisting of all symmetric n{alﬁces

Step I. An arbitrary symmetric matrix has the form

. a b
A=|:b c]‘

where a, b, and ¢ are any real numbers.
Step 2. We must find constants d\, dz, and d3 such that

‘[1 0 0 1 [0 0
alo o =4l o]+ afs f=a=fs 9

which leads to a linear system whose solution is (verify)

d=a,  da=b, dy =ve

>

d Cl “'E !

Since we have found a solution for every choice of a, b, an
g

that S spans the given subspace.

Let V be the vector space Py. Let S = {py (1), p2(t)}, where oy
and pa(r) = t* + 2. Does S span P;? . 3t

Step 1. Let p(1) = at*> + bt + ¢ be any polynomxal in Py, where,
are ary real numbers.

p@t) = c1pi(t) + e2pa(r)
) ' I
or , , i
| at> + bt +c=c (2 + 2t + 1) + (12 +2). ;
Thus : ) t :
(c1 +c)t” + Qent + (¢ + 2¢2) =a!2+bt+c i
Since two polynomials agree for all values of ¢ only if the coefhcus
spective powers of ¢ agree, we obtain the linear system

'+ cr=a
2¢) =b
c) + 2¢, = c. ,

Using elementary row operations on the augmented matrix of thxs.!
tem, we obtain (verify)

1 0; 2a — ¢
0 l; c—a
0 0!b—-4a + 2¢

If b — 4a + 2c # O, then the system is inconsistent and there is®
Hence § = (p:i(1). p»(1)] does not span P-. For examnle. the



.

EXAMPLE 4

(LEEXAMPLE'S

T EXAMPLE G,

Sec. 6.3 Linear Independence 258§

2

The vectorse; =i=(1,0)ande; = j = (0. 1) span R?, for as was observed
in Section 4.1, if u = (u,.u3) is any vector in R?, then u = uye, + uze,.
As was noted in Section 4.2, every vector u in R’ can be written as a linear
‘combination of the vectors ¢, =i = (1,0.0).¢; = j = (0.1,0), and ¢5 =
k = (0,0.1). Thuse,. e, and ey span R’. Similarly, the vectors e; =
(1,0,..., 0),e2=1(0,1,0....,0),..., e, =(0,0,..., 1) span R”, since a1y
vector u = (4, U3....,u,) in R" can be written as

u=ue; +ue;+---+uze,. |

The set §:= {r", " %g.., t. 1} spans P,, since every polynomial in P, is of
the form

ant” 'f'a]f”—l + -+ a1t +a,.

which is a linear combination of the elements in S.

Consider.the homogeneous linear system Ax = 0, where

1 1 0 2"
2 -2 1 -5
A=1] § 5 -1 "3}
' 4 4 -1 9

From Example 8 in Section 6.2, the set of all solutions to Ax = 0 forms a
subspace of R*. To determine a spanning set for the solution space of this

homogeneous system, we find that the reduced row echelon form of the aug-
mented matrix is (verify)

2
-1
0
0

oo~
oo o
oo -0
coCo

The general solution is then given by

>y

E Xy =—r—
Xy=r
X3=3$§
X34 =35,

where r and s are any real numbers. In matrix form we have that any memt-
of the solution space is given by

-1 =2
Hence the vectors é and ? span the solution space.
0 1

R T YT
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" Uinear Independence
DEFINITION

Solution

The vectors v,, vz, ..., vy in a vectdh space V are <ajq 10 be | '
dent if there exisl constants ¢y, C3. ..., Ci. NOL ine '
1.2 Cr. notall zero, gyep, thar ‘ﬂyw
avi+avad---tavy =0, -
Otherwise, vy. vy, ..., v, are called linearly ihdepcndem ™ 1
v; arc lincarly independent if whenever ¢ vy + CaVy+... - Thatjs Yiv
have Cevp = 0, “‘:
C|=(‘2=...=ck=0‘ *
That is, the onlv linear combination of vy, v,, .. ., v that vields
is that in which all the coefficients are zero. If § = the ey

also say that the set S is linearly dependent or Iine[:;['yvf;‘a‘ '-h}.tbq
vectors have the corresponding property defined above. epe"denw
It should be emphasized that for any vectors v,, vl . v F
always holds if we choose all the scalars ¢y, ca, ..., ¢ 'c;]haf'tEquati@
important point in this definition 1s whether or not it is possib]e:0 :
with at least one of the scalars different from zero. 0 Satisy

¢
| The procedure to determine if the vectors v, vy, ..
| dent or linearly independent is as follows.

l

| Step 1. Form Equation (1), which leads to a homogeneous system

| Step 2. If the homogeneous system obtained in Step 1 has only the trivg
. solution, then the given vectors are linearly independent; if it has a nopg;
izl solution, then the vectors are linearly dependent.

Vi arm

Determine whether the vectors

—1 2
1 0
o| and 1
0 i

dependent or linearly independent.

found in Example 6 as spanning the solution space of Ax = 0 are hm'

Forming Equation (1),

-1 -2 0
0 0 _
L] 0 + c; 1= 1o z
0 1 0 ;

we obtain the homegeneous system ’
—Cy — 2(.'2 =0 ?
c) + 0C2 =0 )
Oc, + c; =0 i

Ocy + ¢ =0,
_y Ii

whose only solution is ¢; = ¢; = 0. Hence the given vectors are B

independent. : ‘
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F 3

Solution

EXAMPLE 10

. sy . Sec, 6.3 Line

] ‘ - zlﬂdem,m

nearly depgnd,:m OT(h'r.\B ‘I Y 4 Yi=(n 1.1 257
arly in -

¥ 2), N
We form Equation I Pendenr? Y1=(1L1,1,3)iq pe

and solve for €1, 04

<+ C]‘_':O
24+ e3=0
G+ e+ €3=0

‘ 2cy +2c, +
. 1+3e5=0
which has as its only sofuti .

4 on =
given vectors are linearly i Aot

i = €3 = U (Verify), showing that the
| "
Consider the vectors

vl — (102'_1) Y )
5 2=(l.—‘2' I). Ve = [—
and 3 =(-3.2. -1,

vs=(2.0.0) in R%.
{vi. v2, v3, vy} linearly dependent or linearly independent?

Setting up Equation (1), we are led to the homogeneous system (venfy)

Is §$ =

i+ c2—=3¢c3+2c4,=0
2 — 20+ 203 =0
-6+ c2— €3 =0,
a homogeneous system of three equations in four unknowns. By Theorem 1.8,

‘Section 1.5, we are assured of the existence of a nontrivial solution. Hence, S
is linearly dependent. In fact, two of the infinitely many soluticos arz

" a=1, cx=2, cx=1 ce =05
a=1, =1 =0 € =) "

The vectors €, :md e in R, defined in Example 4, are linearly independent.

e a(l.0) +(0. )= (0,0 7 p
can hold only ifcy = = 0. Simlarly. thc; vcc.ton‘. el!. e, md e in R,
and more generally, the vectors €. €2..... € in R are inearty mdcpcn*:
(Exercise T.1).

: i -ion 6.6, to foilow, gives ;mo!hcr .
Comligy SC::;‘: are lincarly dependent of linearly indepeade™t

iven vectors e i .
Whétl_hﬂf nthgcl:mtri'( . whose columns are the given 1 V&< i

Ve form x A, . :

‘:/ct::tors are linearly independent if and Euse

10, - >fiy. @
A=|p l]
‘are linearly independen

and det(A) = 130 that ¢; and &2

N e e 4t

o

B e e e R ——————— -ft"‘ns—'-f-m/
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7 EXAMBUEAN

a—

Consider the voctors :
—_
pn =1 4+1+2 pa(t) = &f° 1. Pa(t) = 3,2

A

To find out whether § = [P0, pa(0). p-t(t])'] i; linearly (e 1y y
independent, we sclup Equation (1) and solve for ¢y, ¢,
homageneous SYVstem 1s (venfy)
cy + 2¢:2 4+ 33 =0
g+ 2+ 2c3=0
2cy 4+ 2c3 =0,

which has infinitely m~nv solutions (verify). A p

articular solution ;
c=1l.ca=-1.%0 15 ¢

Iy
pi() + p2(1) — pa(r) = 0.

Hence S is lin‘car!}" dependent.

\

If vi.¥va. ... v, are k vectors in any vector space and v, is the 5 }

Equation (1) holds by letting ¢, = 1l and ¢; = O for j %« ; €ro \-g%‘
_Av,.va..... Vi) 1s linearly dependent. Hence every set of v Us §

: ectors Coné Uy
the zero vecior 1s linearly dependeni. am,,!!

|

Let S; and S- be finite subsets of a vector space and let S| be
of S;. Then (a) if §; is linearly dependent, so is S2: and (b) if 5, isalisubﬁ
independent. so 1s S| (Exercise T.2). ez
We consider next the meaning of linear independence in R? ang g3 %
posc that v, and v, are linearly dependent in R-. Then there exjst Scal.ar:;
and c». not both zero, such lha.t " ;

c\vy +c2va = 0.

If ¢, # O, then ’

C2
v, = —— ) Vvs.
I\ 'rl
C)
Voy=|| —— ] V;.
2

Thus one of the vectors is a scalar multiple of the other. Conversely, supp&
that vy = ¢v;. Then . .

If c» 3 0, then

lvl — CV¥V2» = O‘

and since the coefficients of v; and v; are not both zero, it follows Lhaljﬂ
v2 are linearly dependent. Thus v, and v, are linearly dependentin R
only if one of the vectors is a multiple of the other. Hence two Vectorslﬂ.

are linf:arly dependent if and only’if they both lie on the same lin¢ past
througn the origin [Figure 6.4(a)).

Suppose now that v, v,,

. ' . 3 Thes!
k and v, are dent in R
can write 3 are linearly depen

VL +cavy + c3vy = 0,

and ¢, are not all zero, say ¢; # 0. Then

T Cy c
-6 2

where ¢|, ¢,
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Y .1'
K A "
0O 0
(a) Linearly dependent vectérs in 27, (b) Linearly indepeadent vectors in A7,

which means that v; is in the subspace W spanned by v; and v;.

Now W is either a plane through the ofigin (when v, and v, are linearly
independent). or a line through the origin (‘when v, and v, are linearty depen-
dent), or the onigin (when v, = v; = vy = 0). Since 2 hine through the origin
always lies in a plane through the origin, w= conclude that v,, v, and vy all
lie in the same plane through the origin. Conversely, suppose that v,. v;. and
v3 all lie in the same plane through the origin. Then either all thres vectors are
the zero vector, or all three vectors lie on the same line through the onigin, or
all three vectors lie in a plane through the origin spanned by two vectors, say
v; and v5. Thus, in all these cases, v is a lincar combination of v, and v;:

Yy = a1V 4+ a3vy
Then
a\vy — lV: +ayvy = 0,

which means that v,, v,, and vy are linearly dependent. Hence three vectors in
R? are linearly dependent if and only if they all lie in the same plane passing
through the origin [Figure 6.5(a)).

Figure 6.5 » '

IR TR R

R e &l

_(a) Linearly dependent vectorsin R (b) Lincarly independent vectors i R,

More generally, 2t u and v be nonzero vectors in a vector space V. We can
_ShOW (Exercise T.13) that u and v are linearly dependent if and only if there
IS a scalar k such that v = ku. Equivalently, u and v are linearly independent
if and only if neither vector is a multiple of the other. This approach will not

work with sets having three or more vectors. Instead, we use the result given
by the following thedrem.

The nonzero vectors vy, va. ... v, in @ vector space V are linearly dependent

if and only if one of the vectors v j» J = 2 is a linear combination of the

Preceding vectors vy, va, ..., ¥,_.

If v; is a linear combination bfvl. Ya, ...V,
Vi=avi+avr+---+Cjm1Vj-1.

then

avitavr+---+ciav,— +(=1yv; +0v; . +.--F+0v, =0.
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Remarks

. such that

¥

Since at Jeast onc cocfficient, — 1. it nonzero, we Cﬂﬁctw}e

;rr linearly d{'[“m’rn" N_ ‘ f?\“'
Conversely, suppose that ¥y va, ... Va are lineay) )

there exist scalars €y, €2, . - .. Cay NOL ANl ZeTO, SUCH thay ~

L —
(‘|\" -+ r:\': - ... + (\qu a n &'
Now let j be the tarpest subscript for which ¢; % ¢ It

j > 1.

€ < ey

/Bt el B Bk Gl B - PR - !

! €j, Cj B B i
€ I~y

!
If j = 1. then cyv; = 0. which implies that Yi s .
athesis that none of the vectors are the zerp vector C"’ﬂm,
h,"‘\ . . . f h d . Thus \‘:&‘
v, is @'linear combination of the preceding vectors Vicv,, 0“"%':\5
e d

If ¥y, V2. va, and vg4 are as in Example 9, then we find ("’erify) E
V1+V2+0V3—V4=0. mal

L
Wi

SO ¥y, ¥2, V3, and vq are linearly dependent. We thep, have P |

Va = V| + v,.
1. We observe that Theorem 6.4 does not say thap every vee W |
combination of the preceding vectors. Thus, in Exam e tong‘;\\m;
the equation v; 4+ 2vy + v3 + Ovy = 0. We cannot solye ; -w'ekx‘;n {
for vs as a lincar combination of v,, v,, and v, Since'i;; S |
) cu&‘{c) {

2. Wecanalsoprovethatif S = {v,, %, ..., v}isa SeL of vectyy;, 1 (
i

space V, then § is linearly dependent if and only if one of the, »
S is a linear combination of all the other vectors in R

S (see Exepe il (
For instance, in Example 13, mm (
V) =—v>—0vi+ vy and V) = —%vl - %VS 0y, ¢
3. Observe thatif vy, v2, ..., v are linearly independent vectorsiy,,

space, then they must be distinct and none can be the Zero vecly P (
The following result will be used in Section 6.4 as well as in Seveag;c

Places. Suppose that § = (v, v,, ... . VYa} spans a vector space V aly,) |
* linear combination of the preceding vectors in S. Then the set &) {‘
Sl={Vl-"z'---»vj—l,v;w'-t-----Vn}- fe) {

consisting of § with v; deleted, also spans V. To show this result, obsetd) (

if v is any vector in V, then, since S spans V', we can find scalarsa;,a.p;

. xy

YAy e ok o o aj-1Vj-1 4+ a;v; +ajpvis + ---+a.'.~;“=u:d_
Now if "

Vi=bivitbivyi+ .o b v,
then ;

= iy .
v_a'v'+azv2+"'+aj~:vj_|+aj(b,v|+sz2+"'+b"ﬁw

T4V 4 .. +a,v,
= IR RN 5 B ey Wy, 2 Civ1Vjwt + oo+ Ca¥mr
which means that span S| =
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i - re _ |
' (v vz_v;,V3,lﬂR .th |
Consider the set of vectors 5 == 171~ . |
1 rr)_'-. -
\ ’ | 1 and vs = . )
Vy == 1 — r: i vy = ‘ . , . :
"()) O LO_} ;
| we conclude that W = span §,.
and let W = span S. Since vy = v + V2. - 2 ‘
where §; = [viva. v3). . .

; Exercises

axich of the following vectors span R?? 8. Let ~

2). (— A I a7 BE!
» (L2 (=1 D). P |
‘ - aig & e | SR — 3 = Z
& (0. 0). (1., D. (=2, =2). Xy = “ 1 I‘\, - . . ‘, - =
&) (1. 3). (2. —3). (0. 2). L vy =3 | 2
$ (2. 5. (—1.2).

vhich of the following sets of vectors span R*?
) (L —=1,2).(0,1, 1)),

B ((1.2.—1). (6,3.0). 4, “1.2). . —5.4)).

¢ [(2.2.3),(—1,=2,1), (0,1, ).

) ((1.0,0),(0,1,0), (0,0, ), (1,1, D}.

vhich of the following vectors span R*?

1) (1.0,0,1), (0, 1,0,0), (1,1, 1, ), (1, 1,1,0).

h) (1.2.1.0), (1.1, —1,0),(0,0,0,1).

5 (6.4, —2,4),(2,0,0, 1), (3.2, —1.2),
(5,6.—3,2),(0,4, =2, —-1).

$H (1,1.0,0), (1,2, —1, 1), (0,0,1, 1),
(2.2 )

vhich of the following sets of polynomials span P,?

) 2+ 1,02 00+ 1)

) 24+ 1,72 — 1,12 + ¢t}

) {12 +2,207 — 4+ 1,0+ 2,1F 1% 4).

) {r* +2t — 1,17 — 1}

o the polynomials 1* + 20 +.0, 12 —¢ 42,15 42,
) + 12 — 5t + 2 span Py?

ind a set of vectors spanning the solution space of
x = 0, where

2 3 6 -2
ami e A 9,3
0 =2 -4 0

belong 10 the solution sgace of Ax = O 1s TRy . Xy, 23]

linearly independen®

/‘I). Let

n TN N i
x‘_=\'l . O\ ‘\SK |
0 *TA-ty =i,
X L ol
belong 1o the null spacs of A, s Xy e, 1) neasty |
independent?

10. Which of the {ollowing sets
dependent? For those
linear combination of

of vectors i R® ase Tiozasty |
that are, exprass one vecioras a f
the rest.

(@) 112, -1, 3.2 9.

®) 1.2, 1), 2.6, -5 (1. -2 "L

(<) \\\.\.0\.(0.1.3\;\1\‘_&‘\3,6.(\\}-
W@ L2300 0, (Lo,

.

11. Consider the veaor space R*. Follow the durecnons of
Exercise 10

@) {(\\\,2

b Smy

LD

-

DL LA Y. 4. 6,3.6). 00 Wy

(®) (1 =23, D =LA -6

© L LU L L n QLR W

W@ 1320 =1 ), (6.5, -5 2 - WAL

12, CO\\Sl\Qtt e Negtot space ?,_ Follow 1he &t 200 §
Exsrase 10

@ U+ e=2 sy

R T W |
© D+ 13+ LW v\
W E —a 52 _ g -3 - e

13, Consider the vector space My Follow m"d,

Exercise \Q. i



