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Introduction 
 
‘A dictionary of research methodology and statistics in applied linguistics’ is 
a reference guide which offers an authoritative and comprehensive overview 
of key terms and concepts in the areas of research and statistics as concerns 
the field of applied linguistics. The volume is intended as a resource to de-
lineate the meaning and use of various concepts, approaches, methods, de-
signs, techniques, tools, types, and processes of applied linguistics research 
in an efficient and accessible style. Some entries relating to statistical aspects 
of research are also used so as to help the researcher in the successful formu-
lation, analysis, and execution of the research design and carry the same to-
wards its logical end. This book makes use of approximately 2000 entries on 
the key concepts and issues of research with cross references where neces-
sary. Cross-referencing is achieved in several ways. Within the text, there 
are terms which have their own alphabetical entries and are printed in SMALL 

CAPITAL LETTERS. There are also in-text entries that are defined within the 
body of the paragraph and are printed in bold letters. Other entries that are 
related to the term at issue that might be of interest and further investigation 
are either provided in the main text or listed at the end of each entry under 
‘see’ and ‘see also’ respectively. In this volume, the sign  has also been 
used for representing the resources from which the materials have been re-
produced or adapted. 
This volume is designed to appeal to undergraduate and graduate students, 
teachers, lecturers, practitioners, researchers, consultants, and consumers of 
information across the field of applied linguistics and other related disci-
plines. I hope that this dictionary succeeds in fulfilling its intent as a re-
source that can convey essential information about research issues, practices, 
and procedures across the whole gamut of the applied linguistics. 
I would very much welcome reactions and comments from readers, especial-
ly relating to points where I may have lapsed or strayed from accuracy of 
meaning, consistency of style, etc., in the interests of improving coverage 
and treatment for future editions. 
 
 

Hossein Tavakoli 2012 
hntavakkoli@yahoo.ca 
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A 
 
ABA design 

see EQUIVALENT TIME-SAMPLES DESIGN. See also SINGLE-SUBJECT RE-

VERSAL DESIGN 
 
ABAB design 

see EQUIVALENT TIME-SAMPLES DESIGN. See also SINGLE-SUBJECT RE-

VERSAL DESIGN 
 
ABABA design  

see EQUIVALENT TIME-SAMPLES DESIGN. See also SINGLE-SUBJECT RE-

VERSAL DESIGN 
 
ABACA design 

see MULTIPLE-I DESIGN 
 
ABCDEFG design 

see MULTIPLE-I DESIGN 
 
abduction  

the least familiar mode of reasoning and the mode that was systematized 
most recently. In conjunction with deduction and induction (see INDUC-

TIVE REASONING, DEDUCTIVE REASONING), abduction is used to make 
logical inferences about the world. It is an interpretivist research strategy 
(see NORMATIVE PARADIGM). Whereas positivists (see POSITIVISM) and 
variable analysts marginalize the meaning-making activities of social ac-
tors, interpretivists focus on these activities, and in particular, individu-
als’ intentions, reasons, and motives. This is an insider’s perspective, and 
therefore outsider or external accounts of social actors’ beliefs and inten-
tions are considered to give a partial view of reality. It is the beliefs and 
practices of individuals that constitute the subject matter of research. The 
abductive process comprises the way educational researchers go beyond 
the accounts given by social actors about their plans, intentions, and ac-
tions in the real world.  This process is multi-layered, with the first stage 
being the collection of data that reports how individuals understand reali-
ty, using methods such as semi-structured and auto-biographical inter-
views. At the second stage the researcher moves from reporting lay ac-
counts to constructing social scientific theories about human relations. 
Some types of interpretivists argue that this constitutes an illegitimate 
step, and for them, concepts, ideas, and constructs have to be embedded 
in lay accounts, and their task is to report them. 
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There are a number of problems with this approach: the process of col-
lecting data about these accounts is likely to influence them; and analyz-
ing and reporting such constitute a going beyond the original account.  
 Scott & Morrison 2005 

 
abscissa 

another term for HORIZONTAL AXIS 
 
abstract 

a brief summary of research that includes the research questions, the 
methods used and the results. The structure may vary but a well-written 
abstract should summarize five essential things to help the reader know 
what the study is about: (a) purpose of the study, (b) source(s) from 
where the data are drawn (usually referred to as PARTICIPANTS), (c) the 
method(s) used for collecting data, (d) the general results, and (e) general 
interpretation of the results.  
A well-prepared abstract can be the most important single paragraph in 
an article. Most people have their first contact with an article by seeing 
just the abstract, usually in comparison with several other abstracts, as 
they are doing a literature search. Readers frequently decide on the basis 
of the abstract whether to read the entire article. The abstract needs to be 
dense with information. By embedding key words in your abstract, you 
enhance the user’s ability to find it. A good abstract is: 
 
• Accurate: You should ensure that the abstract correctly reflects the pur-

pose and content of the manuscript. Do not include information that 
does not appear in the body of the manuscript. If the study extends or 
replicates previous research, note this in the abstract and cite the au-
thor’s last name and the year of the relevant report. Comparing an ab-
stract with an outline of the manuscript’s headings is a useful way to 
verify its accuracy. 

• Nonevaluative: You should report rather than evaluate; do not add to or 
comment on what is in the body of the manuscript. 

• Coherent and readable: You should write in clear and concise lan-
guage. You should use verbs rather than their noun equivalents and the 
active rather than the passive voice (e.g., investigated rather than an in-
vestigation of; The authors presented the results instead of Results 
were presented). Also, you should use the present tense to describe 
conclusions drawn or results with continuing applicability; use the past 
tense to describe specific variables manipulated or outcomes measured. 

• Concise: You should be brief, and make each sentence maximally in-
formative, especially the lead sentence. Begin the abstract with the 
most important points. Do not waste space by repeating the title. In-
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clude in the abstract only the four or five most important concepts, 
findings, or implications. You should use the specific words in your ab-
stract that you think your audience will use in their electronic searches. 

see also RESEARCH REPORT 
 Perry 2011; Mackey & Gass 2005; American Psychological Association 2010 

 
ACASI 

an abbreviation for AUDIO COMPUTER-ASSISTED SELF-INTERVIEWING 
 
accelerated longitudinal design 

a type of LONGITUDINAL MIXED DESIGN which is used in obtaining per-
spective-like data in less time; in such a design multiple COHORTs of dif-
ferent ages are observed longitudinally for shorter period of time. The 
idea is that if the cohorts are slightly overlapping, the researcher can sta-
tistically combine the cohorts and estimate a single growth path, extend-
ing from the youngest age observed to the oldest.  
see also ROTATING PANELS, SPLIT PANELS, LINKED PANELS, COHORT 

STUDY, DIARY STUDY 
 Dörnyei 2007 

 
acceptability judgment 

an ELICITATION tool in which a list of grammatical and ungrammatical 
sentences is presented to learners who are then asked to indicate whether 
they consider them acceptable in the second language or not.  
 Mackey & Gass 2005 

 
accessible population 

see POPULATION 
 
accidental sampling 

another term for OPPORTUNISTIC SAMPLING  
 
accommodation 

a strategy employed when a researcher has reservations about removal or 
inclusion of OUTLIERs. Accommodation involves the use of a procedure 
which utilizes all the data, but at the same time minimizes the influence 
of outliers. Two obvious options within the framework of accommoda-
tion that reduce the impact of outliers are: a) use of the MEDIAN in lieu of 
the MEAN as a measure of central tendency; b) employing an inferential 
STATISTICAL TEST that uses rank-orders instead of interval/ratio data. 
Accommodation is often described within the context of employing a 
ROBUST statistical procedure (e.g., a procedure that assigns weights to 
the different observations when calculating the sample mean). Two 
commonly used methods for dealing with outliers (which are sometimes 
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discussed within the context of accommodation) are TRIMMING and WIN-

SORIZATION. 
 Sheskin 2011 

 
accumulative treatment effect 

another term for ORDER EFFECT 
 
achievement test 

a test which is designed to measure the knowledge and skills that individ-
uals learn in a relatively well-defined area through formal or informal ed-
ucational experiences. Achievement tests include tests designed by teach-
ers for use in the classroom and standardized tests developed by school 
districts, states, national and international organizations, and commercial 
test publishers. 
Achievement tests have been used for:  
 
a) summative purposes (see SUMMATIVE EVALUATION) such as measur-

ing student achievement, assigning grades, grade promotion and eval-
uation of competency, comparing student achievement across states 
and nations, and evaluating the effectiveness of teachers, programs, 
districts, and states in accountability programs;  

b) formative purposes such as identifying student strengths and weak-
nesses, motivating students, teachers, and administrators to seek high-
er levels of performance, and informing educational policy; and  

c) placement and diagnostic purposes such as selecting and placing stu-
dents, and diagnosing learning disabilities, giftedness, and other spe-
cial needs. 

see also PROFICIENCY TEST 
 Fernandez-Ballesteros 2003 

 
acquiescence bias 

also acquiescence response bias 
a common threat inherent to QUESTIONNAIRE which refers to the tenden-
cy that respondents may have to say yes, regardless of the question or, 
indeed, regardless of what they really feel or think. Acquiescent people 
include yeasayers, who are ready to go along with anything that sounds 
good and the term also covers those who are reluctant to look at the neg-
ative side of any issue and are unwilling to provide strong negative re-
sponses. There are a number of strategies researchers may use to avoid or 
control for acquiescence response bias. One such strategy is to include 
multiple items to measure a construct of interest, approximately half of 
which are worded so that the ‘agree’ response indicates one position and 
the other half worded so that the ‘agree’ response indicates the opposite 
position. For example, respondents might be asked whether they agree or 
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disagree with the statement, ‘It is important for the teacher to be a person 
of high moral character’, and then later asked whether they agree or dis-
agree with the statement, ‘It is not important for the teacher to be a per-
son of high moral character’. If respondents exhibit acquiescence re-
sponse bias and agree with both statements, their answers to these two 
questions cancel each other out. 
Another strategy for dealing with acquiescence response bias in agree-
disagree questions involves rewriting all questions so that each question 
requires respondents to report directly about the dimension of interest. 
For example, the previous question about the importance of the teacher’s 
moral character could be rewritten to read, ‘How important do you be-
lieve it is for the teacher to have a strong moral character: extremely im-
portant, very important, somewhat important, a little important, or not at 
all important?’ This strategy also allows researchers to avoid agree-
disagree questions. 
see also SOCIAL DESIRABILITY BIAS 
 Dörnyei 2003; Cohen et al. 2011 

 
acquiescence response bias 

another term for ACQUIESCENCE BIAS 
 
action research 

also practitioner research, teacher research, teacher-as-researcher 
a research approach which is an on-the-spot procedure designed to deal 
with a concrete problem located in an immediate situation. This means 
that a step-by-step process is constantly monitored over varying periods 
of time and by a variety of mechanisms (e.g., OBSERVATION, INTERVIEW, 
QUESTIONNAIRE, DIARY STUDY, and DISCOURSE ANALYSIS) so that ensu-
ing feedback may be translated into modifications, adjustments, direc-
tional changes, redefinitions, as necessary, so as to bring about lasting 
benefit to the ongoing process itself. Action research involves action in 
that it seeks to bring about change, specifically in local educational con-
texts. It is usually associated with identifying and exploring an issue, 
question, dilemma, gap, or puzzle in your own context of work. It is also 
research because it entails the processes of systematically collecting, 
documenting, and analyzing data and it is participatory and collaborative 
in that teachers work together to examine their own classrooms. 
Action research is a generic term for a family of related methods that 
share some important common principles. The most important tenet con-
cerns the close link between research and teaching as well as the re-
searcher and the teacher. It is conducted by or in cooperation with teach-
ers for the purpose of gaining a better understanding of their educational 
environment and improving the effectiveness of their teaching. Thus, the 
enhancement of practice and the introduction of change into the social 
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enterprise are central characteristics of action research. Traditionally, the 
teacher-researcher link was taken so seriously in this area that only re-
search done by the teacher him/herself was considered action research 
proper. However, after it was realized that it is often unrealistic to expect 
teachers to have the expertise to conduct rigorous research, scholars 
started to emphasize the collaboration between teachers and researchers. 
This collaboration can take several forms, from the researcher owning 
the project and co-opting a participating teacher to real collaboration 
where researchers and teachers participate equally in the research agen-
da. The language teachers might reflect on their treatment of new stu-
dents and decide that intervention (i.e., the INDEPENDENT VARIABLE or 
TREATMENT) would be appropriate. The nature of appropriate interven-
tion might be apparent to the teacher, or it may be necessary to wait for a 
new intake, keep a JOURNAL and record lessons in order to build up a 
picture of the ways in which induction is handled in class. Analysis of 
this might reveal very prescriptive teacher-centered approaches that are 
not conducive to building a classroom community, so the teacher might 
develop a set of more appropriate strategies for achieving this end. These 
strategies could then be implemented with the next intake and their suc-
cess evaluated on the basis of journals, recordings, and perhaps inter-
views. 
There are two main types of action research, although variations and 
combinations of the two are possible: PRACTICAL ACTION RESEARCH and 

PARTICIPATORY ACTION RESEARCH. 
 Dörnyei 2007; Cohen et al. 2011; McKay 2006; Richards 2003 

 
adjacency pairs 

see CONVERSATION ANALYSIS 
 
adjusted R2 

another term for ADJUSTED R SQUARE 
 
adjusted means 

also least squares means, adjusted treatment means 
statistical averages that have been corrected to compensate for data im-
balances. OUTLIERs, present in data sets will often be removed as they 
have a large impact on the calculated MEANs of small POPULATIONs; an 
adjusted mean can be determined by removing these outlier figures. Ad-
justed means are calculated using a MULTIPLE REGRESSION equation. Ad-
justed means are frequently used in EXPERIMENTAL DESIGN when an in-
crease in precision is desired and a concomitant observation is used. The 
overall objective is to adjust the average response so that it reflects the 
true effect of the treatment. For example, in studying both men and wom-
en who participate in a particular behavior or activity, it may be necessary 
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to adjust the data to account for the impact of gender on the results. 
Without using adjusted means, results that might at first seem attributable 
to participating in a certain activity or behavior could be skewed by the 
impact of participants’ gender. In this example, men and women would 
be considered COVARIATEs, a type of VARIABLE that the researcher can-
not control but that affects an experiment’s results. Using adjusted means 
compensates for the covariates to see what the effect of the activity or be-
havior would be if there were no differences between the genders. 
 Sahai & Khurshid 2001 

 
adjusted R square 

also adjusted R2 
a modified estimate of R SQUARE (R2) in the POPULATION which takes in-
to account the SAMPLE SIZE and the number of INDEPENDENT VARIABLEs 
(IVS). When a small sample is involved, the R square value in the sample 
tends to be a rather optimistic overestimation of the true value in the 
population. The adjusted R square statistic corrects this value to provide 
a better estimate of the true population value. The smaller the sample and 
the larger the number of IVs the larger the adjustment. 
 Clark-Carter 2010; Pallant 2010 

 
adjusted treatment means 

another term for ADJUSTED MEANS 
 
administrative panels 

another term for LINKED PANELS 
 
agency 

a term used by researchers to describe the active and intentional role of 
the individual in the construction and reconstruction of social life. It is 
frequently aligned with, and even contrasted with, structure(s). Further-
more, some research methodologies, strategies, and methods prioritize 
agency, whereas others prioritize structures. If research is understood as 
the examination of persistent relational patterns of human conduct, 
which are sometimes institutionalized, then the methodology, strategy, or 
method that is adopted is likely to marginalize individual human inten-
tion or agency.  
On the other hand, if researchers are concerned with human intentions 
and the reasons individuals give for their actions, then they are more 
likely to focus on methods and strategies that allow those individuals to 
give expression to these inner states. What is being suggested here is that 
methodologies that prioritize agency and do not seek to reduce the indi-
vidual to a mere appendage of external structures require the application 
of certain types of data-collection processes, such as SEMI-STRUCTURED 
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INTERVIEWs, because only these are appropriate in the circumstances. 
However, there is a danger with some of these approaches, i.e., PHE-

NOMENOLOGY or ETHNOMETHODOLOGY. First, persistent patterns of 
human relations or structures, whether institutional or discursive, are ig-
nored; and second, descriptions of educational activities are reduced to 
individual actions with social influences being marginalized. 
 Scott & Morrison 2005 

 
agreement coefficient 

also percent agreement  
a measure of INTERRATER RELIABILITY that provides an estimate of the 
proportion of subjects who have been consistently classified as masters 
and nonmasters on two administrations of a CRITERION-REFERENCED 

TEST. Using a pre-determined CUT POINT, the subjects are classified on 
the basis of their scores into the master and non-master groups on each 
test administrations. A major disadvantage of simple percent agreement is 
that a high degree of agreement may be obtained simply by chance, and 
thus it is impossible to compare percent agreement across different situa-
tions where the distribution of data differs. This shortcoming can be 
overcome by using another common measure of agreement, COHEN’S 

KAPPA. 
 Boslaugh & Watters 2008; Brown 2005 

 
AH 

an abbreviation for ALTERNATIVE HYPOTHESIS 
 
alpha (α) 

another term for SIGNIFICANCE LEVEL 
 
alpha coefficient of reliability 

another term for CRONBACH’S ALPHA 
 
alpha (α) error 

another term for TYPE I ERROR 
 
alpha (α) level 

another term for SIGNIFICANCE LEVEL 
 
alpha (α) reliability 

another term for CRONBACH’S ALPHA 
 
alternate-form reliability 

another term for PARALLEL-FORM RELIABILITY  
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alternative-form reliability 
another term for PARALLEL-FORM RELIABILITY 

 
alternative hypothesis 

see NULL HYPOTHESIS 
 
ANACOVA 

an abbreviation for ANALYSIS OF COVARIANCE 
 
analyses 

a subsection in the METHOD section of a RESEARCH REPORT (sometimes 
headed data analysis, statistical procedures, or design) in which you de-
scribe how the data were arranaged and analyzed in the study. The anal-
yses should be explained just as they were planned, step by step. Were 
subjects placed into CONDITIONs that were manipulated, or were they ob-
served naturalistically? If multiple conditions were created, how were 
participants assigned to conditions, through RANDOM ASSIGNMENT or 
some other selection mechanism? Was the study conducted as a BE-

TWEEN-SUBJECTS or a WITHIN-SUBJECT DESIGN? Usually, such analyses 
also have certain ASSUMPTIPONS, or preconditions, that must be met for 
the mathematical calculations to be accurate and appropriate.  
see also PARTICIPANTS, MATERIALS, PROCEDURES 
 Brown 1988; American Psychological Association 2010 

 
analysis of covariance  

also ANCOVA, ANACOVA 
a statistical procedure which allows us to assess whether there are signif-
icant group differences on a single continuous DEPENDENT VARIABLE 
(DV), after statistically controlling for the effects of one or more contin-
uous INDEPENDENT VARIABLEs (IVs) (i.e., COVARIATEs). Analysis of 
covariance (ANCOVA) allows one or more categorical IVs and one con-
tinuous DV, plus one or more covariate(s). Thus, ANCOVA always has 
at least two IVs (i.e., one or more categorical, grouping IVs, and one or 
more continuous covariates). To be sure that it is the IV that is doing the 
influencing, ANCOVA statistically removes the effect of the covari-
ate(s). By removing the influence of these additional variables, AN-
COVA can increase the power or sensitivity of the F VALUE. That is, it 
may increase the likelihood that you will be able to detect differences be-
tween your groups.  
ANCOVA is similar to and an extension of ANALYSIS OF VARIANCE 

(ANOVA) in that they both examine group differences with the same 
kinds of IVs and DV. ANCOVA, however, has greater capability to fine-
tune the nature of the group differences by including other possible con-
founding IVs or covariates (such as a pretest score or subject variables 
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such as intelligence, anxiety, aptitude scores). In essence, we are examin-
ing how much groups differ on a DV that is separate from any relation-
ships with other EXTRANEOUS VARIABLEs. For example, if you want to 
compare the second language course achievement of two class groups, it 
may provide a fairer result if you remove statistically the language apti-
tude difference between the classes. Thus, when you want to compare a 
variable in two or more groups and suspect that the groups are not simi-
lar in terms of some important background variable (such as age, or apti-
tude) that is likely to effect the DV, you can specify this background var-
iable as a covariate and then run an ANCOVA to test the group differ-
ence while controlling for this covariate. In this way, ANCOVA is like 
PARTIAL CORRELATION because it includes the variable whose effects 
you want to partial out in the analysis in order to separate them from the 
other effects. Thus, we get a purer picture of group differences than 
when just using ANOVA that does not allow the use of any covariates. 
ANCOVA is also the same as SEQUENTIAL MULTIPLE REGRESSION, with 
the covariate added at one stage and the IV added next. It tells us wheth-
er our IV adds significantly to the model when the covariate is already in 
the model. 
ANCOVA carries with it all of the assumptions of any ANOVA test 
(e.g., NORMALITY, HOMOGENEITY OF VARIANCE). In addition, there are 
two additional assumptions that are important to meet when performing 
an ANCOVA: LINEARITY and HOMOGENEITY OF REGRESSION.  
More specifically, ANCOVA requires the following pattern of correla-
tions: 
 
1) Covariates should be at least moderately correlated with the DV (e.g., 

r > .30). This makes it worthwhile to use up an extra degree of free-
dom for each covariate that is included. If the correlation between a 
covariate and a DV is too small, very little variance will be partialled 
out of the DV before examining group differences. At the same time, 
the degrees of freedom for the ERROR TERM are reduced, although the 
actual error term itself is not reduced substantially, leading to a slight-
ly higher CRITICAL VALUE that is required to reach significance than 
would be the case without adding the covariate. Thus, the calculated 
F value has to jump a little higher when covariates are added. If the 
covariate is substantially correlated with the DV, the loss in a degree 

of freedom is more than compensated by the reduction in ERROR VAR-

IANCE, making it easier to reach significance.  
2) Covariates should be reliably measured. ANCOVA assumes that co-

variates are measured without error, which is a rather unrealistic as-
sumption in much applied linguistics research. Some variables that 
you may wish to control, such as age, can be measured reasonably re-
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liably; others which rely on a scale may not meet this assumption. 
Correlations between unreliable variables are less powerful than those 
with high reliability. 

3) There should be low correlations among covariates if multiple CON-

TINUOUS VARIABLEs are added to an ANCOVA design. Variables that 
are highly correlated within a side (e.g., within IVs) lead to COLLINE-

ARITY problems (e.g., instability and bias). ANCOVA assumes that 
the relationship between the DV and each of your covariates is linear 
(straight-line). If you are using more than one covariate, it also as-
sumes a linear relationship between each of the pairs of your covari-
ates. Violations of this assumption are likely to reduce the power 
(sensitivity) of your test. SCATTERPLOTs can be used to test for linear-
ity, but these need to be checked separately for each of your groups 
(i.e. the different levels of your IV). Thus, it is always best to choose 
covariates that are relatively uncorrelated with each other. 

4) Similarly, there should not be any appreciable correlation between 
covariates and grouping variables. In addition to collinearity prob-
lems, this could lead to a violation of an important assumption in 
ANCOVA, that of homogeneity of regressions. This impressive-
sounding assumption requires that the relationship between the co-
variate and DV for each of your groups is the same. This is indicated 
by similar SLOPEs on the regression line for each group. Unequal 
slopes would indicate that there is an INTERACTION between the co-
variate and the TREATMENT. If there is an interaction, then the results 
of ANCOVA are misleading. In other words, a significant correlation 
between a covariate and the treatment can lead to violation of the as-
sumption of homogeneity of regression, thereby invalidating the use 
of ANCOVA. 

 
There are at least two occasions when ANCOVA can be used. Firstly, it 
is used in situations where a variable may be confounded with the IV and 
might affect the DV. Secondly, it is used when a test-retest design is 
used to allow for initial differences between groups that may mask dif-
ferences in improvements. The scores on the pretest are treated as a co-
variate to control for pre-existing differences between the groups. How-
ever when, prior to introducing the experimental treatments, it is known 
that a strong correlation exists between the covariate and the DV, and 
that the groups are not equal with respect to the covariate, the following 
two options are available to a researcher: a) subjects can be randomly re-
assigned to groups, after which the researcher can check that the result-
ing groups are equivalent with respect to the covariate; or b) the covari-
ate can be integrated into the study as a second IV. 
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Covariates can be entered into any of the ANOVA tests—ONE-WAY 

ANOVA, FACTORIAL ANOVA, and even REPEATED-MEASURES ANOVA. 
Analysis of covariance can be also used with multivariate designs (see 
MULTIVARIATE ANALYSIS OF COVARIANCE). There is no nonparametric 
alternative to an ANCOVA. 
see also ONE-WAY ANCOVA, TWO-WAY ANCOVA, THREE-WAY ANCOVA, 
REPEATED-MEASURES ANCOVA 
 Dörnyei 2007; Larson-Hall 2010; Clark-Carter 2010; Sheskin 2011; Pallant 2010; 
Tabachnick & Fidell 2007; Harlow 2005 

 
analysis of dispersion 

another term for MULTIVARIATE ANALYSIS OF VARIANCE  
 
analysis of variance  

also ANOVA 
a term which describes a group of inferential statistical procedures which 
is used to analyze data from designs that involve two or more groups. 
Analysis of variance (for which the acronym ANOVA is often em-
ployed) is a parametric statistical procedure for comparing two or more 
group means to see if there are any statistically significant differences 
among them. ANOVA can be applied to a variety of research designs 
and takes specific names that reflect the design to which it has been ap-
plied. The computational details of the analysis become more complex 
with the design, but the essence of the test remains the same. The first 
distinction that is made is in the number of INDEPENDENT VARIABLEs 
(IVS) in the research design. If there is simply one IV, then the ANOVA 

is called a ONE-WAY ANOVA. If two IVs have been manipulated in the 
research, then a TWO-WAY ANOVA can be used to analyze the data; like-
wise if three IVs have been manipulated, a three-way ANOVA is appro-
priate. The logic of the test extends to any number of IVs. However, for 
ease of interpretation, researchers rarely go beyond a three-way ANOVA 
(ANOVAs involving more than one IV are known as FACTORIAL ANO-

VAs). 
The second distinction that needs to be made is whether data in different 
conditions are independent or related. If data representing different lev-
els (e.g., gender with two levels: female/male) of an IV are independent 
(i.e., collected from different groups or subjects), then an independent 
ANOVA can be used. If, for example, two IVs have been used and all 
levels of all variables contain data from different groups, then a two-way 
(independent) ANOVA could be employed, and so on. When data are re-
lated, for example, when the same groups or subjects have provided data 
for all levels of an IV or all levels of several IVs, a REPEATED MEASURES 

ANOVA can be employed. As with independent designs, it is possible to 
have one-way, two-way, three-way, n-way repeated measures ANOVAs. 
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A final type of ANOVA is used when a mixture of independent and re-
lated data have been collected. These mixed designs require at least two 
IVs, one of which has been manipulated using different groups or sub-
jects (and so data are independent) and the other of which has been ma-
nipulated using the same groups or subjects (and so data are related). In 
these situations, a MIXED ANOVA (also called between-within ANOVA) is 
used. It is possible to combine different numbers of IVs measured using 
different groups or the same groups to come up with three-way, four-
way, or n-way mixed ANOVAs.  
All the ANOVAs above have some common features. All of them pro-
duce a statistic called the F value (commonly referred to as an F ratio), 
which is the ratio of the BETWEEN-GROUPS VARIANCE to the WITHIN-
GROUPS VARIANCE. The observed value of F is compared with CRITICAL 

VALUEs of F from a special distribution known as the F DISTRIBUTION, 
which represents the values of F that can be expected at certain levels of 
probability. If the observed value exceeds the critical value for a small 
PROBABILITY (typically p < .05), you tend to infer that the model is a 
significant fit of the observed data or, in the case of experiments, that the 
experimental manipulation or treatment has had a significant effect on 
performance. The larger the between-groups variance relative to the 
within-groups variance, the larger the calculated value of F, and the more 
likely it is that the differences among the groups means reflect true ef-
fects of the IV rather than ERROR VARIANCE. If the F ratio is statistically 
significant (p < .05), a POST HOC COMPARISON test is, then, conducted to 
determine which means are significantly different from each other. 
The main difference among ANOVAs is the effects that they produce. In 
an ANOVA with one IV, a single value of F is produced that tests the ef-
fect of that variable. In factorial ANOVAs, however, multiple Fs are 
produced: one for each effect and one for every combination of effects 
(see INTERACTION). 
 Dörnyei 2007; Mackey & Gass 2005; Porte 2010; Salkind 2007; Larson-Hall 2010; 
Gray 2009 

 
analytical statistics 

another term for INFERENTIAL STATISTICS  
 

analytic hierarchy  
a process through which qualitative findings are built from the original 
raw data. It is described as a form of conceptual scaffolding within which 
the structure of the analysis is formed. The process is iterative (see ITER-

ATION) and thus constant movement up and down the hierarchy is need-
ed. The analytic process requires three forms of activity: data manage-
ment in which the raw data are reviewed, labeled, sorted and synthe-
sized; descriptive accounts in which the analyst makes use of the ordered 
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data to identifying key dimensions, map the range and diversity of each 
phenomenon and develop classifications and typologies; and explanatory 
accounts in which the analyst builds explanations about why the data 
take the forms that are found and presented. 
 Ritchie & Lewis 2003 

 
analytic induction 

a process of developing constructs such as categories, statements of rela-
tionship, and generalizations as well as the theory resulting from inte-
grating categories and generalizations by examining incidents, events, 
and other information relevant to a topic. Abstraction from the concrete 
to a more inclusive formulation is a key task in analytic induction. Ana-
lytic induction asks the following of any event, activity, situation, or at-
tribute: ‘What kind of event, activity, situation, or attribute is this partic-
ular one?’ Classification is another central feature of analytic induction. 
From a close analysis of an initial case, constructs are generated and are 
refined through consideration of succeeding instances.  
 Given 2008 

 
analytic realism 

a humanistic approach to qualitative methodology, particularly ETHNOG-

RAPHY, focusing on what they called the empirical world of lived experi-
ence (see EMPIRICISM). Like SUBTLE REALISM, analytic realism rejects 
the dichotomy of REALISM and RELATIVISM, although it is argued that 
analytic realism places the stronger emphasis on knowledge verification. 
Ontological assumptions (see ONTOLOGY) concern the social world, and 
this is conceptualized as interpreted rather than literal. Epistemologically 
(see EPISTEMOLOGY), interpretation is accepted as a valid way of know-
ing even though knowledge is considered relative to a perspective and it 
is accepted that different researchers, and research conducted at different 
points in time, may come to different conclusions. So, although analytic 
realism shares with NATURALISM a faith in immersive understanding, it 
includes a particular concern with the INTERPRETIVE VALIDITY of re-
search accounts and is careful to specify criteria increasing the validity of 
reports. Criteria include clear delineation of the research context and 
method, reflexive reporting, and attention to the multivocality of mem-
bers’ perspectives. Such procedures do not ensure the objective truth of 
findings given that the report is considered to be truth only as the re-
searcher has come to understand it, but they make the researchers claims 
better open to evaluation.  
see also SCIENTIFIC REALISM, CRITICAL REALISM, NAIVE REALISM  
 Given 2008 
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ANCOVA 
an abbreviation for ANALYSIS OF COVARIANCE 

 
ANOVA 

an abbreviation for ANALYSIS OF VARIANCE 
 
ANOVA F test 

another term for OMNIBUS F TEST 
 
Ansari-Bradley test  

a NONPARAMETRIC TEST for testing the EQUALITY OF VARIANCEs of two 

POPULATIONs having the common MEDIAN. In some instances, it may be 
necessary to test for differences in spread while assuming that the centers 
of two populations are identical. One example is comparing two assay 
methods to see which is more precise. ASSUMPTIONS for this test are that 
within each sample the observations are independent and identically dis-
tributed. Further, the two samples must be independent of each other, 
with equal medians. 
see also SIEGEL-TUKEY TEST; KLOTZ TEST, CONOVER TEST, MOSES TEST 
 Sahai & Khurshid 2001 

 
anti-foundationalism 

see POSTSTRUCTURALISM  
 
antimode 

see MODE 
 
APA style  

guidelines set forth by the American Psychological Association for pre-
paring research reports. 
 American Psychological Association 2010 

 
a-parameter 

see ITEM CHARACTERISTIC CURVE 
 
a posteriori test 

another term for POST HOC TEST 
 

appendix 
a section of a RESEARCH REPORT which includes the material that cannot 
be logically included in the main body or textual body of the research re-
port or the relevant materials too unwieldy to include in the main body. 
The appendix usually includes: tools of research, statistical tables and 
sometime raw-data. Even the material of minor importance e.g., forms, 
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letters, reminders, INTERVIEW sheets, blank QUESTIONNAIREs, charts, ta-
bles, lengthy questions, report of cases (if follow-up or case studies have 
been conducted). The important thing to remember is that appendices 
should be cross-referenced in the text. The readers should be made aware 
at what point during the report they need to turn to the appendix and 
make use of the information. Without such clear signposting, the appen-
dices will just take on the form of some additional information that has 
been included at the end to pad out the report. 
Like the main text, an appendix may include headings and subheadings 
as well as tables, figures, and displayed equations. All appendix tables 
and figures must be cited within the appendix and numbered in order of 
citation. 
see also TITLE, ABSTRACT, INTRODUCTION, METHOD, RESULTS, DISCUS-

SION, REFERENCES 
 Henn et al. 2006; American Psychological Association 2010 

 
applied linguistics 

an academic discipline which is concerned with the relation of knowledge 
about language to decision making in the real world. Generally, applied 
linguistics can be defined as the theoretical and empirical investigation of 
real-world problems in which language is a central issue. In this sense 
applied linguistics mediates between theory and practice. Applied linguis-
tics can be described as a broad interdisciplinary field of study concerned 
with solutions to problems or the improvement of situations involving 
language and its users and uses. The emphasis on application distin-
guishes it from the study of language in the abstract—that is, general or 
theoretical linguistics.  
But there is another tradition of applied linguistics, which belongs to lin-
guistics; it is sometimes called Linguistics-Applied (L-A) but perhaps ‘ap-
plications of linguistics’ would be a more appropriate title for this tradi-
tion. This version has become more noticeable in the last 20 years as the-
oretical linguistics has moved back from its narrowly formalist concern to 
its former socially accountable role (e.g., in Bible translation, developing 
writing systems, dictionary making). The differences between these 
modes of intervention is that in the case of linguistics applied the assump-
tion is that the problem can be reformulated by the direct and unilateral 
application of concepts and terms deriving from linguistic enquiry itself. 
That is to say, language problems are amenable to linguistics solutions. In 
the case of applied linguistics, intervention is crucially a matter of media-
tion. It has to relate and reconcile different representations of reality, in-
cluding that of linguistics without excluding others. 
 Davies & Elder 2004; COOK 2003; Simpson 2011 
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applied research 
a type of research which is designed to deal with human and societal 
problems in the hopes of finding solutions to real-world problems. Ap-
plied research focuses on the use of knowledge rather than the pursuit of 
knowledge for its own sake. A motivation behind applied research is to 
engage with people, organizations, or interests beyond the academic dis-
cipline and for knowledge to be useful outside the context in which it 
was generated. A great deal of research in the field of teaching is, of 
course, applied research. Second language educators, for example, have 
investigated why some students are reluctant to contribute to class dis-
cussions, what is the most effective type of feedback on student essays, 
and what is the most productive number of vocabulary items to introduce 
at one time.  
Applied research is more limited in its questions and conclusions. It does 
not attempt to define a theory of language learning that accounts for all 
language learners; rather it sets forth findings that apply to a particular 
time, place, and context.  
see also BASIC RESEARCH 
 Mckay 2006; Sapsford & Jupp 2006 

 
approximate replication 

see REPLICATION 
 
approximate test 

see CONSERVATIVE TEST 
 
a priori test  

also planned test, a priori comparison, planned contrasts, planned com-
parison 
a test (comparison or contrast) which is specified before the data are 
collected or analyzed. A priori tests are used when you wish to test 
specific preplanned hypotheses concerning the differences (usually base 
on theory, experience, or the results of previous studies) between a 
subset of your groups (e.g., ‘Do Groups 1 and 3 differ significantly?’). 
These comparisons need to be specified, or planned, before you analyze 
your data, not after fishing around in your results to see what looks 
interesting! Here you are interested in certain specific contrasts a priori, 
where the number of such contrasts is usually small. Some caution needs 
to be exercised with this approach if you intend to specify a lot of 
different contrasts. 
A priori tests are done without regard to the result of the OMNIBUS F 

TEST. In other words, the researcher is interested in certain specific 
contrasts, but not in the omnibus F test that examines all possible 
contrasts. In this situation the researcher could care less about the 
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multitude of possible contrasts and need not even examine the F test; but 
rather the concern is only with a few contrasts of substantive interest. In 
addition, a priori comparisons do not control for the increased risks of 
TYPE I ERRORs. In other words there is an increased risk of thinking that 
you have found a significant result when in fact it could have occurred 
by chance. Fewer planned comparisons are usually conducted (due to 
their specificity) than POST HOC TESTs (due to their generality), so 
planned contrasts generally yield narrower CONFIDENCE INTERVALs, are 
more powerful, and have a higher likelihood of a Type I error than post 
hoc comparisons. If there are a large number of differences that you wish 
to explore, it may be safer to use post hoc tests, which are designed to 
protect against Type I errors. 
 Pallant 2010; Lomax 2007 

 
arbitrary scale 

a RATING SCALE which is developed on ad hoc basis and is designed 
largely through the researcher’s own subjective selection of items. The 
researcher first collects few statements or items which s/he believes are 
unambiguous and appropriate to a given topic. Some of these are select-
ed for inclusion in the measuring instrument and then people are asked to 
check in a list the statements with which they agree. The chief merit of 
such scales is that they can be developed very easily, quickly and with 
relatively less expense. They can also be designed to be highly specific 
and adequate. Because of these benefits, such scales are widely used in 
practice. At the same time there are some limitations of these scales. The 
most important one is that we do not have objective evidence that such 
scales measure the concepts for which they have been developed. We 
have simply to rely on researcher’s insight and competence. 
see also LIKERT SCALE, SEMANTIC DIFFERENTIAL SCALE, DIFFERENTIAL 

SCALE, CUMULATIVE SCALE 
 Kothari 2008 

 
archival data 

data that have already been collected, typically by the individual teacher, 
school, or district rather than by a researcher. Student absenteeism, grad-
uation rates, suspensions, standardized state test scores, and teacher 
grade-book data are all examples of archival data that might be used in 
educational research or assessment. It is not uncommon for researchers 
to combine several different types of archival data in a single study.  
Archival data is particularly suited for studying certain kinds of ques-
tions. First, it is uniquely suited for studying social and psychological 
phenomena that occurred in the historical past. We can get a glimpse of 
how people thought, felt, and behaved by analyzing records from earlier 
times. Second, archival research is useful for studying social and behav-
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ioral changes over time. Third, certain research topics require an archival 
approach because they inherently involve documents such as newspaper 
articles, magazine advertisements, or speeches. Finally, researchers 
sometimes use archival sources of data because they cannot conduct a 
study that will provide the kind of data they desire or because they real-
ize a certain event needs to be studied after it has already occurred. 
The major limitation of archival research is that the researcher must 
make do with whatever measures are already available. Sometimes, the 
existing data are sufficient to address the research question, but often 
important measures simply do not exist. Even when the data contain the 
kinds of measures that the researcher needs, the researcher often has 
questions about how the information was initially collected and, thus, 
concerns about the reliability and validity of the data. 
 Lodico et al. 2010; Leary 2011 

 
area sampling 

also block sampling 
a type of PROBABILITY SAMPLING which is quite close to CLUSTER SAM-

PLING and is often talked about when the total geographical area of inter-
est happens to be big one. Area sampling is a form of sampling in which 
the clusters that are selected are drawn from maps rather than listings of 
individuals, groups, institutions or whatever. Sometimes a further sub-
sample is taken in which case the phrase MULTISTAGE SAMPLING is used. 
If clusters happen to be some geographic subdivisions, in that case clus-
ter sampling is better known as area sampling. In other words, cluster de-
signs, where the primary SAMPLING UNIT represents a cluster of units 
based on geographic area, are distinguished as area sampling. Under area 
sampling we first divide the total area into a number of smaller non-
overlapping areas, generally called geographical clusters, then a number 
of these smaller areas are randomly selected, and all units in these small 
areas are included in the sample.  
Area sampling is specially helpful where there are no adequate popula-
tion lists, which are replaced instead by maps. However, the boundaries 
on such maps must be clearly defined and recognizable, both at the stage 
of sampling and at the stage of data collection. This form of sampling is 
not appropriate where the aim of the research is to follow a COHORT of 
individuals over time because of the population changes within the areas 
that have been selected in the sample. 
see also SIMPLE RANDOM SAMPLING, SYSTEMATIC SAMPLING, STRATI-

FIED SAMPLING, CLUSTER SAMPLING, MULTI-PHASE SAMPLING 
 Kothari 2008; Sapsford & Jupp 2006 

 
arithmetic mean 

another term for MEAN  
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array 
a simple arrangement of the individual scores or values of a data set ar-
ranged in order of magnitude, from the smallest to the largest value. For 
example, for the data set (2, 7, 5, 9, 3, 4, 6), an ordered array is (2, 3, 4, 5, 
6, 7, 9). 
 Sahai & Khurshid 2001 

 
assignment matrix 

another term for CLASSIFICATION MATRIX 
 
association  

another term for CORRELATION 
 
assumption(s) 

certain specific conditions that should be satisfied for the application of 
certain statistical procedures in order to produce valid statistical results. 
The principal assumptions are those which come up most frequently in 
applied linguistics studies: INDEPENDENCE ASSUMPTION, NORMALITY, 
HOMOGENEITY OF VARIANCE, LINEARITY, MULTICOLLINEARITY, and 

HOMOSCEDASTICITY. For example, ANALYSIS OF VARIANCE generally 
assumes normality, homogeneity of variance and independence of the 
observations. In some cases, these assumptions are not optional; they 
must be met for the statistical test to be meaningful. However, the as-
sumptions will be of lesser or greater importance for different statistical 
tests. In addition, arguments have been proposed that certain statistics are 
ROBUST to violations of certain assumptions. Nonetheless, it is important 
for readers to verify that the researcher has thought about and checked 
the assumptions underlying any statistical tests which were used in a 
study and that those assumptions were met or are discussed in terms of 
the potential effects of violations on the results of the study. 
Checking your data numerically and graphically can help you determine 
if data meet the assumptions of the test. If your data do not meet the as-
sumptions of the test, then you will have less power to find the true re-
sults. 
 Brown 1992; Brown 1988 

 
asymptotic 

see NORMAL DISTRIBUTION  
 
attenuation  

also correlation for attenuation 
a statistics which is used for correcting CORRELATION between two 
measures, when both measures are subject to MEASUREMENT ERROR. 
Many variables in applied linguistics are measured with some degree of 
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error or unreliability. For example, intelligence is not expected to vary 
substantially from day to day. Yet scores on an intelligence test may vary 
suggesting that the test is unreliable. If the measures of two variables are 
known to be unreliable and those two measures are correlated, the corre-
lation between these two measures will be attenuated or weaker than the 
correlation between those two variables if they had been measured with-
out any error. The greater the unreliability of the measures, the lower the 
real relationship will be between those two variables. The correlation be-
tween two measures may be corrected for their unreliability if we know 
the RELIABILITY of one or both measures.  
 Cramer & Howitt 2004 

 
attitudinal question 

see QUESTIONNAIRE 
 
attrition 

another term for MORTALITY 
 
audio computer-assisted self-interviewing 

also ACASI 
a methodology for collecting data that incorporates a recorded voice into 
a traditional COMPUTER-ASSISTED SELF-INTERVIEWING (CASI). Re-
spondents participating in an audio computer-assisted self-interviewing 
(ACASI) SURVEY read questions on a computer screen and hear the text 
of the questions read to them through headphones. They then enter their 
answers directly into the computer either by using the keyboard or a 
touch screen, depending on the specific hardware used. While an inter-
viewer is present during the interview, s/he does not know how the re-
spondent answers the survey questions, or even which questions the re-
spondent is being asked. 
Typically the ACASI methodology is incorporated into a longer COM-

PUTER-ASSISTED PERSONAL INTERVIEW (CAPI). In these situations, an 
interviewer may begin the face-to-face interview by asking questions and 
recording the respondent’s answers into the computer herself/himself. 
Then in preparation for the ACASI questions, the interviewer will show 
the respondent how to use the computer to enter his/her own answers.  
ACASI offers all the benefits of CASI, most notably:  
 
a) the opportunity for a respondent to input her/his answers directly into 

a computer without having to speak them aloud to the interviewer (or 
risk having them overheard by someone else nearby);  

b) the ability to present the questions in a standardized order across all 
respondents;  
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c) the ability to incorporate far more complex skip routing and question 
customization than is possible for a paper-based SELF-ADMINISTERED 

QUESTIONNAIRE; and  
d) the opportunity to eliminate questions left blank, inconsistent re-

sponses, and out-of-range responses.  
 
In addition, the audio component allows semi-literate or fully illiterate 
respondents to participate in the interview with all of the same privacy 
protections afforded to literate respondents. This is significant, because 
historically, in self-administered surveys it was not uncommon for indi-
viduals who could not read to either be excluded from participation in 
the study altogether or to be included but interviewed in a traditional in-
terviewer-administered manner, resulting in the potential for significant 
mode effects. 
 Lavrakas 2008 

 
auditing 

another term for PEER REVIEW 
 
audit trail  

an indicator which provide a mechanism by which others can determine 
how decisions were made and the uniqueness of the situation. It docu-
ments how the study was conducted, including what was done, when, 
and why. All research, regardless of paradigm, approach, or methods, 
should be auditable. It is expected that research be open and transparent. 
Readers should not be left in the dark in relation to any aspect of the re-
search process. The audit trail contains the raw data gathered in INTER-

VIEWs and OBSERVATIONs, records of the inquirer’s decisions about 
whom to interview or what to observe and why, files documenting how 
working hypotheses were developed from the raw data and subsequently 
refined and tested, the findings of the study, and so forth. The researcher 
must keep thorough notes and records of activities and should keep data 
well organized and in a retrievable form. S/he should provide infor-
mation on the sample of people studied, the selection process, contextual 
descriptions, methods of data collection, detailed FIELDNOTES, tape re-
cordings, videotapes, and other descriptive material that can be reviewed 
by other people. Using the audit trail as a guide, an independent third-
party auditor can examine the inquirer’s study in order to attest to the de-
pendability of procedures employed and to examine whether findings are 
confirmable—that is, whether they are logically derived from and 
grounded in the data that were collected. A complete presentation of pro-
cedures and results enables the reader to make a judgment about the rep- 



 autoethnography     23 
 

  

licability (see REPLICATION) of the research within the limits of the natu-
ral context. 
 O’Leary 2004; Ary et al. 2010 

 
authentic assessment 

another term for PERFORMANCE ASSESSMENT 
 
autocorrelation 

a measure of the linear relationship between two separate instances of the 
same RANDOM VARIABLE often expressed as a function of the lag time 
between them. Often employed for TIME-SERIES DESIGN analysis, auto-
correlation is the same as calculating the correlation between two differ-
ent time series, except that the same time series is used twice—once in its 
original form and once lagged one or more time periods. When autocorre-
lation is used to quantify the linear relationship between values at points 
in space that are a fixed distance apart it is called spatial autocorrelation. 
Similarly, an autocorrelation between the two observations of a time se-
ries after controlling for the effects of intermediate observations is called 
partial autocorrelation. As with correlation the possible values lie be-
tween -1 and +1 inclusive, with unrelated instances having a theoretical 
autocorrelation of 0. An autocorrelation of +1 represents perfect positive 
correlation (i.e. an increase seen in one time series will lead to a propor-
tionate increase in the other time series), while a value of -1 represents 
perfect negative correlation (i.e. an increase seen in one time series re-
sults in a proportionate decrease in the other time series).  
Autocorrelation can be employed to evaluate either a CONTINUOUS or 
CATEGORICAL VARIABLE for randomness.  
see also SERIAL CORRELATION 
 Sheskin 2011; Sahai & Khurshid 2001; Upton & Cook 2008; Everitt & Skrondal 2010 

 
autoethnography 

a form of self-narrative that places the self within a social context. Au-
toethnography includes methods of research and writing that combine 
autobiography and ETHNOGRAPHY. The term has a dual sense and can re-
fer either to the ethnographic study of one’s own group(s) or to autobio-
graphical reflections that include ethnographic observations and analysis. 
In autoethnography there is both self-reference and reference to culture. 
It is a method that combines features of life history and ethnography. The 
term autoethnography has been used both by qualitative researchers, who 
emphasize the connections between ethnography and autobiography, and 
by literary critics who are mainly concerned with the voices of ethnic au-
tobiographers.  
Autoethnography can be associated with forms of the following: first, na-
tive anthropology or self-ethnography in which those who previously 
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were the objects of anthropological inquiry come to undertake ETHNO-

GRAPHIC RESEARCH themselves on their own ethnic or cultural group; 
second, ethnic autobiography in which autobiographers emphasize their 
ethnic identity and ethnic origins in their life narrative; and third, autobi-
ographical ethnography—a reflexive approach in which ethnographers 
analyze their own subjectivity and life experiences (usually within the 
context of fieldwork).  
In literary theory, autoethnography is frequently viewed as a form of 
counter-narrative. Memoirs, life histories, and other forms of self-
representation are analyzed as autoethnographies when they deal with 
topics such as transnationalism, biculturalism or other forms of border 
crossing, and local cultural practices. Ethnographers make use of such 
texts to explore these issues in the context of life experiences and cultur-
al constructions of these. Ethnographers have also adopted the term au-
toethnography to label forms of self-reflexivity. 
see also QUALITATIVE RESEARCH, LIFE HISTORY RESEARCH 
 Sapsford & Jupp 2006 

 
average 

a number which represents the usual or typical value in a set of data. Av-
erage is virtually synonymous with measures of CENTRAL TENDENCY. 
Common averages in statistics are the MEAN, MEDIAN, and MODE. There 
is no single conception of average and every average contributes a dif-
ferent type of information. For example, the mode is the most common 
value in the data whereas the mean is the numerical average of the scores 
and may or may not be the commonest score. There are more averages in 
statistics than are immediately apparent. For example, the HARMONIC 

MEAN occurs in many statistical calculations such as the STANDARD ER-

ROR of differences often without being explicitly mentioned as such.  
In TESTs OF SIGNIFICANCE, it can be quite important to know what meas-
ure of central tendency (if any) is being assessed. Not all statistics com-
pare the arithmetic means or averages. Some NONPARAMETRIC TESTS, 
for example, make comparisons between medians. 
see also GEOMETRIC MEAN 
 Cramer & Howitt 2004 

 
average inter-item correlation 

a measure of INTERNAL CONSISTENCY RELIABILITY which uses all of the 
items on your instrument that are designed to measure the same con-
struct. You first compute the CORRELATION between each pair of items, 
as illustrated Figure A.1. For example, if you have six items, you will 
have 15 different item pairings (15 correlations). The average inter-item 
correlation is simply the average or MEAN of all these correlations. In the 
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example, you find an average inter-item correlation of .90 with the indi-
vidual correlations ranging from .84 to .95. 
see also CRONBACH’S ALPHA, KUDER-RICHARDSON FORMULAS, SPLIT-
HALF RELIABILITY, AVERAGE ITEM-TOTAL CORRELATION  
 Trochim & Donnelly 2007 

 

Item 1

Measure

11 12 13 14 15 16

I1 1.00
12 .89   1.00
13 .91   .92   1.00
14 .88   .93   .95   1.00
15 .84   .86   .92   .85   1.00
16 .88   .91   .95   .87   .85   1.00

.89+.91+.88+.84+.88+.92+.93+.86+.91+.95+.92+.95+.85+

.87+.85=13.41/15=.90

Item 2

Item 3

Item 4

Item 5

Item 6

 
 

      Figure A.1. The Average Inter-Item Correlation 
 
average item-total correlation 

a measure of INTERNAL CONSISTENCY RELIABILITY which uses the inter-
item correlations (the CORRELATION of each item with the sum of all the 
other relevant items). In addition, you compute a total score for the six 
items and use that as a seventh variable in the analysis. 

  

Measure

11 12 13 14 15 16

I1 1.00
12 .89  1.00
13 .91  .92  1.00
14 .88  .93  .95  1.00
15 .84  .86  .92  .85  1.00
16 .88  .91  .95  .87  .85  1.00
Total .84  .88  .86  .87  .83  .82  .100

.85   

Item 1

Item 2

Item 3

Item 4

Item 5

Item 6

 
 

       Figure A.2. Average Item-Total Correlation  
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Figure A.2 shows the six item-to-total correlations at the bottom of the 
CORRELATION MATRIX. They range from .82 to .88 in this sample analy-
sis, with the average of these at .85. 
see also CRONBACH’S ALPHA, KUDER-RICHARDSON FORMULAS, SPLIT-
HALF RELIABILITY, AVERAGE INTER-ITEM CORRELATION 
 Trochim & Donnelly 2007 

 
axial coding 

see CODING 
 
axiology 

the study of value. In QUALITATIVE RESEARCH, there is an assumption 
that all research is value-laden, and includes the value systems of the re-
searcher, the theory, research methodology, and research paradigm, as 
well as the social and cultural norms of the researcher and participants. 
see also EPISTEMOLOGY, ONTOLOGY, NATURALISM  
 Heigham & Croker 2009 

 



 

 

B 
 
balanced data 

see BALANCED DESIGN 
 
balanced design 

also orthogonal design 
a term which is used to denote a FACTORIAL DESIGN with two or more 
FACTORs having an equal number of values or observations in each CELL 
or LEVEL of a factor, and where each TREATMENT occurs the same num-
ber of times at all the levels. Experimental data that are obtained by us-
ing an orthogonal design are called balanced data (also called orthogo-
nal data). With a balanced design, each of the two INDEPENDENT VARI-

ABLEs (IVS) and the INTERACTION are independent of each other. Each 
IV can be significant or non-significant, and the interaction can be signif-
icant or non-significant without any influence from one or the other ef-
fects. In contrast, when the groups or cells have unequal group values, 
the analysis is called the UNBALANCED DESIGN. 
 Porte 2010; Sahai & Khurshid 2001; Hatch & Lazaraton 1991 

 
bar chart 

another term for BAR GRAPH  
 
bar graph  

also bar chart, bar diagram, barplot  
a graph with a series of bars next to each other which illustrates the FRE-

QUENCY DISTRIBUTION of nominal or ordinal values. In a bar graph, as 
shown in Figure B.1, scores are represented on the horizontal axis (also 
called X axis, abscissa), and frequencies of occurrence for each score are 
represented along the vertical axis (also called Y axis, ordinate). Here 
the X axis is labeled from left to right, which corresponds to low to high. 
Similarly, the height of each bar is the score’s frequency. The larger the 
frequency of occurrence, the taller, or longer, the bar. The bars in a bar 
graph represent CATEGORICAL DATA, and do not imply a continuum. To 
indicate that each bar is independent of the other bars and represent dis-
crete, or categorical data, such as frequencies or percentages of occur-
rence in different groups or categories, these bars should not touch (i.e., 
there are gaps between the bars).  
Occasionally, we may want to compare data from two or more groups 
within each category, in addition to comparing the data across categories. 
To facilitate such comparison, we can use multiple joint bars within each 
category (see COMPOUND HISTOGRAM). 
 Ravid 2011; Heiman 2011 
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barplot  

another term for BAR GRAPH  
 
Bartlett’s test  

a test procedure for testing three or more INDEPENDENT SAMPLES for 
HOMOGENEITY OF VARIANCEs before using an ANALYSIS OF VARIANCE 
procedure. Bartlett’s test is useful whenever the assumption of equal vari-
ances across samples is made. Bartlett’s test is sensitive to departures 
from NORMALITY. That is, if your samples come from nonnormal distri-
butions, then Bartlett’s test may simply be testing for nonnormality. The 
LEVENE’S TEST is an alternative to the Bartlett’s test that is less sensitive 
to departures from normality. 
see also BOX’S M TEST, COCHRAN’S C TEST, HARTLEY’S TEST, LEVENE’S 

TEST, BROWN-FORSYTHE TEST, O’BRIEN TEST 
 Cramer & Howitt 2004; Upton & Cook 2008; Everitt & Skrondal 2010; Tabachnick & 
Fidell 2007 

 
baseline measurement 

a measure to assess scores on a VARIABLE prior to some INTERVENTION 
or change. It is the starting point before a variable or treatment may have 
had its influence. The basic sequence of the research would be baseline 
measurement → treatment → post-treatment measure of same variable.  
 Cramer & Howitt 2004 

 
basement effect 

another term for FLOOR EFFECT 
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Figure B.1. An Example of Bar Graph 
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base number 
see POWER 

 
basic research 

also fundamental research, pure research 
a type of research which is designed to acquire knowledge for the sake of 
knowledge. Basic research deals mainly with generating highly abstract 
constructs and theories that may have little apparent practical use. It is 
conducted to investigate issues relevant to the confirmation or disconfir-
mation of theoretical or empirical positions. The major goal of basic re-
search is to acquire general information about a phenomenon, with little 
emphasis placed on applications to real-world examples of the phenome-
non. For example, basic research studies are not, at first sight, very ap-
pealing to the classroom teacher who is looking for immediate ways to 
improve his/her students’ learning. Nevertheless, these studies are im-
portant for looking at the underlying linguistic, psychological, or socio-
logical mechanisms that might be eventually applied in the classroom. In 
fact, one might argue that this type of research reveals the theoretical 
foundations on which all other research rests. For example, unless we 
have demonstrated in basic research that the brain processes information 
in a certain way, it would be difficult to promote a teaching method that 
elicits this type of brain processing. 
Often basic research is undertaken in disciplines like biology, physics, 
astronomy, and geology and is used by researchers who want to verify 
theories of their discipline. Cosmologists, for example, may be con-
cerned about-testing theories about the origin of the universe. Physicists 
may be concerned about verifying the qualities of molecules. But basic 
research is also a tradition in applied linguistics. Research that seeks to 
verify such things as the order that learners acquire grammatical rules or 
the importance of input in language learning are examples of basic re-
search in the field of second language acquisition (SLA).  
see also APPLIED RESEARCH 
 Mckay 2006; Perry 2011; Bordens & Abbott 2011 

 
Bayesian t-value 

see WALLER-DUNCAN t-TEST 
 
Bayes’ Theorem 

another term for WALLER-DUNCAN t-TEST 
 
before-after design 

another term for ONE-GROUP PRETEST-POSTTEST DESIGN  
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behavioral question 
see QUESTIONNAIRE 

 
bell-shaped curve  

another term for NORMAL DISTRIBUTION 
 
bell-shaped distribution 

another term for NORMAL DISTRIBUTION 
 
beta (Β) 

an abbreviation for UNSTANDARDIZED PARTIAL REGRESSION COEFFI-

CIENT 
 
beta (β) 

an abbreviation for STANDARDIZED PARTIAL REGRESSION COEFFICIENT 
 
beta (β) 

see TYPE I ERROR 
 
beta (β) coefficient 

another term for STANDARDIZED PARTIAL REGRESSION COEFFICIENT 
 
beta (β) error 

another term for TYPE II ERROR 
 
beta (β) weight 

another term for BETA (β) COEFFICIENT 
 
between-groups design 

another term for BETWEEN-SUBJECTS DESIGN  
 
between-groups factor  

also between-groups independent variable, between-subjects factor, 
between-subjects independent variable 
a categorical INDEPENDENT VARIABLE (IV) which is studied using INDE-

PENDENT SAMPLES in all CONDITIONs. If it is a between-groups (subjects) 
factor, then each participant can be in only one of the levels of the IV. In 
contrast, a within-groups factor (also called within-subjects factor, with-
in-groups independent variable, within-subjects independent variable, 
repeated-measures factor, within-participants factor, nested variable) 
is an IV which is studied using related samples in all conditions. If it is a 
within-groups variable, then each participant will be included in all of the 
levels of the variable. For example, if the subjects receive instruction in 
only one teaching method, this is a between-groups IV because their 



   between-subjects design     31 
 

  

scores are only found in one level of the Teaching Method variable. 
However, if they received instruction in the three different teaching 
methods and scores were recorded after each type of instruction, this 
would be a within-groups variable since the same subjects’ scores were in 
all levels of the variable.  
Studies which measure between-groups and within-groups factors are 
called BETWEEN-GROUPS and WITHIN-GROUPS DESIGNs respectively.  
 Perry 2011; Larson-Hall 2010 

 
between-groups factorial ANOVA 

another term for FACTORIAL ANOVA 
 
between-groups factorial design 

another term for FACTORIAL DESIGN  
  
between-groups independent variable 

another term for BETWEEN-GROUPS FACTOR  
 
between-groups sum of squares 

another term for SUM OF SQUARES BETWEEN GROUPS  
 
between-groups variability 

another term for SYSTEMATIC VARIANCE 
 
between-groups variance 

another term for SYSTEMATIC VARIANCE 
 
between-subjects design  

also between-groups design, independent samples design, randomized-
groups design, independent measures design, unrelated design, uncor-
related design 
an EXPERIMENTAL DESIGN in which there is at least one BETWEEN-
GROUPS FACTOR (e.g., gender, teaching method). This between-groups 
INDEPENDENT VARIABLE (IV) compares different groups of subjects. For 
example, a researcher who compares reading achievement scores for stu-
dents taught by one method with scores for an equivalent group of stu-
dents taught by a different method is using a between-subjects design. 
The basic idea behind this type of design is that participants can be part 
of the treatment group or the control group, but cannot be part of both. 
Every participant is only subjected to a single treatment condition or 
group. This lowers the chances of participants suffering boredom after a 
long series of tests or, alternatively, becoming more accomplished 
through practice and experience, skewing the results. In between-groups 
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designs, the differences among subjects are uncontrolled and are treated 
as error.  
Between-subjects designs can theoretically contain any number of be-
tween-subjects IVs. They may be called one-way, two-way, three-way 
between-subjects (or groups) designs, or higher, depending on how 
many IVs are included. A between-subjects design with two or more IVs 
is called a FACTORIAL DESIGN. When using a factorial design, the IV is 
referred to as a factor and the different values of a factor are referred to 
as levels. 
The most appropriate statistical analysis for a between-subjects design is 
ANOVA, which takes into account the fact that the measures are inde-
pendent. 
Between-subjects designs can be contrasted with WITHIN-SUBJECTS DE-

SIGNs. 
 Cramer & Howitt 2004; Sheskin 2011 

 
between-subjects factor  

another term for BETWEEN-GROUPS FACTOR  
 
between-subjects factorial ANOVA 

another term for FACTORIAL ANOVA 
 
between-subjects factorial design 

another term for FACTORIAL DESIGN  
 
between-subjects independent variable 

another term for BETWEEN-GROUPS FACTOR  
 
between-subjects t-test 

another term for INDEPENDENT SAMPLES t-TEST  
 
between-subjects variability 

another term for SYSTEMATIC VARIANCE 
 
between-subjects variance 

another term for SYSTEMATIC VARIANCE 
 
between-within design 

another term for MIXED DESIGN  
 
bias 

any error that may distort a statistical result of a research study in one di-
rection. Bias may derive either from a conscious or unconscious tenden-
cy on the behalf of the researcher to collect, interpret or present data in 



   biased sample     33 
 

  

such a way as to produce erroneous conclusions that favor their own be-
liefs or commitments. Bias is usually considered to be a negative feature 
of research and something that should be avoided. It implies there has 
been some deviation from the truth either as a consequence of the limita-
tions of the research method or from the data analysis. It is associated 
with research VALIDITY (i.e., the extent to which the inquiry is able to 
yield the correct answer).  
Bias is also caused by SYSTEMATIC ERRORs that may either be motivated 
or unmotivated. If the bias is motivated, that motivation may either be 
conscious (willful bias) or unconscious (negligent bias). If the bias is 
unmotivated then the resulting bias will be negligent. The use of the term 
systematic in such a definition of bias implies that the error is not ran-
dom (see MEASUREMENT ERROR), that is, a false result has not arisen by 
random chance. Unmotivated bias suggests that researchers may be una-
ware of their own tendencies to collect or interpret data in terms of their 
own particular commitment. Ignorance of this is little defense as errors 
which may represent a deviation from the truth should be recognized and 
acknowledged. 
Closely related to bias are holistic fallacy, elite bias, and going native. 
The first has to do with seeing patterns and themes that are not really 
there. The second is concerned with giving too much weight to inform-
ants who are more articulate and better informed, making the data unrep-
resentative. The third, going native, occurs when the researcher adopts 
the perspective of their own participants and consequently may also 
adopt their participants’ particular biases. 
Bias is a concern of both QUANTITATIVE and QUALITATIVE RESEARCH. 
In particular quantitative researchers are concerned with measurement or 
SAMPLING BIAS, that is, where the results found from the research sample 
do not represent the general population. However qualitative research is 
by no means immune to bias, and indeed could be considered to be par-
ticularly prone to bias when the researcher is the main instrument of en-
quiry. It may occur while the researcher is engaged in RESEARCH DE-

SIGN, SAMPLING, FIELD WORK, DATA ANALYSIS, or report writing. 
 Bloor & Wood 2006; Sahai & Khurshid 2001 

 
biased sample 

a SAMPLE selected in such a manner that certain units of a sampled POP-

ULATION are more likely to be included in the sample than others. Thus, 
the sample is not a representative one of the population as a whole. NON-
PROBABILITY SAMPLING, especially CONVENIENCE or PURPOSIVE SAM-

PLING often produces a biased sample. 
 Sahai & Khurshid 2001  
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bidirectional hypothesis 

another term for NONDIRECTIONAL HYPOTHESIS 
 
bimodal distribution 

see MODE 
 
binary logistic regression 

see LOGISTIC REGRESSION 
 
binary variable 

another term for DICHOTOMOUS VARIABLE 
 
B-index 

see ITEM ANALYSIS 
 
binomial distribution 

a PROBABILITY DISTRIBUTION which describes the PROBABILITY of an 
event or outcome occurring on a number of independent occasions or tri-
als when the event has the same probability of occurring on each occa-
sion. For example, a coin flip is a binomial variable that can result in on-
ly one of two outcomes. The binomial distribution results when the fol-
lowing five conditions are met:  
 
1) There is a series of N trials; 
2) On each trial, there are only two possible outcomes; 
3) On each trial, the two possible outcomes are mutually exclusive; 
4) There is independence between the outcomes of each trial; and 
5) The probability of each possible outcome on any trial stays the same 

from trial to trial. 
 
When these requirements are met, the binomial distribution tells us each 
possible outcome of the N trials and the probability of getting each of 
these outcomes. 
The binomial distribution is associated with the RANDOM VARIABLEs. 
 Cramer & Howitt 2004; Upton & Cook 2008; Pagano 2009 

 
binomial test 

a NONPARAMETRIC TEST procedure which compares the observed fre-
quencies of the two categories of a DICHOTOMOUS VARIABLE to the fre-
quencies that are expected under a BINOMIAL DISTRIBUTION with a spec-
ified probability parameter. For example, when you toss a coin, the 
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PROBABILITY of a head equals 1/2. Based on this HYPOTHESIS, a coin is 
tossed 40 times, and the outcomes are recorded (heads or tails). From 
the binomial test, you might find that 3/4 of the tosses were heads and 
that the observed significance level is small (.0027). These results indi-
cate that it is not likely that the probability of a head equals 1/2; the coin 
is probably biased. The binomial test examines the proposition that the 
proportion of counts that you have fits a binomial distribution. It starts 
with the assumption that either of two choices is equally likely. The bi-
nomial test can be used both for a single sample and two DEPENDENT 

SAMPLES. For two dependent samples, it is required that each of subjects 
has two scores. 
The binomial test is similar to the SIGN TEST in that (1) the data are nom-
inal in nature, (2) only two response categories are set up by the re-
searcher, and (3) the response categories must be mutually exclusive. 
The binomial test is also like the sign test in that it can be used with a 
single group of people who are measured just once, with a single group 
of people who are measured twice (e.g., in pretest and posttest situa-
tions), or with two groups of people who are matched or are related in 
some logical fashion. The binomial and sign tests are even further alike 
in that both procedures lead to a data-based P-VALUE that comes from 
tentatively considering the NULL HYPOTHESIS to be true. 
The only difference between the sign test and the binomial test concerns 
the flexibility of the null hypothesis. With the sign test, there is no flexi-
bility. This is because the sign test’s always says that the objects in the 
population are divided evenly into the two response categories. With the 
binomial test, however, researchers have the flexibility to set up with any 
proportionate split they wish to test. 
 Sheskin 2011; Huck 2012; SPSS Inc. 2011 

 
binomial variable 

another term for DICHOTOMOUS VARIABLE 
 
biodata 

see FILL-IN ITEM  
 
biographical study 

a form of NARRATIVE INQUIRY which depicts the life experiences of an 
individual. The method is defined as the study, use, and collection of life 
documents that describe significant points in an individual’s life as re-
ported by others. Biographical writings appear in various fields and dis-
ciplines and are designed to reflect the history of one’s life.  
 Tailore 2005 
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biological reductionism 
see REDUCTIONISM 

 
biplot 

a graphical representation of multivariate data (data containing infor-
mation on two or more VARIABLEs) in which all the variables are repre-
sented by a point. In addition to showing the relationship between varia-
bles, the technique is useful in displaying any hidden structure or pattern 
among the individuals and for displaying results found by more conven-
tional methods of analysis. Biplots can be considered as the multivariate 
analogue of SCATTERPLOTs. 
 Sahai & Khurshid 2001; Upton & Cook 2008 

 
bipolar scale 

another term for SEMANTIC DIFFERENTIAL SCALE 
 
biserial coefficient of correlation 

another term for BISERIAL CORRELATION COEFFICIENT 
 
biserial correlation coefficient 

also biserial coefficient of correlation, rbis, rb 
a measure of association between a CONTINUOUS VARIABLE and an arti-
ficially dichotomized variable (i.e., having underlying continuity and 
normality) with two categories represented by the numbers 0 and 1. The 
biserial correlation coefficient is employed if both variables are based on 
an INTERVAL/RATIO SCALE, but the scores on one of the variables have 
been transformed into a dichotomous NOMINAL SCALE. An example of a 
situation where an interval/ratio variable would be expressed as a dichot-
omous variable is a test based on a normally distributed interval/ratio 
scale for which the only information available is whether a subject has 
passed or failed the test.  
This method is rarely used, partly because it has certain problems en-
tailed in its calculation and in its use when the distributions are not nor-
mal. As an alternative, in such a situation it would be permissible to use 
PHI CORRELATION COEFFICIENT. 
 Richards & Schmidt 2010; Bachman 2004; Brown 1988; Brown 1992 

 
bivariate analysis 

a form of statistical analysis which involves the simultaneous analysis of 
two VARIABLEs where neither is an experimental INDEPENDENT VARIA-

BLE and the desire is simply to study the relationship between the varia-
bles. Bivariate analysis involves the exploration of interrelationships be-
tween variables and, hence, possible influences of one variable on anoth-
er. Calculation of statistics to assess the degree of relationship between 
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two variables would be an example of a bivariate statistical analysis. Any 
measure of association that assesses the degree of relationship between 
two variables is referred to as a bivariate measure of association. Bivari-
ate graphs such as the SCATTERPLOTS display the relationship between 
two variables. 
see also UNIVARIATE ANALYSIS, MULTIVARIATE ANALYSIS 
  Cramer & Howitt 2004; Peers 1996; Sheskin 2011; Tabachnick & Fidell 2007 

 
bivariate distribution 

another term for SCATTERPLOT 
 
bivariate normal distribution 

a distribution which involves two variables. The assumption of bivariate 
normality (one of the assumptions for PEARSON PRODUCT-MOMENT 

CORRELATION COEFFICIENT) states that each of the variables and the lin-
ear combination of the two variables are normally distributed. Another 
characteristic of a bivariate normal distribution is that for any given val-
ue of the X variable, the scores on the Y variable will be normally dis-
tributed, and for any given value of the Y variable, the scores on the X 
variable will be normally distributed. In conjunction with the latter, the 
variances for the Y variable will be equal for each of the possible values 
of the X variable, and the variances for the X variable will be equal for 
each of the possible values of the Y variable.  
Related to the bivariate normality assumption is the assumption of HO-

MOSCEDASTICITY. When the assumption of bivariate normality is met, 
the two variables will be homoscedastic. 
A generalization of a bivariate normal distribution to three or more ran-
dom variables is known as multivariate normal distribution 
 Sheskin 2011 

 
bivariate polygon 

see FREQUENCY POLYGON  
 
bivariate regression 

another term for SIMPLE REGRESSION 
 
block sampling 

another term for AREA SAMPLING 
 

bogus question  
also fictitious question 
a question that asks about something that does not exist. Bogus question 
is included in a QUESTIONNAIRE to help the researcher estimate the extent 
to which respondents are providing ostensibly substantive answers to 
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questions they cannot know anything about, because it does not exist. 
Bogus questions are a valuable way for researchers to gather information 
to help understand the nature and size of respondent-related MEASURE-

MENT ERROR. 
The data from bogus questions, especially if several bogus questions are 
included in the questionnaire, can be used by researchers to (a) filter out 
respondents who appear to have answered wholly unreliably, and/or (b) 
create a scaled variable based on the answers given to the bogus ques-
tions and then use this variable as a COVARIATE in other analyses. When 
a new topic is being studied—that is, one that people are not likely to 
know much about—it is especially prudent to consider the use of bogus 
questions. 
 Lavrakas 2008 

 
Bonferroni adjustment  

also Bonferroni correction, Bonferroni test, Bonferroni t, Bonferroni-
Dunn test, Dunn test, Dunn correction, Dunn multiple comparison test 
a procedure for guarding against an increase in the PROBABILITY of a 
TYPE I ERROR when performing multiple significance tests. Bonferroni 
adjustment is an adjustment made to the ALPHA (α) LEVEL whereby the 
alpha level is divided by the number of tests. This results in a new alpha 
level, and to be statistical a test must be below this level. Because re-
searchers obviously do not want to conclude that the INDEPENDENT VAR-

IABLE has an effect when it really does not, they take steps to control 
type I error when they conduct many statistical analyses. The conven-
tional level for determining whether two groups differ is the .05 or 5% 
level. At this level the probability of two groups differing by chance 
when they do not differ is 1 out of 20 or 5 out of 100. The most straight-
forward way of preventing Type I error inflation when conducting many 
tests is to set a more stringent alpha level than the conventional .05 level. 
Researchers sometimes use the Bonferroni adjustment in which they di-
vide their desired alpha level (such as .05) by the number of tests they 
plan to conduct. For example, if we wanted to conduct 10 t-TESTs to ana-
lyze all pairs of MEANs in a study, we could use an alpha level of .005 ra-
ther than .05 for each t-test we ran. (We would use an alpha level of .005 
because we divide our desired alpha level of .05 by the number of tests 
we will conduct; .05/10 = .005.) If we did so, the likelihood of making a 
Type I error on any particular t-test would be very low (.005), and the 
overall likelihood of making a Type I error across all 10 t-tests would not 
exceed our desired alpha level of .05. 
This test has generally been recommended as an A PRIORI TEST for 
planned comparisons even though it is a more conservative (i.e., less 
powerful) test than some POST HOC TESTs for unplanned comparisons. It 
can be used for equal and unequal group sizes where the VARIANCEs are 



   bootstrap     39 
 

  

equal. Where the variances are unequal, it is recommended that the 
GAMES-HOWELL MULTIPLE COMPARISON be used. This involves calculat-
ing a critical difference for every pair of means being compared which 
uses the STUDENTIZED RANGE TEST.  
Although this adjustment protects us against inflated Type I error when 
we conduct many tests, it has a drawback: As we make alpha more strin-
gent and lower the probability of a Type I error, the probability of mak-
ing a Type II error (and missing real effects of the independent variable) 
increases. That is, we are more likely to be making a TYPE II ERROR in 
which we assume that there is no difference between two groups when 
there is a difference. 
see also FALSE DETECTION RATE, DUNCAN’S NEW MULTIPLE RANGE TEST 
 Cramer & Howitt 2004; Larson-Hall 2010; Leary 2011; Gamst et al. 2008; Everitt & 
Skrondal 2010; Sahai & Khurshid 2001 

 
bootstrap 

an approach to validating a multivariate model by drawing a large num-
ber of subsamples and estimating models for each subsample. The boot-
strap is an application of RESAMPLING TECHNIQUE which takes the DIS-

TRIBUTION of the obtained data in order to generate a SAMPLING DISTRI-

BUTION of the particular statistic in question. It is based on the general 
assumption that a RANDOM SAMPLE can be used to determine the charac-
teristics of the underlying population from which the sample is derived. 
The term bootstrap is derived from the saying that a person lifts oneself 
up by one's bootstraps. Within the framework of the statistical procedure, 
bootstrapping indicates that a single sample is used as a basis for gener-
ating multiple additional samples; in other words, one makes the most 
out of what little resources one has. The crucial feature or essence of 
bootstrapping methods is that the obtained SAMPLE DATA are, conceptu-
ally speaking at least, reproduced an infinite number of times to give an 
infinitely large sample. Given this, it becomes possible to sample from 
the ‘bootstrapped POPULATION’ and obtain outcomes which differ from 
the original sample. So, for example, imagine the following sample of 10 
scores obtained by a researcher: 

 
5, 10, 6, 3, 9, 2, 5, 6, 7, 11 

 
There is only one sample of 10 scores possible from this set of 10 
scores—the original sample (i.e. the 10 scores above). However, if we 
endlessly repeated the string as we do in bootstrapping then we would 
get 

 5, 10, 6, 3, 9, 2, 5, 6, 7, 11, 5, 10, 6, 3, 9, 2, 5, 6, 7, 11, 5, 10, 6, 3, 9, 2, 5, 6, 7, 11, 5, 10, 6, 3, 9, 2, 5, 6, 7, 11, 5, 10, 6, 3, 9, 2, 5, 6, 7, 11, 5, 
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10, 6, 3, 9, 2, 5, 6, 7, 11, 5, 10, 6, 3, 9, 2, 5, 6, 7, 11, ..., 5, 10, 6, 3, 9, 2, 5, 6, 7, 11, etc. 
 

With this bootstrapped population, it is possible to draw random samples 
of 10 scores but get a wide variety of samples many of which differ from 
the original sample. This is simply because there is a variety of scores 
from which to choose now. So long as the original sample is selected 
with care to be representative of the wider situation, it has been shown 
that bootstrapped populations are not bad population estimates despite 
the nature of their origins. The difficulty with bootstrapping statistics is 
the computation of the sampling distribution because of the sheer num-
ber of samples and calculations involved.  
Bootstrap is used in circumstances where there is reasonable doubt re-
garding the characteristics of the underlying population distribution from 
which a sample is drawn. The most frequent justification for using the 
bootstrap is when there is reason to believe that data may not be derived 
from a normally distributed population. Another condition that might 
merit the use of the bootstrap is one involving a sample that contains one 
or more outliers.  
 Cramer & Howitt 2004; Sheskin 2011; Hair et al. 2010 

 
boundary effect  

the effect which occurs when a test is too easy or too difficult for a par-
ticular group of test takers, resulting in their scores tending to be clus-
tered toward the top of the distribution (CEILING EFFECT) or the bottom 
of the distribution (FLOOR EFFECT). When tests are very easy or difficult 
for a given group of participants, skewed distribution of scoring will re-
sult.  
 Richards & Schmidt 2010 

 
bounding  

a technique used in PANEL DESIGNs to reduce the effect of TELESCOPING 
on behavioral frequency reports. Telescoping is a memory error in the 
temporal placement of events; that is, an event is remembered, but the 
remembered date of the event is inaccurate. This uncertainty about the 
dates of events leads respondents to report events mistakenly as occurring 
earlier or later than they actually occurred. Bounding reduces telescoping 
errors in two ways. First, bounding takes advantage of the information 
collected earlier to eliminate the possibility that respondents report events 
that occurred outside a given reference period. Second, bounding pro-
vides a temporal reference point in respondents’ memory, which helps 
them correctly place an event in relation to that reference point. 
 Lavrakas 2008 
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box-and-whisker plot 
another term for BOXPLOT 

 
boxplot 

also box-and-whisker plot, hinge plot 
a way of representing data graphically. This visual display (see Figure 
B.2) is extremely helpful for representing distributions, since it includes 
visual representation of two DESCRIPTIVE STATISTICS—the MEDIAN and 
SEMI-INTERQUARTILE RANGE of a score distribution. In a box-and-
whisker plot, the score distribution is displayed in a way that provides in-
formation about both the midpoint of the distribution and the relative 
variability of the scores. Boxplots provide information about group cen-
ters, spread, and shape of a distribution. The first step in constructing a 
box-and-whisker plot is to first find the median, the lower QUARTILE, 
and the upper quartile of a given set of data. For example, take the fol-
lowing set of scores from fifteen subjects: 

 
82 54 27 100 34 59 61 68 78 85 84 18 91 93 50 

 
First we rewrite the data in order, from smallest length to largest: 

 
18 27 34 50 54 59 61 68 78 82 84 85 91 93 100 

 
Now we find the median of all the numbers. The median (i.e., 68) is the 
value exactly in the middle of an ordered set of numbers. Next, we con-
sider only the values to the left of the median: 18 27 34 50 54 59 61. We 
now find the median of this set of numbers. Thus 50 is the median of the 
scores less than the median of all scores, and therefore is the lower quar-
tile. Now consider only the values to the right of the median: 78 82 84 85 
91 93 100. We now find the median of this set of numbers. The median 
85 is therefore called the upper quartile. Now we can construct the actual 
box and whisker graph, as shown below. 
 

0 10 20 30 40 50 60 70 80 90 100

Lower Extreme (outlier) 
Upper Extreme (Outlier)Whisker Median

Lower Quartile Upper Quartile

 
 

Figure B.2. An Example of Boxplot 
 
The line drawn in the box marks the median, or midpoint of distribution, 
which is the point at which 50% of scores are above and 50% of scores 
are below. For a skewed distribution, the median is not in the middle of 
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its box—it is somewhat off-center—while for the normal distribution the 
line is directly in the center of the box. The range of scores within the 
shaded box is known as the INTERQUARTILE RANGE (IQR) and contains 
the scores that fall within the 25th to 75th PERCENTILE. If the distribu-
tions have EQUAL VARIANCE, the length of their boxes (or IQR) will be 
very similar. However, a skewed distribution has a much longer box than 
the normal distribution. The drawn lines from the left and right sides of 
the box are known as whiskers—hence the box plot is sometimes called 
the box-and-whisker plot. They indicate the points above and below 
which the highest and lowest ten percent of the cases occur. Points that 
lie outside the box are identified as lower and upper extreme scores (or 
OUTLIERs). Boxplot is a useful device for spotting outliers in a set of da-
ta.  
 Bachman 2004; Larson-Hall 2010; Clark-Carter 2010 

 
box’s M test 

a test which is used to determine whether the VARIANCE and COVARI-

ANCE matrices of two or more DEPENDENT VARIABLEs in a MULTIVARI-

ATE ANALYSIS OF VARIANCE or MULTIVARIATE ANALYSIS OF COVARI-

ANCE are similar or homogeneous across the groups, which is one of the 
assumptions underlying this analysis. If the STATISTICAL SIGNIFICANCE 
does not exceed the critical level (i.e., nonsignificance), then the equality 
of the covariance matrices is supported. If the test shows statistical sig-
nificance, then the groups are deemed different and the assumption is vi-
olated. If this test is significant, it may be possible to reduce the vari-
ances by transforming the scores by taking their SQUARE ROOT or natural 
logarithm.  
see also COCHRAN’S C TEST, BARTLETT’S TEST, HARTLEY’S TEST, 
LEVENE’S TEST, BROWN-FORSYTHE TEST, O’BRIEN TEST 
 Cramer & Howitt 2004; Tabachnick & Fidell 2007; Hair et al. 2010 

 
b-parameter 

see ITEM CHARACTERISTIC CURVE 
 
bracketing 

see PHENOMENOLOGY 
 
branching  

a QUESTIONNAIRE design technique used in SURVEY RESEARCH that uti-
lizes skip patterns to ensure that respondents are asked only those ques-
tions that apply to them. This technique allows the questionnaire to be 
tailored to each individual respondent so that respondents with different 
characteristics, experiences, knowledge, and opinions are routed to appli-
cable questions (e.g., questions about a treatment for reading difficulties 



   Bryant-Paulson simultaneous test     43 
 

  

are only asked to respondents who have been diagnosed with dyslexia). 
Branching also is used to ask respondents to choose among a large num-
ber of response options without requiring them to keep all the response 
options in working memory. 
Branching can be conditional, compound conditional, or unconditional. 
In conditional branching, a single condition is met where routing occurs 
based on the answer to a single question (i.e., if the answer to question 1 
is no, then skip to question 3). In compound conditional branching, more 
than one condition must be met. The branching in this case is dependent 
on multiple answers, and routing occurs based on a combination of an-
swers (i.e., if the answer to question 1 is yes or the answer to question 2 is 
yes, skip to question 5). Unconditional branching is a direct statement 
with no conditions, often used to bring the respondent back to a specific 
point in the main survey after following a branching sequence. The ap-
proaches to branching differ depending on survey administration. 
see also CONTINGENCY QUESTION 
 Lavrakas 2008 

 
broad open question 

see SHORT-ANSWER ITEM 
 
Brown-Forsythe test 

a test of HOMOGENEITY OF VARIANCEs for assessing whether a set of 
POPULATION VARIANCEs are equal. The Brown-Forsythe procedure has 
been shown to be quite ROBUST to nonnormality in numerous studies. 
The test is recommended for LEPTOKURTIC DISTRIBUTIONs (i.e., those 
with sharp peaks) (in terms of being robust to nonnormality, and provid-
ing adequate TYPE I ERROR protection and excellent power). Although the 
Brown-Forsythe procedure is recommended for leptokurtic distributions, 
the O’Brien test is recommended for other distributions (i.e., MESOKUR-

TIC and PLATYKURTIC DISTRIBUTIONs). Like Brown-Forsythe procedure, 
O’Brien procedure is relatively robust to nonnormality. 
see also BOX’S M TEST, COCHRAN’S C TEST, BARTLETT’S TEST, HART-

LEY’S TEST, LEVENE’S TEST 
 Everitt & Skrondal 2010; Lomax 2007 

 
Bryant-Paulson simultaneous test 

a POST HOC TEST which is used to determine which of three or more AD-

JUSTED MEANs differ from one another when the F RATIO (the ratio of the 
between-group variance to the within-group variance) in an ANALYSIS OF 

COVARIANCE is significant. The formula for this test varies according to 
the number of COVARIATEs and whether cases have been assigned to 
treatments at random or not.  
 Cramer & Howitt 2004 



 

 

C 
 
CA 

an abbreviation for CONVERSATION ANALYSIS 
 
CALL 

an abbreviation for COMPUTER-ASSISTED LANGUAGE LEARNING 
 
canonical correlation 

also CC 
a multivariate statistical procedure that allows multiple INDEPENDENT 

VARIABLEs (IVs) and multiple DEPENDENT VARIABLEs (DVs). Canonical 
correlation (CC) is, in fact, a generalization of MULTIPLE REGRESSION 

(MR) that adds more than one DV or criterion to the prediction equation. 
It correlates two sets of variables with one another. The goal of CC is to 
identify pairs of linear combinations involving the two sets of variables 
that yield the highest CORRELATION with one another. For example, a re-
searcher may want to compute the (simultaneous) relationship between 
three measures of scholastic ability with five measures of success in 
school.  
CC involves the correlation between one set of X variables (which is 
comprised of two or more X variables and represents the IVs or predic-
tors) and another set of Y variables (which is comprised of two or more Y 
variables and represents the criterion variables). However, these varia-
bles are not those as actually recorded in the data but abstract variables. 
There may be several LATENT VARIABLEs in any set of variables just as 
there may be several factors in FACTOR ANALYSIS. This is true for the X 
variables and the Y variables. Hence, in CC there may be a number of 
coefficients—one for each possible pair of a LATENT ROOT of the X vari-
ables and a latent root of the Y variables.  
More specifically, in CC, there are several layers of analysis: 
 
1) We would like to explore whether pairs of linear combinations (i.e., 

labeled as CANONICAL VARIATEs in CC) are significantly related. 
2) We are interested in how the variables on the left (i.e., IVs) relate to 

their respective canonical variates, and how the variables on the right 
(i.e., DVs) relate to their respective canonical variates. 

3) We would like to see how the variables on each side relate to the ca-
nonical variates on the other side. 

4) We can conduct follow-up MRs, one for each DV, using the full set 
of IVs from CC as the IVs in each MR. This will provide insight 
about specific relationships among the IVs and each DV. To protect 
TYPE I ERROR rate, it may be preferred to use a conservative ALPHA 
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LEVEL, .01, or a BONFERRONI ADJUSTMENT that divides the desired 
alpha level (e.g., .05) by the number of follow-up analyses (e.g., p = 
.05/2 = .025). Researchers instead may choose the more traditional 
alpha level, .05. 

 
CC is different from normal correlation, which involves the correlation 
between one variable and another. CC is similar to MR in that multiple 
IVs are allowed. CC differs from MR in that MR allows only a single 
DV, whereas CC allows two or more DVs. CC is similar to DISCRIMI-

NANT FUNCTION ANALYSIS (DFA) and LOGISTIC REGRESSION (LR) in 
that multiple IVs are allowed with all three methods. CC is different 
from both DFA and LR in that the latter two methods usually have only a 
single categorical DV, whereas CC allows two or more usually continu-
ous DVs. CC is similar to ANALYSIS OF COVARIANCE (ANCOVA) and 
MULTIVARIATE ANALYSIS OF VARIANCE (MANOVA) in requiring the 
GENERAL LINEAR MODEL ASSUMPTIONS (i.e., NORMALITY, LINEARITY, 
and HOMOSCEDASTICITY) when making inferences to the population. CC 
differs from ANCOVA and MANOVA in that CC is a correlational 
method that does not have to include any CATEGORICAL VARIABLEs and 
is not focused on mean differences between groups. Finally, CC is simi-
lar to MR, DFA, and LR in its focus on weighted functions of the varia-
bles, where the most interpretable weights are correlational (ranging 
from -1 to +1). 
CC is most likely to be useful in situations where there is doubt that a 
single variable in and of itself can serve as a suitable criterion variable. 
Consequently, by determining if a set of criterion variables correlate with 
a set of predictor variables, a clearer picture may emerge regarding the 
relationship between the dimensions represented by the X and Y varia-
bles. 
 Cramer & Howitt 2004; Brown 1992; Sheskin 2011; Harlow 2005 

 
canonical variable 

see MULTIVARIATE ANALYSIS OF VARIANCE  
 
canonical variate 

a term which is employed in CANONICAL CORRELATION (CC) to identify 
any linear combination comprised of X (or Y) variables that is correlated 
with a linear combination of Y (or X) variables. The procedure in CC 
searches for the set of canonical variates that yields the maximum COR-

RELATION COEFFICIENT. The next set of canonical variates (uncorrelated 
with the first) is then identified which yields the next highest correlation, 
and so on.  
 Sheskin 2011; Harlow 2005  
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CAPI 
an abbreviation for COMPUTER-ASSISTED PERSONAL INTERVIEWING  

 
carryover effect 

another term for ORDER EFFECT 
 
case 

see CASE STUDY  
 
case study  

one of the most common qualitative approaches to research (see QUALI-

TATIVE RESEARCH) which aims to understand social phenomena within a 
single or small number of naturally occurring settings. Case study is the 
study of the particularity and complexity of a single case. Cases are pri-
marily people, but researchers can also explore in depth a program, an 
institution, an organization, a school, a class, or a community. In fact, 
almost anything can serve as a case as long as it constitutes a single enti-
ty with clearly defined boundaries. To study the selected cases, case 
study researchers usually combine a variety of data collection methods 
such as INTERVIEWs, OBSERVATION, VERBAL PROTOCOLs, narrative ac-
counts (see NARRATIVE INQUIRY), document archives (see ARCHIVAL 

DATA), and audio or video recording. Thus, the case study is not a specif-
ic technique but rather a method of collecting and organizing data so as 
to maximize understanding of the unitary character of the social being or 
object studied.  
There are three types of case study:  
 
a) the intrinsic case study in which interest lies purely in one particular 

case itself. The intrinsic case study is conducted to understand a par-
ticular case that may be unusual, unique, or different in some way. It 
does not necessarily represent other cases or a broader trait or prob-
lem for investigation. There is no attempt at all to generalize from the 
case being studied, compare it to other cases, or claim that it illus-
trates a problem common to other, similar cases. The emphasis is on 
gaining a deep understanding of the case itself. For example, if you 
were not interested in improving support and instruction for your se-
cond language students but rather simply wished to understand the 
lived experience of your two participants, you would be conducting 
an intrinsic case study;  

b) the instrumental case study in which a case is studied with the goal 
of illuminating a particular issue, problem, or theory. It is intended to 
provide insights into a wider issue while the actual case is of second-
ary interest; it facilitates understanding of something else. While the 
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intrinsic case study requires a primarily descriptive approach, with an 
eye toward the particularity of the case at hand, the instrumental case 
study is more likely to require interpretation and evaluation, in addi-
tion to description. For example, a researcher might study how Mrs. 
Brown teaches phonics, for example, in order to learn something 
about phonics as a method or about the teaching of reading in general. 
The researcher’s goal in such studies is more global and less focused 
on the particular individual, event, program, or school being studied. 
Researchers who conduct such studies are more interested in drawing 
conclusions that apply beyond a particular case than they are in con-
clusions that apply to just one specific case. Instrumental case studies 
may be used to develop conceptual categories or illustrate, support, or 
challenge theoretical assumptions. In other words, case studies—both 
intrinsic and instrumental—may lay the groundwork for future studies 
by providing basic information about the realms in which little re-
search has been conducted; and  

c) the multiple (or collective) case study where there is even less inter-
est in one particular case, and a number of cases are studied jointly in 
order to investigate a phenomenon or general condition. Again, one 
issue, problem, or theory is focused upon, but the researcher chooses 
to study more than one case to shed light on a particular issue if do-
ing so will lead to a better understanding, and perhaps better theoriz-
ing, about a still larger collection of cases. Your study is a multiple 
case study, as you study one issue and compares different students 
(i.e., undergraduate and graduate) to see how their experiences are 
similar or different, for the benefit of a broader group of cases—
future undergraduate and graduate students in the intensive English 
program (IEP). You could also have compared students going into 
different departments or faculties, or students who come from differ-
ent language backgrounds. 

 
Case study approach has been productive and highly influential in ap-
plied linguistics. In the area of second language (L2) teaching and learn-
ing, case studies are frequently used to trace the language development 
of a particular group of learners. These studies are usually associated 
with a longitudinal approach, in which observations of the phenomena 
under investigation are made at periodic intervals for an extended period 
of time. A case study in L2 teaching might focus on a single teacher and 
perhaps a small group of students in order to explore how the relation-
ship develops as the latter settle into a new language school. The institu-
tional setting would need to be carefully delineated and we would need 
to know a lot about the background of the individuals involved, so a 
number of IN-DEPTH INTERVIEWs would be necessary and these might be 
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linked to lesson observation and perhaps also to critical incidents. Doc-
umentary evidence might also be sought out where relevant and the re-
searcher would aim to develop a rich picture of the experiences of those 
involved within this particular setting, perhaps including narrative ac-
counts as well as descriptive vignettes. In discussing the case, attention 
will be drawn to features of particular interest, relating these to broader 
issues and developing explanations where appropriate. 
As with all sound research, case study researchers must strive for VALID-

ITY and RELIABILITY in their investigation. In terms of EXTERNAL VALID-

ITY, one of the major criticisms of case study research is that a single 
case provides very little evidence for generalizing. Accepting the defini-
tion of validity used in experimental research is not warranted because 
case studies do not claim to be based on a representative sample in which 
statistical procedures can verify generalizations. Statistical generaliza-
tions are valid for EMPIRICAL RESEARCH, but case study research de-
pends on analytical generalizations (see INDUCTIVE REASONING, ANA-

LYTIC INDUCTION) in which the findings of a study can lend support to 
some broader theory.  
In regard to reliability, case study researchers, like all researchers, must 
make certain that if another researcher were to conduct a comparable 
case study, they would come to similar findings. In order to accomplish 
this, case study researchers must carefully document all the procedures 
they follow in as much detail as possible.  
 McKay 2006; Richards 2003; Dörnyei 2007; Fraenkel & Wallen 2009 

 
CASI 

an abbreviation for COMPUTER ASSISTED SELF-INTERVIEWING  
 
CAT  

an abbreviation for COMPUTER ADAPTIVE TESTING  
 
catalytic validity 

a type of VALIDITY which embraces the paradigm of CRITICAL THEORY. 
Catalytic validity simply strives to ensure that research leads to action. 
However, the story does not end there, for discussions of catalytic validi-
ty are substantive; like critical theory, catalytic validity suggests an 
agenda. The agenda for catalytic validity is to help participants to under-
stand their worlds in order to transform them. The agenda is explicitly 
political, for catalytic validity suggests the need to expose whose defini-
tions of the situation are operating in the situation. It is suggested that the 
criterion of fairness should be applied to research, meaning that it should 
(a) augment and improve the participants’ experience of the world, and 
(b) that it should improve the empowerment of the participants. In this 
respect the research might focus on what might be (the leading edge of 
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innovations and future trends) and what could be (the ideal, possible fu-
tures).  
Catalytic validity requires solidarity in the participants, an ability of the 
research to promote emancipation, autonomy and freedom within a just, 
egalitarian and democratic society to reveal the distortions, ideological 
deformations and limitations that reside in research, communication and 
social structures Valid research, if it is to meet the demands of catalytic 
validity, must demonstrate its ability to empower the researched as well 
as the researchers. How defensible it is to suggest that researchers should 
have such ideological intents is, perhaps, a moot point, though not to ad-
dress this area is to perpetuate inequality by omission and neglect. Cata-
lytic validity reasserts the centrality of ethics in the research process, for 
it requires the researcher to interrogate his/her allegiances, responsibili-
ties, and self-interestedness.  
 Cohen et al. 2011 

 
categorical data 

see CATEGORICAL VARIABLE 
 
categorical variable 

also nominal variable, grouped variable, classification variable, discon-
tinuous variable, non-metric variable 
a VARIABLE which can take on specific values only within a defined 
range of values. An often cited example is that of gender because you 
can either be male or female. There is no middle ground when it comes 
to gender; you must be one, and you cannot be both. Race, marital status, 
and hair color are other common examples of categorical variables. It is 
often helpful to think of categorical variables as consisting of discrete, 
mutually exclusive categories, such as male/female, white/black, sin-
gle/married/divorced. A categorical variable that can assume only a finite 
or, at most, a countable number of possible values is called a discrete 
variable. A categorical variable that is normally not expressed numeri-
cally because it differs in kind rather than degree among elementary units 
is called a qualitative variable. When a categorical variable has only two 
possible categories or values, it is called a dichotomous variable (also 
called binary variable, binomial variable) (e.g., pass/fail, yes/no, 
male/female). A categorical variable which has more than two classes are 
called a multinomial variable (also called polychomous variable, poly-
tomous variable); examples are educational level, proficiency level, reli-
gious affiliation, and place of birth. The values of a categorical variable 
are known as categorical data (also called non-metric data). 
To conduct statistics using most computer software, the gender variable, 
for example, would need to be coded using numbers to represent each 
group. The number we assign are arbitrary since it makes no difference 
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what number we assign to what category. For example, men may be la-
beled ‘0’ and women may be labeled ‘1.’ In this case, a value of 1 does 
not indicate a higher score than a value of 0. Rather, 0 and 1 are simply 
names, or labels, that have been assigned to each group.  
see also INDEPENDENT VARIABLE, DEPENDENT VARIABLE, MODERATOR 

VARIABLE, INTERVENING VARIABLE, CONTINUOUS VARIABLE, EXTRA-

NEOUS VARIABLE, CONFOUNDING VARIABLE 
 Marczyk et al. 2005; Bachman 2004; Sahai & Khurshid 2001 

 
causal-comparative research  

also criterion-group study 
a type of EX POST FACTO RESEARCH in which the investigator sets out to 
discover possible causes for a phenomenon being studied, by comparing 
the subjects in which the variable is present with similar subjects in 
whom it is absent. The basic design in this kind of study may be repre-
sented thus: 
 

Independent variable Dependent variable
Experimental Group X O 1

Control Group O 2  
 
Using this model, the investigator hypothesizes the INDEPENDENT VARI-

ABLE (IV) and then compares two groups, an experimental group which 
has been exposed to the presumed IV (X), and a control group which has 
not. (The dashed line in the model shows that the comparison groups E 
and C are not equated by random assignment). Alternatively, the investi-
gator may examine two groups that are different in some way or ways 
and then try to account for the difference or differences by investigating 
possible antecedents. If, for example, a researcher chose such a design to 
investigate factors contributing to teacher effectiveness, the criterion 
group (O1), the effective teachers, and its counterpart (O2), a group not 
showing the characteristics of the criterion group, are identified by 
measuring the differential effects of the groups on classes of students. 
The researcher may then examine X, some variable or event, such as the 
background, training, skills and personality of the groups, to discover 
what might cause only some teachers to be effective. 
The basic design of causal-comparative investigations is similar to an 
experimentally designed study. The chief difference resides in the nature 
of the IV, X. In a truly experimental situation, this will be under the con-
trol of the investigator and may therefore be described as manipulable. In 
the causal-comparative model, however, the IV is beyond his/her control, 
having already occurred. It may therefore be described in this design as 
non-manipulable. 
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Criterion-group or causal-comparative studies may be seen as bridging 
the gap between DESCRIPTIVE RESEARCH methods on the one hand and 
TRUE EXPERIMENTAL (research) DESIGN on the other.  
see also CAUSAL RESEARCH 
 Cohen et al. 2011 

 
causal hypothesis 

a HYPOTHESIS which suggests that input X will affect outcome Y, as in, 
for example, an EXPERIMENTAL DESIGN. An associative hypothesis, on 
the other hand, describes how variables may relate to each other, not 
necessarily in a causal manner (e.g., in CORRELATIONAL RESEARCH).  
 Cohen et al. 2011 

 
causal model 

see PATH ANALYSIS 
 
causal relationship  

a relationship in which one variable is hypothesized or has been shown 
to affect another variable. The DEPENDENT VARIABLE is assumed to de-
pend on the INDEPENDENT VARIABLE (IV). The IV must occur before the 
DV. However, a variable which precedes another variable is not neces-
sarily a cause of that other variable. Both variables may be the result of 
another variable.  
To demonstrate that one variable causes or influences another variable, 
we have to be able to manipulate the independent or causal variable and 
to hold all other variables constant. If the DV varies as a function of the 

IV, we may be more confident that the IV affects the DV. For example, 
if we think that noise decreases performance, we will manipulate noise 
by varying its level or intensity and observe the effect this has on per-
formance. If performance decreases as a function of noise, we may be 
more certain that noise influences performance. 
In order to attribute a causal relationship between two events, A and B, 
three conditions are typical: (a) B must not precede A in time, (b) A and 
B must covary together to a recognizable degree, and (c) no alternative 
explanation accounts as well as or better for the covariation between A 
and B.  
see also PATH ANALYSIS 
 Porte 2010; Cramer & Howitt 2004 

 
causal research 

also co-relational research 
a type of EX POST FACTO RESEARCH which is concerned with identifying 
the antecedents of a present condition. Causal research involves the col-
lection of two sets of data, one of which will be retrospective, with a 
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view to determining the relationship between them. The basic design of 
such an experiment may be represented thus: 
 

Independent variable Dependent variable
X O  

 

Although one variable in an ex post facto study cannot be confidently 
said to depend upon the other as would be the case in a truly experi-
mental investigation, it is nevertheless usual to designate one of the vari-
ables as independent (X) and the other as dependent (O). The left to right 
dimension indicates the temporal order, though having established this, 
we must not overlook the possibility of reverse causality. A researcher 
may, for example, attempt to show a relationship between the quality of 
a music teacher’s undergraduate training (X) and his/her subsequent ef-
fectiveness as a teacher of his/her subject (O). Measures of the quality of 
a music teacher’s college training can include grades in specific courses, 
overall grade average and self-ratings, etc. Teacher effectiveness can be 
assessed by indices of student performance, student knowledge, student 
attitudes, and judgment of experts, etc. Correlations between all 
measures were obtained to determine the relationship. Where a strong re-
lationship is found between the independent and dependent variables, 
three possible interpretations are open to the researcher: 
 
• that the variable X has caused O. 
• that the variable O has caused X. 
• that some third unidentified, and therefore unmeasured, variable has 

caused X and O. 
 
It is often the case that a researcher cannot tell which of these is correct.  
The value of causal studies lies chiefly in their exploratory or suggestive 
character. While they are not always adequate in themselves for estab-
lishing CAUSAL RELATIONSHIPs among variables, they are a useful first 
step in this direction in that they do yield measures of association. 
see also CAUSAL-COMPARATIVE RESEARCH  
 Cohen et al. 2011 

 
cause variable 

another term for INDEPENDENT VARIABLE 
 
CC 

an abbreviation for CANONICAL CORRELATION 
 
CEEB score 

a STANDARD SCORE which stands for College Entrance Examination 
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Board. This standard score is used for SAT (Scholastic Achievement 
Test), the GRE (Graduate Record Exam), TOEFL paper-and-pencil, and 
other tests. The subtests for these exams all have a MEAN of 500 and a 
STANDARD DEVIATION of 100. To convert Z SCOREs to CEEB scores, 
multiply the z scores by 100 and add 500, as follows: 
 CEEB = 100z + 500 
 
Clearly, CEEB scores are very similar to T SCOREs. In fact, they are ex-
actly the same except that CEEB scores always have one extra zero. So to 
convert a T score to CEEB, just add a zero. In other words, if a student’s 
T score is 30, his/her CEEB score will be 300.  
 Lomax 2007; Brown 2005 

 
ceiling effect 

an effect which occurs when scores on a measuring instrument (e.g., a 
test) are approaching the maximum they can be. In other words, a ceiling 
effect occurs when many of the scores on a measure are at or near the 
maximum possible score. Tests with a ceiling effect are too easy for 
many of the examinees, and we do not know what their scores might 
have been if there had been a higher ceiling. For example, if we gave a 
60-item test and most of the scores fell between 55 and 60, we would 
have a ceiling effect. Thus, there would be bunching of values close to 
the upper point. A graph of the FREQUENCY DISTRIBUTION of such scores 
would be negatively skewed (see SKEWED DISTRIBUTION). Failure to 
recognize the possibility that there is a ceiling effect may lead to the mis-
taken conclusion that the INDEPENDENT VARIABLE has no effect. 
see also FLOOR EFFECT  
 Cramer & Howitt 2004; Ary et al. 2010 

 
cell 

a category of counts or values in a CONTINGENCY TABLE. A cell is a loca-
tion in a contingency table, and the corresponding frequency is the cell 
frequency (also called cell count). The mean of all the data in a particular 
cell or level of a factor is called cell mean. A cell may refer to just single 
values of a CATEGORICAL VARIABLE. However, cells can also be formed 
by the intersection of two or more LEVELs or categories of the two (or 
more) independent categorical variables. Thus, a 2 × 3 (two-by-three) 
cross-tabulation or contingency table has six cells. Similarly, a 2 × 2 × 2 
FACTORIAL ANOVA has a total of eight cells.  
According to the type of variable, the contents of the cells will be fre-
quencies (e.g., for CHI-SQUARE TEST) or scores (e.g., for ANALYSIS OF 

VARIANCE). 
 Cramer & Howitt 2004  
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cell count 
another term for CELL FREQUENCY 

 
cell frequency 

see CELL 
 
cell mean 

see CELL 
 
censored data 

data items in which the true value is replaced by some other value. Cen-
sored data frequently arise in many LONGITUDINAL STUDIes where the 
event of interest has not occurred to a number of subjects at the comple-
tion of the study. Moreover, the loss to follow-up often leads to censoring 
since the outcomes remain unknown. Consequently, one must employ 
approximate scores instead of exact scores to represent the observations 
that cannot be measured with precision. Two obvious options that can be 
employed to negate the potential impact of censored data are: (a) use of 
the MEDIAN in lieu of the MEAN as a MEASURE OF CENTRAL TENDENCY; 
and (b) employing an inferential statistical test that uses rank-orders in-
stead of interval/ratio scores. A sample that has some of its values, usual-
ly the largest and/or smallest, censored is called censored sample. 
 Sheskin 2011; Sahai & Khurshid 2001; Upton & Cook 2008  

 
censored regression analysis 

a form of REGRESSION where the values of the DEPENDENT VARIABLE are 
censored or truncated. The analysis of such a model is also called tobit 
analysis.  
 Upton & Cook 2008; Sahai & Khurshid 2001 

 
censored sample 

see CENSORED DATA 
 
central limit theorem 

a probability theory which describes the SAMPLING DISTRIBUTION of the 
MEAN. It is an important tool in INFERENTIAL STATISTICS which enables 
certain conclusions to be drawn about the characteristics of SAMPLEs 
compared with the POPULATION. The theorem states that as the size of a 
sample increases, the shape of the sampling distribution approaches 
normal whatever the shape of the population. The significance of this 
important theory is that it allows us to use the normal PROBABILITY DIS-

TRIBUTION even with sample means from populations which do not have 
a normal distribution. This fact enables us to make statistical inferences 
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using tests based on the approximate normality of the mean, even if the 
sample is drawn from a population that is not normally distributed. 
Part of the practical significance of this is that samples drawn at random 
from a population tend to reflect the characteristics of that population. 
The larger the sample size, the more likely it is to reflect the characteris-
tics of the population if it is drawn at random. With larger sample sizes, 
statistical techniques on the NORMAL DISTRIBUTION will fit the theoreti-
cal assumptions of the technique increasingly well. Even if the popula-
tion is not normally distributed, the tendency of the sampling distribution 
of means towards normality means that PARAMETRIC STATISTICS may be 
appropriate despite limitations in the data. With means of small-sized 
samples, the distribution of the sample means tends to be flatter than that 
of the normal distribution so we typically employ the t DISTRIBUTION ra-
ther than the normal distribution.  
 Cramer & Howitt 2004; Boslaugh & Watters 2008 

 
central location 

another term for CENTRAL TENDENCY  
 
central tendency  

also grouping, central location 
any measure or index which describes the central value in a distribution 
of data. Central tendency is the central point in the distribution that de-
scribes the most typical behavior of a group. It can refer to a wide variety 
of measures. These measures provide a sense of the location of the dis-
tribution. A measure of central tendency is a number that is a summary 
that you can think of as indicating where on the variable most scores are 
located; or the score that everyone scored around; or the typical score; or 
the score that serves as the address for the distribution as a whole. The 
MEAN, MEDIAN, and MODE are the most commonly used measures of 
central tendency (also called measures of location). For NORMAL DIS-

TRIBUTIONs, these measures are all the same. For SKEWED DISTRIBU-

TIONs, they can differ considerably. Less common measures of centrality 
are the WEIGHTED MEAN, the TRIMMED MEAN, and the GEOMETRIC 

MEAN. 
see also DISPERSION  
 Porte 2010; Peers 1996 

 
centroid 

see DISCRIMINANT FUNCTION ANALYSIS 
 
cf 

an abbreviation for CUMULATIVE FREQUENCY  
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CFA 
an abbreviation for CONFIRMATORY FACTOR ANALYSIS 

 
chain referral sampling 

another term for SNOWBALL SAMPLING  
 
chain sampling 

another term for SNOWBALL SAMPLING  
 
chance agreement 

a measure of the proportion of times two or more observers would agree 
in their measurement or assessment of a phenomenon under investigation 
simply by chance.  
see also COHEN’S KAPPA 
 Sahai & Khurshid 2001 

 
chance sampling 

another term for SIMPLE RANDOM SAMPLING 
 
chance variable  

another term for RANDOM VARIABLE 
 
chaos theory 

a term coined to designate a scientific discipline which is concerned with 
investigating the apparently random and chaotic behavior of a system or 
phenomenon by use of DETERMINISTIC MODELs. Chaos theory assumes 
that small, localized perturbations in one part of a complex system can 
have widespread consequences throughout the system. The vivid example 
often used to describe this concept, known as the butterfly effect, is that 
the beating of a butterfly’s wings can lead to a hurricane if the tiny turbu-
lence it causes happens to generate a critical combination of air pressure 
changes. The key word here is ‘if,’ and much of chaos theory is con-
cerned with attempts to model circumstances based on this conditional 
conjunction. 
In general, chaos theory states that the world and universe in which we 
live are filled with turbulence, fractalness, and difference. Such dyna-
mism is the very nature of our world/universe. Equilibrium, balance, 
simple harmony and conformity, norming, classification, and even equali-
ty and justice are human constructs. 
see also COMPLEXITY THEORY 
 Given 2008 
 

characteristic root 
another term for EIGENVALUE  
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CHAT 
a coding unit for oral data. Whereas T-UNITs and SOC tend to focus pri-
marily on linguistic accuracy, the CHAT system is aimed at discourse. 
CHAT was developed as a tool for the study of first and second language 
acquisition as part of the CHILDES database. It has become an increasing-
ly common system for the coding of conversational interactions and em-
ploys detailed conventions for the marking of such conversational fea-
tures as interruptions, errors, overlaps, and false starts. A standard but 
detailed coding scheme such as CHAT is particularly useful in QUALITA-

TIVE RESEARCH. For example, in CONVERSATION ANALYSIS, researchers 
typically eschew a focus on quantifying data and concentrate instead on 
portraying a rich and detailed picture of the interaction, including its se-
quencing, turn taking, and repair strategies among participants in a con-
versation. Thus, whereas a researcher conducting a quantitative study 
might code a transcript for errors in past-tense formation, another re-
searcher undertaking conversation analysis might mark the same tran-
script with a much more detailed coding system, marking units such as 
length of pauses and silences, stress, lengthening of vowels, overlaps, 
laughter, and indrawn breaths. It is important to realize that many re-
searchers working in qualitative paradigms, including those working on 
conversation analysis, have argued that quantification of coding does not 
adequately represent their data.  
 Mackey & Gass 2005 

 
checklist 

a set of questions that present a number of possible answers, and the re-
spondents are asked to check those that apply. For example, ‘What type 
of teaching aids do you use in your classes?’ (check as many as apply): 
 
• chalkboard  
• overhead projector  
• computer projector  
• videotapes  
• other  
 
see also OBSERVATIONAL SCHEDULE, DICHOTOMOUS QUESTION, MULTI-

PLE-CHOICE ITEM, RATIO DATA QUESTION, MATRIX QUESTIONS, CON-

STANT SUM QUESTIONS, RANK ORDER QUESTION, CONTINGENCY QUES-

TION, NUMERIC ITEM 
 Ary et al. 2010 
 

CHILDES 
a database which was designed to facilitate language acquisition re-
search. It allows researchers to study conversational interactions among 
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child and adult first and second language learners and includes a variety 
of languages and situations/contexts of acquisition, including bilingual 
and disordered acquisition, as well as cross-linguistic samples of narra-
tives. It consists of three main components: CHILDES (Child Language 
Data Exchange System), a database of transcribed data; CHAT, guidelines 
for transcription and methods of linguistic coding; and CLAN, software 
programs for analyzing the transcripts through, for example, searches 
and frequency counts. It is also possible in CHILDES to link transcripts 
to digital audio and video recordings. 
 Mackey & Gass 2005 

 
chi-square (χ2) 

an abbreviation for CHI-SQUARE TEST 
 
chi-square distribution 

a distribution which is considered as a sum of squares of k independent 
VARIABLEs, where each variable follows a NORMAL DISTRIBUTION with 
MEAN 0 and STANDARD DEVIATION 1. The parameter k is known as the 
number of DEGREEs OF FREEDOM. The distribution is frequently used in 
many applications of statistics, for example, in testing the GOODNESS OF 

FIT OF TESTS and in analyzing count data in frequency tables. The CHI-
SQUARE TEST is based on chi-square distribution 
 Sahai & Khurshid 2001 

 
chi-squared test 

another term for CHI-SQUARE TEST  
 
chi-square goodness-of-fit test 

also one-way chi-square test, one-way goodness-of-fit chi-square test, 
one-variable chi-square test 
a type of CHI-SQUARE TEST which explores the OBSERVED FREQUENCIES 
or proportion of cases that fall into the various LEVELs (two or more cat-
egories) of a single categorical INDEPENDENT VARIABLE, and compares 
these with hypothesized values. When chi-square is used as a measure of 
goodness-of-fit, the smaller chi-square is, the better the fit of the ob-
served frequencies to the expected ones. A chi-square of zero indicates a 
perfect fit. 
The one-way chi-square test is based on the following ASSUMPTIONS: 
 
1) Participants are categorized along one variable having two or more 

categories, and we count the frequency in each category; 
2) Each participant can be in only one category (that is, you cannot have 

repeated measures); 
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3) Category membership is independent: The fact that an individual is in 
a category does not influence the probability that another participant 
will be in any category; 

4) We include the responses of all participants in the study; and 
5) For theoretical reasons, the expected frequency of each cell is 5 or 

more.  
see also CHI-SQUARE TEST FOR HOMOGENEITY, CHI-SQUARE TEST OF IN-

DEPENDENCE 
 Sheskin 2011; Pallant 2010; Heiman 2011; Ary et al. 2010 

 
chi-square group-independence test 

another term for CHI-SQUARE TEST OF INDEPENDENCE 
 
chi-square test  

also chi-squared test, Pearson’s chi-square 
a NONPARAMETRIC TEST and a test of significance (pronounced ‘ky’ sim-
ilar to ‘by’ and symbolized by the lowercase Greek letter χ) which is 
used to compare actual or observed frequencies with expected frequen-
cies in SAMPLE DATA to see whether they differ significantly. Observed 
frequencies, as the name implies, are the actual frequencies obtained by 
observation. Expected frequencies are theoretical frequencies that would 
be observed when the NULL HYPOTHESIS is true. The chi-square test is 
most often used with nominal data, where observations are grouped into 
several discrete, mutually exclusive categories, and where one counts the 
frequency of occurrence in each category. The test works by comparing 
the categorically coded data (observed frequencies) with the frequencies 
that you would expect to get in each cell of a table by chance alone (ex-
pected frequencies). In fact, this procedure is used to test the relationship 
between the variables (how well they go together) rather than how one 
variable affects another. It does not allow us to make cause-effect claims. 
For example, a researcher makes use of the chi-square test to see if males 
and females differ in their choice of foreign language to study in high 
school, where the school offers Japanese, Spanish, and French. The vari-
able of gender (with two levels or two groups inside the variable) is cat-
egorical, as is choice of foreign language (with three levels).  
The chi-square test is, generally, based on the following ASSUMPTIONS: 
 
1) Observations must be independent—that is, the subjects in each sam-

ple must be randomly and independently selected. 
2) The categories must be mutually exclusive: Each observation can ap-

pear in one and only one of the categories in the table. 
3) The observations are measured as frequencies.  
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The table of values to be analyzed in a chi-square test of independence is 
known as a CONTINGENCY TABLE. That is because in this type of analy-
sis, we are testing whether the number of cases in one category of one 
variable are contingent upon (i.e., dependent or independent of) the other 
variable. This test is used to detect an association between data in rows 
and data in columns, but it does not indicate the strength of any associa-
tion.  
The Chi-squared test is more accurate when large frequencies are used—
all of the expected frequencies should be more than 1, and at least 80% 
of the expected frequencies should be at least 5. If these conditions are 
not met, the Chi-squared test is not valid and therefore cannot be used. If 
the Chi-squared test is not valid and a 2 × 2 (two-by-two) table is being 
used, FISHER’S EXACT-TEST can sometimes be utilized. If there are more 
than two rows and/or columns, it may be possible to regroup the data so 
as to create fewer columns. Doing this will increase the cell frequencies, 
which may then be large enough to meet the requirements. For example, 
if you have four age groups (0-7, 8-14, 15-21 and 22-28 years), it might 
be reasonable to combine these to produce two age groups (0-14 and 15-
28 years).  
There are three types of chi-square statistical tests. One is used when you 
have only one INDEPENDENT VARIABLE (IV), and want to examine 
whether the distribution of the data is what is expected. This is called the 
CHI-SQUARE GOODNESS-OF-FIT TEST. The other type of chi-square is 
used when you have two IVs, with two or more levels each. This is used 
when you want to examine whether there is a relationship between the 
variables. This is called the CHI-SQUARE TEST OF INDEPENDENCE. It tests 
the hypothesis that there is no relationship between the two CATEGORI-

CAL VARIABLEs. This is probably the more common chi-square test in 
the field of applied linguistics research. The third type is CHI-SQUARE 

TEST FOR HOMOGENEITY which examine whether the relationship be-
tween TREATMENT and outcome is the same across gender, for example. 
Unlike INFERENTIAL STATISTICS such as t-TESTs and ANOVA which are 
appropriate only when the DEPENDENT VARIABLEs being measured are 
continuous (measured on INTERVAL or RATIO SCALEs), the chi-square 
statistic investigates whether there is a relationship between two categor-
ical variables. The chi-square is not a measure of the degree of relation-
ship. It is merely used to estimate the likelihood that some factor other 
than chance accounts for the apparent relationship.  
The chi-square test is a valuable tool for analyzing frequency data, but is 
restricted to studying no more than two categorical variables at a time. 
When there are three or more categorical variables, it is necessary to use 
more complex procedures such as LOG-LINEAR ANALYSIS. 
 Larson-Hall 2010; Marczyk et al. 2005; Mackey & Gass 2005; Porte 2010; Stewart 
2002; Urdan 2010; Sapsford & Jupp 2006; Hatch & Lazaraton 1991; Ary et al. 2010 
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chi-square test for homogeneity 
 a type of CHI-SQUARE TEST which is employed to compare the distribu-
tion of frequency counts across different populations. Put differently, the 
chi-square test for homogeneity evaluates if a single CATEGORICAL VAR-

IABLE with two (or more) LEVELs has the same distribution in two (or 
more) samples. If sample data are displayed in a CONTINGENCY TABLE, 
the expected frequency count for each cell of the table is at least 5. 
see also CHI-SQUARE TEST OF INDEPENDENCE, CHI-SQUARE GOODNESS-
OF-FIT TEST 
 Sheskin 2011 

 
chi-square test of independence 

also chi-square group-independence test, two-way group-independence 
chi-square test, two-way chi-square test, multidimensional chi-square 
test, two-variable chi-square test 
a type of CHI-SQUARE TEST which is used when you count the frequency 
of category membership along two INDEPENDENT VARIABLEs (IVS). The 
purpose of the Chi-square test is to examine whether the frequency that 
participants fall into the LEVELs or categories of one variable depends on 
the frequency of falling into the categories on the other variable. It tests 
the relationship between two categorical IVS each with two or more lev-
els and a DEPENDENT VARIABLE in the form of a frequency count. For 
example, we want to see if males and females differ in their choice of 
foreign language to study in high school, where the school offers Japa-
nese, Spanish, and French. The variable of gender (with two levels or 
two groups inside the variable) is categorical, as is choice of foreign lan-
guage (with three levels).  
The assumptions of the two-way chi-square are the same as for the ONE-
WAY CHI-SQUARE TEST. The chi-square test of independence evaluates 
the general hypothesis that the two variables are independent of one an-
other. Another way of stating that two variables are independent of one 
another is to say that there is a zero CORRELATION between them. A zero 
correlation indicates there is no way to predict at above chance in which 
category an observation will fall on one of the variables, if it is known 
which category the observation falls on the second variable. In other 
words, when variables are independent, there is no correlation, and using 
the categories from one variable is no help in predicting the frequencies 
for the other variable. Thus, a significant two-way chi-square indicates a 
significant correlation between the variables. To determine the size of 
this correlation, we compute either the PHI CORRELATION COEFFICIENT 
(ф) or the contingency coefficient (C), which is used to describe a signif-
icant two-way chi-square that is not a 2 × 2 (two-by-two) design (it is a 2 
× 3 , a 3 × 3 , and so on). Squaring ф or C gives the proportion of vari-
ance accounted for, which indicates how much more accurately the fre-
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quencies of category membership on one variable can be predicted by 
knowing category membership on the other variable. 
see also CHI-SQUARE GOODNESS-OF-FIT TEST, CHI-SQUARE TEST FOR HO-

MOGENEITY 
 Sheskin 2011; Pallant 2010; Heiman 2011; Ary et al. 2010 

 
choice distribution 

another term for DISTRACTOR EFFICIENCY 
 
CI 

an abbreviation for CONFIDENCE INTERVAL  
  
circularity 

another term for SPHERICITY  
 
CLAN 

see CHILDES 
 
classical test theory 

also true score model, true score theory, classical true score, CTT  
a test theory that assumes that a test taker’s observed score (X), a score 
that a person actually received on a test, is an additive composite of two 
components: true score (i.e., the true ability) of the respondent on that 
measure and ERROR SCORE (due to factors other than the ability being 
tested) (see Figure C.1).  
 

Error
score

Observed
score

True 
score

T E= +

+=

 
     Figure C.1. The Basic Equation of True Score Theory 

 
According to this theory, the true score remains constant and any non-
systematic variation in the observed score is due to the error score. Note 
that you observe the X score; you never actually see the true or error 
scores. Because of error, the obtained score is sometimes higher than the 
true score and sometimes lower than the true score. For instance, a stu-
dent may get a score of 85 on a test. That is the score you observe, an X 
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of 85. However the reality might be that the student is actually better at 
the test than that score indicates. Assume the student’s true ability is 89 
(T = 89). That means that the error for that student is = 4. While the stu-
dent’s true ability may be 89, s/he may have had a bad day, may not have 
had breakfast, may have had an argument with someone, or may have 
been distracted while taking the test. Factors like these can contribute to 
errors in measurement that make the students’ observed abilities appear 
lower than their true or actual abilities.  
The classical test theory only takes a unitary ERROR TERM into account, 
even though errors actually come from multiple sources. This means that 
RELIABILITY assessment must rest on multiple procedures and indicators 
(for example, TEST-RETEST RELIABILITY, SPLIT-HALF RELIABILITY, 
CRONBACH’S ALPHA), each one accounting for a different error source. 
Thus, a high test-retest reliability means that we can trust that measure 
independently of the occasion when it is measured, but it tells us nothing 
about whether we can trust that measure independently of the system 
(human being or instrument) which actually makes the measurement. 
Consequently, multiple reliabilities exist within classical test theory, for 
instance across occasions, across raters, across items, and so forth. This 
represents a major limit of the classical approach to reliability, as it can-
not account for multiple error sources. Classical test theory treats all er-
rors to be random, and thus CTT reliability estimates do not distinguish 
systematic error. Far more importantly, classical theory of reliability 
cannot account for the interaction among different sources of error. For 
instance, neither CRONBACH’S ALPHA nor test-retest reliabilities are use-
ful when consistency across items changes across occasions. GENERALI-

ZABILITY THEORY, instead, represents a more general approach to the as-
sessment of the reliability of a score. 
 Richards & Schmidt 2010; Trochim & Donnelly 2007; Leary 2011; Bachman 1990 

 
classical true score 

another term for CLASSICAL TEST THEORY 
 
classification matrix 

also confusion matrix, assignment matrix, prediction matrix 
a means of assessing the predictive ability of the DISCRIMINANT FUNC-

TION(s). Created by cross-tabulating actual group membership with pre-
dicted group membership, this matrix consists of numbers on the diago-
nal representing correct classifications and off-diagonal numbers repre-
senting incorrect classifications. 
 Hair et al. 2010 

 
classification question 

another term for FACTUAL QUESTION  
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classification variable 
another term for CATEGORICAL VARIABLE 

 
closed-ended item 

another term for CLOSED-FORM ITEM 
 
closed-ended question 

another term for CLOSED-FORM ITEM 
 
closed-ended response 

another term for CLOSED-FORM ITEM 
 
closed-form item 

also fixed response item, fixed-ended response, closed-ended response, 
closed-form question, closed question, restricted question, closed-
response question, closed-ended question, closed-ended item, closed-
response item 
a type of item or question posed by researchers to participants in research 
projects that specifies the parameters within which participants can frame 
their answers. Closed-form items typically provide possible responses in 
the questions, request specific facts, or may even limit responses to yes 
or no. As such, they assume that people’s experiences may be reduced to 
facts that can be coded with preestablished researcher-generated catego-
ries. Closed-form items are worded to eliminate possibilities for partici-
pants to introduce their own topics or provide answers that do not fit the 
researcher’s coding schemes. Such questions are frequently used in a 
way that formulates the human subject as passive, responding to a neu-
tral researcher working to elicit specific facts concerning research topics.  
Highly structured, closed-form items are useful in that they can generate 
frequencies of response amenable to statistical treatment and analysis. 
They also enable comparisons to be made across groups in the sample. 
They are quicker to code up and analyze than word-based data and, of-
ten, they are directly to the point and deliberately more focused than 
OPEN-FORM ITEMs. For example, a question might require a participant to 
choose either ‘yes or no’, ‘agree or disagree’. A statement might be giv-
en requiring participants to indicate their level of agreement on a 5-point 
scale (see LIKERT SCALE). The main advantage of using the closed form 
is that the data elicited are easy to record and analyze with statistical pro-
cedures.  
Such an item might look like the following (Table C.1). 
 
The following is a list of communicative activities. Please circle how effective you 
believe each one is for second/foreign language learning. 
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Classroom Not at all Somewhat Fairly Very
activities effective effective effective effective
Debate 1 2 3 4
Grammer drills 1 2 3 4
Group 1 2 3 4
Pair work 1 2 3 4

 

  Table C.1. An Example of a Closed-Form Item 
 

In general closed-form items (such as DICHOTOMOUS QUESTIONs, MUL-

TIPLE-CHOICE ITEMs, RATIO DATA QUESTIONs, MATRIX QUESTIONS, CON-

STANT SUM QUESTIONS, RANK ORDER QUESTIONs, CONTINGENCY QUES-

TIONs, CHECKLISTs, NUMERIC ITEMs) are quick to complete and straight-
forward to code (e.g., for computer analysis), and do not discriminate 
unduly on the basis of how articulate respondents are. On the other hand, 
they do not enable respondents to add any remarks, qualifications and 
explanations to the categories, and there is a risk that the categories 
might not be exhaustive and that there might be bias in them. 
 Given 2008; Dörnyei 2003; Best & Kahn 2006; Perry 2011 

 
closed-form question 

another term for CLOSED-FORM ITEM 
 
closed question 

another term for CLOSED-FORM ITEM 
 
closed-response item 

another term for CLOSED-FORM ITEM 
 
closed-response question 

another term for CLOSED-FORM ITEM 
 
cloze test 

a reading passage (perhaps 150 to 300 words) in which roughly every 
sixth or seven word has been deleted; the test-taker is required to supply 
words that fit into those blanks. The cloze test results are good measures 
of overall proficiency. According to theoretical constructs underlying this 
claim, the ability to supply appropriate words in blanks requires a number 
of abilities that lie at the heart of competence in a language: knowledge of 
vocabulary, grammatical structure, discourse structure, reading skills and 
strategies, and an internalized expectancy grammar (enabling one to pre-
dict an item that will come next in a sequence). It was argued that suc-
cessful completion of cloze items taps into all of those abilities, which 
were said to be the essence of global language proficiency. 
 Brown 2010  
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cluster analysis  
an advanced statistical technique in MULTIVARIATE ANALYSIS that deter-
mines a classification or taxonomy from multiple measures of an initially 
unclassified set of individual or objects. Put simply, cluster analysis a set 
of statistical multivariate techniques which are used to sort variables, in-
dividuals, respondents, objects, and the like, into groups on the basis of 
their similarity with respect to a set of attributes. These groupings are 
known as clusters (see Figure C.2). The objective is to identify certain 
homogenous subgroups or clusters of participants within a given SAMPLE 
who share similar combinations of characteristic. The sets of measure-
ments pertaining to individuals being studied, known as profiles, are 
compared and individuals that are close or similar are classified as being 
in the same cluster or group. 
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  Figure C.2. Schematic Diagram for Clusters of Data 
 
Cluster analysis appears to be less widely used than FACTOR ANALYSIS, 
which does a very similar task. One advantage of cluster analysis is that it 
is less tied to the CORRELATION COEFFICIENT than factor analysis is. In 
other words, factor analysis makes the groupings based on patterns of 
variation (correlation) in the data whereas cluster analysis makes group-
ings on the basis of distance (proximity). In addition, factor analysis is 
primarily concerned with grouping variables. 
In many instances, the grouping in cluster analysis is actually a means to 
an end in terms of a conceptually defined goal. The more common roles 
cluster analysis can play in conceptual development include the follow-
ing: 
 
• Data reduction: A researcher may be faced with a large number of ob-

servations that are meaningless unless classified into manageable 
groups. Cluster analysis can perform this data reduction procedure ob-
jectively by reducing the information from an entire POPULATION or 
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sample to information about specific groups. For example, if we can 
understand the attitudes of a population by identifying the major groups 
within the population, then we have reduced the data for the entire 
population into profiles of a number of groups. In this fashion, the re-
searcher provides a more concise, understandable description of the ob-
servations, with minimal loss of information. 

• HYPOTHESIS generation: Cluster analysis is also useful when a re-
searcher wishes to develop hypotheses concerning the nature of the da-
ta or to examine previously stated hypotheses.  

 
There are two main types of cluster analysis, hierarchal clustering and 
non-hierarchical clustering. In hierarchical clustering, clusters of varia-
bles are formed in a series or hierarchy of stages. Initially there are as 
many clusters as variables. At the first stage, the two variables that are 
closest are grouped together to form one cluster. At the second stage, ei-
ther a third variable is added or agglomerated to the first luster contain-
ing the two variables or two other variables are grouped together to form 
a new cluster, whichever is closest. At the third stage, two variables may 
be grouped together, a third variable may be added to an existing group 
of variables or two groups may be combined. So, at each stage only one 
new cluster is formed according to the variables, the variable and cluster 
or the clusters that are closest together. At the final stage all the variables 
are grouped into a single cluster.  
Non-hierarchical clustering follows a different path. During the process, 
sample members are put into a predefined number of clusters. As a first 
step, the statistical program takes the first N members of the sample (N 
equals the number of clusters defined prior to the analysis) and defines 
these as the centers of N clusters. Following this, the whole data set is 
partitioned into N clusters by assigning sample members to the prede-
fined cluster center that they are closest to. Finally, on the basis of the 
position of the cluster members, new centers are identified and sample 
members are regrouped according to these new centers. The procedure is 
repeated until the centers become stable, that is, until they show no 
change after further regrouping. 
Both hierarchical and non-hierarchal clustering techniques have their ad-
vantages and disadvantages. On the one hand, hierarchical clustering is 
difficult to apply if the SAMPLE SIZE is too large. On the other hand, the 
results of non-hierarchical clustering are highly dependent on the initial 
cluster centers. To avoid these limitations, clustering is often done in two 
stages: first, hierarchical clustering is carried out on a smaller subsample. 
Based on this first step, the number of clusters and their positions (i.e., 
the initial cluster centers) are defined and subsequently non-hierarchical 
clustering is run on the whole sample by inputting the cluster centers de-
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fined previously, and the procedure of non-hierarchical clustering is iter-
ated until stable cluster centers are received.  
Cluster analysis can also be criticized for working too well in the sense 
that statistical results are produced even when a logical basis for clusters 
is not apparent. Thus, the researcher should have a strong conceptual ba-
sis to deal with issues such as why groups exist in the first place and 
what variables logically explain why objects end up in the groups that 
they do. Even if cluster analysis is being used in conceptual development 
as just mentioned, some conceptual rationale is essential. The following 
are the most common criticisms that must be addressed by conceptual ra-
ther than empirical support: 
 
• Cluster analysis is descriptive, atheoretical, and noninferential. Cluster 

analysis has no statistical basis upon which to draw inferences from a 
sample to a population, and many contend that it is only an exploratory 
technique. Nothing guarantees unique solutions, because the cluster 
membership for any number of solutions is dependent upon many ele-
ments of the procedure, and many different solutions can be obtained 
by varying one or more elements. 

• Cluster analysis will always create clusters, regardless of the actual 
existence of any structure in the data. When using cluster analysis, the 
researcher is making an assumption of some structure among the ob-
jects. The researcher should always remember that just because clusters 
can be found does not validate their existence. Only with strong con-
ceptual support and then validation are the clusters potentially mean-
ingful and relevant. 

• The cluster solution is not generalizable because it is totally dependent 
upon the variables used as the basis for the similarity measure. This 
criticism can be made against any statistical technique, but cluster 
analysis is generally considered more dependent on the measures used 
to characterize the objects than other multivariate techniques. With the 
cluster variate (i.e., a set of variables or characteristics representing the 
objects to be clustered and used to calculate the similarity between ob-
jects) completely specified by the researcher, the addition of SPURIOUS 

VARIABLEs or the deletion of relevant variables can have a substantial 
impact on the resulting solution. As a result, the researcher must be es-
pecially cognizant of the variables used in the analysis, ensuring that 
they have strong conceptual support. 

see also STRUCTURAL EQUATION MODELING 
 Dörnyei 2007; Sapsford & Jupp 2006; Sahai & Khurshid 2001; Hair et al. 2010 

 
clustered bar chart 

see COMPOUND HISTOGRAM 
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cluster sampling 
a type of PROBABILITY SAMPLING which is particularly appropriate when 
the POPULATION of interest is infinite, when a list of the members of the 
population does not exist, or when the geographic distribution of the in-
dividuals is widely dispersed. Cluster sampling involves grouping the 
population and then selecting the groups or the clusters rather than indi-
vidual elements for inclusion in the SAMPLE (see Figure C.3). These clus-
ters are often based on naturally occurring groupings, such as geograph-
ical areas or particular institutions. 
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Figure C.3. Schematic Diagram  

for Cluster Sampling 
 
In populations spread over a substantial geographical area, random sam-
pling is enormously expensive since random sampling maximizes the 
amount of travel and consequent expense involved. Thus, it is fairly 
common to employ cluster samples in which the larger geographical area 
is subdivided into representative clusters or sub-areas. Suppose a re-
searcher wants to survey students’ proficiency levels in a particularly 
large community. It would be completely impractical to select students 
and spend an inordinate amount of time traveling about in order to test 
them. By cluster sampling, the researcher can select a specific number of 
schools and then examine all the students in those selected schools. Each 
school would be a cluster. 
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Cluster sampling is similar to SIMPLE RANDOM SAMPLING except that 
groups rather than individuals are randomly selected (that is, the SAM-

PLING UNIT is a group rather than an individual).  
Cluster sampling is widely used in small-scale research. In a cluster 
sample the parameters of the wider population are often drawn very 
sharply. A researcher, therefore, would have to comment on the generali-
zability of the findings. The researcher may also need to stratify within 
this cluster sample if useful data, i.e., those which are focused and which 
demonstrate discriminability, are to be acquired. 
see also SYSTEMATIC SAMPLING, STRATIFIED SAMPLING, AREA SAM-

PLING, MULTI-PHASE SAMPLING,  
 Cohen et al. 2011; Kothari 2008; Clark-Carter 2010; Sapsford & Jupp 2006; Fraenkel 
& Wallen 2009 

 
cluster variate 

see CLUSTER ANALYSIS 
 
Cochran–Mantel–Haenszel test 

another term for MANTEL-HAENSZEL TEST 
 
Cochran’s C test 

a test procedure for testing three or more INDEPENDENT SAMPLES for 
HOMOGENEITY OF VARIANCEs before using an ANALYSIS OF VARIANCE 
procedure. Cochran’s C test is based on the ratio of the largest SAMPLE 

VARIANCE to the sum of all the sample variances. Like BARTLETT’S 

TEST, however, it is found to be sensitive to any departures from NOR-

MALITY. It has been found to be even less ROBUST to nonnormality than 
HARTLEY’S TEST. 
see also BOX’S M TEST, LEVENE’S TEST, BROWN-FORSYTHE TEST, 
O’BRIEN TEST, MANTEL-HAENSZEL TEST, COCHRAN’S Q TEST 
 Sahai & Khurshid 2001; Lomax 2007 

 
Cochran’s Q test 

a NONPARAMETRIC TEST which is used to determine whether the fre-
quencies of a dichotomous DEPENDENT VARIABLE differ significantly for 
more than two related samples or groups. If the measure taken is dichot-
omous, for example, yes or no, or can be converted into one or more di-
chotomies, then Cochran’s Q can be used. An example would be if re-
searchers wanted to compare students’ choices of modules on applied 
linguistics, research methods, and historical issues to see whether some 
modules were more popular than others.  
The Cochran’s Q test is an extension of the MCNEMAR’S TEST to a design 
involving more than two DEPENDENT SAMPLES. In the case of two de-
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pendent samples the Cochran’s Q test will yield a result that is equivalent 
to that obtained with the McNemar’s test. 
see also COCHRAN’S C TEST, MANTEL-HAENSZEL TEST 
 Cramer & Howitt 2004; Clark-Carter 2010; Sheskin 2011 

 
codebook  

also data codebook 
a written or computerized list that provides a clear and comprehensive 
description of the VARIABLEs that will be included in the database. The 
codebook applies to any project that involves collecting and analyzing 
data. A detailed codebook is essential when the researcher begins to ana-
lyze the data. Moreover, it serves as a permanent database guide, so that 
the researcher, when attempting to reanalyze certain data, will not be 
stuck trying to remember what certain variable names mean or what data 
were used for a certain analysis. Ultimately, the lack of a well-defined 
data codebook may render a database uninterpretable and useless. Once 
the coding of the QUESTIONNAIRE items has been completed and a com-
puter data file has been created, the questionnaires are usually put into 
storage and not looked at again (except for special occasions when some-
thing needs to be double-checked). Given the general shortage of storage 
facilities, it is inevitable that sooner or later the questionnaire piles find 
their way into the trashcan, which will leave the computer file as the only 
record of the survey data. In order to make these records meaningful for 
people who have not been involved in creating it, it is worth compiling a 
codebook. This is intended to provide a comprehensive and comprehen-
sible description of the data set that is accessible to anyone who would 
like to use it. It usually contains: 
 
• the name of each variable that has been entered in the data set (e.g., 

gender, languages spoken).  
• a brief description of the variable and/or the citation of the actual item 

as it occurred in the questionnaire.  
• the location of each variable in the computer record (e.g., specified in 

columns or sequence numbers). 
• the CODING FRAME for each variable, including the range of valid codes 

(i.e. minimum and maximum values) and the code used for missing da-
ta.  

• a note of any special instructions or actions taken in the course of cod-
ing/keying the data.  

see also DATA CODING 
 Dörnyei 2003; Marczyk et al. 2005 
 

coding 
a process of disassembling and reassembling the data in GROUNDED 
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THEORY. Data are disassembled when they are broken apart into lines, 
paragraphs, or sections. These fragments are then rearranged, through 
coding, to produce a new understanding that explores similarities, differ-
ences, across a number of different cases. The early part of coding 
should be confusing, with a mass of apparently unrelated material. How-
ever, as coding progresses and themes emerge, the analysis becomes 
more organized and structured. In grounded theory there are three types 
of coding: open, axial and selective coding, the intention of which is to 
deconstruct the data into manageable chunks in order to facilitate an un-
derstanding of the phenomenon in question. Open coding involves ex-
ploring the data and identifying units of analysis to code for meanings, 
feelings, actions, events and so on. The researcher codes up the data, cre-
ating new codes and categories and subcategories where necessary, and 
integrating codes where relevant until the coding is complete.  
Axial coding seeks to make links between categories and codes, to inte-
grate codes around the axes of central categories; the essence of axial 
coding is the interconnectedness of categories. Hence codes are explored, 
their interrelationships are examined, and codes and categories are com-
pared to existing theory. Think of a wheel with a center and spokes ex-
tending. The spokes are all related to the central category. A visual mod-
el is developed, called an axial coding paradigm.  
Selective coding is used to develop propositions or hypotheses based on 
the model, showing how the categories are related. The resulting theory 
can take the form of a narrative statement, a picture, or a series of hy-
potheses. That is, the researcher identifies a story line and writes a story 
that integrates the categories in the axial coding model. As coding pro-
ceeds the researcher develops concepts and makes connections between 
them.  
see also CONSTANT COMPARISON METHOD 
 Strauss & Corbin 1998; Cohen et al. 2011 

 
coding frame 

(in coding QUESTIONNAIRE data) a classification scheme that offers a 
numerical score for every possible answer to an item. Coding frame is 
used to categorize the answers to questionnaire items in order to facilitate 
analysis. The minimum number of categories is two, as with yes/no 
questions or gender data: Yes and male are usually coded 1, whereas no 
and female are coded 2. For some OPEN-ENDED QUESTIONs (e.g., what 
foreign languages have you learned in the past?) the coding frame can 
have many more categories—in fact, as many as the number of different 
answers in all the questionnaires. With such items the coding frame is 
continuously extended, with every new language mentioned by the re-
spondents being assigned a new number.  
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The coding frame of every item will need to have a special category for 
cases when no answer has been given (e.g., because someone overlooked 
the item or intentionally avoided it)—such missing data are often coded 
9 or 99 (rather than 0, which can be confused with several other mean-
ings).  
With CLOSED-ENDED ITEMs the coding frame is usually very straightfor-
ward: each pre-determined response option is assigned a number (e.g., 
strongly disagree = 1, disagree = 2, neutral = 3, agree = 4, strongly agree 
= 5). The coding of open-ended items, however, often goes beyond me-
chanical conversion and requires a certain amount of subjective interpre-
tation and summary on the part of the coder. Here the task is to condense 
the detailed information contained in the responses into a limited number 
of categories; thus, the assigned codes can be seen as shorthand symbols 
standing for the longer replies. Ongoing decisions will need to be made 
about whether to label two similar but not completely identical responses 
as the same or whether to mark the difference somehow.  
see also CODEBOOK 
 Dörnyei 2003 

 
coefficient 

a number that represents the amount of an attribute. 
 
coefficient alpha  

another term for CRONBACH’S ALPHA 
 
coefficient of alienation 

also k 
a statistic that indicates the amount of variation that two VARIABLEs do 
not have in common. Coefficient of alienation is obtained as the ratio of 
the RESIDUAL SUM OF SQUARES to the TOTAL SUM OF SQUARES. It is in-
terpreted as the amount of error in predicting values of the DEPENDENT 

VARIABLE that could not be eliminated by using values of the INDEPEND-

ENT VARIABLEs. If there is a perfect CORRELATION between two variables 
then the coefficient of alienation is zero. If there is no correlation between 
two variables then the coefficient of alienation is one. In a sense, then, it 
is the opposite of the COEFFICIENT OF DETERMINATION. The square of co-
efficient of alienation is called coefficient of nondetermination (k2), 
which represents that part of the dependent variable’s total variation not 
accounted for by linear association with the independent variable.  
 Cramer & Howitt 2004, Sahai & Khurshid 2001 
 

coefficient of correlation 
another term for CORRELATION COEFFICIENT  
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coefficient of determination 
also r square, r2 

an index of the amount of variation that two variables have in common. 
Coefficient of determination is simply the square of PEARSON PRODUCT-
MOMENT CORRELATION COEFFICIENT between the two variables:  

 Coefficient of determination = r2 
 

This provides a clearer indication of the meaning of the size of a correla-
tion as it gives the proportion of the variance that is shared between two 
variables. Coefficient of determination tells you how much of the vari-
ance of Y is in common with the variance of X. To convert this to per-
centage of variance, just multiply by 100 (shift the decimal place two 
columns to the right). For example, two variables that correlate r = .2 
share only .2 × .2 = .04 = 4 per cent of their variance. There is not much 
overlap between the two variables. A correlation of r = .5, however, 
means 25 per cent shared variance (.5 × .5 = .25). A correlation of +.80 
or -.80 means that the two variables have .802 or 64 percent of their vari-
ance in common with each other. If correlation coefficient is zero, we 
account for none of the variance. If it equals - 1.00 or + 1.00, we can per-
fectly account for 100% of the variance. And if it is in between, the more 
variance we account for, the stronger the relationship. 

Variable X Variable Y

Separate variation

Common variance
 

Figure C.4. Schematic Representation of 
Covariation or Common Variance 

 
The notion of covariation or common variance is illustrated in Figure 
C.4, in which the total amount of variation in each variable is represented 
by a circle. The overlap of the circles represents the common or shared 
variance. The greater the common variance, between the two variables, 
the stronger the relationship. The coefficient of determination is a useful 
index for evaluating the meaning of size of a correlation. It also reminds 
one that positive and negative correlations of the same magnitude, for 
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example, r = .5 and r = -.5, are equally useful for prediction and other 
uses because both have the same coefficient of determination, r2 = .25. 
The coefficient of determination ranges from 0 to +1. If it is 1 (r = +1), 
you can predict individuals’ scores on one variable perfectly from their 
scores on the other variable. 
 Cramer & Howitt 2004; Leary 2011, Pallant 2010; Ary et al. 2010 

 
coefficient of multiple correlation 

another term for MULTIPLE CORRELATION COEFFICIENT 
 
coefficient of multiple determination 

see MULTIPLE CORRELATION COEFFICIENT 
 
coefficient of nondetermination 

see COEFFICIENT OF ALIENATION 
 
coefficient of stability 

see TEST-RETEST RELIABILITY 
 
coefficient of variation 

also CV 
the STANDARD DEVIATION (SD) of the SAMPLE divided by the ARITHME-

TIC MEAN (M) of a set of scores. Coefficient of variation (CV) is often 
presented as the given ratio multiplied by 100. It would seem intuitive to 
suggest that samples with big M scores of, say, 100 are likely to have 
larger variation around the M than samples with smaller Ms. In order to 
indicate relative variability adjusting the variance of samples for their 
SAMPLE SIZE, we can calculate the CV. This allows comparison of varia-
tion between samples with large Ms and small Ms. Essentially, it scales 
down (or possibly up) all SDs as a ratio of a single unit on the MEAS-

UREMENT SCALE. Thus, if a sample M is 39 and its SD is 5.3, we can cal-
culate the CV as follows: 

 

 

 
CV is useful because the SD of data must always be understood in the 
context of the M of the data. Instead, the actual value of the CV is inde-
pendent of the unit in which the measurement has been taken, so it is a 
dimensionless number (cannot be measured on a scale of physical units). 
For comparison between data sets with different units or widely different 
Ms, one should use the CV instead of the SD. Unlike the SD, CV cannot 
be used directly to construct CONFIDENCE INTERVALs for the M. 
 Cramer & Howitt 2004  
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Cohen’s d 
also d 
an index of EFFECT SIZE that measures the difference between two inde-
pendent sample means in terms of STANDARD DEVIATION units. This is a 
group difference index of effect size. Cohen’s d can start from zero and 
range as high as it needs to. A value of .20 is generally considered a 
small effect size, .50 a medium effect size, and .80 or more a large effect 
size. Knowing the amount of e ect a particular variable had will help the 
researcher (and the reader) in other contexts to decide on whether to ap-
ply this treatment in other less constrained situations. Information about 
e ect size is also extremely useful to the field when other researchers are 
trying to establish the most powerful statistical test to use for their study. 
The researcher will want to have selected a test that is powerful enough 
to give him or her the assurance that a TYPE I ERROR or TYPE II ERROR 
will not be made in reporting results.  
see also META-ANALYSIS 
 Larson-Hall 2010; Porte 2010; Pallant 2010 

 
Cohen’s f  

also f  

an index of EFFECT SIZE that measures the MEAN differences of three or 
more groups. It is generally appropriate for MULTIPLE REGRESSION and 
ANALYSIS OF VARIANCE. This is a group index of effect size, but it is not 
used as frequently as COHEN’S d. It measures differences between groups 
in terms of the number of STANDARD DEVIATIONs they differ by. The 
following values as criteria for identifying the magnitude of an effect 
size have been proposed: (a) a small effect size is one that is greater than 
.10 but not more than .25; (b) A medium effect size is one that is greater 
than .25 but not more than .40; and (c) A large effect size is greater than 
.40.  

Cohen’s f can easily be converted from an ETA-SQUARED effect size. 

 Larson-Hall 2010; Sheskin 2011 
 
Cohen’s kappa 

also kappa coefficient, kappa (κ) 
a measure of agreement which is used in calculating INTERRATER RELIA-

BILITY representing the average rate of agreement for entire set of scores, 
accounting for the frequency of both agreements and disagreements by 
category. In a dichotomous coding scheme (e.g., coding forms as target-
like or nontargetlike), Cohen’s kappa requires that the researcher deter-
mine how many forms both raters coded as targetlike, how many were 
coded as targetlike by the first rater and as nontargetlike by the second, 
how many were coded as nontargetlike by the first and as targetlike by 
the second, and so on. The final calculation of kappa involves more de-
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tail on agreement and disagreement than simple percentage systems, and 
it also accounts for chance.  
see also PERCENT AGREEMENT  
 Mackey & Gass 2005 

 
cohort 

a group of individuals who experienced the same life event within the 
same time and share some common characteristic. Commonly used co-
horts include all people born in the same year (called birth cohorts), all 
people hired at the same time, and all people who graduate in a given 
year. 
 Ruspini 2002 

 
cohort study  

a type of LONGITUDINAL MIXED DESIGN which is somewhere in between 
PANEL and a TREND STUDY. In a cohort study, a specific POPULATION is 
tracked over a specific period of time but selective SAMPLING within that 
SAMPLE occurs. This means that some members of a COHORT may not be 
included each time. In cohort studies, rather than observing the exact 
same people in each wave (as the panel study does), a series of repeated 
cross-sectional surveys are administered to selective member each time. 
The study, in fact, focuses on a category of people who share a similar 
life experience in a specified time period. For example, a school system 
might follow the high school graduating class(es) of 2004 over time and 
ask them questions about higher education, work experiences, attitudes, 
and so on. From a list of all the graduates, a RANDOM SAMPLE is drawn 
at different points in time, and data are collected from that sample. Thus, 
the population remains the same during the study, but the individuals 
surveyed are different each time. 
The underlying idea behind any cohort study is that long-term social 
change must be interpreted within the context of generational change. By 
following one generation throughout its entire life-course, the conse-
quences of growth, maturity, and ageing are rendered visible. Further-
more, it also becomes possible to investigate the influence of a variety of 
events that take place over the course of time and, likewise, to under-
stand whether a specific event has influenced an entire generation in the 
same way. Consequently, cohort studies are particularly suitable when 
studying populations that are subject to radical changes.  
Cohort studies can be either prospective or retrospective. A prospective 
cohort study usually studies one or more cohorts, at successive intervals, 
over a period of time, while a retrospective cohort study gathers retro-
spective information about just one cohort at a time and may thus be 
made up of more than one study. Because of this, retrospective studies 
may evince, simultaneously, both cross-sectional features (samples are 
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only interviewed once) and prospective panel features (they offer infor-
mation about the life histories of the interviewees).  
see also ROTATING PANELS, SPLIT PANELS, LINKED PANELS, ACCELERAT-

ED LONGITUDINAL DESIGN, DIARY STUDY 
 Neuman 2007; Ruspini 2002; Dörnyei 2007; Ary et al. 2010 

 
collaborative research 

another term for PARTICIPATORY ACTION RESEARCH 
 
collapsing 

in a TWO-WAY ANOVA, averaging together all scores from all levels of 
one FACTOR in order to calculate the MAIN EFFECT means for the other 
factor. 
 Heiman 2011 

 
collinearity 

another term for MULTICOLLINEARITY 
 
column sum of squares 

another term for SUM OF SQUARES FOR COLUMNS 
 
combination 

see PERMUTATION 
 
commonsense realism 

another term for NAIVE REALISM  
 
common variance 

see COEFFICIENT OF DETERMINATION 
 
comparative research 

a broad term which refers to the evaluation of the similarities, differ-
ences, and associations between entities. Entities may be based on many 
lines such as statements from an INTERVIEW or individual, symbols, so-
cial groups, and cross-national comparisons. Comparative research is 
used within most qualitative approaches, such as comparisons by core 
emic categories in ethnographic studies (see ETHNOGRAPHY), within-
case comparisons in PHENOMENOLOGY, CASE STUDY comparisons, and 
examination of contrasts in narrative and DISCOURSE ANALYSIS. 
The underlying goal of comparative research is to search for similarity 
and variation between the entities that are the object of comparison. The 
examination of similarity often means the application of a more general 
theory and a search for universals or underlying general processes across 
different contexts or categories. The ONTOLOGY of patterns or categories 
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is assumed to be universal and independent of time and space. In other 
words, the comparison should be broad enough to allow researchers to 
compare at a higher level of abstraction. However, it remains difficult to 
determine these general patterns. For this reason, comparative research is 
often used to separate patterns that are more general and isolate regulari-
ties or discrepancies from the context-laden environment. 
see also HISTORICAL RESEARCH 
 Given 2008 

 
comparison group 

see CONTROL GROUP  
 
comparisonwise error rate 

also per-comparison error rate 
the SIGNIFICANCE LEVEL at which each test or comparison is carried out 
in an experiment. In a multiple comparison procedure, one is concerned 
with individual comparisons as well as sets of such comparisons. In indi-
vidual comparisons, the SIGNIFICANCE LEVEL is referred to as compari-
sonwise error rate. 
see also EXPERIMENTWISE ERROR RATE 
 Upton & Cook 2008; Pagano 2009; Everitt & Skrondal 2010 

 
compensatory demoralization 

another term for DEMORALIZATION 
 
compensatory rivalry 

another term for JOHN HENRY EFFECT 
 
complete observer 

also non-participant observer  
a type of PARTICIPANT OBSERVATION in which the researcher does not 
participate at all and whose role is also kept away from the people who 
are being observed. The role of the complete observer is typified in the 
one-way mirror, the video-cassette, the audio-cassette and the photo-
graph. The best illustration of the non-participant observer role is per-
haps the case of the researcher sitting at the back of a classroom coding 
up every three seconds the verbal exchanges between teacher and stu-
dents by means of a structured set of observational categories. The quali-
tative researcher simply observes and records events as they occur. No 
attempt is made to alter the situation in any way. These are considered 
naturalistic observations. 
see also PARTICIPANT AS OBSERVER, OBSERVER AS PARTICIPANT, COM-

PLETE PARTICIPANT 
 Given 2008; Ary et al. 2010  
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complete participant 
also covert participant 
a type of PARTICIPANT OBSERVATION which involves a researcher to take 
on an insider role in the group being studied, and maybe who does not 
even declare that s/he is a researcher. For example is a researcher who 
becomes a certified teacher and takes a position in a school for the pur-
pose of conducting research without telling anyone. In the Internet 
world, a researcher may join a listserve or chat room or virtual world in 
order to examine the online world of a particular subgroup.  
see also COMPLETE OBSERVER, PARTICIPANT AS OBSERVER, OBSERVER 

AS PARTICIPANT 
 Given 2008; Ary et al. 2010 

 
complex comparison 

another term for NONPAIRWISE COMPARISON 
 
complexity theory 

a research paradigm which looks at the world in ways which break with 
simple cause-and-effect models, linear predictability, and a dissection 
approach to understanding phenomena, replacing them with organic, 
non-linear and holistic approaches in which relations within intercon-
nected networks are the order of the day. Here key terms are feedback, 
recursion, emergence, connectedness, and self-organization. Out go the 
simplistic views of linear causality, the ability to predict, control, and 
manipulate, and in come uncertainty, networks and connection, self-
organization, emergence over time through feedback and the relation-
ships of the internal and external environments, and survival and devel-
opment through adaptation and change.  
Complexity theory suggests that phenomena must be looked at holistical-
ly; to atomize phenomena into a restricted number of variables and then 
to focus only on certain factors is to miss the necessary dynamic interac-
tion of several parts. This theory offers considerable leverage into under-
standing societal, community, individual, and institutional change; it 
provides the nexus between macro- and micro-research in understanding 
and promoting change. Complexity theory seriously undermines the val-
ue of experiments and positivist research (see POSITIVISM).  
see also CHAOS THEORY 
 Cohen et al. 2011; Given 2008 
 

component analysis 
another term for PRINCIPLE COMPONENTS ANALYSIS 
 

composite comparison 
another term for NONPAIRWISE COMPARISON  
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compound histogram 
also compound bar chart 
a form of BAR GRAPH which allows the introduction of a second VARIA-

BLE to the analysis. A compound bar chart, as shown in Figure C.5, 
might involve the use of a second variable gender. Each bar of the simple 
bar chart would be differentiated into a section indicating the proportion 
of males and another section indicating the proportion of females. In this 
way, it would be possible to see pictorially whether there is a gender dif-
ference in terms of the four types of university course chosen, for exam-
ple.  

           
                         (a) Clustered                                   (b) Stacked 

   

                                    Figure C.5. Compound Histograms 
 
In a clustered bar chart (Figure C.5a), the bars for the two genders are 
placed side by side rather than stacked (i.e., stacked bar chart, Figure 
C.5b) into a single column so that it is possible to see the proportions of 
females going to university, males going to university, females not going 
to university, and males not going to university more directly. Com-
pound bar charts work well only when there are small numbers of values 
for each of the variables. With many values the charts become too com-
plex and trends more difficult to discern. 
 Larson-Hall 2010; Cramer & Howitt 2004 

 
compound symmetry  

a special case of SPHERICITY which exists when both of the following 
conditions have been met: a) HOMOGENEITY OF VARIANCE; and b) 
homogeneity of covariance (i.e., all of the population covariances are 
equal to one another. 
 Sheskin 2011 

 
comprehensive sampling 

see PURPOSIVE SAMPLING  
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computer adaptive testing  
also CAT  
a type of testing which attempts to match the difficulty of test items to 
the knowledge and skill level of the student being assessed by tailoring 
the test so that a pre-selected sequence of items is administered based on 
whether or not the response to the previous item is correct. In computer-
ized adaptive testing, a computer administers the items and gathers the 
examinee’s responses, but its most distinctive feature is that the items fi-
nally administered depend on the examinee’s ability. The test then adapts 
to the examinee’s performance on the items. The advantages of CAT 
over traditional achievement tests include reduced testing time, the need 
for fewer items at a given level of MEASUREMENT ERROR, minimized 
frustration for students who perform poorly, and more precise estimates 
of achievement across the entire distribution. 
see also ITEM RESPONSE THEORY 
 Fernandez-Ballesteros 2003 

 
computer-assisted language learning 

also CALL 
the search for and study of applications of the computer in the teaching or 
learning of a second or foreign language. Computer Assisted Language 
Learning (CALL) is often perceived, somewhat narrowly, as an approach 
to language teaching and learning in which the computer is used as an aid 
to the presentation, reinforcement, and assessment of material to be 
learned, usually including a substantial interactive element. CALL may 
take place in classrooms, homes, libraries, computer cafés, etc. It also 
happens at different times and in different economic, cultural, political, 
social, and linguistic realms that embody different understandings, goals, 
and standards. CALL research considers computer technologies that are 
not limited to desktop computers but include any form of electronic, chip-
driven technology and the software that makes it run: These include per-
sonal digital assistants (PDAs); cell phones with text messaging and Web 
searching capabilities; laptops and peripherals, such as digital cameras, 
scanners, printers, and piano keyboards; and software from word proces-
sors to movie makers. These technologies provide language, culture, and 
other content, both explicit and implicit, through a variety of modes in-
cluding visual, oral, textual, and graphical. 
More specifically, CALL has been divided into seven general types of ac-
tivity. One of the most important is writing. This includes word pro-
cessing, text analysis, and desktop publishing, often combined with 
communication over a local area network (LAN). Though student use of 
spell checkers and grammar checkers is common in these types of activi-
ties, much more sophisticated and interactive approaches are also possi-
ble. Many second language (L2) teachers, for example, now request their 
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students to use computers to write essays then to e-mail each other what 
they have written or to post their essays on a LAN. The students then dis-
cuss and correct each other’s writing, engaging in meaningful discourse 
and creating knowledge through interaction. 
A second type of CALL is communicating. This includes e-mail ex-
changes, student discussions with each other or with their teacher on 
LANs, MOOs (sites on the Internet where student do role-playing games 
and talk with each other), and real-time chat. These activities are particu-
larly useful for foreign language teaching where students share the same 
first language because they create the need to use the foreign language for 
authentic communication.  
Another CALL activity is use of multimedia. This includes courseware 
presented on CD-ROM or online for study of specific skills such as pro-
nunciation or grammar, and integrated skills-based or communicative 
practice where hyperlinks allow students to access a range of supplemen-
tary material for learning support. Often teacher-created programs are 
course-specific and are designed to quiz students over material covered in 
class. 
Other CALL activities involve the Internet, such as Web searches for in-
formation and student construction of home pages. Related to this is the 
field of information literacy, a concept similar to computer literacy and 
referring to the ability to obtain information from the Internet and process 
it selectively and critically. The tremendous amount of online resources 
means that teacher evaluation of Web sites and L2 learning materials has 
now become an important aspect of Internet-based activities. 
An additional use of CALL is concordancing and referencing, or using a 
corpus to examine the range of usages for grammar and vocabulary items, 
and using online dictionaries for definitions and usage information.  
Yet another significant use of CALL is distance learning. Some college 
professors teach some or all of their courses online. Research on distance 
learning and courses with online components suggests that online stu-
dents make the same gains as those achieved by students receiving a reg-
ular ‘brick-and-mortar’ lecture. An additional aspect of distance learning 
is the teacher creation of Web pages to disseminate their lesson plans, 
course material, research papers, and other material. Many teachers rou-
tinely take attendance online and post course outlines, specific activities, 
tests, drills, and so on, on their home pages. Veteran teachers may recall 
when there was often a filing cabinet of time-tested activities, lessons, 
and tests in the teachers’ office for instructors to browse through and 
copy. Now this ‘filing cabinet’ has moved online to hundreds of sites, in-
cluding listening laboratories, Test of English as a Second Language 
(TOEFL) practice, reading and writing activities and exercises, tests, hol-
iday-related and other types of cultural activities, Web page design, and 
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so forth. Again, teachers are required to be able to evaluate sites and 
online materials. 
Another important use of CALL is test taking. There is extensive research 
on computer-assisted language testing (CALT), suggesting that comput-
er-based tests, particularly those that respond to learners’ choices by pre-
senting subsequent items at varying levels of difficulty, are effective in 
building language skills because they provide immediate feedback and 
multimedia support by access to dictionaries, grammatical explanations, 
and audio and video material for study of test items. Because the TOEFL 
is now administered by computer, students routinely use CD-ROM 
TOEFL practice tests and other self-tests. Furthermore, many teachers 
have developed their own tests, checked them for RELIABILITY and VA-

LIDITY, and posted them on home pages for others to use, or have devel-
oped freeware for course-specific test creation. 
With new learning programs arriving regularly, today, CALL is one of 
the more dynamic areas in applied linguistics. 
 Egbert & Petrie 2005; Fotos & Browne 2004; Levy 1997 

 
computer-assisted personal interviewing  

also CAPI 
a data collection technique which is used by an in-person interviewer 
(i.e., face-to-face interviewing) who uses a computer to administer the 
QUESTIONNAIRE to the respondent and captures the answers onto the 
computer. 
 Lavrakas 2008 

 
computer assisted self-interviewing  

also CASI 
a technique for data collection in which the respondent uses a computer 
to complete the QUESTIONNAIRE without an interviewer administering it 
to the respondent. This assumes the respondent can read well (enough) or 
that the respondent can hear the questions well in cases in which the 
questions are prerecorded and the audio is played back for the respondent 
one question at a time (see AUDIO COMPUTER ASSISTED SELF-
INTERVIEWING). A primary rationale for CASI is that some questions are 
so sensitive that if researchers hope to obtain an accurate answer, re-
spondents must use a highly confidential method of responding. For a 
successful CASI effort, the survey effort must consider three factors: (1) 
the design of the questions, (2) the limitations of the respondent, and (3) 
the appropriate computing platform. 
 Lavrakas 2008 
 

concept mapping 
the graphical display of concepts and their interrelations. Concept map-
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ping is a general method that can be used to help any individual or group 
to describe ideas about some topic in a pictorial form. Several methods 
currently go by names such as concept mapping, mental mapping, or 
concept webbing. All of them are similar in that they result in a picture of 
someone’s ideas. Concept mapping is primarily a group process and so it 
is especially well suited for situations where teams or groups of re-
searchers have to work together. The other methods work primarily with 
individuals. Second, it uses a structured facilitated approach. Specific 
steps are followed by a trained facilitator in helping a group articulate its 
ideas and understand them more clearly. Third, the core of concept map-
ping consists of several state-of-the-art multivariate statistical methods 
(involving three or more variables at the same time) that analyze the in-
put from all of the individuals and yield an aggregate group product. Fi-
nally, the method requires the use of specialized computer programs that 
can handle the data from this type of process and accomplish the correct 
analysis and mapping procedures. 
Essentially, concept mapping is a structured process, focused on a topic 
or construct of interest, involving input from one or more participants, 
that produces an interpretable pictorial view (concept map) of their ideas 
and concepts and how these are interrelated. Concept mapping helps 
people to think more effectively as a group without losing their individu-
ality. It helps groups capture complex ideas without trivializing them or 
losing detail (see Figure C.6). 
 

-focus
-participants
-schedule

2. Generate Ideas

4. Computer Maps

6. Utilize Maps

1. Prepare Project

3. Structure ideas

5. Interpret Maps

-multidimensional
scaling
-culture analysis

-sort
-rate

 
 

Figure C.6. The Steps in Concept-Mapping Process  
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A concept-mapping process involves six steps that can take place in a 
single day or can be spread out over weeks or months depending on the 
situation. The process can be accomplished with everyone sitting around 
a table in the same room or with the participants distributed across the 
world using the Internet. The steps are as follows:  
 
• Preparation. Step one accomplishes three things. The facilitator of the 

mapping process works with the initiator(s) (those who requested the 
process initially) to identify who the participants will be. A mapping 
process can have hundreds or even thousands of STAKEHOLDERS partic-
ipating, although there is usually a relatively small group of between 10 
and 20 stakeholders involved. Second, the initiator works with the 
stakeholders to develop the focus for the project. For instance, the 
group might decide to focus on defining a program or treatment, or it 
might choose to map all of the expected outcomes. Finally, the group 
decides on an appropriate schedule for the mapping.  

• Generation. The stakeholders develop a large set of statements that ad-
dress the focus. For instance, they might generate statements describing 
all of the specific activities that will constitute a specific social pro-
gram, or generate statements describing specific outcomes that could 
result from participating in a program. A variety of methods can be 
used to accomplish this including traditional brainstorming, brainwrit-
ing, NOMINAL GROUP TECHNIQUEs, FOCUS GROUPs, qualitative text 
analysis, and so on. The group can generate up to 200 statements in a 
concept-mapping project. This is a software limitation, in most situa-
tions, around 100 statements is the practical limit in terms of the num-
ber of statements they can reasonably handle.  

• Structuring. The participants do two things during structuring. First, 
each participant sorts the statements into piles of similar statements. 
They often do this by sorting a deck of cards that has one statement on 
each card; but they can also do this directly on a computer by dragging 
the statements into piles that they create. They can have as few or as 
many piles as they want. Each participant names each pile with a short 
descriptive label. Then each participant rates each of the statements on 
some scale. Usually the statements are rated on a l-to-5 scale for their 
relative importance, where a 1 means the statement is relatively unim-
portant compared to all the rest; a 3 means that it is moderately im-
portant, and a 5 means that it is extremely important.  

• Representation. This is where the analysis is done; this is the process of 
taking the sort and rating input and representing it in map form. Two 
major statistical analyses are used. The first—MULTIDIMENSIONAL 

SCALING—takes the sort data across all participants and develops the 
basic map where each statement is a point on the map and statements 
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that were piled together by more people are closer to each other on the 
map. The second analysis—CLUSTER ANALYSIS—takes the output of 
the multidimensional scaling (the point map) and partitions the map in-
to groups of statements or ideas, into clusters. If the statements describe 
program activities, the clusters show how to group them into logical 
groups of activities. If the statements are specific outcomes, the clusters 
might be viewed as outcome constructs or concepts.  

• Interpretation. To interpret the conceptualization, we assemble certain 
materials and follow a specific sequence of steps—a process that has 
been developed on the basis of our experiences with many different 
projects. The materials consist of the original statements and clusters, a 
series of maps depicting these statements and clusters as well as related 
variable data, and rating comparison graphs known as pattern matches 
(graphs comparing average cluster ratings for a rating variable between 
demographic groups, points in time, or other variables) and go-zones 
(bivariate (X-Y) graphs that show the average ratings for two variables 
on each statement within a specific cluster). 

• Utilization. At this point, the group discusses ways to use the final con-
cept maps, pattern matches, and go-zones to enhance either planning or 
evaluation. The uses of these tools are limited only by the creativity 
and motivation of the group. For planning, these results might be used 
for structuring the subsequent planning effort or as the framework for 
an outline of a planning report. In evaluation, the concept map, pattern 
matching, and go-zones can act as an organizing device for operational-
izing and implementing the program, as a guide for measurement de-
velopment, or as a framework for examining patterns of outcomes. 
 Trochim & Donnelly 2007; Kane & Trochim 2007 

 
conceptual definition 

see OPERATIONAL DEFINITION 
 
conceptual replication 

another term for CONSTRUCTIVE REPLICATION 
 
conceptual research 

a research type which is related to some abstract idea(s) or theory. It is 
generally used by philosophers and thinkers to develop new concepts or 
to reinterpret existing ones.  
see also EMPIRICAL RESEARCH 
 Kothari 2008 

 
conclusion 

see DISCUSSION  
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conclusion validity 
another term for STATISTICAL VALIDITY  

 
concomitant variable 

another term for COVARIATE  
 
concurrent validity 

see CRITERION-RELATED VALIDITY  
 
condition  

another term for LEVEL  
 
confidence bands 

also confidence belts 
in REGRESSION ANALYSIS, dashed lines on each side of an estimated RE-

GRESSION LINE or curve that have a specified PROBABILITY of including 
the line or curve in the POPULATION, as shown in Figure C.7. 
 

Upper limit

Lower limit

E(X), E(Y)

Estimated regression line 

X

Y

 
Figure C.7. An Example of Confidence Bands 

 
The confidence bands can be constructed by determining CONFIDENCE 

INTERVALs for the regression line for the entire range of X values. One 
can then plot the upper and lower confidence limits (the lower and upper 
limits of a confidence interval) obtained for several specified values of X 
and sketch the two curves that connect these points. 
 Sahai & Khurshid 2001 
 

confidence belts 
another term for CONFIDENCE BANDS 

 
confidence interval  

also CI  
a range of values with a lower limit and an upper limit within which an 
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unknown POPULATION PARAMETER value is expected to lie with a certain 
degree of PROBABILITY, or confidence level (also called level of confi-
dence, confidence coefficient). It is the probability that the interval con-
tains the value of the parameter of interest. The SAMPLE MEAN which 
serves as the center of the interval is used to estimate the POPULATION 

MEAN. The STANDARD ERROR OF THE MEAN is also used in constructing 
confidence intervals (CIs). When we select multiple samples of the same 
size from two different populations, or when we repeat a certain inter-
vention with multiple samples of the same size chosen from the same 
population, the differences between the two means are normally distrib-
uted. This distribution has its own mean and standard deviation. The CIs 
in these studies provide the lower and upper limits of the distribution of 
the differences between the means. 
Traditionally, the two confidence levels that have been used in HYPOTH-

ESIS TESTING are the .95 and .99 levels. The exact Z SCORE values asso-
ciated with these two levels are 1.96 and 2.58 respectively. For example, 
a 95% confidence level indicates that we are 95% confident (or there is a 
95% probability) that an unknown population parameter value will fall 
within that interval. A confidence level is reported as 1 - α (SIGNIFI-

CANCE LEVEL), which is usually equal to (1 - .05) = .95, i.e., the level of 
likelihood that a score falls within a prespecified range of scores, and, 
like the significance level (α), is specified by the researcher. 
 

Density curve of sample mean

µ

         

           Figure C.8. A Schematic Diagram for Confidence Interval  
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The Figure C.8 shows one hundred 95% confidence intervals for the 
population mean. Each confidence interval is derived from a RANDOM 

SAMPLE from the same distribution. The intervals differ in width and lo-
cation because of variations in the sample means and variances. On aver-
age, 95% of such confidence intervals will include the true value of the 
population mean (µ). 
The concept of CIs can be applied to virtually any statistic. However, it 
is probably best understood initially in terms of the CI of the mean. CIs 
are often promoted as an alternative to POINT ESTIMATEs (conventional 
significance testing). They are both based on the same hypothesis testing 
approach. CIs are set values. Consequently they may not be as informa-
tive as the exact values available for point estimates using computers. 
CIs are also claimed to allow greater understanding of the true im-
portance of trends in the data. This is basically because the CI is ex-
pressed in terms of a range on the original SCALE OF MEASUREMENT (i.e., 
the measurement scale on which the calculations were based).  
see also TYPE I ERROR 
 Cohen et al. 2011; Richards & Schmidt 2010; Sahai & Khurshid 2001; Upton & Cook 
2008; Bachman 2004; Sahai & Khurshid 2001; Kirk 2008 

 
confidence level 

see CONFIDENCE INTERVAL  
 
confidence limits 

see CONFIDENCE BAND 
 
confidentiality 

a way of protecting a participant’s right to privacy. This means that alt-
hough researchers know who has provided the information or are able to 
identify participants from the information given, they will in no way 
make the connection known publicly; the boundaries surrounding the 
shared secret will be protected. The essence of the matter is the extent to 
which investigators keep faith with those who have helped them. It is 
generally at the access stage or at the point where researchers collect 
their data that they make their position clear to the hosts and/or subjects. 
They will thus be quite explicit in explaining to subjects what the mean-
ing and limits of confidentiality are in relation to the particular research 
project. On the whole, the more sensitive, intimate or discrediting the in-
formation, the greater is the obligation on the researcher’s part to make 
sure that guarantees of confidentiality are carried out in spirit and letter. 
A number of techniques have been developed to allow public access to 
data and information without confidentiality being betrayed: 
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• deletion of identifiers (for example, deleting the names, addresses or 
other means of identification from the data released on individuals). 

• crude report categories (for example, releasing the year of birth rather 
than the specific date, profession but not the speciality within that pro-
fession, general information rather than specific). 

• micro-aggregation (that is, the construction of average persons from 
data on individuals and the release of these data, rather than data on in-
dividuals). 

• error inoculation (deliberately introducing errors into individual rec-
ords while leaving the aggregate data unchanged). 

 
It is suggested that confidentiality can be protected by obtaining signed 
statements indicating non-disclosure of the research, restricting access to 
data which identify respondents, seeking the approval of the respondents 
before any disclosure about respondents takes place, non-disclosure of 
data (e.g. subsets that may be able to be combined to identify an individ-
ual). 
 Cohen et al. 2011 

 
confirmability 

the extent to which the research is free of bias in the procedures and the 
interpretation of results. Because it may be impossible to achieve the 
levels of OBJECTIVITY that quantitative studies strive for, qualitative re-
searchers are concerned with whether the data they collect and the con-
clusions they draw would be confirmed by others investigating the same 
situation. It involves making available full details of the data on which 
claims or interpretations are based so that other researchers can examine 
the data and confirm, modify or reject the first researcher’s interpreta-
tion. It also refers to the neutrality of the findings, which is the qualita-
tive counterpart of objectivity.  
There are a number of strategies for enhancing confirmability. The AU-

DIT TRAIL is the main strategy for demonstrating confirmability. After 
the study, a researcher can conduct a data audit that examines the data 
collection and analysis procedures and makes judgments about the poten-
tial for bias or distortion. By providing a complete audit trail, the re-
searcher enables another researcher to arrive or not arrive at the same 
conclusions given the same data and context. Another researcher can 
take a devil’s advocate role with respect to the results, and this process 
can be documented. The researcher can actively search for and describe 
negative instances that contradict prior observations. Other strategies 
used to enhance confirmability include TRIANGULATION of methods, 
PEER REVIEW, and reflexivity (the use of self-reflection to recognize 
one’s own biases and to actively seek them out).   
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see also TRANSFERABILITY, DEPENDABILITY, CREDIBILITY 
 Mackey & Gass 2005; Dörnyei 2007; Trochim & Donnelly 2007; Ary et al. 2010 

 
confirmatory factor analysis 

also CFA 
a type of FACTOR ANALYSIS which, like EXPLORATORY FACTOR ANALY-

SIS (EFA), is used to examine the relationships between a set of meas-
ured variables and a smaller set of constructs or factors that might ac-
count for them. With EFA, all measured variables are related to every 
factor by a FACTOR LOADING estimate. Simple structure results when 
each measured variable loads highly on only one factor and has smaller 
loadings on other factors. Confirmatory factor analysis (CFA), however, 
assumes relatively precise advance knowledge and allows a researcher to 
specify a priori what these relationships might look like and then to test 
the accuracy of these formal hypotheses. In fact, the researcher has pre-
conceived thoughts on the actual structure of the data, based on theoreti-
cal support or prior research. The question in CFA is: ‘Are the CORRE-

LATIONs among variables consistent with a hypothesized factor struc-
ture?’ 
More specifically, with CFA, the researcher must specify both the num-
ber of factors that exist for a set of variables and which factor each vari-
able will load on before results can be computed. Thus, the statistical 
technique does not assign variables to factors. Instead, the researcher 
makes this assignment based on the theory being tested before any re-
sults can be obtained. Moreover, a variable is assigned to only a single 
factor (construct), and cross-loadings (loading on more than a single fac-
tor) are not assigned. CFA is applied to test the extent to which a re-
searcher’s a priori, theoretical pattern of factor loadings on prespecified 
constructs (variables loading on specific constructs) represents the actual 
data. Thus, instead of allowing the statistical method to determine the 
number of factors and loadings as in EFA, CFA statistics tell us how 
well our theoretical specification of the factors matches reality (the actu-
al data). In a sense, CFA is a tool that enables us to either confirm or re-
ject our preconceived theory. 
CFA is often performed through STRUCTURAL EQUATION MODELING. 
 Ho 2006; Leary 2011; Pallant 2010; Tabachnick & Fidell 2007; Hair et al. 2010 

 
confirmatory research 

see DEDUCTIVE REASONING 
 

confirming and disconfirming sampling 
another term for NEGATIVE CASE SAMPLING  
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confounder 
another term for CONFOUNDING VARIABLE 

 
confounding factor 

another term for CONFOUNDING VARIABLE 
 
confounding variable 

also spurious variable, confounding factor, confounder 
a variable which may affect the DEPENDENT and INDEPENDENT VARIA-

BLEs and confuse or confound the apparent nature of the relationship be-
tween them. Two variables are confounded if they vary together in such 
a way that it is impossible to work out which one is responsible for an 
observed effect. For example, imagine a study wherein two L2 teaching 
methodologies were compared. The first was given to a group of teenage 
students and the second to a group of adults. If a difference between 
TREATMENTs were revealed, it would be impossible to tell if one treat-
ment were more effective than the other, or if teaching methodology 
treatments are more effective for one age group than the other. In such an 
example, age and treatment would have been confounded. In most stud-
ies, researchers aim to control for these confounding variables. In any 
study there is potentially an infinite variety of possible confounding vari-
ables. Researchers comment on the influence of confounding variables, 
after the study has been complete, because these variables may have op-
erated to explain the relationship between the independent and dependent 
variable, but were not or could not be easily assessed. 
see also MODERATOR VARIABLE, INTERVENING VARIABLE, CATEGORI-

CAL VARIABLE, CONTINUOUS VARIABLE, EXTRANEOUS VARIABLE, PAR-

TIAL CORRELATION, SEMI-PARTIAL CORRELATION COEFFICIENT 
 Cramer & Howitt 2004 

 
confound variance 

another term for ERROR VARIANCE 
 
confusion matrix 

another term for CLASSIFICATION MATRIX 
 
conover test 

a NONPARAMETRIC TEST procedure for testing the EQUALITY OF VARI-

ANCEs of two POPULATIONs having different MEDIANs. The test has ra-
ther a low STATISTICAL POWER. 
see also MOSES TEST, KLOTZ TEST, ANSARI-BRADLEY TEST, SIEGEL-
TUKEY TEST  
 Sahai & Khurshid 2001  
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consensus task 
a measurement technique which generally involves pairs or groups of 
learners who must come to an agreement on a certain issue. For example, 
ten individuals are stranded on an island, but only five can fit into a boat 
to get to the mainland. Characteristics are provided for each individual, 
and the pair or group must come to an agreement about which five should 
get into the boat. This task allows for a less guided discussion than do 
other tasks, but it does not guarantee that there will be interaction. One 
individual might not participate, or, if the task is not engaging, partici-
pants might take only a few minutes to pick five individuals without giv-
ing elaborate justification. As with other methods, instructions are im-
portant to ensure that the participants understand the need to participate. 
For example, each participant can be assigned a role of an individual and 
argue for that person’s suitability for the boat. 
Another type of consensus task is a dictogloss task. In this type of task, 
learners work together to reconstruct a text that has been read to them. It 
is possible to choose a text based on content, vocabulary, or particular 
grammatical structures. In its normal mode of delivery (although this 
could be modified for the purposes of research), the text is read aloud 
twice at normal speed. Participants can take notes on the first reading, the 
second reading, both, or neither. This will depend on the researcher’s 
goals. Because the text is read at normal speed (unlike a typical DICTA-

TION), the participants cannot write down everything. Following the read-
ings, participants can work in dyads or small groups to reconstruct the 
text while maintaining the meaning of the original. 
see also JIGSAW TASK  
 Mackey & Gass 2005 

 
consequentialism  

the belief that ends justify means; that is, that the results of actions de-
termine their rightness or wrongness. Any particular action is neither in-
trinsically good nor bad; rather, it is good or bad because of its results in 
a particular context—its consequences. 
 Heigham & Croker 2009 

 
consequential validity 

a type of VALIDITY which argues that the ways in which research data 
are used (the consequences of the research) are in keeping with the capa-
bility or intentions of the research, i.e., the consequences of the research 
do not exceed the capability of the research and the action-related conse-
quences of the research are both legitimate and fulfilled. Clearly, once 
the research is in the public domain, the researcher has little or no control 
over the way in which it is used. However, and this is often a political 
matter, research should not be used in ways in which it was not intended 
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to be used, for example by exceeding the capability of the research data 
to make claims, by acting on the research in ways that the research does 
not support (e.g. by using the research for illegitimate epistemic support), 
by making illegitimate claims by using the research in unacceptable 
ways (e.g., by selection, distortion) and by not acting on the research in 
ways that were agreed, i.e., errors of omission and commission. 
A clear example of consequential validity is formative assessment. This 
is concerned with the extent to which students improve as a result of 
feedback given, hence if there is insufficient feedback for students to im-
prove or if students are unable to improve as a result of—a consequence 
of—the feedback, then the formative assessment has little consequential 
validity.  
 Cohen et al. 2011 

 
conservative test 

 a term which is used to describe a STATISTICAL TEST in which the proba-
bility of a TYPE I ERROR is smaller than ALPHA (α) (the nominal or stated 
level). When the CRITICAL VALUE is increased greatly, the test procedure 
is referred to as being conservative. Put differently, conservative proce-
dures provide greater control over Type I error risk, but do so at the ex-
pense of lower POWER (i.e., higher risk of TYPE II ERROR). A statistical 
test when its level of significance is exactly equal to the nominal or stated 
level is called exact test. Often, it is not possible to obtain a test with a 
level of significance exactly equal to nominal or stated level, and then the 
test is referred to as an approximate test.  
see also LIBERAL TEST 
 Sahai & Khurshid 2001; Huck 2012 

 
constant 

see VARIABLE 
 
constant comparison method 

a process used in GROUNDED THEORY by which the properties and cate-
gories across the data are compared continuously until no more variation 
occurs, i.e., SATURATION is reached. In constant comparison the re-
searcher compares the new data with existing data and categories so that 
the categories achieve a perfect fit with the data. If there is a poor fit be-
tween data and categories, or indeed between theory and data, then the 
categories and theories have to be modified until all the data are account-
ed for. New and emergent categories are developed in order to be able to 
incorporate and accommodate data in a good fit, with no discrepant cas-
es. The purpose of the constant comparative method of joint coding and 
analysis is to generate theory by using explicit coding and analytic pro-
cedures. That theory is not intended to ascertain universality or the proof 
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of suggested causes or other properties. Since no proof is involved, the 
constant comparison method requires only saturation of data—not con-
sideration of all available data. 
In constant comparison data are compared across a range of situations, 
times, groups of people, and through a range of methods. The process 
resonates with the methodological notion of TRIANGULATION. The con-
stant comparison method involves four stages: comparing incidents and 
data that are applicable to each category; integrating these categories and 
their properties; bounding the theory; setting out the theory. The first 
stage here involves coding of incidents and comparing them with previ-
ous incidents in the same and different groups and with other data that 
are in the same category. The second stage involves memoing (i.e., a 
process by which the researcher writes down his/her ideas about the 
evolving theory throughout the coding process) and further coding. Here 
the constant comparative units change from comparison of incident with 
incident to comparison of incident with properties of the category that re-
sulted from initial comparisons of incidents. The third stage—of delimi-
tation—occurs at the levels of the theory and the categories and in which 
the major modifications reduce as underlying uniformities and properties 
are discovered and in which theoretical saturation takes place. The final 
stage—of writing theory—occurs when the researcher has gathered and 
generated coded data, memos, and a theory, and this is then written in 
full. 
Constant comparison combines the elements of inductive category cod-
ing with simultaneously comparing these with the other events and social 
incidents that have been observed and coded over time and location. This 
enables social phenomena to be compared across categories, where nec-
essary giving rise to new dimensions, codes, and categories. Constant 
comparison can proceed from the moment of starting to collect data, to 
seeking key issues and categories, to discovering recurrent events or ac-
tivities in the data that become categories of focus, to expanding the 
range of categories. This process can continue during the writing-up pro-
cess, which should be ongoing, so that a model or explanation of the 
phenomena can emerge that accounts for fundamental social processes 
and relationships. 
see also CODING 
 Cohen et al. 2011 
 

constant sum questions 
CLOSED-FORM ITEMs in which the respondents are asked to distribute a 
given number of marks (points) between a range of items. For example: 
 
Please distribute a total of 10 points among the sentences that you think most 
closely describe your behavior. You may distribute these freely: they may be 
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spread out, or awarded to only a few statements, or all allocated to a single sen-
tence if you wish. 
 

I can take advantage of new opportunities [  ]
I can work effectively with all kinds of people [  ]
Generating new ideas is one of my strengths [  ]
I can usually tell what is likely to work in practice [  ]
I am able to see tasks through to the very end [  ]
I am prepared to be unpopular for the good of school [  ]  

 
This enables priorities to be identified, comparing highs and lows, and 
for equality of choices to be indicated, and, importantly, for this to be 
done in the respondents’ own terms. It requires respondents to make 
comparative judgments and choices across a range of items. For exam-
ple, we may wish to distribute 10 points for aspects of an individual’s 
personality: 

 
Talkative [  ]
Cooperative [  ]
Hard-working [  ]
Lazy [  ]
Motivated [  ]
Attentive [  ]  

 
This means that the respondent has to consider the relative weight of 
each of the given aspects before coming to a decision about how to 
award the marks. To accomplish this means that the all-round nature of 
the person, in the terms provided, has to be considered, to see, on bal-
ance, which aspect is stronger when compared to another.  
The difficulty with this approach is to decide how many marks can be 
distributed (a round number, for example 10, makes subsequent calcula-
tion easily comprehensible) and how many statements/items to include, 
e.g., whether to have the same number of statements as there are marks, 
or more or fewer statements than the total of marks. Having too few 
statements/items does not do justice to the complexity of the issue, and 
having too many statements/items may mean that it is difficult for re-
spondents to decide how to distribute their marks. Having too few marks 
available may be unhelpful, but, by contrast, having too many marks and 
too many statements/items can lead to simple computational errors by re-
spondents. Our advice is to keep the number of marks to ten and the 
number of statements to around six to eight. 
Constant sum data are ordinal, and this means that nonparametric analy-
sis can be performed on the data. 
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see also DICHOTOMOUS QUESTION, MULTIPLE CHOICE ITEMS, RATIO DA-

TA QUESTION, MATRIX QUESTIONS, RANK ORDER QUESTION, CONTIN-

GENCY QUESTION 
 Cohen et al. 2011 

 
constitutive definition 

another term for CONCEPTUAL DEFINITION 
 
construct  

also trait 
an abstract hypothetical concept (such as intelligence, creativity, anxiety, 
underachievement, motivation, self-concept, and reading readiness) that 
cannot be directly observed or measured but that is considered to exist on 
theoretical grounds. For example, people can observe that individuals 
differ in what they can learn and how quickly they can learn it. To ac-
count for this observation, scientists invented the construct called intelli-
gence. They hypothesized that intelligence influences learning and that 
individuals differ in the extent to which they possess this trait. Although 
we hypothesize that intelligence exists, we cannot see it. We cannot sur-
gically open up someone’s brain and locate intelligence. However, based 
on theory, we know that that person has intelligence. Some of us have 
more intelligence, and some of us have less intelligence.  
Defining constructs is a major concern for researchers. The further re-
moved constructs are from the empirical facts or phenomena they are in-
tended to represent, the greater the possibility for misunderstanding and 
the greater the need for precise definitions. Constructs may be defined in 
a way that gives their general meaning, or they may be defined in terms 
of the operations by which they will be measured or manipulated in a 
particular study. The former type of definition is called a CONCEPTUAL 

DEFINITION; the latter is known as an OPERATIONAL DEFINITION. To 
measure constructs, they must be operationally defined, that is, defined 
in terms of how they will be measured. The operational definition allows 
researchers to identify the variables that are being used to measure the 
construct. So, if we operationally define intelligence as a score on the 
Stanford Intelligence Test, other researchers understand that in our study, 
intelligence is conceptualized as the ability to successfully complete the 
items on the test. Of course, operational definitions are limited, and the 
construct of intelligence is much broader and more complex. Therefore, 
some researchers might also include a more conceptual definition of in-
telligence, such as intelligence is the ability to solve complex problems.  
 Lodico et al. 2010; Porte 2010; Ary et al. 2010  
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constructed-response item 
also productive response item 
a type of test item or test task that requires test takers to respond to a se-
ries of OPEN-ENDED QUESTIONs by writing, speaking, or doing something 
rather than choose answers from a ready-made list. The most commonly 
used types of constructed-response items include FILL-IN ITEMs, SHORT-
ANSWER ITEMs, and PERFORMANCE ASSESSMENT. 
see also SELECTED-RESPONSE ITEM 
 Richards & Schmidt 2010; Brown 2005 

 
construct-irrelevant variance 

the extent to which test scores are affected by variables that are extrane-
ous (see EXTRANEOUS VARIABLE) to the CONSTRUCT. Low scores should 
not occur because the test contains something irrelevant that interferes 
with people’s demonstration of their competence. Construct-irrelevant 
variance could lower scores on an achievement test for individuals with 
limited reading skills or limited English skills. Reading comprehension is 
thus a source of construct-irrelevant variance in an achievement test and 
would affect the validity of any interpretations made about the individu-
als’ science achievement. 
see also CONSTRUCT UNDERREPRESENTATION 
 Ary et al. 2010; Messick 1995 

 
constructive replication 

see REPLICATION 
 
constructivism 

ontological (see ONTOLOGY) and epistemological (see EPISTEMOLOGY) 
views which disallow the existence of an external objective reality inde-
pendent of an individual from which knowledge may be collected or 
gained. Instead, each individual constructs knowledge and his/her expe-
rience through social interaction. This research paradigm represents a 
change from the focus on explaining phenomena typical in the natural 
sciences to an emphasis on understanding, which is deemed more appro-
priate for investigating phenomena in the human sciences. In terms of 
methods, constructivist QUALITATIVE RESEARCH studies typically em-
phasize PARTICIPANT OBSERVATION and interviewing for data generation 
as the researcher aims to understand a phenomenon from the perspective 
of those experiencing it. The researcher’s understanding is co-
constructed with that of the participants through their mutual interaction 
within the research setting and dialogic interaction through researcher-
initiated data generation efforts such as interviewing.  
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see also PSYCHOLOGICAL CONSTRUCTIVISM, OBJECTIVISM, SUBJECTIV-

ISM 
 Given 2008 

 
construct underrepresentation 

an assessment that is too narrow and fails to include important dimen-
sions of the construct. The test may not adequately sample some kinds of 
content or some types of responses or psychological processes and thus 
fails to adequately represent the theoretical domain of the construct. Indi-
viduals’ scores on an intelligence test may be misleading because the test 
did not measure some of the relevant skills that, if represented, would 
have allowed the individuals to display their competence. Or, a scale de-
signed to measure general self-concept might measure only social self-
concept and not academic and physical components of self-concept. 
see also CONSTRUCT-IRRELEVANT VARIANCE 
 Ary et al. 2010; Messick 1995 

 
construct validity 

a type of VALIDITY which deals with the degree to which the instruments 
used in a study measure the CONSTRUCT that is being examined. In this 
type of validity agreement is sought on the operationalized forms of a 
construct, clarifying what we mean when we use this construct (see OP-

ERATIONAL DEFINITION). The researcher needs to describe the character-
istics of the constructs in a way which would enable an outsider to identi-
fy these characteristics if they came across them. If the researcher fails to 
provide specific definitions, then we need to read between the lines. For 
example, if a study, investigates listening comprehension, and the DE-

PENDENT VARIABLE is a written cloze test, then the default definition of 
listening comprehension is the ability to complete a written cloze pas-
sage. If we were to find such a definition unacceptable, we would be 
questioning the construct validity of the study. Or, imagine a researcher 
wished to assess a child’s intelligence (assuming, for the sake of this ex-
ample, that it is a unitary quality). The researcher could say that s/he 
construed intelligence to be demonstrated in the ability to sharpen a pen-
cil. How acceptable a construction of intelligence is this? Is not intelli-
gence something else (e.g., that which is demonstrated by a high result in 
an intelligence test)?  
To establish construct validity the researcher would need to be assured 
that his/her construction of a particular issue agreed with other construc-
tions of the same underlying issue, e.g., intelligence, creativity, anxiety, 
motivation. This can be achieved through CORRELATIONs with other 
measures of the issue or by rooting the researcher’s construction in a 
wide literature search which teases out the meaning of a particular con-
struct (i.e., a theory of what that construct is) and its constituent ele-
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ments. Demonstrating construct validity means not only confirming the 
construction with that given in relevant literature, but also looking for 
counter-examples which might falsify the researcher’s construction. 
When the confirming and refuting evidence is balanced, the researcher is 
in a position to demonstrate construct validity, and can stipulate what 
s/he takes this construct to be. In the case of conflicting interpretations of 
a construct, the researcher might have to acknowledge that conflict and 
then stipulate the interpretation that will be used.  
In QUALITATIVE RESEARCH construct validity must demonstrate that the 
categories that the researchers are using are meaningful to the partici-
pants themselves i.e., that they reflect the way in which the participants 
actually experience and construe the situations in the research, that they 
see the situation through the actors’ eyes. 
Construct validity is addressed by CONVERGENT VALIDITY and DISCRI-

MINANT VALIDITY or techniques.  
Construct validity is one of the most complex types of validity, in part 
because it is a composite of multiple validity approaches that are occur-
ring simultaneously. This might include aspects of CONTENT, CONCUR-

RENT, and PREDICTIVE VALIDITY. Therefore, many researchers consider 
construct validity to be a superordinate or overarching type of validity. 
Fully establishing construct validity also involves a lengthy process of 
collecting evidence from many studies over time. 
see also INTERNAL VALIDITY, EXTERNAL VALIDITY, FACE VALIDITY,  
 Cohen et al. 2011; Trochim & Donnelly 2007 

 
contaminated normal distribution 

another term for MIXED NORMAL DISTRIBUTION 
 
content analysis  

a procedure which is used to convert written or spoken information into 
data that can be analyzed and interpreted. Content analysis is a QUALI-

TATIVE RESEARCH technique which is used to quantify aspects of written 
or spoken text or of some form of visual representation. It is used for an-
alyzing and tabulating the frequency of occurrence of themes, emotions 
topics, ideas, opinions and other aspects of the content of written and 
spoken communication. Materials analyzed can be textbooks, newspa-
pers, television programs, speeches, musical compositions, essays, ad-
vertisements, magazine articles, or any other types of DOCUMENTs. Con-
tent analysis, for example, could be used to determine the frequency of 
occurrence of references to males, females, adults, children, Caucasians, 
non-Caucasians, etc., in a set of language teaching materials, in order to 
discover if any particular attitudes or themes were unintentionally being 
communicated in the material. 
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Content analysis starts with a sample of texts (the units), defines the units 
of analysis (e.g., words, sentences) and the categories to be used for 
analysis, reviews the texts in order to code them and place them into cat-
egories, and then counts and logs the occurrences of words, codes and 
categories. From here statistical analysis and quantitative methods are 
applied, leading to an interpretation of the results. Put simply, content 
analysis involves coding, categorizing (creating meaningful categories 
into which the units of analysis—words, phrases, sentences etc.—can be 
placed), comparing (categories and making links between them), and 
concluding—drawing theoretical conclusions from the text. 
A major advantage of content analysis is that it is unobtrusive. A re-
searcher can observe without being observed, since the contents being 
analyzed are not influenced by the researcher’s presence. Information 
that might be difficult, or even impossible, to obtain through direct OB-

SERVATION or other means can be gained unobtrusively through analysis 
of textbooks and other communications, without the author or publisher 
being aware that it is being examined. Another advantage of content 
analysis is that it is extremely useful as a means of analyzing INTERVIEW 

and observational data. A third advantage of content analysis is that the 
researcher can delve into records and documents to get some feel for the 
social life of an earlier time. S/he is not limited by time and space to the 
study of present events. A fourth advantage accrues from the fact that the 
logistics of content analysis are often relatively simple and economical—
with regard to both time and resources—as compared to other research 
methods. This is particularly true if the information is readily accessible, 
as in newspapers, reports, books, periodicals, and the like. Lastly, be-
cause the data are readily available and almost always can be returned to 
if necessary or desired, content analysis permits replication of a study by 
other researchers. Even live television programs can be videotaped for 
repeated analysis at later times. 
A major disadvantage of content analysis is that it is usually limited to 
recorded information, although the researcher may, of course, arrange 
the recordings, as in the use of open-ended QUESTIONNAIREs or PROJEC-

TIVE TECHNIQUES. The other main disadvantage is in establishing VALID-

ITY. Assuming that different analysts can achieve acceptable agreement 
in categorizing, the question remains as to the true meaning of the cate-
gories themselves. As with any measurement, additional evidence of a 
criterion or construct nature is important. In the absence of such evi-
dence, the argument for content validity rests on the persuasiveness of 
the logic connecting each category to its intended meaning. For example, 
our interpretation of the data on social studies research assumes that what 
was clear or unclear to us would also be clear or unclear to other re-
searchers or readers. Similarly, it assumes that most, if not all, research-
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ers would agree as to whether definitions and particular threats to inter-
nal validity were present in a given article. While we think these are rea-
sonable assumptions, that does not make them so. With respect to the use 
of content analysis in HISTORICAL RESEARCH, the researcher normally 
has records only of what has survived or what someone thought was of 
sufficient importance to write down. Because each generation has a 
somewhat different perspective on its life and times, what was consid-
ered important at a particular time in the past may be viewed as trivial 
today. Conversely, what is considered important today might not even be 
available from the past. 
see also SECONDARY RESEARCH 
 Clark-Carter 2010; Richards & Schmidt 2010; Cohen et al. 2011; Fraenkel & Wallen 
2009 

 
content-referenced test 

another term for CRITERION-REFERENCED TEST 
 
content validity 

the extent to which the instrument must show that it fairly and compre-
hensively covers the domain or items that it purports to cover. It is un-
likely that each issue will be able to be addressed in its entirety simply 
because of the time available or respondents’ motivation to complete, for 
example, a long QUESTIONNAIRE. If this is the case, then the researcher 
must ensure that the elements of the main issue to be covered in the re-
search are both a fair representation of the wider issue under investiga-
tion (and its weighting) and that the elements chosen for the research 
sample are themselves addressed in depth and breadth. Careful sampling 
of items is required to ensure their representativeness. For example, if the 
researcher wished to see how well a group of students could spell 1,000 
words in French but decided to have a sample of only 50 words for the 
spelling test, then that test would have to ensure that it represented the 
range of spellings in the 1,000 words—maybe by ensuring that the 
spelling rules had all been included or that possible spelling errors had 
been covered in the test in the proportions in which they occurred in the 
1,000 words. Frequently a table of specifications is used to help estimate 
the content representativeness. The specifications include content items 
the test is supposed to measure and the measures of how well and how 
completely the items represent content areas. 
see also CRITERION-RELATED VALIDITY, CONSTRUCT VALIDITY, INTER-

NAL VALIDITY, EXTERNAL VALIDITY, FACE VALIDITY 
 Cohen et al. 2011 
 

contingency coefficient  
see CHI-SQUARE TEST OF INDEPENDENCE  
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contingency question 
a CLOSED-FORM ITEM which depends on responses to earlier question, for 
example: ‘if your answer to question (1) was yes please go to question 
(4)’. The earlier question acts as a filter for the later question, and the lat-
er question is contingent on the earlier, and is a branch of the earlier ques-
tion (see BRANCHING). Some QUESTIONNAIREs will write in words the 
number of the question to which to go (e.g., ‘please go to question 6’); 
others will place an arrow to indicate the next question to be answered if 
your answer to the first question was such-and-such.  
For example, in a SURVEY designed to assess faculty interest in using 
computer-assisted testing, the following question might be used: 
 
1. Are you interested in using computer-assisted testing in your classes? 
1) NO (if NO, please go to question 6) 
2) YES 
3) UNDECIDED 
2. If YES, would you use the computer-assisted testing for 
1) QUIZZES 
2) TESTS 
3) BOTH 
 
Faculty members who indicated in question 1 that they were not interest-
ed in computer-assisted testing would not even have to read the next four 
questions but could proceed to question 6, the next relevant question.  
Filter questions can be complex. Sometimes, you have to have multiple 
filter questions to direct your respondents to the correct subsequent ques-
tions. Contingency and filter questions may be useful for the researcher, 
but they can be confusing for the respondent as it is not always clear how 
to proceed through the sequence of questions and where to go once a par-
ticular branch has been completed. It is found that respondents tend to 
ignore, misread and incorrectly follow branching instructions, such that 
item nonresponse occurs for follow-up questions that are applicable only 
to certain subsamples and respondents skip over, and therefore fail to fol-
low-up on those questions that they should have completed. It is also 
found that the increased complexity of the questionnaire brought about 
by branching instructions negatively influenced its correct completion. 
see also DICHOTOMOUS QUESTION, MULTIPLE CHOICE ITEMS, RATIO DA-

TA QUESTION, MATRIX QUESTIONS, CONSTANT SUM QUESTIONS, RANK 

ORDER QUESTION 
 Cohen et al. 2011; Trochim & Donnelly 2007; Ary et al. 2010 
 

contingency table 
also cross-classification table, cross-tabulation table, crossbreak table, r 
× c contingency table, r × c table 
a table with two or more rows and two or more columns that shows the 
intersection of two or more CATEGORICAL VARIABLEs. This table pro-



 contingency table     105 
 

  

duces the CELLs in which EXPECTED and OBSERVED FREQUENCIES can be 
compared. More specifically, contingency table refers to as an r × c table 
because the ‘r’ in r × c refers to row and the ‘c’ to column. Rows and 
columns are always named in this order, a convention also followed in 
describing matrices and in subscript notation. For example, a 2 × 2 table 
(see Table C.2) can be thought of as an r × c table where r and c both 
equal 2. The phrase ‘r × c’ is read as ‘r by c’ and the same convention 
applies to specific tables sizes, so ‘2 × 2’ is read as ‘2 by 2.’ A 2 × 2 ta-
ble contingency table lists the frequency of the joint occurrence of two 
LEVELs (or possible outcomes), one level for each of the two categorical 
variables. The levels for one of the categorical variables correspond to 
the columns of the table, and the levels for the other categorical variable 
correspond to the rows of the table. A contingency table also contains the 
sums of the values of each row and column (i.e., row and column totals). 
These sums are also called the ‘marginals’ of the table. The sum of col-
umn or row marginals corresponds to the SAMPLE SIZE or grand total. 

 
 

 

                     Table C.2. An Example of a 2 × 2 Contingency Table  
 
The primary interest in constructing contingency tables is usually to de-
termine whether there is any association (in terms of statistical depend-
ence) between the two categorical variables, whose counts are displayed 
in the table. A table displaying two variables is called a two-way table, 
three variables three-way, and so on. It is so called because the catego-
ries of one variable are contingent on or tabulated across the categories 
of one or more other variables. This table may be also described accord-
ing to the number of levels or categories in each variable. For example, a 
2 × 2 table consists of two variables which each have two levels or cate-
gories. A 2 × 3 table has one variable with two levels and another varia-
ble with three levels. Similarly, a 3 × 3 × 3 table has three variables 
which each have three levels or categories. A measure of the global asso-
ciation between the two categorical variables is the CHI-SQUARE TEST. 
Such tables are commonly made when using a chi-square test. Three- 
and higher-dimensional tables (called multidimensional contingency ta-
bles) which summarize information from more than two categorical vari-

Level A Level B TotalLevel A Cell A Cell B A + BLevel B Cell C Cell D C + DTotal A + C B + D

Independent Variable 1
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ables are analyzed by using log-linear models (see LOG-LINEAR ANALY-

SIS) and related procedures. 
 Larson-Hall 2010; Urdan 2010; Upton & Cook 2008 

 
continuous data 

see CONTINUOUS VARIABLE 
 
continuous variable 

also metric variable, ungrouped variable, dimensional variable 
a variable which is measured on INTERVAL or RATIO SCALEs of meas-
urement. Continuous variables can theoretically take on any value along 
a continuum. With continuous variables the number of possible values is 
theoretically unlimited because the abilities or attributes that these varia-
bles represent are assumed to vary continuously. For example, age is a 
continuous variable because, theoretically at least, someone can be any 
age. Test scores, income, temperature, weight, and height are other ex-
amples of continuous variables. A continuous variable that is normally 
expressed numerically because it differs in degree rather than kind is 
called quantitative variable (also called numerical variable). Data that 
are obtained on measures of a continuous variable, i.e., using interval and 
ratio scales of measurement are called continuous data (also called met-
ric data). 
Obviously, the type of data produced from using continuous variables 
differs from the type of data produced from using CATEGORICAL VARIA-

BLEs. In some circumstances, researchers may decide to convert some 
continuous variables into categorical variables. For example, rather than 
using age as a continuous variable, a researcher may decide to make it a 
categorical variable by creating discrete categories of age, such as under 
age 40 or age 40 or older. Income, which is often treated as a continuous 
variable, may instead be treated as a categorical variable by creating dis-
crete categories of income, such as under $25,000 per year, $25,000-
$50,000 per year, and over $50,000 per year.  
The benefit of using continuous variables is that they can be measured 
with a higher degree of precision. For example, it is more informative to 
record someone’s age as 47 years old (continuous) as opposed to age 40 
or older (categorical). The use of continuous variables gives the re-
searcher access to more specific data. 
see also INDEPENDENT VARIABLE, DEPENDENT VARIABLE, MODERATOR 

VARIABLE, INTERVENING VARIABLE, EXTRANEOUS VARIABLE, CON-

FOUNDING VARIABLE 
 Marczyk et al. 2005; Urdan 2010; Bachman 2004; Sahai & Khurshid 2001 

 
control group  

a group of participants who do not receive any TREATMENT. In EXPERI-
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MENTAL DESIGNs, a control group is the untreated group with which an 
experimental group (also called treatment group, intervention group) 
who receive the treatment of interest is contrasted. It consists of units of 
study that did not receive the treatment whose effect is under investiga-
tion. For many QUASI-EXPERIMENTAL DESIGNs, treatments are not ad-
ministered to participants, as in TRUE EXPERIMENTAL DESIGNs. Rather, 
treatments are broadly construed to be the presence of certain character-
istics of participants, such as female gender, adolescence, and low lan-
guage proficiency, or features of their settings, such as private schools or 
participation in a program of interest. Thus, the control group in quasi-
experimental studies is defined to be those lacking these characteristics 
(e.g., males, respondents who are older or younger than adolescence, 
those of high and medium language proficiency) or absent from selected 
settings (e.g., those in public schools, nonparticipants in a program of in-
terest). Control groups may alternatively be called baseline groups.  
In a true experiment, control groups are formed through RANDOM AS-

SIGNMENT of respondents, as in BETWEEN-SUBJECT DESIGNs, or from the 
respondents themselves, as in WITHIN-SUBJECT DESIGNs. Random as-
signment supports the assumption that the control group and the experi-
mental group are similar enough (i.e., equivalent) in relevant ways so as 
to be genuinely comparable. In true experimental studies and between-
subject designs, respondents are first randomly selected from the SAM-

PLING FRAME; then they are randomly assigned into either a control 
group or an experimental group or groups. At the conclusion of the 
study, outcome measures (such as responses on one or more DEPENDENT 

VARIABLEs, or distributions on QUESTIONNAIRE items) are compared be-
tween those in the control group and those in the experimental group(s). 
The effect of a treatment (e.g., a different incentive level administered to 
each group) is assessed on the basis of the difference (or differences) ob-
served between the control group and one or more experimental group.  
Similarly, in within-subject designs, respondents are randomly selected 
from the sampling frame. However, in such cases, they are not randomly 
assigned into control versus experimental groups. Instead, baseline data 
are gathered from the respondents themselves. These data are treated as 
control data to be compared with outcome measures that are hypothe-
sized to be the result of a treatment after the respondents are exposed to 
the experimental treatment. Thus, the respondents act as their own con-
trol group in within-subject designs.  
More common than comparing a treatment group to a group receiving no 
treatment (true control group) is the situation in which researchers com-
pare groups receiving different treatments. These are called comparison 
groups. The majority of educational experiments study the difference in 
the results of two or more treatments rather than the difference in the re-
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sults of one treatment versus no treatment at all. For example, it would 
be pointless to compare the spelling achievement of an experimental 
group taught by method A with a control group that had no spelling in-
struction at all. Instead, researchers compare groups receiving method A 
and method B treatments. Comparison of groups receiving different 
treatments provides the same control over alternative explanations, as 
does comparison of treated and untreated groups. Comparisons are es-
sential in scientific investigation. Comparing a group receiving treatment 
with either an equivalent group receiving no treatment or an equivalent 
group or groups receiving alternative treatment makes it possible to draw 
well-founded conclusions from the results. 
 Lavrakas 2008; Ary et al. 2010 

 
control group rivalry 

another term for JOHN HENRY EFFECT 
 
control group time series design 

also multiple time-series design 
a variation of TIME-SERIES DESIGN and essentially the same as the NON-

EQUIVALENT GROUPS PRETEST-POSTTEST DESIGN, with the exception 
that the DEPENDENT VARIABLE is measured at multiple time points both 
before and after presentation of the INDEPENDENT VARIABLE or TREAT-

MENT to the EXPERIMENTAL GROUP, as depicted here (where O1, O2, O3, 
O4 = pretest, O5, O6, O7, O8 = posttest, NR = nonrandom assignment, and 
X = treatment):  

 

 

Experimental group (NR ) O 1 O 2 O 3 O 4 X O 5 O 6 O 7 O 8

Control group (NR ) O 1 O 2 O 3 O 4 O 5 O 6 O 7 O 8  
 
The CONTROL GROUP, again representing an intact group, would be 
measured at the same time as the experimental group but would not ex-
perience the treatment. The control group permits the necessary compari-
son. This design overcomes the weakness of SIMPLE INTERRUPTED TIME-
SERIES DESIGN—that is, failure to control HISTORY as a source of extra-
neous variance. The control group permits the necessary comparison. If 
the experimental group shows a gain from O4 to O5 but the control group 
does not show a gain, then the effect must be caused by treatment rather 
than by any contemporaneous events, which would have affected both 
groups. 
Although this design is not randomized, it can be quite strong in terms of 
its ability to rule out other explanations for the observed effect. This de-
sign enables us to examine trends in the data, at multiple time points, be-
fore, during, and after an intervention (allowing us to evaluate the plau-
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sibility of certain threats to INTERNAL VALIDITY). Unlike SIMPLE INTER-

RUPTED TIME-SERIES DESIGN, this design allows us to make both within-
group and between-group comparisons, which may further reduce con-
cerns of alternative explanations associated with history. Regrettably, 
this design does not involve RANDOM ASSIGNMENT and thus is unable to 
eliminate all threats to internal validity.  
Other variations of the time-series design include adding more control 
groups, more observations, or more experimental treatments. 
 Campbell & Stanley 1963; Marczyk et al. 2005; Ary et al. 2010 

 
control variable 

see EXTRANEOUS VARIABLE  
 
convenience sampling 

a type of NON-PROBABILITY SAMPLING which involves choosing the 
nearest individuals to serve as respondents and continuing that process 
until the required SAMPLE SIZE has been obtained. In practice, having ac-
cess to all members of the entire POPULATION is often impossible due to 
time or financial constraints. Instead researchers access participants from 
a population that is readily available (see Figure C.9). Captive audiences 
such as students or student teachers often serve as respondents based on 
convenience sampling. The researcher simply chooses the SAMPLE from 
those to whom s/he has easy access. For example, if the target population 
is all learners of EFL who attend an English-medium university, but the 
researcher only has access to a sample from learners of EFL who attend 
the English-medium university where s/he teaches, s/he uses this group 
because it is convenient.  
Convenience sampling differs from PURPOSIVE SAMPLING in that expert 
judgment is not used to select a representative sample of elements. Ra-
ther, the primary selection criterion relates to the ease of obtaining a 
sample. Ease of obtaining the sample relates to the cost of locating ele-
ments of the population, the geographic distribution of the sample, and 
obtaining the interview data from the selected elements. In convenience 
sampling the representativeness of the sample is generally less of a con-
cern than in purposive sampling. Whether one can apply their findings 
from a convenience sample to a larger target population depends on how 
well one can show that the sample corresponds to the larger population 
on important characteristics. This is done by providing clear descriptions 
of how the sample shares these features. The study should also be repli-
cated, that is, repeated, with a number of similar samples to decrease the 
likelihood that the results obtained were simply a one-time occurrence. 
see also QUOTA SAMPLING, DIMENSIONAL SAMPLING, SNOWBALL SAM-

PLING, SEQUENTIAL SAMPLING, VOLUNTEER SAMPLING, OPPORTUNISTIC 

SAMPLING  
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 Cohen et al. 2011; Gall et al. 2006; Perry 2011; Dörnyei 2007; Lavrakas 2008; 
Fraenkel & Wallen 2009 
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Figure C.9. A Schematic Diagram  

for Convenience Sampling 
 

convergent validity 
a type of CONSTRUCT VALIDITY which implies that different methods for 
researching the same construct should give a relatively high inter-
correlation. This means that measures of constructs that theoretically 
should be related to each other are, in fact, observed to be related to each 
other (i.e., you should be able to show a correspondence or convergence 
between similar constructs. To establish convergent validity, you need to 
show that measures that should be related are in reality related.  
In Figure C.10, you see four measures (each is an item on a scale) that all 
purport to reflect the construct of self-esteem. For instance, Item 1 might 
be the statement, ‘I feel good about myself,’ rated using a l-to-5 scale. 
You theorize that all four items reflect the idea of self-esteem. On the 
bottom part of the figure (Observation), you see the intercorrelations of 
the four scale items. This might be based on giving your scale out to a 
sample of respondents. You should readily see that the item intercorrela-
tions for all item pairings are extremely high. The correlations provide 
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support for your theory that all four items are related to the same con-
struct. 
see also DISCRIMINANT VALIDITY 
 Cohen et al. 2011; Trochim & Donnelly 2007 
 

 

Item 1 Item 2 Item 3 Item 4
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        Figure C.10. Convergent Validity Correlations 

 
conversation analysis 

also CA  
a QUALITATIVE RESEARCH approach which is founded on a sociological 
conceptualization of the basically social nature of language use in human 
interaction. However as the work in conversation analysis (CA) has de-
veloped, it has come to be a truly multi-disciplinary field. CA is a field 
of study concerned with the norms, practices, and competences underly-
ing the organization of social interaction. Despite its name, it is con-
cerned with all forms of spoken interaction including not only everyday 
conversations between friends and acquaintances, but also interactions in 
medical, educational, mass media and socio-legal contexts, relatively 
monologic interactions such as lecturing or speech-making and techno-
logically complex interactions such as web-based multiparty communi-
cation. Regardless of the interaction being studied, CA starts from the 
perspective that the details of conduct in interaction are highly organized 
and orderly and, indeed, that the specificities of meaning and understand-
ing in interaction would be impossible without this orderliness. 
The central sociological insight of CA is that it is through conversation 
that we conduct the ordinary, and perhaps extraordinary, affairs of our 
lives. When people talk with one another, they are not merely communi-
cating thoughts, information, or knowledge. Our relationships with one 
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another, and our sense of who we are to one another, are generated, man-
ifest, maintained and managed in and through our conversations, whether 
face-to-face or on the telephone. People construct, establish, reproduce, 
and negotiate their identities, roles, and relationships in conversational 
interaction. In our interactions with others, we do not just talk; conversa-
tion is not language idling. We are doing things, such as inviting some-
one over, asking them to do a favor or a service, blaming or criticizing 
them, greeting them or trying to get on first name terms with them, disa-
greeing or arguing with them, advising or warning them, apologizing for 
something one did or said, complaining about one’s treatment, telling 
about troubles, sympathizing, offering to help and the like. These and 
other such activities are some of the primary forms of social action. They 
are as real, concrete, consequential and as fundamental as any other form 
of conduct. So when we study conversation, we are investigating the ac-
tions and activities through which social life is conducted. It is therefore 
primarily an approach to social action. 
As a research technique it analyzes verbal output from a totally inductive 
perspective without any prior knowledge about the context of the partici-
pants. Resulting verbal data are seldom coded or transformed into nu-
merical data. CA insists on the analysis of real, recorded data, segmented 
into turns of talk that are carefully transcribed. Generally speaking, the 
conversation analyst does not formulate research questions prior to ana-
lyzing the data. The goal is to build a convincing and comprehensive 
analysis of a single case, and then to search for other similar cases in or-
der to build a collection of cases that represent some interactional phe-
nomenon. 
Two key analytical themes within CA are sequential organization and 
categorization. Sequential organization analysis examines how utteranc-
es can perform different actions depending on their sequential position 
within the conversation. Turn-taking is one fundamental aspect of se-
quential organization which is displayed through conversation. Thus it is 
suggested that conversation is organized in adjacency pairs such as ques-
tion followed by answer; accusation followed by denial; compliment fol-
lowed by acceptance. The sense of the second part of the adjacency pair 
is dependent on the first part. Breaches in such turn-taking (for example, 
when a question is followed by a further question in reply) are rare and 
suggest a breakdown in the order of the interaction. Breaches are useful 
to conversation analysts as it is usually when the rules have been sub-
verted that the rules themselves become more explicit to the analysts.  
Categorization is a further concern of conversation analysts and has its 
roots in the ethnomethodological tradition’s ideas of membership catego-
ry analysis (MCA). MCA rests on the principle that people are what they 
are as a result of their activities and thus it is by identifying activities that 



 corpus     113 
 

  

people may be defined as being one thing or another. For example the 
family may be a membership categorization device in which baby and 
mother are categories and from which category-bounding activities may 
include living together and caring. 
Although the influence of CA is growing, it is methodologically very 
demanding and requires a ferocious attention to detail that not all re-
searchers can muster. Some critics have also argued that its insistence on 
looking only at what can be discovered in the talk means that its contri-
bution to our understanding, however valuable in itself, must necessarily 
remain very limited.  
 Bloor & Wood 2006; Lazaraton 2003; Perry 2011; Richards 2003 

 
Cook’s distance  

a diagnostic measure commonly used in REGRESSION ANALYSIS to detect 
the presence of an OUTLIER. Cook’s distance measures the degree to 
which outliers affect the regression and it takes into account a person’s 
score on the DEPENDENT as well as the INDEPENDENT VARIABLEs. The 
values of measure greater than 1 suggest the undue influence of the value 
on the corresponding REGRESSION COEFFICIENTs. 
see also MAHALANOBIS DISTANCE D2, LEVERAGE 
 Larson-Hall 2010; Sahai & Khurshid 2001  

 
cooperative suppression 

another term for RECIPROCAL SUPPRESSION 
 
corpus 

a collection of naturally occurring samples of language which have been 
collected and collated for easy access by researchers and materials de-
velopers who want to know how words and other linguistic items are ac-
tually used. A corpus may vary from a few sentences to a set of written 
texts or recordings. In language analysis, corpuses usually consist of a 
relatively large, planned collection of texts or parts of texts, stored and 
accessed by computer. A corpus is designed to represent different types 
of language use, e.g., casual conversation, business letters, ESP (English 
for specific purposes) texts.  
A number of different types of corpuses may be distinguished, for exam-
ple: 
 
1) specialized corpus: a corpus of texts of a particular type, such as aca-

demic articles, student writing, etc. 
2) general corpus or reference corpus: a large collection of many differ-

ent types of texts, often used to produce reference materials for lan-
guage learning (e.g. dictionaries) or used as a base-line for compari-
son with specialized corpora. 



114     corpus linguistics  
 

 

3) comparable corpora: two or more corpora in different languages or 
language varieties containing the same kinds and amounts of texts, to 
enable differences or equivalences to be compared. 

4) learner corpus: a collection of texts or language samples produced by 
language learners. 

see also CORPUS LINGUISTICS 
 Richards & Schmidt 2010 

 
corpus linguistics  

an approach to investigating language structure and use through the 
analysis of large databases of real language examples stored on comput-
er. Issues amenable to corpus linguistics include the meanings of words 
across registers, the distribution and function of grammatical forms and 
categories, the investigation of lexico-grammatical associations (associa-
tions of specific words with particular grammatical constructions), the 
study of discourse characteristics, register variation, and (when learner 
corpora are available) issues in language acquisition and development. 
 Richards & Schmidt 2010 

 
correlated groups 

another term for DEPENDENT SAMPLES 
 
correlated measures design 

another term for WITHIN-SUBJECTS DESIGN  
 
correlated samples 

another term for DEPENDENT SAMPLES 
 
correlated samples design 

another term for WITHIN-SUBJECTS DESIGN  
 
correlated subjects design 

another term for WITHIN-SUBJECTS DESIGN  
 
correlated t-test   

another term for PAIRED-SAMPLES t-TEST 
 
correlation 

also association  
a measure of the strength of the relationship or association between two 
or more two VARIABLEs. By relationship, we mean that variations in one 
entity correspond to variations in the other. For example, we may know, 
on the basis of previous research, that learning a second or foreign lan-
guage is correlated with motivation, so that under similar conditions of 
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language learning, individuals who are highly motivated tend to learn 
languages more quickly than those who are not highly motivated. In this 
case, the correlation is a relationship between two constructs—
motivation and language ability. If we were to observe that individuals 
who received high scores on a test of grammar also received high scores 
on a test of vocabulary, the correlation is a relationship between two var-
iables—two sets of test scores. 
On way of thinking about correlation is as an indicator of how much two 
variables covary. When the scores on two different distributions vary to-
gether, they covary, so that they share some common variation. In the 
example above, with tests of grammar and vocabulary, we could say that 
these two sets of scores covary. The statistics that indicates the amount 
of covariation between two variables is called the covariance (i.e., a 
measure of how the two variables vary together). If the covariance is 
large and positive then this is because people who were low on one vari-
able tended to be low on the other and people who were high on one 
tended to be high on the other, and suggests a positive relationship be-
tween the two variables. Similarly, a large negative covariance suggests 
a negative relationship. Covariance of zero shows no relationship be-
tween the two variables. 
However, there is a problem with covariance being used as the measure 
of the relationship: it does not take the size of the variance of the varia-
bles into account. Hence, if in a study one or both of the variables had a 
large variance then the covariance would be larger than in another study 
where the two variances were small, even if the degree of relationship in 
the two studies were similar. Therefore, using covariance we would not 
be able to compare relationships to see whether one relationship was 
closer than another. For example, we might wish to see whether IQ and 
second language proficiency were as closely related in one country as 
they were in another. Accordingly, we need a measure that takes the var-
iances into account. The CORRELATION COEFFICIENT is such a measure. 
see also CORRELATION COEFFICIENT, PARTIAL CORRELATION, MULTIPLE 

CORRELATION COEFFICIENT 
 Larson-Hall 2010; Bachman 2004; Clark-Carter 2010 

 
correlational research 

a type of NONEXPERIMENTAL RESEARCH in which the researcher investi-
gates the relationship between two, or more, naturally occurring VARIA-

BLEs. The variables are examined to determine if they are related and, if 
so, the direction and magnitude of that relationship. In this type of re-
search, the distinction between INDEPENDENT VARIABLEs (IVS) and DE-

PENDENT VARIABLEs (DVs) is usually arbitrary and many researchers 
prefer to call IVs predictor variables and DVs criterion variables. 
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Correlational research does not seek to show causality (that one variable 
is causing a change to occur in another). Rather, the main purpose of cor-
relational research is to determine, through application of a quantitative 
statistical analysis, whether a relationship exists between the variables 
under investigation. One might make predictions based on these relation-
ships, but not statements of causality. For example, if such a relationship 
does exist, the strength and the direction of the relationship are reported 
numerically in what is referred to as a CORRELATION COEFFICIENT. 
Scores from this analysis fall somewhere along the correlation coeffi-
cient’s range of negative 1 to positive 1. Note that negative and positive 
do not have any moral value attached to them in this context. A highly 
negative relationship is not a relationship that is bad but one that results 
from scores on two variables moving in opposite directions: an increase 
in one variable is accompanied by a decrease in the other variable being 
studied.  
The basic design for correlational research is straightforward. First, the 
researcher specifies the problem by asking a question about the relation-
ship between the variables of interest. The variables selected for investi-
gation are generally based on a theory, previous research, or the re-
searcher’s observations. The population of interest is also identified at 
this time. In simple correlational studies, the researcher focuses on gath-
ering data on two (or more) measures from a single group of subjects. 
For example, you might correlate vocabulary and reading comprehension 
scores for a group of high school students.  
see also EX POST FACTO RESEARCH 
 Lodico et al. 2010; Mackey & Gass 2005; Urdan 2010; Fraenkel & Wallen 2009; Har-
low 2005 

 
correlation coefficient 

also coefficient of correlation 
a statistical index that reveals the strength and direction of the relation-
ship or association between two VARIABLEs. Describing relationship in 
terms such as ‘strong’, ‘moderate’, ‘weak’, ‘positive’ and ‘negative’ is 
not very precise. Furthermore, such terms do not derive directly from the 
data themselves, but from the conceptualization of CORRELATION. Thus, 
in order to investigate correlations empirically, we need a numerical sta-
tistic that precisely summarizes these qualities, and that is based on ob-
served data, or variable. This is exactly what a correlation coefficient 
provides. A graphical method for depicting the relationship among two 
variables is to plot the pair of scores on X and Y for each individual on a 
two-dimensional figure known as a SCATTERPLOT. 
There are two fundamental characteristics of correlation coefficients re-
searchers care about. The first of these is the direction of the correlation 
coefficient. The direction of the relationship has to do with whether the 
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relationship is positive or negative. The sign (+ or -) of the correlation 
coefficient indicates the nature or direction of the linear relationship that 
exists between the two variables. A positive sign indicates a direct linear 
relationship, whereas a negative sign indicates an indirect (or inverse) 
linear relationship. A positive correlation occurs when as scores on vari-
able X increase (from left to right), scores on variable Y also increase 
(from bottom to top). A direct linear relationship is one in which a 
change on one variable is associated with a change on the other variable 
in the same direction. That is, an increase on one variable is associated 
with an increase on the other variable, and a decrease on one variable is 
associated with a decrease on the other variable. When there is a direct 
relationship, subjects who have a high score on one variable will have a 
high score on the other variable, and subjects who have a low score on 
one variable will have a low score on the other variable. A negative cor-
relation, sometimes called an inverse correlation, occurs when as scores 
on variable X increase (from left to right), scores on variable Y decrease 
(from top to bottom). A negative relationship indicates that change on 
one variable is associated with a change on the other variable in the op-
posite direction. That is, an increase on one variable is associated with a 
decrease on the other variable, and a decrease on one variable is associ-
ated with an increase on the other variable). When there is an indirect 
linear relationship, subjects who have a high score on one variable will 
have a low score on the other variable, and vice versa. 
The second fundamental characteristic of correlation coefficients is the 
strength or magnitude of the relationship. Some correlation coefficients 
range in strength from -1 to +1 and some between 0 and 1. Thus, the val-
ue of coefficient can never be less than -1 (i.e., coefficient cannot equal -
1.2, -50, etc.) or be greater than +1 (i.e., coefficient cannot equal 1.2, 50, 
etc.). The closer a positive value of coefficient is to +1, the stronger the 
direct relationship between the two variables; whereas the closer a posi-
tive value of a coefficient to 0, the weaker the direct relationship between 
the variables. A perfect positive correlation of +1 reveals that for every 
member of the sample or population, a higher score on one variable is re-
lated to a higher score on the other variable. The closer a negative value 
of coefficient is to -1, the stronger the indirect relationship between the 
two variables, whereas the closer a negative value of coefficient is to 0, 
the weaker the indirect relationship between the variables. A perfect neg-
ative correlation of -1 indicates that for every member of the sample or 
population, a higher score on one variable is related to a lower score on 
the other variable.  
Once a correlation coefficient has been computed, there remains the 
problem of interpreting it. There are three cautions to be borne in mind 
when one is interpreting a correlation coefficient. First, a coefficient is a 
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simple number and must not be interpreted as a percentage. A correlation 
of .50, for instance, does not mean 50 per cent relationship between the 
variables. Further, a correlation of .50 does not indicate twice as much 
relationship as that shown by a correlation of .25. A correlation of .50 ac-
tually indicates more than twice the relationship shown by a correlation 
of .25. In fact, as coefficients approach +1 or -1, a difference in the abso-
lute values of the coefficients becomes more important than the same 
numerical difference between lower correlations would be. A way of de-
termining the degree to which you can predict one variable from the oth-
er is to calculate an index called the COEFFICIENT OF DETERMINATION, 
which is the square of the correlation coefficient.  
Second, a correlation does not necessarily imply a cause-and-effect rela-
tionship between two factors, as we have previously indicated. It should 
not therefore be interpreted as meaning that one factor is causing the 
scores on the other to be as they are. There are invariably other factors 
influencing both variables under consideration. Suspected cause-and-
effect relationships would have to be confirmed by subsequent experi-
mental study. 
Third, a correlation coefficient is not to be interpreted in any absolute 
sense. A correlational value for a given sample of a population may not 
necessarily be the same as that found in another sample from the same 
population. Many factors influence the value of a given correlation coef-
ficient and if researchers wish to extrapolate to the populations from 
which they drew their samples they will then have to test the significance 
of the correlation.  
There are many different correlation coefficients or measures of associa-
tion in applied linguistics literature, and the appropriateness of their use 
depends on the LEVELs OF MEASUREMENT (nominal, ordinal, interval, ra-
tio) and distributions (normal, non-normal) of the two variables under 
investigation. These include the PEARSON PRODUCT-MOMENT CORRELA-

TION COEFFICIENT, POINT-BISERIAL CORRELATION COEFFICIENT, BISERI-

AL CORRELATION COEFFICIENT, TETRACHORIC CORRELATION COEFFI-

CIENT, PHI CORRELATION COEFFICIENT, CONTINGENCY COEFFICIENT, 
CRAMER’S V, GOODMAN-KRUSKAL’S LAMBDA, SPEARMAN RANK ORDER 

CORRELATION COEFFICIENT, KENDALL’S RANK-ORDER CORRELATION 

COEFFICIENT, GOODMAN-KRUSKAL’S GAMMA, GOODMAN-KRUSKAL’S 

TAU, SOMER’S d, and ETA (ƞ), among others. 
 Urdan 2010; Richards & Schmidt 2010; Bachman 2004; Cohen et al. 2011; Cramer & 
Howitt 2004; Sheskin 2011; Lomax 2007; Kirk 2008 
 

correlation for attenuation 
another term for ATTENUATION   
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correlation line 
another term for REGRESSION LINE 

 
correlation matrix 

also correlation table 
a symmetrical table which shows the CORRELATIONs or intercorrelations 
between a set of variables. The variables are listed in the first row and 
first column of the table. The diagonal of the table shows the correlation 
of each variable with itself which is 1 (see Table C.3). 
 
Variables 1. Spelling 2. Phonics 3. Vocabulary 4. Lang. mech 5. Total battery
1. Spelling 1 0.63 0.45 0.57 0.82
2. Phonics 0.63 1 0.39 0.68 0.78
3. Vocabulary 0.45 0.39 1 0.85 0.86
4. Lang. mech 0.57 0.68 0.85 1 0.91
5. Total battery 0.82 0.78 0.86 0.91 1  

 

 Table C.3. An Example of Correlation Matrix 
 

Because the information in the diagonal is always the same, it may be 
omitted. The values of the correlations in the lower left-hand triangle of 
the matrix are the mirror image of those in the upper right-hand triangle. 
Because of this, the values in the upper right-hand triangle may be omit-
ted. Thus, the table can be reorganized to present the results more effi-
ciently. Table C.4 may look as if it lacks some information, but, in fact, it 
contains all the information needed. 
 Cramer & Howitt 2004; Ravid 2011 
 

Variables 1. Spelling 2. Phonics 3. Vocabulary 4. Lang. mech 5. Total battery

1. Spelling
2. Phonics 0.63
3. Vocabulary 0.45 0.39
4. Lang. mech 0.57 0.68 0.85
5. Total battery 0.82 0.78 0.86 0.91

 
 

 Table C.4. An Example of Correlation Matrix 
 
 correlation ratio 

another term for ETA  
 
correlation table 

another term for CORRELATION MATRIX 
 

counterbalanced design 
also rotation experiment, cross-over design, switch-over design 
a design in which several TREATMENT conditions or interventions are 
tested simultaneously and the number of groups in the study equals the 
number of interventions. All the groups in the study receive all interven-
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tions, but in a different order. In effect, this design involves a series of 
replications; in each replication the groups are shifted so that at the end 
of the experiment each group has been exposed to each condition. This 
design should be used when random assignment is not possible and when 
it is expected that the different treatments will not interfere too much 
with each other. This design is particularly useful when the researcher 
uses INTACT GROUPs (i.e., preexisting classes).  
 

Group 1 Treatment A Treatment B Posttest

Group 2 Treatment B Treatment A Posttest
 

 

Figure C.11. Schematic Representation of a Counterbalanced Design with Two 
Conditions 

 
The simplest type of counterbalanced design is used when there are two 
possible conditions, A and B (see Figure C.11). As with the standard RE-

PEATED MEASURES DESIGN, the researchers want to test every subject for 
both conditions. They divide the subjects into two groups and one group 
is treated with condition A, followed by condition B, and the other is 
tested with condition B followed by condition A. For example, a class-
room teacher could use a counterbalanced study to compare the effec-
tiveness of two methods of instruction on learning second language 
grammar. The teacher could choose two intact classes and two units of 
subject matter comparable in the nature of the concepts, difficulty of 
concepts, and length. It is essential that the units be equivalent in the 
complexity and difficulty of the concepts involved. During the first repli-
cation of the design, class (group) 1 is taught unit 1 by method A and 
class (group) 2 is taught unit 1 by method B. An achievement test over 
unit 1 is administered to both groups. Then class 1 is taught unit 2 by 
method B and class 2 is taught unit 2 by method A; both are then tested 
over unit 2. After the study, the column means are computed to indicate 
the mean achievement for both groups (classes) when taught by method 
A or method B. A comparison of these column mean scores through an 
ANALYSIS OF VARIANCE indicates the effectiveness of the methods on 
achievement in science. If you have three conditions (see Figure C.12), 
the process is exactly the same, and you would divide the subjects into 6 
groups, treated as orders ABC, ACB, BAC, BCA, CAB and CBA. 
In complete counterbalancing, the order of presentation of conditions to 
participants is systematically varied so that: (1) each participant is ex-
posed to all of the conditions of the experiment; (2) each condition is 
presented an equal number of times; (3) each condition is presented an 
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equal number of times in each position; and (4) each condition precedes 
and follows each other condition an equal number of times. The problem 
with complete counterbalancing is that for complex experiments, with 
multiple conditions, the PERMUTATIONs quickly multiply and the re-
search project becomes extremely unwieldy. For example, four possible 
conditions requires 24 orders of treatment (4 × 3 × 2 × 1), and the num-
ber of participants must be a multiple of 24, due to the fact that you need 
an equal number in each group.  
 

Group 1 A B C Posttest

Group 2 A C B Posttest

Group 3 B A C Posttest

Group 4 B C A Posttest

Group 5 C A B Posttest

Group 6 C B A Posttest
 

 

Figure C.12. Schematic Representation of a Counterbalanced Design with Three 
Conditions 

 
As the number of experimental conditions increase, complete counter-
balancing becomes more difficult to implement, since the number of sub-
jects required increases substantially. When it is not possible to com-
pletely counterbalance the order of presentation of the conditions, alter-
native less complete counterbalancing procedures are available. One 
such incomplete counterbalanced measures design is the LATIN SQUARE 

DESIGN, which attempts to circumvent some of the complexities and 
keep the experiment to a reasonable size.  
Another context in which it is worth considering counterbalancing is 
when samples of individuals are being measured twice on the same vari-
able. For example, the researcher may be interested in changes of chil-
dren’s IQs over time. To give exactly the same IQ test twice would en-
courage the claim that PRACTICE EFFECTs are likely to lead to increases 
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in IQ at the second time of measurement. By using two different versions 
(forms) of the test this criticism may be reduced. As the two different 
versions may vary slightly in difficulty, it would be wise to give version 
A to half of the sample first followed by version B at the second admin-
istration, and also give version B first to the other half of the sample fol-
lowed by version A. Of course, this design will not totally negate the 
criticism of practice effects. There are more complex designs in which 
some participants do not receive the first version of the test which may 
be helpful in dealing with this issue. Counterbalanced design overcomes 
some of the weaknesses of NONEQUIVALENT CONTROL GROUP DESIGN. 
That is, when intact groups must be used, counterbalancing provides an 
opportunity to rotate out any differences that might exist between the 
groups. Because all treatments are administered to all groups, the results 
obtained for each treatment condition cannot be attributed to preexisting 
differences in the subjects. If one group should have more aptitude on the 
average than the other, each X treatment would benefit from this greater 
aptitude. 
The main shortcoming of this design is that there may be an ORDER EF-

FECT from one treatment condition to the next. Therefore, this design 
should be used only when the experimental treatments are such that ex-
posure to one treatment will have no effect on subsequent treatments. 
Furthermore, one must establish the equivalence of learning material 
used in various replications. It may not always be possible to locate 
equivalent units of material. Another weakness of the counterbalanced 
design is the possibility of boring students with the repeated testings this 
method requires. 
see also NONEQUIVALENT CONTROL GROUP DESIGN, TIME-SERIES DE-

SIGN, EQUIVALENT MATERIAL DESIGN, RECURRENT INSTITUTIONAL CY-

CLE DESIGN, SEPARATE-SAMPLE PRETEST-POSTTEST CONTROL GROUP 

DESIGN, SEPARATE SAMPLE-PRETEST-POSTTEST DESIGN 
 Mackey & Gass 2005; Brown 1988; Best & Kahn 2006; Cramer & Howitt 2004; 
Sheskin 2011; Ary et al. 2010 

 
covariance 

see CORRELATION 
 

covariance structure analysis 
another term for STRUCTURAL EQUATION MODELING 

 
covariate  

also covariate variable, concomitant variable 
an INDEPENDENT VARIABLE (IV) which is measured so that it can be 
controlled statistically and its effect is removed statistically from the 
study during the analysis. More specifically, it denotes an IV which re-
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searcher includes not so much to examine its effect on the DEPENDENT 

VARIABLE (DV) but to subtract out its influence from the other IVs. The 
intention is to produce more precise estimates of the effect of the IV of 
main interest. For example, if a researcher was looking at the relationship 
between student age and second language (L2) examination success, the 
researcher might first want to remove any effects due to the amount of 
time spent studying the L2. Covariates are can be either categorical or 
continuous, although in the field of applied linguistics research they are 
by and large continuous. Covariate can be entered into all types of ANO-

VA model. After adjusting for the influence of covariates, a standard 
ANOVA or MANOVA is carried out. This adjustment process (known as 
ANCOVA or MANCOVA) usually allows for more sensitive tests of treat-
ment effects. 
Failing to consider covariates could hinder the interpretation of relation-
ships between IVs and DVs, especially with NONRANDOM SAMPLEs. Co-
variates help to statistically isolate an effect, especially when RANDOM 

ASSIGNMENT and/or manipulation are not accomplished. When several 
well-selected covariates (i.e., CONFOUNDING, EXTRANEOUS VARIABLEs) 
are included in a study, and the relationship between the IVs and DVs 
still holds after controlling for the effects of one or more covariates, there 
is greater assurance that we have isolated the effect. 
 Larson-Hall 2010; Porte 2010; Urdan 2010; Harlow 2005; Hair et al. 2010 

 
covariate variable 

another term for COVARIATE  
 
coverage error 

a SELECTION ERROR which arises when the POPULATION list from which 
the SAMPLE of cases is drawn is incomplete. This happens, e.g., when 
TELEPHONE INTERVIEWs are conducted; all those who do not have a tele-
phone are excluded from the sample a priori, which results in error. In 
fact, coverage error results because of undercoverage and overcoverage. 
Undercoverage occurs when members of the target population are ex-
cluded. Overcoverage occurs when units are included erroneously. The 
net coverage error is the difference between the undercoverage and the 
overcoverage. 
see also SAMPLING ERROR, NONRESPONSE ERROR 
 Corbetta 2003; O’Leary 2004 

 
cover letter 

a type of QUESTIONNAIRE administration in POSTAL SURVEYs. In the ab-
sence of a live contact person, the cover letter has the difficult job to sell 
the survey, that is, to create rapport with the respondents and to convince 
them about the importance of the survey and of their role in contributing 
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to it. In addition to this public relations function, the cover letter also 
needs to provide certain specific information and directions. To write a 
letter that meets all these requirements is not easy, particularly in view of 
the fact that it needs to be short at the same time. If it is more than a page 
it is likely to be tossed aside and then find its way into the trashcan un-
read. So writing this letter is something we do not want to rush. The cov-
er letter should assure the respondent that all information will be held in 
strict confidence or that the questionnaire is anonymous. The matter of 
sponsorship also might well be mentioned. Of course, a stamped, ad-
dressed return envelope should be included. To omit this virtually guar-
antees that many of the questionnaires will go into the wastebasket. 
Some researchers suggest that two copies of the questionnaire be sent, 
one to be returned when completed and the other to be placed in the re-
spondent’s own file.  
Cover letters usually address the following points: 
 
• Who the writer is.  
• The organization that is sponsoring or conducting the study.  
• What the survey is about and why this is important or socially useful.  
• Why the recipient’s opinion is important and how s/he was selected.  
• Assurance that all responses will be kept confidential.  
• How to return the completed questionnaire.  
• The date by which the completed questionnaire should be returned.  
• What to do if questions arise (e.g., a contact name and telephone num-

ber).  
• Possible reward for participation.  
• Thank you!  
• Signature, preferably by a person of recognized stature.  
• Attached stamped addressed envelope.  
 
 Dörnyei 2003; Best & Kahn 2006; Ary et al. 2010 

 
covert participant 

another term for COMPLETE PARTICIPANT 
 

c-parameter 
see ITEM CHARACTERISTIC CURVE 
 

Cramer’s V  
also Cramer’s phi, Cramer’s V coefficient, фc, V 
an EFFECT SIZE for a CHI-SQUARE analysis that provides information 
about the strength of the association between two CATEGORICAL VARIA-

BLEs whose data are cross-classified in a 2 × 2 (two-by-two) or higher-
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order CONTINGENCY TABLE. Cramer’s V is the extension of PHI CORRE-

LATION COEFFICIENT. For a 2 × 2 contingency table, Cramer’s V gives 
exactly the same value as the phi coefficient. 
 Larson-Hall 2010; Sahai & Khurshid 2001 

 
Cramer’s V coefficient 

another term for CRAMER’S V  
 
credibility 

(in QUALITATIVE RESEARCH) a term which refers to the truthfulness of 
the inquiry’s findings. Credibility or truth value involves how well the re-
searcher has established confidence in the findings based on the research 
design, participants, and context. The researcher has an obligation to rep-
resent the realities of the research participants as accurately as possible 
and must provide assurances in the report that this obligation was met. 
The term credibility in qualitative research is analogous to INTERNAL VA-

LIDITY in quantitative research. 
Credibility is used by qualitative researchers to ensure that the picture 
provided by the researcher is as full and complete as possible. In QUALI-

TATIVE RESEARCH credibility can be addressed by prolonged engagement 
in the field, persistent OBSERVATION, TRIANGULATION of methods, 
sources, investigators and theories, PEER DEBRIEFING, NEGATIVE CASE 
SAMPLING, and MEMBER CHECKS. 
see also TRANSFERABILITY, DEPENDABILITY, CONFIRMABILITY, OBJEC-

TIVITY 
 Perry 2011; Lodico et al. 2010; Cook & Campbell 1979; Ary et al. 2010 

 
criterion-based sampling 

another term for PURPOSIVE SAMPLING 
 
criterion-referenced test 

also content-referenced test, domain-referenced test, objectives-
referenced test 
a test which is constructed to allow users to interpret examinee test per-
formance in relation to well-defined domains of content and/or behaviors. 
A criterion-referenced test does not use a norming group to establish 
guidelines for interpreting test results. Instead one or more criteria are 
used to decide how well the examinee has done. In other words, unlike 
NORM-REFERENCED TEST, each subject’s score is meaningful without ref-
erence to the other subjects’ scores. The criteria are predetermined before 
administering the test and are used to establish cut points. A cut point is a 
point on the test score scale used to classify people into different catego-
ries such as high, middle, or low ability. For instance, all respondents 
scoring over 80% correct might be considered high ability, those between 



126     criterion-referenced test  
 

 

50% and 80% average ability, and those below 50% below average. 
Moreover, the distribution of scores on a CRT need not necessarily be 
normal. If all the subjects know 100 percent of the material on all the ob-
jectives, then all the subjects should receive the same score with no varia-
tion at all. For example, a driving test is usually criterion-referenced since 
to pass it requires the ability to meet certain test items regardless of how 
many others have or have not passed the driving test. If the subject meets 
the criteria, then s/he passes the examination.  
A criterion-referenced test provides the researcher with information about 
exactly what a subject has learned, what s/he can do. The intention here is 
to indicate whether students have achieved a set of given criteria, regard-
less of how many others might or might not have achieved them, hence 
variability or range is less important here. 
More recently an outgrowth of criterion-referenced testing has seen the 
rise of domain-referenced tests (DRT). Here considerable significance is 
accorded to the careful and detailed specification of the content or the 
domain which will be assessed. The domain is the particular field or area 
of the subject that is being tested. For DRTs, the items are sampled from 
a general, but well-defined, domain of behaviors (e.g., overall business 
English ability), rather than from individual course objectives (e.g., the 
course objectives of a specific intermediate level business English class), 
as is often the case in what might be called objective-referenced tests 
(ORTs). The domain is set out very clearly and very fully, such that the 
full depth and breadth of the content are established. Test items are then 
selected from this very full field, with careful attention to sampling pro-
cedures so that representativeness of the wider field is ensured in the test 
items. The student’s achievements on that test are computed to yield a 
proportion of the maximum score possible, and this, in turn, is used as an 
index of the proportion of the overall domain that s/he has grasped. So, 
for example, if a domain has 1,000 items and the test has 50 items, and 
the student scores 30 marks from the possible 50, then it is inferred that 
s/he has grasped 60 per cent ({30 ÷ 50}× 100) of the domain of 1,000 
items. Here inferences are being made from a limited number of items to 
the student’s achievements in the whole domain; this requires careful and 
representative sampling procedures for test items. The results on a DRT 
can therefore be used to describe a student’s status with regard to the do-
main in a manner similar to the way in which ORT results are used to de-
scribe the student’s status on small subsets for each course objectives. 
Thus, the term domain-referenced and objectives-referenced describe var-
iant sampling techniques within the overall concept of criterion-
referenced testing. 
see also ITEM ANALYSIS, ITEM SPECIFICATIONS 
 Perry 2011; Brown 2005  
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criterion-referenced validity 
another term for CRITERION-RELATED VALIDITY 

 
criterion-related validity  

also empirical validity, criterion-referenced validity, criterion validity 
a form of VALIDITY which endeavors to relate the results of one particu-
lar measuring instrument to another external criterion or standard which 
is relevant, reliable, and free from bias. A criterion is a second test or 
other assessment procedure presumed to measure the same variable. 
Within this type of validity there are two principal forms: predictive va-
lidity and concurrent validity. To obtain evidence of predictive validity, 
researchers allow a time interval to elapse between administration of the 
instrument and obtaining the criterion scores. Predictive validity is 
achieved if the data acquired at the first round of research correlate high-
ly with data acquired at a future date. For example, if the results of ex-
aminations taken by 16-year-olds correlate highly with the examination 
results gained by the same students when aged 18, then we might wish to 
say that the first examination demonstrated strong predictive validity. Or, 
the Scholastic Assessment Test (SAT) that many U.S. high school stu-
dents take measures scholastic aptitude—the ability of a student to per-
form in college. If the SAT has high predictive validity, then students 
who get high SAT scores will subsequently do well in college. If stu-
dents with high scores perform the same as students with average or low 
scores, then the SAT has low predictive validity. 
A variation on this theme is encountered in the notion of concurrent va-
lidity. To have concurrent validity, an instrument must be associated 
with a preexisting instrument that is judged to be valid and reliable so 
that the data gathered from using one instrument must correlate highly 
with data gathered from using another instrument at nearly the same 
time. For example, you create a new test to measure intelligence. For it 
to be concurrently valid, it should be highly correlated with existing IQ 
tests (assuming the same definition of intelligence is used). This means 
that most people who score high on the old measure should also score 
high on the new one, and vice versa. The two measures may not be per-
fectly associated, but if they measure the same or a similar construct, it is 
logical for them to yield similar results. Concurrent validity is very simi-
lar to its partner—predictive validity—in its core concept (i.e., agree-
ment with a second measure); what differentiates concurrent and predic-
tive validity is the absence of a time element in the former; concurrence 
can be demonstrated simultaneously with another instrument.  
A key index in both forms of criterion-related validity is the CORRELA-

TION COEFFICIENT. A correlation coefficient indicates the degree of rela-
tionship that exists between the scores individuals obtain on two instru-
ments. A positive relationship is indicated when a high score on one of 
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the instruments is accompanied by a high score on the other or when a 
low score on one is accompanied by a low score on the other. A negative 
relationship is indicated when a high score on one instrument is accom-
panied by a low score on the other, and vice versa. All correlation coeffi-
cients fall somewhere between +1 and +1. When a correlation coefficient 
is used to describe the relationship between a set of scores obtained by 
the same group of individuals on a particular instrument and their scores 
on some criterion measure, it is called a validity coefficient.  
see also CONTENT VALIDITY, CONSTRUCT VALIDITY, INTERNAL VALIDI-

TY, EXTERNAL VALIDITY, FACE VALIDITY 
 Cohen et al. 2011; Cramer & Howitt 2004; Richards & Schmidt 2010; Neuman 2007 

 
criterion sampling 

see PURPOSIVE SAMPLING 
 
criterion validity 

another term for CRITERION-RELATED VALIDITY 
 
criterion variable 

another term for DEPENDENT VARIABLE 
 
critical case sampling 

see PURPOSIVE SAMPLING 
 
critical applied linguistics  

an interdisciplinary critical approach to English applied linguistics. One 
of the central concerns in this approach is exposing the political dimen-
sions and power relations involved in mainstream applied linguistics, in 
areas like language teaching, language policy and planning, language 
testing, language rights, CRITICAL LITERACY, CRITICAL PEDAGOGY, CRIT-

ICAL DISCOURSE ANALYSIS, and so forth. In the case of critical applied 
linguistics, the interest is addressing social problems involving language. 
Its proponents consider it an indispensable part of the intellectual activity 
that is applied linguistics, especially because applied linguistics claims as 
its mission the study of language with implications for everyday life, or 
the real world. Critical applied linguists believe it is incumbent upon 
them to link language issues to general social issues (e.g., unemploy-
ment) and to be more than a student of language-related situations, name-
ly to be an agent for social change. Generally, this is done within a broad 
political framework.  
 Berns 2010  
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critical discourse analysis 
also CDA 
a type of discourse analytical research that primarily studies the way so-
cial power abuse, dominance, and inequality are enacted, reproduced, and 
resisted by text and talk in the social and political context. Critical dis-
course analysis (CDA), which is a domain of CRITICAL APPLIED LINGUIS-

TICS, investigates how language use may be a rming and indeed repro-
ducing the perspectives, values, and ways of talking of the powerful, 
which may not be in the interests of the less powerful. The relationship 
between language, power, and ideology is a crucial focal point. CDA 
consists of an interdisciplinary set of approaches which attempt to de-
scribe, interpret and explain this relationship.  
More specifically, in CDA, critical is usually taken to mean studying and 
taking issue with how dominance and inequality are reproduced through 
language use: Analysis, description and theory formation play a role es-
pecially in as far as they allow better understanding and critique of social 
inequality, based on gender, ethnicity, class, origin, religion, language, 
sexual orientation and other criteria that define di erences between peo-
ple. Their ultimate goal is not only scientific, but also social and political, 
namely change. In that case, social discourse analysis takes the form of a 
critical discourse analysis. CDA is critical of how unequal language use 
can do ideological work. Ideologies are representations of aspects of the 
world which contribute to establishing and maintaining relations of pow-
er, domination, and exploitation. When language use reflects inequality, 
CDA argues that sustained use of such unequal representations does ideo-
logical work because it tacitly a rms inequitable social processes. A key 
assumption in this argument is that there is a ‘dialectical’ or ‘bi-
directional’ relationship between social processes and language use. With 
such a focus on the ideological e ects of unequal language use, CDA is 
especially drawn to texts where the marginal and relatively powerless are 
(mis)represented by the powerful. 
Usually in CDA, the concept of discourse has two di erent but related 
senses. The first (discourse 1) is language in use. The discourse 1 of a 
conversation refers to the meanings made in interaction with those fea-
tures of context which are deemed relevant, e.g., tone of voice of partici-
pants, facial movements, hand-gestures. If the conversation is recorded, 
its ‘text’ would be the transcription of the conversation. Discourse 1 re-
fers to meanings made in reading too, that is, those meanings we derive 
from the text in line with the knowledge we possess, the amount of e ort 
we invest, our values, how we have been educated and socialized, our 
gender, etc. 
A second meaning of discourse (discourse 2) in CDA refers to discourses 
as ways of talking about the world which are tightly connected to ways of 
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seeing and comprehending it. The discourses place limits on the possibili-
ties of articulation (and by extension, what to do or not to do) with re-
spect to the area of concern of a particular institution, political program, 
etc. For example, di erent religions promote their own discourses which 
frame explanation of natural behavior. Roman Catholicism now approves 
of ‘the big bang’ theory of the universe’s birth (scientific discourse) but 
that its genesis was by divine means (religious discourse). So, it is the 
powerful who ultimately control discourse 2 and have the means to re-
generate it (e.g. newspaper moguls).  
In CDA, analysis consists of three stages: description, interpretation and 
explanation. In the first stage, description stage, the text should be de-
scribed as rigorously and as comprehensively as possible relative to the 
analytical focus. A key descriptive tool used in CDA is SYSTEMIC FUNC-

TIONAL LINGUISTICS (SFL). Systematicity in the description stage is im-
portant since this helps ground interpretation of how the text might lead 
to di erent discourses 1 for di erent readers in di erent discourse prac-
tices or the situations of language use, e.g., a political speech, a chat be-
tween strangers at a bus stop, a debate on TV.  
The focus in the interpretation stage is concerned with conjecturing the 
cognition of readers/listeners, how they might mentally interact with the 
text. This refers to as processing analysis. Critique in the interpretation 
stage means pointing to a misrepresentation or a cognitive problem. This 
might mean that some significant information is absent from a particular 
text, which leads to the reader either being misled or not being fully ap-
prised of the most relevant facts. This stage also seeks to show how wider 
social and cultural contexts and power relations within them (the second 
meaning of discourse) might shape the interpretation (discourses 1) of a 
text. 
In explanation stage, CDA critically explains connections between texts 
and discourse(s) circulating in the wider social and cultural context, the 
sociocultural practice. Critique here involves showing how the ‘ideologi-
cal function of the misrepresentation or unmet need’ helps ‘in sustaining 
existing social arrangements’. 
Thus, CDA is both a theory and a method. Researchers who are interested 
in the relationship between language and society use CDA to help them 
describe, interpret, and explain such relationships. CDA is different from 
other discourse analysis methods because it includes not only a descrip-
tion and interpretation of discourse in context, but also offers an explana-
tion of why and how discourses work. CDA is a domain of CRITICAL AP-

PLIED LINGUISTICS. 
The terms critical linguistics (CL) and CDA are often used interchangea-
bly. In fact, more recently the term CDA seems to have been preferred 
and is being used to denote the theory formerly identified as CL. The 
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manifold roots of CDA lie in rhetoric, text linguistics, anthropology, phi-
losophy, socio-psychology, cognitive science, literary studies and socio-
linguistics, as well as in applied linguistics and pragmatics. Nowadays, 
however, some scholars prefer the term critical discourse studies (CDS). 
 Hyland & Paltridge 2011; Rogers 2011; Simpson 2011 

 
critical discourse studies 

see CRITICAL DISCOURSE ANALYSIS 
 
critical ethnography 

see ETHNOGRAPHY 
 
critical inquiry 

also critical research 
a meta-process of investigation which questions currently held values 
and assumptions and challenges conventional social structures. Critical 
inquiry invites both researchers and participants to discard what they 
term false consciousness in order to develop new ways of understanding 
as a guide to effective action. Critical inquiry perspective is not content 
to interpret the world but also to change it. The assumptions that lie be-
neath critical inquiry are that: 
 
• Ideas are mediated by power relations in society. 
• Certain groups in society are privileged over others and exert an op-

pressive force on subordinate groups. 
• What are presented as facts cannot be disentangled from ideology and 

the self-interest of dominant groups. 
• Mainstream research practices are implicated, even if unconsciously, in 

the reproduction of the systems of class, race and gender oppression. 
 
Those adhering to the critical inquiry perspective accuse interpretivists of 
adopting an uncritical stance towards the culture they are exploring, 
whereas the task of researchers is to call the structures and values of so-
ciety into question.  
 Gray 2009 

 
critical linguistics 

see CRITICAL DISCOURSE ANALYSIS 
 

critical literacy 
an approach to developing literacy skills that contextualize the reader and 
the text within socio-historical frames and the cultural and political envi-
ronments of reader and text. In its broadest sense, critical literacy is also 
an approach to life, to language, to agency, and to the search for truths 
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that are omitted from the text, as well as the reasons why those omissions 
occur. Critical literacy implies approaches to teaching literacy in the 
classroom, yet it also embodies empowerment, emancipation, and the 
ability of school people (teachers and students and others) to manifest 
change through language. 
The aims of critical literacy include those of a more traditional vein, 
which is to facilitate the development of literacy skills in children. Criti-
cal literacy goes beyond a notion of literacy skills as performance skills 
(i.e., the learner’s achievement in conventional reading/writing). Teachers 
who use critical literacy aspire to help children create a sense of self as a 
reader/writer in the world—a knowledge of what written text accom-
plishes, and for whom. Further, it acknowledges a child’s agency; 
through critical literacy, both students and teachers can become agents for 
social change. 
While some teachers may feel a reluctance to engage in what they deem 
political education, it warrants stating that educational acts are inherently 
political. Teachers who fear a critical approach to teaching may not un-
derstand that teaching methods aligned with status quo ideologies can al-
so serve to perpetuate oppressive social forces. Although that may not be 
a purposeful choice on the part of such teachers, it is a result of traditional 
teaching methodologies. Teaching is thus inherently political. Critical lit-
eracy is a means by which educators can uncover buried political assump-
tions and their eventual outcomes in the lives of children. 
Critical literacy researchers continue to study the relationships between 
language, power, and identity in the classroom. As research about critical 
literacy continues, it is increasingly incorporated in various iterations as 
an approach to literacy instruction in the classroom. Students in bilingual 
classrooms are often falsely considered to have a deficit in learning simp-
ly because they are not native speakers of English. Critical literacy ap-
proaches, on the other hand, value the diversity in perspective and inter-
pretation that bilingual and bicultural students bring to the classroom. Bi-
lingual students thrive on critical literacy approaches that facilitate 
biliteracy development, while contributing to the creation of critical citi-
zens of our world who understand the power of language in creating so-
cial change. 
 GonzÁlez 2008 
 

critical multiplism  
the philosophy that researchers should use many ways of obtaining evi-
dence regarding a particular HYPOTHESIS rather than relying on a single 
approach. 
 Leary 2011  
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critical pedagogy 
a philosophy of education which is as an educational movement, guided 
by passion and principle, to help students develop consciousness of free-
dom, recognize authoritarian tendencies, and connect knowledge to pow-
er and the ability to take constructive action. Critical pedagogy includes 
relationships between teaching and learning. Its proponents claim that it 
is a continuous process of what they call unlearning, learning, and re-
learning, reflection, evaluation, and the impact that these actions have on 
the students, in particular students whom they believe have been histori-
cally and continue to be disenfranchised by what they call traditional 
schooling. Central to the development of critical pedagogy is the need to 
explore how pedagogy functions as a cultural practice to produce rather 
than merely transmit knowledge within the asymmetrical relations of 
power that structure teacher–student relations. 
Also referred to as critical pedagogy, participatory pedagogy aims to 
create classroom environments that help learners first to understand more 
fully their local conditions and circumstances, and second, to take action 
toward changing their lives. One way this is done is by helping learners 
understand the myriad ways in which the contexts of their lives are pub-
licly constructed and the means they have available for recreating their 
worlds in ways that are meaningful and appropriate for them. 
According to critical pedagogy, goal of research is social change. Critical 
pedagogy is distinguished by being grounded in analysis of ideology, 
power, and inequality, and in addition it seeks the transformation of 
schools and other institutions, in order to undermine social hierarchies 
that are sustained by these institutions. This task is a formidable one, re-
quiring not only carefully considered research methods, but also an anal-
ysis of educational innovation and change, an understanding of the local 
politics of language policy in schools, and a practical involvement in the 
daily work of teaching and learning. In this undertaking, the hierarchical 
separation of research and teaching, and of researchers and language 
teachers, must also be critically examined and transformed. Although 
some researchers fear that critical pedagogy has politicized scholarship, 
the crisis of language loss among indigenous people and pervasive eco-
nomic, social, and political inequalities based on language will continue 
to motivate language planning scholars to participate in language mainte-
nance and revitalization programs, as well as efforts to develop language 
policies that further social justice. 
 Hinkel 2011; Hornberger 2008 

 
critical realism 

an ONTOLOGY that can conceptualize reality, support theorizing, and 
guide empirical work in the natural and human sciences. Critical realism 
views reality as complex and recognizes the role of both AGENCY and 
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structural factors in influencing human behavior. It can be used with 
QUALITATIVE and/or QUANTITATIVE RESEARCH methods. Critical real-
ism is one of a range of postpositivist approaches positioned between 
POSITIVISM and CONSTRUCTIVISM. Critical realism simultaneously rec-
ognizes the existence of knowledge independent of humans but also the 
socially embedded and fallible nature of scientific inquiry. Among other 
criticisms, positivism is viewed as failing to acknowledge the inherent 
social nature of knowledge development, the influence of underlying un-
observable factors/powers, and the meaning-centered nature of humans. 
However, constructivist philosophies are also criticized for overprivileg-
ing these human perspectives and attendant problematic variations of rel-
ativism that cannot adequately resolve competing claims to knowledge or 
account for knowledge development.  
To resolve these epistemological issues the existence of three realms of 
reality is identified: the actual, the real, and the empirical. The actual 
domain refers to events and outcomes that occur in the world. The real 
domain refers to underlying relations, structures, and tendencies that 
have the power to cause changes in the actual realm. Most often these 
causal influences remain latent; however, under the right circumstances, 
factors in the real domain can act together to generate causal changes in 
the actual domain. These causal changes are neither uniform nor chaotic 
but are somewhat patterned. The empirical dimension refers to human 
perspectives on the world (i.e., of the actual and real domains). This 
could be perspectives of an individual or, in a wider sense, of scientific 
inquiry. The real and actual domains can be perceived only fallibly. 
Hence, this ontology advocates the existence of an objective reality 
formed of both events and underlying causes, and although these dimen-
sions of reality have objective existence, they are not knowable with cer-
tainty.  
Other tenets of critical realism tend to emerge from this ontological ba-
sis. A strong focus in theorizing and research informed by critical real-
ism is placed on understanding causality and explaining events in the ac-
tual domain. This movement from events to their causes, known as AB-

DUCTION, is contrasted with other common goals of research to describe, 
predict, correlate, and intervene.  
Critical realism attempts to respond to and understand reality as it exists 
in the actual and real domains. Hence, being led by the nature of that re-
ality is of overriding importance and takes precedence over disciplinary, 
methodological, or ideological predisposition because each of these 
could distort perceptions of reality. This results in a postdisciplinary vent 
that seeks to be led by reality in all its complexity and to avoid simplifi-
cation, narrowness, and distortion.  
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In the realm of the real, critical realism views behavior as being influ-
enced by both agency and structural factors. Although humans have a 
degree of agency, this is always constrained by wider structural factors 
that are viewed as surrounding the individual. Although culture can be 
conceived as being dependent on and created only through the existence 
of humans, critical realism argues that culture exists independent of indi-
viduals. Likewise, social phenomena are made possible by the presence 
of humans but are deemed to be external to individuals and have exist-
ence and the power to constrain whether this is recognized by individuals 
or not.  
see also SCIENTIFIC REALISM, SUBTLE REALISM, ANALYTIC REALISM, NA-

IVE REALISM, DISCOURSE ANALYSIS 
 Given 2008 

 
critical region 

another term for REJECTION REGION 
 
critical research 

another term for CRITICAL INQUIRY 
 
critical theory 

a foundational perspective from which analysis of social action, politics, 
science, and other human endeavors can proceed. Research drawing from 
critical theory has critique (assessment of the current state and the re-
quirements to reach a desired state) at its center. Critique entails exami-
nation of both action and motivation; that is, it includes both what is 
done and why it is done. In application, it is the use of dialectic, reason, 
and ethics as means to study the conditions under which people live.  
The significance of critical theory for research is immense, for it sug-
gests that much social research is comparatively trivial in that it accepts 
rather than questions given agendas for research. Critical theorists would 
argue that the positivist (see POSITIVISM) and INTERPRETIVE PARADIGMs 
are essentially technicist, seeking to understand and render more efficient 
an existing situation, rather than to question or transform it.  
see also CATALYTIC VALIDITY 
 Cohen et al. 2011; Given 2008 
 

critical value 
the theoretical value of a TEST STATISTIC (e.g., t STATISTIC, F STATISTIC) 
that leads to rejection of the NULL HYPOTHESIS at a given LEVEL OF 

SIGNIfiCANCE. Put differently, critical value is the minimum value of a 
statistic at which the results would be considered statistically significant. 
The critical value is related to the level of significance chosen. It pro-
vides a cut off point for the REGION OF REJECTION and the REGION OF 
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ACCEPTANCE of the null hypothesis. It is used as a confidence measure to 
determine whether a null hypothesis can be retained or it can be rejected. 
Put simply, the critical value is the value that the researcher might expect 
to observe in the sample simply because of chance. If the observed statis-
tics is smaller than the critical value, the null hypothesis is accepted. If 
the observed statistics is greater than the critical value for that statistic, 
then the null hypothesis is rejected. Having rejected the null hypothesis, 
one of the two alternatives is automatically accepted (see NULL HYPOTH-

ESIS). For example, if you look at the statistical tables for the t DISTRIBU-

TION, the critical value of t (with 5 DEGREES OF FREEDOM using the .01 
SIGNIFICANCE LEVEL is 4.03. This means that for the PROBABILITY VAL-

UE to be less than or equal to .01, the value of the t statistic obtained 
from the calculation must be 4.03 or greater. The critical value for any 
hypothesis test depends on the significance level at which the test is car-
ried out, and whether the test is one or two-tailed.  
 Porte 2010; Brown 1988; Mackey & Gass 2005 

 
Cronbach’s alpha  

also alpha (α) reliability, Cronbach’s alpha reliability, coefficient alpha, 
alpha coefficient of reliability, Cronbach’s coefficient alpha 
an approach to estimating the INTERNAL CONSISTENCY RELIABILITY of a 
measuring instrument (e.g., a test) based on information about (a) the 
number of items on the test, (b) the variance of the scores of each item, 
and (c) the variance of the total test scores. The Cronbach’s alpha pro-
vides a coefficient of inter-item correlations, i.e., the CORRELATION of 
each item with the sum of all the other relevant items. This is a measure 
of the internal consistency among the items (not, for example, the peo-
ple) and the most common way to assess the reliability of self-report 
items (e.g., QUESTIONNAIRE). It measures the degree to which the items 
in an instrument are related. The Cronbach’s alpha has a maximum value 
of 1. Values closer to 1 reflect a stronger relationship between the test 
items. For an instrument with a high alpha, participants who score high 
on one item on the test would also score high on other items on the test. 
Similarly, participants who score low on one item of the test would also 
score low on the other items on the test. Tests with low alphas would in-
dicate that there was little similarity of responses.  
The Cronbach’s alpha does the same thing as the KUDER-RICHARDSON 

FORMULAS except that it is used when the items are scored with more 
than two possibilities. When items are scored dichotomously, it yields 
the same result as the KR20, but it can also be used when items are not 
scored dichotomously (it can be used for either dichotomous or continu-
ously scored items). One use of this method is on RATING SCALEs (e.g., 
LIKERT SCALE), where participants are asked to indicate on a multipoint 
scale the degree to which they agree or disagree. As with the KR formu-
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las, the resulting RELIABILITY COEFFICIENT is an overall average of the 
correlations among all possible pairs of items. If the test items are heter-
ogeneous—that is, they measure more than one trait or attribute—the re-
liability index as computed by either coefficient alpha or KR20 will be 
lowered. Furthermore, these formulas are not appropriate for SPEED 

TESTs because item variances will be accurate only if each item has been 
attempted by every person. 
see also SPLIT-HALF RELIABILITY, AVERAGE INTER-ITEM CORRELATION, 
AVERAGE ITEM-TOTAL CORRELATION 
 Richards & Schmidt 2010; Cohen et al. 2011; Ary et al. 2010 

 
Cronbach’s alpha reliability 

another term for CRONBACH’S ALPHA 
 
Cronbach’s coefficient alpha 

another term for CRONBACH’S ALPHA 
 
crossbreak table 

another term for CONTINGENCY TABLE 
 
cross-classification table 

another term for CONTINGENCY TABLE 
 
crossed factorial design 

see NESTED DESIGN 
 
cross-lagged panel correlation 

the CORRELATION between two variables, X and Y, which is calculated at 
two different points in time. Then, correlations are calculated between 
measurements of the two variables across time. For example, we would 
correlate the scores on X taken at Time 1 with the scores on Y taken at 
Time 2. Likewise, we would calculate the scores on Y at Time 1 with 
those on X at Time 2. If X causes Y, we should find that the correlation 
between X at Time 1 and Y at Time 2 is larger than the correlation be-
tween Y at Time 1 and X at Time 2 (see Figure C.13). This is because the 
relationship between a cause (variable X) and its effect (variable Y) 
should be stronger if the causal variable is measured before rather than 
after its effect. 
Cross-lagged panel correlation is consequently often employed in the 
analysis of PANEL DESIGNs. 
 Leary 2011 
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Time 1
Variable X

Variable Y

Time 2
Variable X

Variable Y

r = .31

r = .21

r = .01

r = −.05

r = .38

r = .05

 
 

                 Figure C.13. A Schematic Diagram for a Cross-Lagged 
  Panel Correlation 

 
cross-over design 

another term for COUNTER BALANCED DESIGN 
 
cross product 

the product of multiplying each individual’s scores on two variables. 
 Urdan 2010 

 
cross-sectional design 

another term for CROSS-SECTIONAL DESIGN 
 
cross-sectional study 

also cross-sectional design, cross-sectional survey, cross-sectional re-
search 
the study of a group of different individuals or subjects at a single point 
in time. A cross-sectional study is one that produces a snapshot of a 
population at a particular point in time. Details about an event or phe-
nomenon are gathered once, and once only, for each subject or case stud-
ied. Consequently, cross-sectional studies offer an instant, but static, pho-
tograph of the process being studied. Their one-off nature makes such 
studies easier to organize and cheap as well as giving them the advantage 
of immediacy, offering instant results. The epitome of the cross-sectional 
study is a national census in which a representative SAMPLE of the popu-
lation consisting of individuals of different ages, different occupations, 
different educational and income levels, and residing in different parts of 
the country, is interviewed on the same day. 
In a LONGITUDINAL STUDY of vocabulary development, for example, a 
researcher would compare a measure of first-grade students’ vocabulary 
skills in 2000 with one when they were fourth-grade students in 2003 and 
seventh-grade students in 2006. A cross-sectional study would compare 
the vocabulary skills of a sample of children from grades 1, 4, and 7 in 
2006. In cross-sectional research designs time is not considered one of 
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the study VARIABLEs. Researchers collect data that cannot be directly ob-
served, but instead are self-reported, such as opinions, attitudes, values, 
and beliefs. The purpose often is to examine the characteristics of a popu-
lation. Cross-sectional data can be collected by SELF-ADMINISTERED 

QUESTIONNAIREs. Cross-sectional data can also be collected by INTER-

VIEWs. Cross-sectional data can be gathered from individuals, groups, or-
ganizations, or other units of analysis. Because cross-sectional data are 
collected at one point in time, researchers typically use the data to deter-
mine the frequency distribution of certain behaviors, opinions, attitudes, 
or beliefs.  
Cross-sectional data can be highly efficient in testing the associations be-
tween two variables (see CORRELATIONAL RESEARCH). These data are al-
so useful in examining a research model that has been proposed on a the-
oretical basis. The biggest limitation of cross-section data is that they 
generally do not allow the testing of causal relationships, except when an 
experiment is embedded within a cross-sectional survey. Cross-sectional 
data are not also appropriate for examining changes over a period of time. 
see also SIMULTANEOUS CROSS-SECTIONAL STUDY, REPEATED CROSS-
SECTIONAL STUDY 
 Cohen et al. 2011; Dörnyei 2007; Ravid 2011; Lavrakas 2008; Ary et al. 2010 

 
cross-sectional research 

another name for CROSS-SECTIONAL STUDY 
 
cross-sectional survey 

another name for CROSS-SECTIONAL STUDY 
 
cross-tabulation table 

another term for CONTINGENCY TABLE 
 
cross-validation 

a procedure for applying the results of statistical analysis from one SAM-

PLE of subjects to a new sample of subjects in order to assess the RELIA-

BILITY of the estimated parameters. It is frequently used in REGRESSION 
and other multivariate statistical procedures (see MULTIVARIATE ANALY-

SIS). 
 Sahai & Khurshid 2001 

 
CRT 

an abbreviation for CRITERION-REFERENCED TEST 
 

crude realism 
another term for NAIVE REALISM  
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crude score 
another term for RAW SCORE 

 
CTT 

an abbreviation for CLASSICAL TEST THEORY 
 
cube 

a number that is multiplied by itself three times. For example, 2.7 cubed 
is written as 2.73 and means 2.7 × 2.7 × 2.7 = 19.683. Another way of 
putting it is to say 2.7 to the power of 3. It is also 2.7 to the exponent of 
3. It is occasionally met with in statistical calculations though not the 
common ones. 
 Cramer & Howitt 2004 

 
cultural portrait 

see ETHNOGRAPHY 
 
cultural validity 

a type of VALIDITY which is related to ECOLOGICAL VALIDITY. This is 
particularly an issue in cross-cultural, inter-cultural and comparative 
kinds of research, where the intention is to shape research so that it is ap-
propriate to the culture of the researched, and where the researcher and 
the researched are members of different cultures. Cultural validity is de-
fined as the degree to which a study is appropriate to the cultural setting 
where research is to be carried out. Cultural validity applies at all stages 
of the research, and affects its planning, implementation and dissemina-
tion. It involves a degree of sensitivity to the participants, cultures, and 
circumstances being studied. 
Cultural validity entails an appreciation of the cultural values of those 
being researched. This could include: understanding possibly different 
target culture attitudes to research; identifying and understanding salient 
terms as used in the target culture; reviewing appropriate target language 
literature; choosing research instruments that are acceptable to the target 
participants; checking interpretations and translations of data with native 
speakers; and being aware of one’s own cultural filters as a researcher. 
 Cohen et al. 2011 
 

cumulative frequency 
also cf 
a FREQUENCY which accumulates by incorporating earlier values in the 
range. In a cumulative frequency distribution, the cumulative frequency 
for a given score represents the frequency of a score plus the frequencies 
of all scores which are less than that score. A distribution showing the 
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cumulative frequency of all scores is called a cumulative frequency 
distribution. It can be presented in a table or graph.  
 

 
 

Table C.5. A Cumulative Frequency Distribution 
 
Table C.5 represents a cumulative frequency distribution for a distribu-
tion comprised of N = 20 scores. Each of the scores that occur in the dis-
tribution is listed in the first column (X). Scores are arranged ordinally, 
with the lowest score at the bottom of the distribution, and the highest 
score at the top of the distribution. The cumulative frequency for the 
lowest score will simply be the frequency for that score, since there are 
no scores below it. To get the cumulative frequency for the next higher 
score, 7 in this case, we add its frequency (4) to the frequency of the pre-
vious score (2), which gives us a cumulative frequency of (6) (4+2). Fol-
lowing this procedure, we get cumulative frequencies of (6) (6+0) for a 
score of 8 and (7) (6+1) for a score of 9, and so on, up to 20 for the top 
score, 15. The cumulative frequency for the highest score will always 
equal N, the total number of scores in the distribution. In some instances 
a cumulative frequency distribution may present cumulative proportions 
(which can also be expressed as probabilities) or cumulative percentages 
in lieu of and/or in addition to cumulative frequencies. A cumulative 
proportion for a score is obtained by dividing the cumulative frequency 
of the score by N. A cumulative proportion is converted into a cumula-
tive percentage by moving the decimal point for the proportion two 
places to the right. A cumulative proportion or percentage for a given 
score represents the proportion or percentage of scores that are equal to 
or less than that score. When the term cumulative probability is em-
ployed, it means the likelihood of obtaining a given score or any score 
below it (which is numerically equivalent to the cumulative proportion 

Frequency Cumulative Cumulative Cumulative 

X (f ) frequency proportion percentage
15 3 20 20/20 = 1 100%
14 2 17 17/20 = .85 85%
13 2 15 15/20 = .75 75%
12 0 13 13/20 = .65 65%
11 4 13 13/20 = .65 65%
10 2 9 9/20 = .45 45%
9 1 7 7/20 = .35 35%
8 0 6 6/20 = .30 30%
7 4 6 6/20 = .30 30%
6 2 2 2/20 = .10 10%

   N  = 20
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for that score). The cumulative frequency which is expressed as a pro-
portion or percentage of the total number of values is known as cumula-
tive relative frequency. 
 Sheskin 2011; Sahai & Khurshid 2001 

 
cumulative frequency distribution 

see CUMULATIVE FREQUENCY 
 
cumulative frequency polygon 

see FREQUENCY POLYGON  
 
cumulative percentage 

see CUMULATIVE FREQUENCY 
 
cumulative proportion 

see CUMULATIVE FREQUENCY  
 
cumulative relative frequency 

see CUMULATIVE FREQUENCY 
 
cumulative relative frequency polygon 

see FREQUENCY POLYGON  
 
cumulative scale 

also Guttman scaling 
a RATING SCALE consisting of a series of statements to which a respond-
ent expresses his/her agreement or disagreement. The special feature of 
this type of scale is that statements form a cumulative series. This, in 
other words, means that the statements are related to one another in such 
a way that an individual, who replies favorably to say item No. 3, also 
replies favorably to items No. 2 and 1, and one who replies favorably to 
item No. 4 also replies favorably to items No. 3, 2 and 1, and so on. This 
being so an individual whose attitude is at a certain point in a cumulative 
scale will answer favorably all the items on one side of this point, and 
answer unfavorably all the items on the other side of this point. The indi-
vidual’s score is worked out by counting the number of points concern-
ing the number of statements s/he answers favorably. If one knows this 
total score, one can estimate as to how a respondent has answered indi-
vidual statements constituting cumulative scales. The major scale of this 
type of cumulative scales is the Guttman’s scalogram. The technique is 
also known as scalogram analysis, or at times simply scale analysis. It 
refers to the procedure for determining whether a set of items forms a 
unidimensional scale. A scale is said to be unidimensional if the re-
sponses fall into a pattern in which endorsement of the item reflecting 
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the extreme position results also in endorsing all items which are less ex-
treme. Under this technique, the respondents are asked to indicate in re-
spect of each item whether they agree or disagree with it (see Table C.5). 

 
Table C.5. A Response Pattern in Scalogram Analysis 

 

Item number Respondent  score
4 3 2 1
X X X X 4
− X X X 3
− − X X 2
− − − X 1
− − − − 0

X = Agree
 − = Disagree  

 
A score of 4 means that the respondent is in agreement with all the 
statements which is indicative of the most favorable attitude. But a score 
of 3 would mean that the respondent is not agreeable to item 4, but s/he 
agrees with all others. In the same way one can interpret other values of 
the respondents’ scores. This pattern reveals that the universe of content 
is scalable. 
see also LIKERT SCALE, SEMANTIC DIFFERENTIAL SCALE, DIFFERENTIAL 

SCALE, ARBITRARY SCALE 
 Kothari 2008 

 
Curriculum Vitae 

see RÉSUMÉ 
 
curvilinearity  

a term which denotes a nonlinear relationship. In a curvilinear relation-
ship, as the values of X increase, the values of Y increase up to a point, at 
which further increases in X are associated with decreases in Y. Curvilin-
earity, unlike LINEARITY, might occur when the points plotted form a 
curve rather than a straight line (e.g., the CORRELATION begins highly 
positive but finishes highly negative)—the result is not a straight line of 
correlation (indicating linearity) but a curved line (indicating curvilineari-
ty). A practical way of determining whether the relationship between two 
VARIABLEs is linear or curvilinear is to examine a SCATTERPLOT of the 
data. (see Figure C.14). This non-linear form of relationship is described 
as polynomial relationship. Examples of curvilinear relationships might 
include:  
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• pressure from the teacher and student achievement 
• degree of challenge and student achievement 
• assertiveness and success 
• age and muscular strength 
• age and concentration 
• age and cognitive abilities. 
• room temperature and comfort 

 

Y

           X  
 Figure C.14. An Example of a Curvilinear Relationship 

 

It is suggested that the variable age frequently has a curvilinear relation-
ship with other variables, and that poorly constructed tests can give the 
appearance of curvilinearity if the test is too easy (a CEILING EFFECT 
where most students score highly) or if it is too difficult, but that this 
curvilinearity is, in fact, spurious, as the test does not demonstrate suffi-
cient item difficulty or discriminability. 
The usually recommended CORRELATION COEFFICIENT for curvilinear 
data is ETA (ƞ), which is related to ANOVA. The PEARSON CORRELATION 

COEFFICIENT is not suitable when the relationship is curvilinear. Under 
certain circumstances it is possible to transform one or both of the varia-
bles in a non-linear relationship so that the relationship becomes linear 
and then PEARSON r can be applied to the data. 
In planning CORRELATIONAL RESEARCH, then, attention will need to be 
given to whether linearity or curvilinearity is to be assumed. 
 Cohen et al. 2011; Heiman 2011; Ary et al. 2010; Howell 2010 

 
cut point 

see CRITERION-REFERENCED TEST 
 

CV 
an abbreviation for COEFFICIENT OF VARIATION 



D 
 
d 

an abbreviation for COHEN’S d 
 
data 

information collected in a research study. Data may be oral and recorded 
onto audio and/or videotapes; they may be written, in the forms of es-
says, test scores, diaries, or check marks on OBSERVATION SCHEMEs; 
they may appear in electronic format, such as responses to a computer-
assisted accent modification program; or they may be visual, in the form 
of eye movements made while reading text at a computer or gestures 
made by a teacher in a classroom. Different kinds of data require differ-
ent approaches to statistical analysis.  
see also MEASUREMENT SCALE, DATA CODING  
 Porte 2010 

 
data analysis 

the process of reducing accumulated data collected in research to a man-
ageable size, developing summaries, looking for patterns, and performing 
statistical analysis. Quantitative data are usually in the form of numbers 
that researchers analyze using various statistical procedures. Even verbal 
data, such as compositions written by high school students, would be 
converted through the scoring process to a numerical form. The analysis 
of the numerical data in QUANTITATIVE RESEARCH provides evidence that 
supports or fails to support the HYPOTHESIS of the study. Based on the 
number of variables under investigation, UNIVARIATE ANALYSIS, BIVARI-

ATE ANALYSIS, and MULTIVARIATE ANALYSIS are used for analysis of 
quantitative data.  
In contrast, qualitative data generally take the form of words (descrip-
tions, observations, impressions, recordings, and the like). Examples in-
clude responses to open-ended questions on a survey, the transcript from 
an interview or focus group session, notes from a log or diary, or field 
notes. Data might come from many people, a few individuals, or a single 
case. 
The researcher must organize and categorize or code the large mass of 
data so that they can be described and interpreted. Although the qualita-
tive researcher does not deal with statistics, analyzing qualitative data is 
not easy. It is a time-consuming and painstaking process. 
see also GROUNDED THEORY, CONVERSATION ANALYSIS, CODING 
 Ary et al. 2010 
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data codebook 
another term for CODEBOOK 

 
data coding  

a research technique and procedure  in which data that have been collect-
ed are turned into classes or categories (i.e., codes) for the purpose of 
counting or tabulation. Once data are collected, it is necessary to organ-
ize them into a manageable, easily understandable, and analyzable base 
of information, and searching for and marking patterns in the data. When 
researchers code, they are trying to make sense of the data by systemati-
cally looking through it, clustering or grouping together similar ideas, 
phenomena, people, or events, and labeling them. Coding helps research-
ers find similar patterns and connections across the data. It helps re-
searchers get to know the data better and to organize their thinking, and 
it also makes storage and retrieval of data easier. Some types of data can 
be considered ready for analysis immediately after collection; for exam-
ple, language test scores such as those from the TOEFL. However, for 
other types of data, after they are collected they need to be prepared for 
coding. 
There is a wide range of different types of data in applied linguistics re-
search. One common type of data is oral. Oral data may come from a 
range of sources, including, for example, native speaker-learner inter-
views, learners in pairs carrying out communicative tasks in a laboratory 
setting, or learners in small groups and their teacher in a noisy second 
language classroom setting. Oral data usually need to be transcribed in 
some way for coding and analysis. Transcriptions of oral data can yield 
rich and extensive second language data, but in order to make sense of 
them they must be coded in a principled manner.  
Data coding entails looking for and marking patterns in data regardless 
of modality. Therefore, the first step of data processing involves convert-
ing the respondents’ answers to numbers by means of coding procedures. 
Because numbers are meaningless in themselves and are too easy to mix 
up, a major element of the coding phase is to define each variable and 
then to compile coding specifications for every possible value that the 
particular variable can take. It is important to note that there is a range of 
different types of MEASUREMENT SCALEs that a researcher might employ 
in applied linguistics research. Naturally, the way the data are coded de-
pends in part on the scales used to measure the variables. NOMINAL DATA 
include cases in which entities may be the same or different but not more 
or less, as an example, the part of speech of a given word in a particular 
sentence, or interpretation of a sentence, is a nominal variable: a word ei-
ther can be classified as an adjective or it cannot. In general, there are 
two ways nominal data can be coded, depending on whether the research 
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involves a DICHOTOMOUS VARIABLE (i.e., a variable with only two val-
ues, e.g., + /- native speaker) or a variable with several values. When 
dealing with dichotomous variables, researchers may choose to employ 
signs such as + or -. Alternatively, and particularly when working with a 
computer-based statistical program such as SPSS, researchers may wish 
to use numerical values (e.g., 1 and 2). If the data are not dichotomous 
and the researcher has to deal with a variable with several values, addi-
tional numbers can be used to represent membership in particular catego-
ries. For instance, to code the native languages of each of these fictional 
study participants, a numerical value could be assigned to each of the 
languages spoken (e.g., Arabic = 1, English= 2, German = 3, Spanish = 
4, etc.). 
ORDINAL DATA are usually coded in terms of a ranking. For example, 
with a data set consisting of test scores from a group of 100 students, one 
way to code these data would be to rank them in terms of highest to low-
est scores. The student with the highest score would be ranked 1, where-
as the student with the lowest would be ranked 100. In this scenario, 
when multiple students have identical scores, ranks are typically split. 
For example, if two learners each received the fourth highest score on the 
test, they would both be ranked as 3.5. Alternatively, instead of using a 
100-item list, the scores could be divided into groups (e.g., the top 25%) 
and each group assigned a number. For example, a 1 would signify that 
the individual scored within the top 25%, whereas a 4 would show that 
the participant scored in the bottom 25%.  
Dividing learners into ranked groups can be particularly useful when us-
ing a test where the researcher does not have full confidence in the fine 
details of the scoring. For instance, a researcher may not believe that a 
student who scores 88 is very much better than a student who scores only 
80. In this case, an ordinal scale could be the appropriate way of indicat-
ing that the two students are close together, and better than the other 
groups, without making claims about differences between those students. 
ORDINAL SCALEs can also be used to roughly separate learners from each 
other; for example, in a study using a battery of second language work-
ing memory tests, the researcher might be interested in examining the da-
ta from learners with high and low working memory scores more closely, 
but might wish to discount the data from learners in the middle-range 
scores on the basis that they are not differentiated clearly enough. In this 
case, the middle 50 percent of learners could be assigned as middle scor-
ers, and only data from students in the top and bottom 25% would be 
used. There could also be several other cut-off points besides the exact 
test scores used for the ranking, including points based on measures of 
CENTRAL TENDENCY. 
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INTERVAL SCALEs, like ordinal scales, also represent a rank ordering. 
However, in addition, they show the interval, or distance, between points 
in the ranking. Thus, instead of simply ordering the scores of the test, we 
could present the actual scores in a table. This would allow us to see not 
only which scores are higher or lower (as in the ordinal scale), but also 
the degree to which they differ. Other data that are typically coded in this 
way include age, number of years of schooling, and number of years of 
language study. It should be kept in mind, however, that the impact on 
learning may be different at different intervals. For example, the differ-
ence between scores 1 and 10 may have the same interval as those be-
tween 90 and 100 on a test, but the impact is quite different. Similarly, 
the difference between 2 and 3 years of instruction may be the same in-
terval as the difference between 9 and 10 years. In each case, the differ-
ence is only 1 year, but that year might be very different in terms of the 
impact on language production for a learner who is at the advanced, 
near-native stage, as compared to a learner who is in the early stages of 
acquisition. These are issues that merit careful consideration in the cod-
ing stages of a research study. 
A number of coding units or categories for oral and written data have 
been proposed over the years. Three of the most common of these are T-
UNIT, SUPPLIANCE IN OBLIGATORY CONTEXTS, and CHAT. Regardless of 
the potential utility of standard coding systems in increasing the general-
izability of findings, the goal is always to ascertain how best to investi-
gate one's own research questions.  
 Mackey & Gass 2005 

 
data screening 

an initial examination of a data set to check for any errors or discrepan-
cies in the data. The technique is also useful for checking the quality of 
the data and identifying any possible OUTLIERs. 
 Sahai & Khurshid 2001 

 
data transformation 

a mathematical procedure or adjustment which is applied to scores in an 
attempt to make the DISTRIBUTION of the scores fit requirements. Data 
transformations are used to correct for the violations of ASSUMPTIONS of 
a statistical procedure. Conclusions derived from the statistical analyses 
performed on the transformed data are generally applicable to the origi-
nal data. Data transformation involves performing a mathematical opera-
tion on each of the scores in a set of data, and thereby converting the data 
into a new set of scores which are then employed to analyze the results 
of an experiment. Adding 5 to each score is a transformation or convert-
ing number correct into percent correct is a transformation. 
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Data transformation has some advantages: in addition to making scores 
easier to work with and more comparable, data transformation allows the 
researcher reduce the impact of OUTLIERs; it can be also employed to 
equate heterogeneous group variances, as well as to normalize a 
nonnormal distribution. In fact, a transformation which results in HOMO-

GENEITY OF VARIANCEs, at the same time often normalizes data.  
More specifically, most statistical procedures assume that the variables 
being analyzed are normally distributed. Analyzing variables that are not 
normally distributed can lead to serious overestimation or underestima-
tion (see TYPE I ERROR). Therefore, before analyzing their data, research-
ers should carefully examine variable distributions. Although this is of-
ten done by simply looking over the FREQUENCY DISTRIBUTIONs, there 
are many, more objective methods of determining whether variables are 
normally distributed. Typically, these involve examining each variable’s 
skewness (see SKEWED DISTRIBUTION), and whether it looks the same to 
the left and right of the center point and its KURTOSIS. Many variables 
within particular sample populations are not normally distributed. There-
fore, researchers often rely on one of several transformations to poten-
tially improve the normality of certain variables. For example, if the data 
form a negatively skewed distribution then squaring each score could re-
duce the skew and then it would be permissible to employ a parametric 
test on the data. If you are using a statistical test that looks for differ-
ences between the means of different levels of an INDEPENDENT VARIA-

BLE then you must use the same transformation on all the data. The most 
frequently used transformations are the SQUARE ROOT TRANSFOR-

MATION, LOG TRANSFORMATION, and RECIPROCAL TRANSFORMATION. 
 Marczyk et al. 2005; Clark-Carter 2010; Sheskin 2011 

 
data triangulation  

a type of TRIANGULATION in which the researcher investigates whether 
the data collected with one procedure or instrument confirm data collect-
ed using a different procedure or instrument. The researcher wants to find 
support for the observations and conclusions in more than one data 
source. Convergence of a major theme or pattern in the data from these 
various sources lends CREDIBILITY to the findings. Generally, data trian-
gulation involves the application of time and space for data collection. 
Space triangulation attempts to overcome the parochialism of studies 
conducted in the same country or within the same subculture by making 
use of cross-cultural techniques. The vast majority of studies in our field 
are conducted at one point only in time, thereby ignoring the effects of 
social change and process. Time triangulation goes some way to rectify-
ing these omissions by making use of CROSS-SECTIONAL and LONGITUDI-

NAL RESEARCH methods. The use of PANEL STUDIes and TREND STUDIes 
may also be mentioned in this connection. The weaknesses of each of 
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these methods can be strengthened by using a combined approach to a 
given problem.  
see also INVESTIGATOR TRIANGULATION, THEORETICAL TRIANGULATION, 
METHODOLOGICAL TRIANGULATION 
 Cohen et al. 2011 

 
debriefing  

the procedure through which research participants are told about the na-
ture of a study after it is completed. Debriefing of participants takes 
place at the conclusion of the study, and it involves revealing the purpos-
es of the research. It should be done as soon as possible after completion 
of the study, preferably immediately after participation. It is important to 
provide a written debriefing so that participants leave the research expe-
rience with a tangible description of the activities they just performed. 
An oral debriefing is also recommended if the research participation was 
stressful or the research design was complicated.  
A good debriefing accomplishes four goals. First, the debriefing clarifies 
the nature of the study for participants. Although the researcher may 
have withheld certain information at the beginning of the study, the par-
ticipant should be more fully informed after it is over. This does not re-
quire that the researcher give a lecture regarding the area of research, on-
ly that the participant leave the study with a sense of what was being 
studied and how his/her participation contributed to knowledge in an ar-
ea. 
The second goal of debriefing is to remove any stress or other negative 
consequences that the study may have induced. For example, if partici-
pants were provided with false feedback about their performance on a 
test, the deception should be explained. In cases in which participants 
have been led to perform embarrassing or socially undesirable actions, 
researchers must be sure that participants leave with no bad feelings 
about what they have done. 
A third goal of the debriefing is for the researcher to obtain participants' 
reactions to the study itself. Often, if carefully probed, participants will 
reveal that they did not understand part of the instructions, were suspi-
cious about aspects of the procedure, were disturbed by the study, or had 
heard about the study from other people. Such revelations may require 
modifications in the procedure. 
The fourth goal of a debriefing is more intangible. Participants should 
leave the study feeling good about their participation. Researchers should 
convey their genuine appreciation for participants' time and cooperation, 
and give participants the sense that their participation was important. 
The debriefing can be done in person, upon completion of the study, or it 
can be done via correspondence (surface mail or email) after the re-
searchers have completed some of their analyses. Waiting until this point 
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has the disadvantage of providing delayed rather than immediate feed-
back, but it has the advantage of providing the participants with interest-
ing, first-hand knowledge of the study findings. 
 VanderStoep & Johnston 2009; Leary 2011 

 
 deception  

a research technique in which participants are misinformed about the true 
nature and purpose of a study. Deception is ethical if the researcher can 
demonstrate that important results cannot be obtained in any other way. It 
is often difficult to find naturalistic situations in which certain behaviors 
occur frequently. For example, a researcher may have to wait a long time 
for a teacher to reinforce students in a certain way. It may be much easier 
for the researcher to observe the effects of such reinforcement by employ-
ing the teacher as a confederate.  
 Bordens & Abbott 2011; Fraenkel & Wallen 2009 

 
decile 

a distribution which is divided into 10 equal parts, each of which contains 
10% of the total observations (see Table D.1). The percentile points at the 
10th, 20th, 30th, ..., and 90th percentiles are called the first decile (D1), 
second decile (D2), third decile (D3), ... , and ninth decile (D9), respec-
tively. Thus, a score that corresponds to the 10th percentile falls at the 
upper limit of the first decile of the distribution. A score that corresponds 
to the 20th percentile falls at the upper limit of the second decile of the 
distribution, and so on. The interdecile range is the difference between 
the scores at the 90th percentile (the upper limit of the ninth decile) and 
the 10th percentile. 
see PERCENTILE, QUARTILE QUINTILE 
 Sheskin 2011; Sahai & Khurshid 2001 

 
                      The data arranged in increasing order of magnitude

10% 10% 10% 10% 10% 10% 10% 10% 10% 10%

 D1 D2 D3 D4 D5 D6 D7 D8            D9  
 

Table D.1. Schematic Representation of Deciles of a Data Set 
 
decimals 

a convenient way of writing fractions or fractions of numbers without us-
ing the fraction notation. Fractions are simply parts of whole numbers 
such as a half, a fifth, a tenth, a seventeenth, a hundredth and a thou-
sandth—or two-fifths or three-fifths and so forth. The simplest way of 
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writing fractions is for example though this is not used generally 
in statistics. For many purposes this sort of notation is fine. The difficul-
ty with it is that one cannot directly add fractions together. Decimals are 
a notational system for expressing fractions of numbers as tenths, hun-
dredths, thousands, etc., which greatly facilitates the addition of frac-
tions. In the decimal system, there are whole numbers followed by a dot 
which is then followed by the fraction: 

 17.5 
 
In the above number, 17 is the whole number, the dot indicates the be-
ginning that a fraction will follow and the number after the dot indicates 
the size of the fraction. The first number after the dot is the number of 
tenths that there are. In the above example we therefore have five tenths 
which is  which simplifies to  or a half. The following number has 
three numbers after the decimal point: 
 14.623 
 
The first number 6 is the number of tenths. The second number 2 is the 
number of hundredths, and the final 3 refers to the number of thou-
sandths. Thus, in full 14.623 = 14 and  and  and . This is actually 
the same as 14 and . The system goes on to the number of ten thou-
sandths, the number of hundred thousandths, millionths and beyond. Ta-
ble D.2 illustrates the components of the decimal number 423.7591. 
 Cramer & Howitt 2004 

 
4 2 3 . 7 5 9 1

Four Twenty three Decimal Seven five Nine One ten
 hundred point  tenth  hundredth thousandth thousandth  

 
Table D.2. The Components of a Decimal Number 

 
deconstruction  

a method of philosophical and literary analysis which questions the fun-
damental conceptual distinctions, or oppositions, in Western philosophy 
through a close examination of the language and logic of philosophical 
and literary texts. The commonsense notion of knowledge is that it con-
sists of signs that systematically represent objective and subjective states 
of affairs. Accurate representation is then believed to ground the mean-
ing of signs (e.g., words, symbols, languages). This ensures that repeated 
use of signs will mean the same thing to the extent that what they repre-
sent will be more or less stable. But deconstruction reverses this com-
monsense perspective, showing that it is the repetition of signs that gen-
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erates belief in objectivity and subjectivity (as categories that transcend 
sign systems). Nothing is really outside of a text. And texts iterate, mu-
tate, and shift without direction, intention, or purpose. Deconstruction is 
an artful strategy rather than a method per se, for if it were formulated 
explicitly enough to be called a method, it would be deconstructable it-
self. It has been used to deconstruct highly influential theories and phi-
losophies that subtly privilege masculinity over femininity, science over 
art, mind over body, and other binaries that have supported/constituted 
power relations in modernity.  
 Given 2008 

 
DCT 

an abbreviation for DISCOURSE COMPLETION TEST  
 
deductive inference 

another term for DEDUCTIVE REASONING 
 
deductive reasoning 

also deductive inference 
a mode of reasoning that uses a top-down approach to knowing. Re-
searchers use deductive reasoning by first making a general statement 
(HYPOTHESIS) based on a theory and then seeking specific evidence that 
would support or disconfirm that statement (see Figure D.1). They em-
ploy what is known as the hypothetic-deductive method or hypothesis-
testing method, which begins by forming a hypothesis.  
 

Hypothesis

Observation

Confirmation

Theory

 
 

    Figure D.1. Schematic Representation of Deductive Reasoning 
 

For example, one might hypothesize that small classes would result in a 
greater amount of student learning than large classes. This hypothesis 
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would be based on a theory or a knowledge base composed of the results 
of previous research studies. The next step in the hypothetic-deductive 
approach is to collect data to see if the hypothesis is true or should be re-
jected as false. And finally, the researcher makes a decision based on the 
data to either accept or reject the hypothesis or prediction. As such, de-
ductive approach is sometimes called confirmatory research, which tries 
to find evidence to support (i.e., confirm) a hypothesis. 
The hypothetic-deductive method is most closely associated with quanti-
tative approaches, which summarize data using numbers. Hypotheses 
and methods of data collection in QUANTITATIVE RESEARCH are created 
before the research begins. Hypotheses or theories are then tested, and 
when supported, these hypotheses or theories are typically considered to 
be generalizable, i.e., applicable to a wide range of similar situations and 
populations (see GENERALIZABILITY, EXTERNAL VALIDITY).  
see INDUCTIVE REASONING, HYPOTHESIS TESTING 
 Lodico et al. 2010 

 
degrees of freedom 

also df, ν 
the minimum amount of data needed to calculate a statistic. The number 
of degrees of freedom, abbreviated df, and also denoted by ν (the lower-
case Greek letter nu, pronounced new), in a DISTRIBUTION is the number 
of independent units of information in a SAMPLE that are free to vary in 
calculating a statistic when certain restrictions are imposed on the data 
set. Degrees of freedom measure the quantity of information available in 
sample data for estimating the POPULATION PARAMETERs. It is a charac-
teristic of the statistic being employed and is equal to the number of val-
ues that can be freely chosen when calculating the statistic. To illustrate, 
suppose a teacher asks a student to name any five numbers that come in-
to his/her mind. The student would be free to name any five numbers 
s/he chooses, so we would say that the student has 5 degrees of freedom. 
Now suppose the teacher tells the student to name five numbers but to 
make sure that the mean of these five numbers is 20. The student now is 
free to name any numbers for the first four, but for the last number s/he 
must name the number that will make the total for the five numbers 100 
in order to arrive at a MEAN of 20. If the student names, as the first four 
numbers, 10, 16, 20, and 35, then the fifth number must be 19. The stu-
dent has five numbers to name and one restriction, so his/her degrees of 
freedom are 5 - 1 = 4. We can show this as a formula: 
 

df  = N  − 1
    = 5 − 1
    = 4  
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Now suppose the teacher asks the student to name seven numbers in such 
a way that the first three have a mean of 10 and all seven have a mean of 
12. Here, we have seven numbers and two restrictions, so 
 

df  = N  − 2
    = 7 − 2
    = 5  

 
When the unknown population STANDARD DEVIATION is estimated from 
the sample standard deviation, one degree of freedom is lost. The one de-
gree of freedom is lost because the sample statistic (s) is derived from the 
deviations about the sample mean that must always sum to 0. Thus, all 
but one of the deviations is free to vary, or df = N - 1. 
The appropriate degree of freedom for each statistical procedure appears 
with the formula defining the test statistic. For example, in a 2 × 2 (two-
by-two) CONTINGENCY TABLE with fixed MARGINALs, only one of the 
four cell frequencies is free to vary, and therefore the table has single de-
gree of freedom associated with it. Often, the number of degrees of free-
dom on which a SAMPLE STATISTIC is based depends on the SAMPLE SIZE 
(N) and the number of sample statistics used in its calculation. Whenever 
the t DISTRIBUTION is used to make inferences about a POPULATION 

MEAN with unknown variance, the required t distribution has N - 1 de-
grees of freedom. Similarly, in order to consult tables of CRITICAL VAL-

UEs, the researcher needs to know the degrees of freedom. 
 Larson-Hall 2010; Best & Kahn 2006; Ary et al. 2010  

 
deliberate sampling 

another term for PURPOSIVE SAMPLING 
 
delphi technique  

the written partner to the NOMINAL GROUP TECHNIQUE. This technique 
has the advantage that it does not require participants to meet together as 
a whole group. This is particularly useful in institutions where time is 
precious and where it is difficult to arrange a whole group meeting. The 
process of data collection resembles that of the nominal group technique 
in many respects: it can be set out in a three-stage process: 
 
1) The leader asks participants to respond to a series of questions and 

statements in writing. This may be done on an individual basis or on a 
small group basis—which enables it to be used flexibly, e.g., within a 
department, within an age phase. 

2) The leader collects the written responses and collates them into clus-
ters of issues and responses (maybe providing some numerical data 
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on frequency of response). This analysis is then passed back to the re-
spondents for comment, further discussion and identification of is-
sues, responses and priorities. At this stage the respondents are pre-
sented with a group response (which may reflect similarities or record 
differences) and the respondents are asked to react to this group re-
sponse. By adopting this procedure the individual has the opportunity 
to agree with the group response (i.e., to move from a possibly small 
private individual disagreement to a general group agreement) or to 
indicate a more substantial disagreement with the group response. 

3) This process is repeated as many times as it is necessary. In saying 
this, however, the leader will need to identify the most appropriate 
place to stop the recirculation of responses. This might be done at a 
group meeting which, it is envisaged, will be the plenary session for 
the participants, i.e., an endpoint of data collection will be in a whole 
group forum. 

 
By presenting the group response back to the participants, there is a gen-
eral progression in the technique towards a polarizing of responses, i.e., a 
clear identification of areas of consensus and dissensus. The Delphi 
technique brings advantages of clarity, privacy, voice, and collegiality. In 
doing so it engages the issues of confidentiality, anonymity, and disclo-
sure of relevant information while protecting participants’ rights to pri-
vacy. It is a very useful means of undertaking behind-the-scenes data 
collection which can then be brought to a whole group meeting; the price 
that this exacts is that the leader has much more work to do in collecting, 
synthesizing, collating, summarizing, prioritizing, and recirculating data 
than in the nominal group technique, which is immediate. As participa-
tory techniques both the nominal group technique and Delphi techniques 
are valuable for data collection and analysis in ACTION RESEARCH. 
 Cohen et al. 2011 

 
demoralization 

also resentful demoralization, compensatory demoralization 
a potential threat to EXTERNAL VALIDITY when the TREATMENT under 
study is sufficiently attractive that being assigned to the CONTROL GROUP 
is aversive. In this case, the control participants, because they were not 
given the desirable treatment, might be resentful or demoralized and put 
forth less effort than the members of the other group and this demoraliza-
tion might affect their performance on the OUTCOME VARIABLE so as to 
bias the results of the study. Researchers sometimes avoid this source of 
bias either by promising to give the same treatment to the control partici-
pants after the study is completed or by providing services to the control 
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group that are equally attractive but not directed to the same outcomes as 
the experimental treatment. 
 Cook & Campbell 1979; Bickman & Rog 1998; Ary et al. 2010 

 
denominator 

see NUMERATOR 
 
density curve 

another term for PROBABILITY DENSITY CURVE 
 
dependability 

the degree to which the results reported in a study can be trusted or are 
reliable. Dependability, the qualitative counterpart of RELIABILITY, can 
be regarded as a fit between what researchers record as data and what ac-
tually occurs in the natural setting that is being researched, i.e., a degree 
of accuracy and comprehensiveness of coverage. This is not to strive for 
uniformity; two researchers who are studying a single setting may come 
up with very different findings but both sets of findings might be relia-
ble. In qualitative methodologies dependability includes fidelity to real 
life, context- and situation-specificity, authenticity, comprehensiveness, 
detail, honesty, depth of response and meaningfulness to the respondents. 
In reporting qualitative studies, researchers need to provide a rich de-
scription of the subjects involved in the study, the context for the study, 
and, most importantly, all of the steps the researcher took to carry out the 
study. Researchers also have to be certain that in selecting examples to 
illustrate particular conclusions, they select representative examples from 
their data rather than unusual or surprising instances.  
Some strategies to investigate dependability are using an AUDIT TRAIL, 
TRIANGULATION, replication logic, stepwise replication, code-recoding, 
and interrater comparisons. To enhance reliability, the researcher wants 
to demonstrate that the methods used are reproducible and consistent, 
that the approach and procedures used were appropriate for the context 
and can be documented, and that external evidence can be used to test 
conclusions. 
Dependability can be demonstrated by showing consistent findings 
across multiple settings or multiple investigators. Replication logic, 
which involves conducting the study in multiple locations or with multi-
ple groups, is suggested for determining dependability of a study. Ac-
cording to this logic, the more times a finding is found true with different 
sets of people or in different settings and time periods, the more confi-
dent the researcher can be in the conclusions. Stepwise replication is an-
other technique suggested for enhancing dependability. In this strategy, 
two investigators divide the data, analyze it independently, and then 



158     dependent groups 
 

 

compare results. Consistency of results provides evidence of dependabil-
ity. 
Intrarater and interrater agreement are strategies for assessing dependa-
bility (reliability). An intrarater method is the code-recode strategy: A re-
searcher codes the data, leaves the analysis for a period of time, and then 
comes back and recodes the data and compares the two sets of coded ma-
terials. Because much qualitative research involves observation by mul-
tiple observers, some researchers suggest interrater or interobserver 
agreement methods for assessing dependability. For example, a research-
er might randomly select a transcript and ask a peer to code the transcript 
using the coding labels identified by the researcher. The second coder 
would be free to add other codes s/he might identify. After the peer com-
pletes coding of the transcripts, the results are compared to the original 
coded transcript to determine whether both coders labeled components of 
the transcript the same. 
see also TRANSFERABILITY, CONFIRMABILITY, CREDIBILITY, OBJECTIVI-

TY 
 Cohen et al. 2011; McKay 2006; Ary et al. 2010 

 
dependent groups 

another term for DEPENDENT SAMPLES 
 
dependent samples 

also paired samples, matched samples, correlated samples, dependent 
groups, paired groups, matched groups, correlated groups, related 
groups, related samples 
groups of one or more SAMPLEs in which the values in one sample are re-
lated to the values in the other sample. Two samples are dependent when 
the method of sample selection is such that those individuals selected for 
sample 1 do have a relationship to those individuals selected for sample 
2. In other words, the selections of individuals to be included in the two 
samples are correlated. You might think of the samples as being selected 
simultaneously such that there are actually pairs of individuals. For ex-
ample, we have two dependent samples if the same individuals are meas-
ured at two points in time, such as during a pretest and a posttest. The 
scores on Y at time 1 will be correlated with the scores on Y at time 2 be-
cause the same individuals are assessed at both time points. Similarly, if 
subjects are matched or paired on relevant VARIABLEs first and then ran-
domly assigned to treatments then we have two dependent samples. The-
se may be IQ, mental age, socioeconomic status, age, gender, reading, 
pretest score, or other variables known to be related to the dependent var-
iable of the study. In both cases we have natural pairs of individuals or 
scores. The extent to which the samples are independent or dependent de-
termines the appropriate inferential test. 
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see also INDEPENDENT SAMPLES 
 Lomax 2007 

 
dependent samples design 

another term for WITHIN-SUBJECTS DESIGN 
 
dependent samples t-test 

another term for PAIRED-SAMPLES t-TEST 
 
dependent variable 

also criterion variable, response variable, explained variable, outcome 
variable, Y variable, effect variable 
a VARIABLE which is observed to determine what effect the other types 
of variables may have on it. The dependent variables (DVs) are the con-
ditions or characteristics that appear, disappear, or change as the experi-
menter introduces, removes, or changes the INDEPENDENT VARIABLEs 
(IVs). For example, if you wanted to study the construct ‘communicative 
competence’ of a group of students, then the dependent variable is the 
construct and it might be operationalized as your students’ scores or rat-
ings on some measure of communicative competence. We expect per-
formance on the dependent variable will be influenced by other varia-
bles. That is, it is dependent in relation to other variables in the study. 
Thus, the DVs are the measured changes attributable to the influence of 
the IVs. The distinction between dependent and independent variables is 
typically made on theoretical grounds to test a particular model of cause-
effect HYPOTHESIS. It is also possible to have more than two DVs in an 
experiment. Typically, experiments involving two or more DVs are eval-
uated with multivariate statistical procedures (see MULTIVARIATE ANAL-

YSIS). In NONEXPERIMENTAL RESEARCH, it is often more common to la-
bel the DV as the criterion or response variable. 
see also MODERATOR VARIABLE, INTERVENING VARIABLE, CATEGORI-

CAL VARIABLE, CONTINUOUS VARIABLE, EXTRANEOUS VARIABLE, CON-

FOUNDING VARIABLE 
 Porte 2010; Urdan 2010; Sheskin 2011; Best & Kahn 2006; Larson-Hall 2010; Hatch 
& Lazaraton 1991 

 
derived score 

see RAW SCORE 
 
descriptive discriminative analysis 

see DISCRIMINANT ANALYSIS 
 
descriptive realism 

another term for NAIVE REALISM  
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descriptive research 
an investigation that provides a picture of a phenomenon as it naturally 
occurs, as opposed to studying the impacts of the phenomenon or inter-
vention. Descriptive research attempts to looks at individuals, groups, in-
stitutions, methods and materials in order to describe, compare, contrast, 
classify, analyze, and interpret the entities and the events that constitute 
their various fields of inquiry. It is concerned with conditions or relation-
ships that exist; practices that prevail; beliefs, points of views, or atti-
tudes that are held; processes that are going on; effects that are being felt; 
or trends that are developing. At times, descriptive research is concerned 
with how what is or what exists is related to some preceding event that 
has influenced or affected a present condition or event.  
Descriptive research deals with the relationships between variables, the 
testing of hypotheses, and the development of generalizations, principles, 
or theories that have universal validity. The expectation is that, if varia-
ble A is systematically associated with variable B, prediction of future 
phenomena may be possible, and the results may suggest additional or 
competing hypotheses to test.  
Descriptive research is used to establish the existence of phenomena by 
explicitly describing them, for example, the research may attempt to es-
tablish the existence of a specific strategy used by learners in which HY-

POTHESIS-TESTING is involved. Descriptive research may provide 
measures of frequency, for example, of the occurrence of a particular 
syntactic form in the speech of second language learners at some stage in 
development. It is important to emphasize that while this type of research 
may begin with a question or HYPOTHESIS, the phenomena it describes 
are not manipulated or artificially elicited in any way. 
Descriptive research shares characteristics with both QUALITATIVE and 

QUANTITATIVE RESEARCH. It is similar to qualitative research because it 
deals with naturally occurring phenomena, using data which may either 
be collected first hand or taken from already existing data sources such 
as data from other studies, student records, and so on, without interven-
tion of an experiment or an artificially contrived treatment. It differs 
from qualitative research in that it often begins with preconceived hy-
potheses and a narrower scope of investigation and uses the logical 
methods of inductive or deductive reasoning to arrive at the generaliza-
tions. In this respect, it shares some of the qualities of quantitative re-
search. The essential difference between descriptive and quantitative re-
search is that descriptive research can be either synthetic (i.e., a holistic 
approach which attempts to capture the whole phenomenon) or analytic 
(an approach which focuses on the role of the constituents parts that 
make up the total phenomenon) in its approach to language phenomena 
being studied, while quantitative research must be analytic. Both types of 
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research can be hypothesis-driven, in that researcher starts with a theory 
or a specific research question. An equally important distinction between 
them is that in descriptive research no manipulation of naturally occur-
ring phenomena occurs, while in quantitative research, manipulation and 
control become important measures of both internal and external validi-
ty. 
Descriptive research is sometimes divided into CORRELATIONAL RE-

SEARCH and EX POST FACTO RESEARCH, and other descriptive research 
that is neither correlational nor designed to find causation but describes 
existing conditions, such as SURVEY RESEARCH and CASE STUDY. 
 Cohen et al. 2011; Best & Kahn 2006; Seliger & Shohamy 1989 

 
descriptive statistics 

a set of statistical procedures that are used to describe, organize and 
summarize characteristics of SAMPLE DATA in a clear and understandable 
way, both numerically and graphically. Some of the descriptive statistics 
procedures include MEASURES OF CENTRAL TENDENCY (such as the 
MEAN, MODE, or MEDIAN), and VARIABILITY (typically the VARIANCE or 
STANDARD DEVIATION) and in graphical presentations FREQUENCY DIS-

TRIBUTION, BAR GRAPH, HISTOGRAM, FREQUENCY POLYGON, PIE CHART, 
NORMAL DISTRIBUTION, and SKEWED DISTRIBUTION. 
see also INFERENTIAL STATISTICS, EXPLORATORY DATA ANALYSIS 
 Porte 2010 

 
descriptive validity 

(in QUALITATIVE RESEARCH) the factual accuracy of the researcher’s ac-
count that it is not made up, selective or distorted. It is the primary aspect 
of VALIDITY because all the other validity categories are dependent on it. 
It refers to what researcher him/herself has experienced and also to sec-
ondary accounts of things that could in principle have been observed, but 
that were inferred from other data. One useful strategy for ensuring this 
validity is INVESTIGATOR TRIANGULATION, i.e., using multiple investiga-
tors to collect and interpret the data.  
see also INTERPRETIVE VALIDITY, THEORETICAL VALIDITY, EVALUATIVE 

VALIDITY 
 Dörnyei 2007; Cohen et al. 2011 

 
design validity 

the extent to which the design is capable of answering the research ques-
tion and/or the extent to which it can eliminate alternative explanations 
of the stated relationship (see INTERNAL VALIDITY). If the intent of the 
study is to generalize, then EXTERNAL VALIDITY questions have to be an-
swered to estimate the design validity of the study. 
 Ridenour & Newman 2008  
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deterministic model 
a model that proposes that behavior is determined for an individual, ra-
ther than by an individual. Proponents place much weight on the regula-
tion of behavior by subconscious processes. A deterministic model does 
not involve any random or probabilistic term. It is based on a relationship 
between any two outcomes or variables, such that the value of one is 
uniquely determined whenever the value of the other is specified. 
see also CHAOS THEORY 
 Given 2008  

 
deviation IQ 

a variety of STANDARD SCORE used to report ‘intelligence quotients’ 
(IQs) with a MEAN set at 100 and a STANDARD DEVIATION set at 15. 
see also NORMAL DISTRIBUTION, WECHSLER SCALES 
 Coaley 2010; Ary et al. 2010 

 
deviation score 

see STANDARD DEVIATION 
 
DFA 

an abbreviation for DISCRIMINANT FUNCTION ANALYSIS 
 
d family of effect size  

another term for GROUP DIFFERENCE INDEX 
 
diary study 

a research technique which offers the opportunity to investigate social, 
psychological, and physiological processes within everyday situations 
and asking research participants to keep regular records of certain as-
pects of their daily lives allows the researcher to capture the particulars 
of experience in a way that is not possible using other methods. It is im-
portant to note that the term diary studies usually refers to data obtained 
from solicited diaries only, that is, from accounts produced specifically 
at the researchers request, by an informant or informants. Diaries are par-
ticularly appropriate in recording routine or everyday processes that are 
otherwise unnoticed if not documented.  
Many qualitative studies use diary analysis to observe, improve, or en-
hance people’s practices by tracking their patterns and cycles. Diaries 
can provide researchers with enlarged and detailed snapshots of what 
people have experienced. Although diary formats vary, usually they do 
not offer open-ended questions but rather supply participants with a spe-
cific set of fixed responses. These optional answers can be in a dichoto-
mous (yes/no) scaled, or multiple-choice format. Likewise, diaries can be 
constituted in the form of logs, ledgers, or calendars. When analyzing di-
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aries, researchers have a variety of options. Diary studies are inherently 
longitudinal (see LONGITUDINAL RESEARCH) as they contain data record-
ed over time. Diaries lend themselves to MIXED METHODS RESEARCH 
while also offering rich subjective data. If researchers include open-
ended questions in diaries, participant responses are usually coded the-
matically with an eye toward emerging themes and subthemes.  
For example, a diary study in second language learning, acquisition, or 
teaching is an account of a second language experience as recorded in a 
first-person journal. The diarist may be a language teacher or a language 
learner—but the central characteristic of the diary studies is that they are 
introspective: The diarist studies his/her own teaching or learning. Thus 
s/he can report on affective factors, language learning strategies, and 
his/her own perceptions—facets of the language learning experience 
which are normally hidden or largely inaccessible to an external observ-
er. On the other hand, some language learning diary studies have in-
volved a third person analyzing the diaries of language learners or teach-
ers. These are called indirect or nonintrospective studies. These are use-
ful when the researcher is interested in studying the learning process of a 
group that s/he does not belong to, such as young learners or learners of 
particular languages or cultural backgrounds. 
Diary studies can be used as the sole form of data collection in a research 
project, or as just one form in a broader study, possibly to triangulate 
(see TRIANGULATION) the information collected using an array of data 
collection techniques (for example, INTERVIEWs, OBSERVATIONs, class 
recordings, and so on), or different sources (students, teachers, adminis-
trators) to provide a broader and richer perspective. 
Diary studies have often been classified into three categories depending 
on when the diary entries are to be made: interval-, signal-, and event-
contingent designs. The interval-contingent design requires participants 
to report on their experiences at regular, predetermined intervals (e.g., 
every afternoon at 4 P.M.). Signal-contingent designs rely on some sig-
naling device such as a pager, or programmed wristwatch or a phone call 
to prompt participants to provide diary reports. This design is often used 
when studying momentary experiences of people such as psychological 
states (e.g., happiness or stress). Event-contingent designs require par-
ticipants to provide a self-report each time a specific event (such as a 
meeting with a second language speaker) occurs.  
see also ROTATING PANELS, SPLIT PANELS, LINKED PANELS, COHORT 

STUDY, ACCELERATED LONGITUDINAL DESIGN, JOURNAL 
 Given 2008; Dörnyei 2007; Scott & Morrison 2005; McKay 2006 
 

dichotomous question 
a CLOSED-FORM ITEM which requires a ‘yes’/‘no’ response. The layout of 
a dichotomous question can be thus:  
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                            Sex (please tick):          Male             Female   
 
The dichotomous question is useful, for it compels respondents to come 
off the fence on an issue. It provides a clear, unequivocal response. Fur-
ther, it is possible to code responses quickly, there being only two cate-
gories of response. A dichotomous question is also useful as a funneling 
or sorting device for subsequent questions, for example: ‘If you an-
swered yes to question X, please go to question Y; if you answered no to 
question X, please go to question Z’. On the other hand, the researcher 
must ask, for instance, whether a yes/no response actually provides any 
useful information. Requiring respondents to make a yes/no decision 
may be inappropriate; it might be more appropriate to have a range of re-
sponses, for example in a RATING SCALE. There may be comparatively 
few complex or subtle questions which can be answered with a simple 
yes or no. A yes or a no may be inappropriate for a situation whose com-
plexity is better served by a series of questions which catch that com-
plexity. Furthermore, a simple dichotomous question might build in re-
spondent bias. Indeed people may be more reluctant to agree with a 
negative statement than to disagree with a positive question.  
see also MULTIPLE CHOICE ITEMS, RATIO DATA QUESTION, MATRIX 

QUESTIONS, CONSTANT SUM QUESTIONS, RANK ORDER QUESTION, CON-

TINGENCY QUESTION 
 Cohen et al. 2011 

 
dichotomous variable  

see CATEGORICAL VARIABLE 
 
dictation 

a familiar language-teaching technique that evolved into a measurement 
technique. Essentially, respondents listen to a passage of 100 to 150 
words read aloud by the examiner (or audiotape) and write what they 
hear, using correct spelling. The listening portion usually has three stag-
es: an oral reading without pauses; an oral reading with long pauses be-
tween every phrase (to give the respondents time to write down what is 
heard); and a third reading at normal speed to give test-takers a chance to 
check what they wrote. Supporters argue that dictation is an INTEGRA-

TIVE TEST because it taps into grammatical and discourse competence re-
quired for other modes of performance in a language. Success on a dicta-
tion requires careful listening, reproduction in writing of what is heard, 
and efficient short-term memory. Further, dictation test results tend to be 
correlate strongly with other tests of proficiency. RELIABILITY of scoring 
criteria for dictation tests can be improved by designing multiple-choice 
or exact method cloze test scoring. 
 Brown 2010  
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dictogloss task 
see CONSENSUS TASK 

 
DIF 

an abbreviation for DIFFERENTIAL ITEM FUNCTIONING  
 
differential attrition 

another term for MORTALITY  
 
differential item functioning  

also DIF, item bias 
a procedure which allows one to judge whether items (and ultimately the 
test they constitute) are functioning in the same manner in various groups 
of examinees. In broad terms, this is a matter of measurement invariance; 
that is, is the test performing in the same manner for each group of exam-
inees? Given that a test is comprised of items, questions soon emerged 
about which specific items might be the source of such bias. Given this 
context, many of the early item bias methods focused on (a) comparisons 
of only two groups of examinees, (b) terminology such as focal and ref-
erence groups to denote minority and majority groups, respectively, and 
(c) binary (rather than polytomous) scored items.  
Due to the highly politicized environment in which item bias was being 
examined, two inter-related changes occurred. First, the expression item 
bias was replaced by the more palatable term differential item functioning 
or DIF in many descriptions. DIF was the statistical term that was used to 
simply describe the situation in which persons from one group answered 
an item correctly more often than equally knowledgeable persons from 
another group. Second, the introduction of the term differential item func-
tioning allowed one to distinguish item impact from item bias. Item im-
pact described the situation in which DIF exists because there were true 
differences between the groups in the underlying ability of interest being 
measured by the item. Item bias described the situations in which there is 
DIF because of some characteristic of the test item or testing situation 
that is not relevant to the underlying ability of interest (and hence the test 
purpose). 
Research has primarily focused on developing sophisticated statistical 
methods for detecting or flagging DIF items rather than on refining meth-
ods to distinguish item bias from item impact and providing explanations 
for why DIF was occurring.  
 Fernandez-Ballesteros 2003 

 
differential scale 

also Thurstone scale 
a RATING SCALE under which the selection of items is made by a panel of 
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judges who evaluate the items in terms of whether they are relevant to 
the topic area and unambiguous in implication. The detailed procedure is 
as follows: 
 
a) The researcher gathers a large number of statements, usually twenty 

or more, that express various points of view toward a group, institu-
tion, idea, or practice (i.e., statements belonging to the topic area).  

b) These statements are then submitted to a panel of judges, each of 
whom arranges them in eleven groups or piles ranging from one ex-
treme to another in position. Each of the judges is requested to place 
generally in the first pile the statements which s/he thinks are most 
unfavorable to the issue, in the second pile to place those statements 
which s/he thinks are next most unfavorable and s/he goes on doing 
so in this manner till in the eleventh pile s/he puts the statements 
which s/he considers to be the most favorable. 

c) This sorting by each judge yields a composite position for each of the 
items. In case of marked disagreement between the judges in assign-
ing a position to an item, that item is discarded.  

d) For items that are retained, each is given its median scale value be-
tween one and eleven as established by the panel. In other words, the 
scale value of any one statement is computed as the median position 
to which it is assigned by the group of judges.  

e) A final selection of statements is then made. For this purpose a sam-
ple of statements, whose median scores are spread evenly from one 
extreme to the other is taken. The statements so selected, constitute 
the final scale to be administered to respondents. The position of each 
statement on the scale is the same as determined by the judges. 

 
After developing the scale as stated above, the respondents are asked 
during the administration of the scale to check the statements with which 
they agree. The median value of the statements that they check is worked 
out and this establishes their score or quantifies their opinion. It may be 
noted that in the actual instrument the statements are arranged in random 
order of scale value. If the values are valid and if the opinionnaire deals 
with only one attitude dimension, the typical respondent will choose one 
or several contiguous items (in terms of scale values) to reflect his/her 
views. However, at times divergence may occur when a statement ap-
pears to tap a different attitude dimension.  
The Thurstone method has been widely used for developing differential 
scales which are utilized to measure attitudes. Such scales are considered 
most appropriate and reliable when used for measuring a single attitude. 
But an important deterrent to their use is the cost and effort required to 
develop them. Another weakness of such scales is that the values as-
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signed to various statements by the judges may reflect their own atti-
tudes. The method is not completely objective; it involves ultimately 
subjective decision process. Critics of this method also opine that some 
other scale designs give more information about the respondents attitude 
in comparison to differential scales. 
see also LIKERT SCALE, SEMANTIC DIFFERENTIAL SCALE, CUMULATIVE 

SCALE, ARBITRARY SCALE 
 Kothari 2008 

 
differential selection 

also selection bias 
a threat to INTERNAL VALIDITY which can occur whenever a researcher 
does not randomly select his/her SAMPLEs when forming different groups 
for comparison purposes. Any preexisting differences between groups 
could result in differences between groups not due to the VARIABLE be-
ing investigated. The classical situation where this might occur is when 
two intact classrooms are used: one for the TREATMENT GROUP and the 
other for the CONTROL GROUP. Chances are that there are preexisting dif-
ferences between the classes. Accordingly, these prior differences, and 
not the treatments, could account for any difference in the DEPENDENT 

VARIABLE (DV) between groups. Or, in a learning experiment, if more 
capable students are in the experimental group than in the control group, 
the former would be expected to perform better on the DV measure even 
without the experimental treatment. Differential selection or selection bi-
as is also a threat when volunteers are used. People who volunteer for a 
study may differ in some important respects from nonvolunteers. If the 
researcher then compares volunteers with nonvolunteers following the 
experimental treatment, the researcher does not know if the differences 
are caused by the treatment or by preexisting differences between the 
two groups. 
The best way to control selection bias is to use RANDOM ASSIGNMENT of 
subjects to groups. With random assignment, you cannot determine in 
advance who will be in each group; randomly assigned groups differ on-
ly by chance. Another way to eliminate the threat of differential selection 
of participants or using already-formed groups that might be different, 
most researchers give participants a pretest whenever they are forced to 
use intact groups.  
see also HISTORY, MATURATION, STATISTICAL REGRESSION, MORTALITY, 
TESTING EFFECT, INSTRUMENTATION 
 Perry 2011; Lodico et al. 2010; Ary et al. 2010 

 
dimensional sampling 

a type of NON-PROBABILITY SAMPLING and a further refinement of QUO-

TA SAMPLING. One way of reducing the problem of SAMPLE SIZE in quo-
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ta sampling is to opt for dimensional sampling. It involves identifying 
various factors of interest in a POPULATION and obtaining at least one re-
spondent of every combination of those factors. Thus, in a study of race 
relations, for example, researchers may wish to distinguish first, second 
and third generation immigrants. Their SAMPLING PLAN might take the 
form of a multi-dimensional table with ethnic group across the top and 
generation down the side. A second example might be of a researcher 
who may be interested in studying disaffected students, girls and second-
ary aged students and who may find a single disaffected secondary fe-
male student, i.e., a respondent who is the bearer of all of the sought 
characteristics.  
see also CONVENIENCE SAMPLING, QUOTA SAMPLING, PURPOSIVE SAM-

PLING, SNOWBALL SAMPLING, SEQUENTIAL SAMPLING, VOLUNTEER 

SAMPLING, OPPORTUNISTIC SAMPLING  
 Cohen et al. 2011; Dörnyei 2007 

 
dimensional variable 

another term for CONTINUOUS VARIABLE 
 
directional hypothesis  

also one-tailed hypothesis, one-way hypothesis, unidirectional hypoth-
esis, one-sided hypothesis 
an ALTERNATIVE HYPOTHESIS chosen when the researcher, usually based 
on previous research, wishes to predict a relationship or assess the PROB-

ABILITY of differences in one direction or the other. A directional hy-
pothesis, unlike a NONDIRECTIONAL HYPOTHESIS, is tested with a ONE-
TAILED TEST and is stated in words that ‘A is greater than B’ or ‘B is 
greater than A.’ For a CORRELATIONAL RESEARCH in which the CORRE-

LATION is believed to be positive, the hypothesis under investigation 
would take the following form: 
 

‘There is a positive relationship between the two variables.’ 
 
Conversely, if the correlation in a study is believed to be negative, the 
hypothesis would take this form: 

‘There is a negative relationship between the two variables.’ 
 
Note that the directional hypothesis indicates more or less, whereas the 
nondirectional hypothesis indicates only difference, and not where the 
difference may lie; the decision to use either a directional hypothesis or a 
nondirectional hypothesis should be made early in the study, before any 
statistical tests are performed; you do not wait to see what the data look 
like and then select a one-tailed or two-tailed test 
 Brown 1988; Clark-Carter 2010; Lavrakas 2008; Ary et al. 2010  
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directional test 
another term for ONE-TAILED TEST 

 
discontinuous variable 

another term for CATEGORICAL VARIABLE 
 
discourse analysis 

an umbrella term for a variety of approaches to understanding authentic 
language use in particular social contexts. A piece of discourse is an in-
stance of spoken or written language that has describable internal rela-
tionships of form and meaning (for example, words, structures, and co-
hesion—the ways in which pronouns and conjunctions connect parts of 
text) that relate coherently to an external communicative function or pur-
pose and a given audience/interlocutor. Competence in the production 
and interpretation of discourse is crucial for language learners; by exten-
sion, language teachers must understand how discourse is structured and 
how it can be analyzed so that they are better equipped to teach effective-
ly and also so that they can foster their own professional development by 
using discourse analysis to analyze the nature of language use for them-
selves. 
Discourse analysis as a domain of study traces its roots to various disci-
plines—anthropology, linguistics, philosophy, psychology, and sociolo-
gy, to name a few. As a result of its multidisciplinary nature, there is no 
one right way to do discourse analysis. The discourse analytical ap-
proaches that have grown out of these interdisciplinary developments are 
many, including CRITICAL DISCOURSE ANALYSIS, CONVERSATION ANAL-

YSIS, NARRATIVE ANALYSIS, register and genre analyses, discursive psy-
chology, interactional sociolinguistics, the ethnography of communica-
tion, stylistics, mediated discourse analysis, metadiscourse, corpus-
based analysis, multimodal discourse analysis, rhetorical-grammatical 
analysis, argumentation analysis, and many others. 
Discourse analysis can answer a myriad of interesting questions such as 
the following: 
 
• How do my ESL/EFL students perform telephone openings and clos-

ings? How do they write e-mail openings and closings? 
• What do my students know about compliments or complaints in Eng-

lish? If I ask them to role play a situation that requires one of these 
speech acts, will they perform in the same way that native speakers of 
English do? 

• My ESL/EFL students are required to write a research paper for our 
composition class. What types of cohesive markers (e.g., however and 
finally) do they use so that their papers read coherently? 
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• Students in my ESL/EFL class have a lot of trouble knowing when to 
use will and be going to talk about future time. If I analyze a corpus of 
English, will I be able to determine the contexts in which native speak-
ers prefer one form over the other, or when they use them interchange-
ably? 

• How is meaning negotiated in peer writing feedback sessions in my ad-
vanced composition class? 

• Using a critical perspective to look at talk in my ESL/EFL classroom, 
how do my ESL/EFL students display their gendered, racial, and cul-
tural identities through their talk? 

 
Each of these questions really can be answered using discourse analysis, 
which is often used in CASE STUDY, ETHNOGRAPHY, and ACTION RE-

SEARCH. 
Discourse analysis is based on the following principles: First, discourse 
analysis as it is practiced in applied linguistics examines authentic data—
authentic in the sense that it is produced spontaneously rather than elicit-
ed experimentally. That is, we analyze the discourse of naturally occur-
ring events, not language that is produced solely for the sake of research. 
Whatever approach to discourse analysis we choose, context—the setting 
in which the discourse occurs, the participants who produce the dis-
course, and the roles, identities, and relationships that are involved in 
these settings and with these participants—is of critical importance in the 
approach. This is because our goal is to provide a rich description of lan-
guage use in a particular setting, not to make sweeping claims across 
every possible context. 
Second, discourse analysts, for the most part, focus on interaction be-
tween and among speakers rather than on monologic talk. An important 
concept in this regard is co-construction, which is defined as the joint 
creation of a form, interpretation, stance, action, activity, identity, institu-
tion, skill, ideology, emotion, or other culturally meaningful reality. The 
importance of this idea for understanding classroom talk may be obvious, 
but for many years linguists, second language acquisition researchers, 
and language testers have analyzed and assessed learner language as if it 
were solely the cognitive product of a speaker, with no important influ-
ence from those with whom the speaker is interacting. 
Third, for discourse analysis of speech, data must be collected for analy-
sis and a conventionalized system employed for representing the data 
visually. These transcription notation systems take various forms, from 
simple orthography to finely detailed notations of pronunciation, breath-
ing, loudness, pitch, and the like. 
Furthermore, discourse analysis is grounded in the data (see GROUNDED 

THEORY). That is, the researcher may have ideas about how some feature 
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of language works, from experience or theory, perhaps, but the notions 
that we bring to our data should really only guide us in our analysis. 
They should not dictate or restrict the way that we look at our data. 
Whatever we think we already know, we must try to remain open-
minded about what we are seeing. Of course, it is impossible to come to 
any analytic task with no preconceived notions, but many discourse ana-
lysts attempt to let findings emerge from the data, rather than imposing 
an a priori framework on the data. 
Finally, discourse data are presented in papers or reports in the form of 
data fragments or examples taken from spoken or written text. Although 
some researchers code, quantify, and count certain discourse features (for 
example, the number of turns or average pause length), most discourse 
analysts rely on relevant examples from the actual language data to shed 
light on the ways that communication is structured in certain settings or 
with certain speakers. That is, discourse data are not usually combined 
and reported in terms of means or percentages; rather, the researcher 
needs to present enough data examples that exhibit the relevant features 
under study to convince readers that her/his analysis is explanatory and 
comprehensive. 
 Heigham & Croker 2009; Bhatia et al. 2008 

 
discourse completion task  

also DCT, production questionnaire 
a means of gathering contextualized data. Generally, a situation is pro-
vided and then the respondent is asked what s/he would say in that par-
ticular situation. This is particularly useful if one wants to investigate 
speech acts such as apologies, invitations, refusals, and so forth. One can 
manipulate relatively easily such factors as age differences or status dif-
ferences between interlocutors. DCTs are implemented most frequently 
in writing, with the participants being given a description of a situation in 
which the speech act occurs. After the description, there is usually blank 
space where the response is required. The following example illustrates a 
situation in which a status difference may be a factor when trying to pro-
vide embarrassing information to someone: 
 
You are a corporate executive talking to your assistant. Your assistant, who will 
be greeting some important guests arriving soon, has some spinach in his/her 
teeth.  

 
……………………………………………………………………………………………
…………………………………………………………………………………..….... 

 
There are other instances when one needs to force a response. One way 
to do this is not only to provide space for the response, but to sandwich 
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that space between the stimulus and the response to the response. For ex-
ample, the following discourse is supplied to elicit refusals: 

 
Worker: As you know, I've been here just a little over a year now, and I know 
you've been pleased with my work. I really enjoy working here, but to be quite 
honest, I really need an increase in pay. 

 
……………………………………………...………………………………………………
…………………………………………………………………………..………………. 

 
Worker: Then I guess I'll have to look for another job. 

 
The term production questionnaires is a relatively new name for dis-
course completion tasks that have been the most commonly used ELICI-

TATION technique in the field of interlanguage pragmatics. 
 Dörnyei 2003; Mackey & Gass 2005 

 
discrete-point test 

a test which is constructed to measure the small bits and pieces of a lan-
guage as in a MULTIPLE-CHOICE ITEM made up of questions constructed 
to measure the respondents’ knowledge of different structures. One ques-
tion on such a test might be written to measure whether the respondents 
know how the distinction between a and an in English. A major assump-
tion that underlies the use of test questions like this is that a collection of 
such discrete-point questions covering different structures (or other lan-
guage learning points), if taken together as a single score, will produce a 
measure of some global aspect of language ability. For example, a teacher 
who believes in discrete-point tests would argue that scores based on the 
administration of fifty narrowly defined discrete-point multiple-choice 
questions covering a variety of English grammatical structures will reveal 
something about the students’ overall proficiency in grammar. A corol-
lary to this general view would be that the individual skills (reading, writ-
ing, listening, and speaking) can be tested separately, and that different 
aspects of these skills (like pronunciation, grammar, vocabulary, culture, 
and so forth) can also be assessed as isolated phenomena. 
see also INTEGRATIVE TEST 
 Brown 2005 

 
discrete variable 

see CATEGORICAL VARIABLE 
 
discriminant analysis 

another term for DISCRIMINANT FUNCTION ANALYSIS  
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discriminant function analysis 
also discriminant analysis, DFA 
a multivariate statistical procedure which is concerned with the predic-
tion of membership in one of two (or more) levels or categories of a sin-
gle categorical DEPENDENT VARIABLE (DV) or criterion from scores on 
two or more continuous INDEPENDENT VARIABLEs (IVs) or predictors. 
That is, you want to know which variables best predict group member-
ship. Discriminant function analysis (DFA) has widespread application 
in situations in which the primary objective is to identify the group to 
which an object (e.g., a person, an institute) belongs. Potential applica-
tions include predicting the success or failure of a second language 
learner, deciding whether an undergraduate student should be admitted to 
graduate level, classifying students as to vocational interests, or predict-
ing whether a teaching program will be successful. In each instance, the 
objects fall into groups, and the objective is to predict and explain the 
bases for each object’s group membership through a set of independent 
variables selected by the researcher. In many cases, the DV consists of 
two groups or classifications, for example, male versus female or high 
proficiency versus low proficiency. In other instances, more than two 
groups are involved, such as low, medium, and high classifications. DFA 
is capable of handling either two groups or multiple (three or more) 
groups. When two classifications are involved, the technique is referred 
to as two-group discriminant analysis. When three or more classifica-
tions are identified, the technique is referred to as multiple discriminant 
analysis (MDA). In fact, the goal of DFA is to maximize the distance be-
tween two or more groups, which in turn maximizes discriminability 
through a set of one or more functions of a specific rank, i.e., the number 
of functions required to maximize the separation between groups. These 
functions are typically linear combinations of the input variables, and are 
called linear discriminant functions (LDFs). 
The principal ASSUMPTIONS underlying DFA involve the formation of 
the variate (a linear combination of variables with empirically deter-
mined weights) or DISCRIMINANT FUNCTION (NORMALITY, LINEARITY, 
and MULTICOLLINEARITY) and the estimation of the discriminant func-
tion (EQUAL VARIANCE and HOMOGENEITY OF VARIANCE-COVARIANCE 

MATRICES). 
DFA is used in two situations: (a) when a difference is presumed in a 
categorical variable and more than one predictor variable is used to iden-
tify the nature of that difference or (b) when a set of predictor variables 
is being explored to see whether participants can be classified into cate-
gories on the basis of differences on the predictor variables. The term 
descriptive discriminative analysis (DDA) is used to describe the for-
mer, an example of which would be where two cultures are asked to rate 
a number of descriptions of people on the dimension of intelligence. For 
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an illustration, imagine that you were comparing Iranian and Japanese 
people on the way they rated the intelligence of five hypothetical people 
whose descriptions you provided. Each hypothetical person had to be 
rated on the dimension, which ranged from Intelligent to Unintelligent. 
Thus, the classificatory variable was culture and the predictor variables 
were the ratings supplied for each of the hypothetical people. DFA 
would allow you to see whether the profiles of ratings that the two cul-
tures gave you differed significantly. If they did then you can explore 
further to find out what was contributing to the difference. 
The second approach is described as predictive discriminative analysis 
(PDA). An example of its use would be if an institute wanted to distin-
guish those who would be successful in bilingual training from those 
who would be unsuccessful on the basis of their profiles on a proficiency 
test. If the analysis achieved its aim, successful trainees would have simi-
lar profiles and would differ from the unsuccessful trainees. The ways in 
which the profiles of the two groups differed could then be used to 
screen applicants for training to decide who is likely to be successful.  
DFA is the appropriate statistical technique for testing the HYPOTHESIS 
that the group means of a set of independent variables for two or more 
groups are equal. By averaging the discriminant scores for all the indi-
viduals within a particular group, we arrive at the group mean. This 
group mean is referred to as a centroid. When the analysis involves two 
groups, there are two centroids; with three groups, there are three cen-
troids; and so forth. The centroids indicate the most typical location of 
any member from a particular group, and a comparison of the group cen-
troids shows how far apart the groups are in terms of that discriminant 
function. 
The test for the statistical significance of the discriminant function is a 
generalized measure of the distance between the group centroids. It is 
computed by comparing the distributions of the discriminant scores for 
the groups. If the overlap in the distributions is small, the discriminant 
function separates the groups well. If the overlap is large, the function is 
a poor discriminator between the groups. Two distributions of discrimi-
nant scores, as shown in Figure D.2, further illustrate this concept. The 
diagram (a) represents the distributions of discriminant scores for a func-
tion that separates the groups well, showing minimal overlap (the shaded 
area) between the groups. The diagram (b) shows the distributions of 
discriminant scores on a discriminant function that is a relatively poor 
discriminator between groups A and B. The shaded areas of overlap rep-
resent the instances where misclassifying objects from group A into 
group B, and vice versa, can occur.  
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DFA is mathematically equivalent to MULTIVARIATE ANALYSIS OF VAR-

IANCE (MANOVA) in that there are one or more CATEGORICAL VARIA-

BLEs on one side and two or more CONTINUOUS VARIABLEs on the other 
side. The main difference is that DFA uses the continuous (discriminat-
ing) variables as predictors of the categorical group membership DV. So, 
the focus in DFA is reversed between IVs and DVs compared with 
MANOVA. DFA can be classified as either a group-difference, or a pre-
diction, statistical analysis. It is mainly used in examining what variables 
differentiate between groups most clearly. In this sense, the focus is on 
the groups. However, it is also analogous to a MULTIPLE REGRESSION 
(MR) analysis except that the dependent or outcome variable is categori-
cal (with several levels or groups) with DFA, instead of continuous (as 
with MR). Similar to MR, DFA focuses on the weights, often the stand-
ardized ones (see STANDARDIZED PARTIAL REGRESSION COEFFICIENT), 
associated with each of the predictor variables. The variable(s) with the 
highest standardized discriminant weights are those that will also show 
the strongest group differences, so that these variables discriminate most 
clearly among the groups. DFA is also similar to LOGISTIC REGRESSION 
(LR) except that LR often uses categorical, as well as continuous IVs, 
and it does not require the traditional GENERAL LINEAR MODEL assump-
tions (i.e., NORMALITY, LINEARITY, and HOMOSCEDASTICITY) needed 
with DFA, MANOVA, MR, and other linear methods. DFA is also simi-
lar to CANONICAL CORRELATION, PRINCIPAL COMPONENTS ANALYSIS, 
and FACTOR ANALYSIS in that all four methods tend to focus on loadings 
that are correlations between variables and linear combinations or di-
mensions. 
 Seliger & Shohamy 1989; Cramer & Howitt 2004; Harlow 2005; Hair et al. 2009 

 
discriminant function 

(in DISCRIMINANT FUNCTION ANALYSIS) a VARIATE of the INDEPENDENT 

VARIABLEs selected for their discriminatory power used in the prediction 
of group membership. The predicted value of the discriminant function is 
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the DISCRIMINANT Z SCORE, which is calculated for each object (e.g., per-
son) in the analysis. 
 Hair et al. 2010 

 
discriminant validity 

also divergent validity 
a type of CONSTRUCT VALIDITY which suggests that using similar meth-
ods for researching different constructs should yield relatively low inter-
correlations. In other words, measures of constructs that theoretically 
should not be related to each other are, in fact, observed not to be related 
to each other (i.e., you should be able to discriminate between dissimilar 
constructs). Such discriminant validity can also be yielded by FACTOR 

ANALYSIS, which clusters together similar issues and separates them 
from others. 
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          Figure D.3. Discriminant Validity Correlations 
 

To establish discriminant validity, you need to show that measures that 
should not be related are in reality not related. In Figure D.3, you see 
four measures (each is an item on a scale). Here, however, two of the 
items are thought to reflect the construct of self-esteem; whereas the oth-
er two are thought to reflect locus of control. The top part of the figure 
shows the theoretically expected relationships among the four items. If 
you have discriminant validity, the relationship between measures from 
different constructs should be low. There are four correlations between 
measures that reflect different constructs, and these are shown on the 
bottom of the figure (Observation). You should see immediately that the-
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se four cross-construct correlations are low (near zero) and certainly 
much lower than the convergent correlations (see CONVERGENT VALIDI-

TY). 
 Cohen et al. 2011; Trochim & Donnelly 2007 

 
discriminant weight 

also discriminant coefficient 
(in DISCRIMINANT FUNCTION ANALYSIS) weight whose size relates to the 
discriminatory power of that INDEPENDENT VARIABLE across the groups 
of the DEPENDENT VARIABLE. Independent variables with large discrimi-
natory power usually have large weights, and those with little discrimina-
tory power usually have small weights. However, MULTICOLLINEARITY 
among the independent variables will cause exceptions to this rule.  
 Hair et al. 2010 

 
discriminant z score  

a score which is defined by the DISCRIMINANT FUNCTION for each object 
in the analysis and usually stated in standardized terms. Also referred to 
as the Z SCORE, it is calculated for each object on each discriminant func-
tion and used in conjunction with the cutting score to determine predicted 
group membership. It is different from the z score terminology used for 
standardized variables. 
 Hair et al. 2010 

 
discussion 

a section of a RESEARCH REPORT which follows the RESULTS section. Af-
ter presenting the results, you are in a position to evaluate and interpret 
their implications, especially with respect to your original hypotheses 
(see HYPOTHESIS). Here you will examine, interpret, and qualify the re-
sults and draw inferences and conclusions from them. You should em-
phasize any theoretical or practical consequences of the results. You 
should open the discussion (sometimes headed discussion, sometimes 
conclusion, and sometimes both) section with a clear statement of the 
support or nonsupport for your original hypotheses, distinguished by pri-
mary and secondary hypotheses. If hypotheses were not supported, you 
should offer post hoc explanations. Similarities and differences between 
your results and the work of others should be used to contextualize, con-
firm, and clarify your conclusions. Do not simply reformulate and repeat 
points already made; each new statement should contribute to your inter-
pretation and to the reader’s understanding of the problem. 
More specifically, your interpretation of the results should take into ac-
count (a) sources of potential BIAS and other threats to INTERNAL VALID-

ITY, (b) the imprecision of measures, (c) the overall number of tests or 
overlap among tests, (d) the EFFECT SIZEs observed, and (e) other limita-
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tions or weaknesses of the study. If an INTERVENTION is involved, you 
should discuss whether it was successful and the mechanism by which it 
was intended to work and/or alternative mechanisms. Also, you should 
discuss barriers to implementing the intervention or manipulation as well 
as the fidelity with which the intervention or manipulation was imple-
mented in the study, that is, any differences between the manipulation as 
planned and as implemented. 
You should acknowledge the limitations of your research, and address al-
ternative explanations of the results. You should discuss the GENERALI-

ZABILITY, or EXTERNAL VALIDITY, of the findings. This critical analysis 
should take into account differences between the target POPULATION and 
the accessed SAMPLE. For interventions, You should discuss characteris-
tics that make them more or less applicable to circumstances not includ-
ed in the study, how and what outcomes were measured (relative to other 
measures that might have been used), the length of time to measurement 
(between the end of the intervention and the measurement of outcomes), 
incentives, compliance rates, and specific settings involved in the study 
as well as other contextual issues. 
The discussion section must be ended with a reasoned and justifiable 
commentary on the importance of your findings. This concluding section 
may be brief or extensive provided that it is tightly reasoned, self-
contained, and not overstated. In this section, you might briefly return to 
a discussion of why the problem is important (as stated in the INTRO-

DUCTION); what larger issues, those that transcend the particulars of the 
subfield, might hinge on the findings; and what propositions are con-
firmed or disconfirmed by the extrapolation of these findings to such 
overarching issues. 
You may also consider the following issues: 

 
• What is the theoretical, clinical, or practical significance of the out-

comes, and what is the basis for these interpretations? If the findings 
are valid and replicable, what real-life psychological phenomena might 
be explained or modeled by the results? Are applications warranted on 
the basis of this research? 

• What problems remain unresolved or arise anew because of these find-
ings? 
 

The responses to these questions are the core of the contribution of your 
study and justify why readers both inside and outside your own specialty 
should attend to the findings. Your readers should receive clear, unam-
biguous, and direct answers. 
see also TITLE, ABSTRACT, METHOD, REFERENCES, APPENDIXES 
 American Psychological Association 2010  



 distribution     179 
 

  

dispersion  
another term for VARIABILITY 

 
disproportionate stratified sampling 

see STRATIFIED SAMPLING 
 
distractor efficiency 

also choice distribution 
the extent to which (a) the distractors lure a sufficient number of test tak-
ers, especially lower-ability ones, and (b) those responses are somewhat 
evenly distributed across all distractors. To illustrate, suppose a multiple-
choice item with five choices, and responses across upper- and lower-
ability students are distributed as follows: 

 
Choices A B C D E
High-ability students (10) 0 1 7 0 2
low-ability students (10) 3 5 2 0 0

Note: C  is the correct response.  
 

This item successfully attracts seven of ten high-ability students toward 
the correct response, while only two of the low-ability students get this 
one right. This item might be improved in two ways: (a) Distractors D 
does not fool anyone. No one picked it, and therefore it probably has no 
utility. A revision might provide a distractor that actually attracts a re-
sponse or two. (b) Distractor E attracts more responses (2), from the high-
ability group than the low-ability group (0). Perhaps it includes a subtle 
reference that entices the high group but is over the head of low group, 
and therefore the latter students do not even consider it. The other two 
distractors (A and B) seem to be fulfilling their function of attracting 
some attention from lower-ability students. 
 Brown 2010; Farhady et al. 1995 

 
distribution 

the values of a characteristic or VARIABLE along with the FREQUENCY or 
PROBABILITY of their occurrence, often displayed in either tabular or 
graphic format. Hence, the distribution of scores in a sample is merely a 
tally or graph which shows the pattern of the various values of the score. 
The distribution of gender, for example, would be merely the number or 
proportion of males and females in the sample or population.  
see also FREQUENCY DISTRIBUTION, NORMAL DISTRIBUTION, SKEWED 

DISTRIBUTION 
 Sahai & Khurshid 2001  
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distribution-free tests 
another term for NONPARAMETRIC TESTS 

 
divergent validity 

another term for DISCRIMINANT VALIDITY  
 
document  

a term which refers to a wide range of written, physical, and visual mate-
rials, including what other authors may term artifacts. Documents may be 
personal, such as autobiographies, diaries, and letters; official, such as 
files, reports, memoranda, or minutes; or documents of popular culture, 
such as books, films, and videos. Documents constitute the basis for most 
QUALITATIVE RESEARCH. Document analysis can be of written or text-
based artifacts (textbooks, novels, journals, meeting minutes, logs, an-
nouncements, policy statements, newspapers, transcripts, birth certifi-
cates, marriage records, budgets, letters, e-mail messages, etc.) or of 
nonwritten records (photographs, audiotapes, videotapes, computer imag-
es, websites, musical performances, televised political speeches, virtual 
world settings, etc.). The analysis may be of existing artifacts or records, 
or in some cases the researcher may ask subjects to produce artifacts or 
documents, for example, asking participants to keep a journal about per-
sonal experiences, to write family stories, to draw pictures to express 
memories, or to explain thinking aloud as it is audiotaped. 
Document may include primary data (collected by the researcher) or sec-
ondary data (collected and archived or published by others). Primary data 
documents include transcriptions of INTERVIEWs; PARTICIPANT OBSER-

VATION fieldnotes; photographs of field situations taken by the researcher 
as records of specific activities, rituals, and personas (with associated lo-
cational and descriptive data); and maps and diagrams drawn by the re-
searcher or by field assistants or participants in a study (with accompany-
ing explanations). These documents are filed systematically so that they 
can be readily recovered for classification, coding, and analysis. Most 
primary data documents archiving systems are computerized, although 
hard copies of materials also are kept.  
Secondary data documents are materials that are important in describing 
the historical background and current situation in a community or country 
where the research is being conducted. They include maps, demographic 
data, measures of educational status (records of differences in types of 
graduation rates, etc.), and de-identified quantitative databases that in-
clude variables of interest to the researcher. 
Examining records and documents is an unobtrusive approach to qualita-
tive research and can be conducted as part of a study that includes other 
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forms of data collection or alone. The specific analytic approach is called 
CONTENT ANALYSIS. 
 Ary et al. 2010; Given 2008 

 
document analysis 

see DOCUMENT  
 
domain-referenced test 

see NORM-REFERENCED TEST  
 
double-barreled question 

an item that include two or more issues in the one question. For example, 
‘Do you feel that the university should provide basic skills courses for 
students and give credit for those courses?’ is a double-barreled question. 
When a respondent answers such a question, the researcher does not 
know whether the answer applies to both parts of the question or just to 
one. A yes answer to the preceding question may mean either that the re-
spondent believes the university should offer basic skills courses and 
give credit for them or that it should offer the courses but not give credit 
for them. Double-barreled questions most frequently arise in attitudinal 
questions in which two attitude targets are asked as one construct. As a 
result, higher rates of item nonresponse (i.e., missing data) and unstable 
attitudes are likely to occur with double-barreled questions. This also 
leads to analytic problems and questions of CONSTRUCT VALIDITY, as the 
analyst does not know which barrel led to the respondent’s answer. 
 Lavrakas 2008; Ary et al. 2010 

 
double-blind technique 

see RESEARCHER EFFECT 
 
double negative  

a construction that employs two negatives, especially to express a single 
negation. A double (or more accurately, multiple) negative is considered 
unacceptable in Standard English when it is used to convey or reinforce a 
negative meaning, as in He didn’t say nothing (meaning he said nothing 
or he didn’t say anything). In QUESTIONNAIRE design, this is almost al-
ways a situation to be avoided. A double-negative usually creates an un-
necessary amount of confusion in the mind of the respondent and makes 
it nearly impossible for the researcher to accurately determine what re-
spondents were agreeing or disagreeing to. Such a question can increase 
item nonresponse (i.e., MISSING DATA) by increasing the percentage of 
respondents unable to understand the question. A more insidious problem 
is an increase in the number of responses from people who have misun-



182     doubly-multivariate design 
 

 

derstood the question and responded based on that misunderstanding. 
 Lavrakas 2008 

 
doubly-multivariate design 

see PROFILE ANALYSIS 
 
dropout 

another term for MORTALITY 
 
DRT 

an abbreviation for DOMAIN-REFERENCED TEST 
 
dummy variable 

a DICHOTOMOUS VARIABLE that can take on exactly two mutually exclu-
sive values and that has been given numerical codes, usually 1 and 0. 
The 0 stands for whatever the 1 is not, and is thus said to be dumb or si-
lent. Thus, when we use gender, for example, we are really coding it as 1 
= female and 0 = not female (i.e., male). CATEGORICAL VARIABLES with 
more than two categories are incorporated by a series of dummy varia-
bles. If the categorical variables have k categories then k - 1 dummy var-
iables are required. For example, with four categories the three dummy 
variables (X1, X2, X3) could be assigned values (1, 0, 0) for category 1, (0, 
1, 0) for category 2, (0, 0, 1) for category 3, and (0, 0, 0) for category 4. 
Dummy variables enable the inclusion of categorical information in re-
gression models. 
 Leech et al. 2005; Lavrakas 2008; Upton & Cook 2008 

 
Duncan’s new multiple range test 

see NEWMAN-KEULS TEST 
 
Duncan’s test 

another term for DUNCAN’S NEW MULTIPLE RANGE TEST 
 
Dunnett multiple comparison test 

another term for DUNNETT’S TEST  
 
Dunnett’s test  

also Dunnett multiple comparison test 
a POST HOC TEST which is used to determine whether the MEAN of a 
CONTROL GROUP differs from that of two or more EXPERIMENTAL 

GROUPs following a significant F TEST in an ANALYSIS OF VARIANCE. 
Dunnett’s test makes PAIRWISE COMPARISONs. However, Dunnett’s test 
does not pair every mean with every other mean. Instead, the Dunnett’s 
test compares the mean of a particular group in the study against each of 
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the remaining group means. Dunnett’s test can be used for equal and un-
equal group sizes where the variances are equal. It is less conservative 
than BONFERRONI t because it does not assume that the contrasts are or-
thogonal (i.e., independent). 
see also LIBERAL TEST, CONSERVATIVE TEST 
 Salkind 2007; Sahai & Khurshid 2001; Everitt & Skrondal 2010; 
Page et al. 2003; Huck 2012 

 
Dunn multiple comparison test 

another term for BONFERRONI ADJUSTMENT 



 

 

E 
 
ecological correlation 

a CORRELATION from combining data from multiple groups to calculate a 
CORRELATION COEFFICIENT. In many situations, we may be interested in 
investigating relationships among variables at the level of groups, rather 
than individual. However, because of possible ordering among groups 
themselves, combining data from groups to calculate a correlation coef-
ficient can dramatically affect the value of the correlation coefficients. 
Suppose, for example, we were interested to see if there was a relation-
ship between reading comprehension and mathematical reasoning in 
grade school students. We might administer tests of reading and mathe-
matics to students at different grade levels, and find that within each 
grade, the correlation coefficient are quite small, say, .25 and .24. How-
ever, when we aggregate the data across grade levels, we might find that 
the ecological correlation is very high, .71. The relationship for com-
bined groups thus is much stronger than for either of the two groups con-
sidered individually. In other situations, combining groups can have the 
opposite effect. Suppose, for example, we were to investigate the rela-
tionship between second language (L2) vocabulary knowledge and L2 
reading comprehension at two different levels—beginning and advanced. 
We might find that within each of these groups the correlation coefficient 
is positive and quite high (e.g., .85 and .82). however, when we combine 
the two groups, we might find that the correlation coefficient is actually 
negative.  
 Bachman 2004 

 
ecological validity 

(in QUALITATIVE RESEARCH) the extent to which behavior observed in 
one context can be generalized to another. In QUANTITATIVE RESEARCH, 
VARIABLEs are frequently isolated, controlled, and manipulated in con-
trived settings. For qualitative research a fundamental premise is that the 
researcher deliberately does not try to manipulate variables or conditions, 
that the situations in the research occur naturally. The intention here is to 
give accurate portrayals of the realities of social situations in their own 
terms, in their natural or conventional settings. For ecological validity to 
be demonstrated it is important to include and address in the research as 
many characteristics in, and factors of, a given situation as possible. The 
difficulty for this is that the more characteristics are included and de-
scribed, the more difficult it is to abide by central ethical tenets of much  
research—non-traceability, anonymity and nonidentifiability. 
see also VALIDITY  
 Cohen et al. 2011 
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EDA 
an abbreviation for EXPLORATORY DATA ANALYSIS 

 
EFA 

an abbreviation for EXPLORATORY FACTOR ANALYSIS 
 
effect size 

also treatment magnitude, treatment effect, ES 
a value that indicates the proportion or percentage of variability on a DE-

PENDENT VARIABLE (DV) that can be attributed to variation on the INDE-

PENDENT VARIABLE (IV). Basically effect sizes tell you how important 
your statistical result is (whether it is statistically significant or not). It 
derived from the difference between the EXPERIMENTAL and CONTROL 

GROUPs as measured in some standard unit. The larger the effect size, the 
larger the differences between groups. When a researcher rejects the 
NULL HYPOTHESIS and concludes that an IV had an effect, an effect size 
is calculated to determine how strong the IVs effect (e.g., presence or ab-
sence of a bilingual program) was on the DV (e.g., academic perfor-
mance). An effect size, in fact, gives the researcher insight into the mag-
nitude of this strength. If the effect size is quite small, then it may make 
sense to simply discount the findings as unimportant, even if they are sta-
tistical. If the effect size is large, then the researcher has found some-
thing that it is important to understand. 
As a proportion, effect size can range from 0, indicating no relationship 
between the IV and the DV, to 1, indicating that 100% of the variance in 
the DV is associated with the IV. For example, if we find that our effect 
size is .47, we know that 47% of the variability in the DV is due to the 

IV. 
Whereas P-VALUEs and significance testing depend on the POWER OF A 

TEST and thus, to a large measure, on group sizes, effect sizes do not 
change no matter how many participants there are. It is not dependent on 
SAMPLE SIZE and therefore can allow comparisons across a range of dif-
ferent studies with different sample sizes (see META-ANALYSIS). This 
makes effect sizes a valuable of information, much more valuable than 
the question of whether a statistical test is significant or not. 
Effect size is divided into two broad families—group difference indexes 
and relationship indexes—although it is important to note that in most 
cases there are algebraic calculations that can transform one kind into the 
other, and there are other kinds of effect sizes that do not fit into these 
categories, like ODDS RATIOs. Both the group difference and relationship 
effect sizes are ways to provide a standardized measure of the strength of 
the effect that is found. A group difference index, or mean difference 
measure is a type of effect size that measures the difference between two 
independent sample means, and expresses how large the difference is in 
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STANDARD DEVIATIONs. This type of effect size index is most commonly 
employed prior to conducting an experiment, in order to allow a re-
searcher to determine the appropriate sample size to use to identify a hy-
pothesized effect size. A standard measure of effect size is COHEN’S d. 
Other group difference index measures include COHEN’S f, g index (em-
ployed to compute the power of the BINOMIAL TEST for a single sample), 
h index (employed to compute the power of the Z TEST FOR TWO INDE-

PENDENT PROPORTIONS), w index (employed to compute the power of 
the CHI-SQUARE GOODNESS-OF-FIT TEST and the CHI-SQUARE TEST OF 

INDEPENDENCE), q index (represents the difference between two PEAR-

SON PRODUCT-MOMENT CORRELATION COEFFICIENTs). Group difference 
indexes are also called the d family of effect sizes. This family of effect 
sizes measures how much groups vary in terms of standard deviations of 
difference. 
Relationship indexes (also called the r family of effect sizes) measures 
how much an independent and DV vary together or, in other words, the 
amount of covariation in the two variables. This type of index expresses 
effect size in the form of a CORRELATION COEFFICIENT. It is computed at 
the conclusion of an experiment to indicate the proportion of variability 
on the DV that can be attributed to the IV. The more closely the two var-
iables are related, the higher the effect size. So, for example, the relation-
ship between height and weight among adults is quite closely related, 
and would have a high r value. Squared indices of r (i.e., R2) and related 
quantities such as ETA-SQUARED (η2), OMEGA-SQUARED (ω2), PARTIAL 

ETA-SQUARED, and PARTIAL OMEGA-SQUARED are used for measures of 
strength of association, but because they are squared they lack direction-
ality. These squared measures indicate the observed proportion of ex-
plained variance. Thus, they are called percentage variance effect sizes 
(PV). 
see also STATISTICAL POWER 
 Richards & Schmidt 2010; Best & Kahn 2006; Mackey & Gass 2005; Larson-Hall 
2010; Cramer & Howitt 2004; Leary 2011; Sheskin 2011; Everitt & Howell 2005 

 
effect variable 

another term for DEPENDENT VARIABLE 
 
EHA 

an abbreviation for EVENT HISTORY ANALYSIS 
 
eigenvalue 

also characteristic root, latent root 
the amount (not percentage) of VARIANCE accounted for by the VARIA-

BLES on a factor in a FACTOR ANALYSIS. Eigenvalue is the sum of the 
squared CORRELATIONs or loadings between each variable and that fac-
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tor. The magnitude of a factor and its significance are assessed partly 
from the eigenvalue. 
 Cramer & Howitt 2004 

 
elicitation  

also elicitation technique, elicitation procedure 
any technique or procedure that is designed to get a person to actively 
produce speech or writing, for example asking someone to describe a 
picture, tell a story, or finish an incomplete sentence. In linguistics, these 
techniques are used to prompt native speakers to produce linguistic data 
for analysis. In teaching and second language research, the same and 
similar techniques are used to get a better picture of learner abilities or a 
fuller understanding of interlanguage than the study of naturally occur-
ring speech or writing can provide. 
 Richards & Schmidt 2010 

 
elicitation technique 

another term for ELICITATION 
 
elicited imitation 

an ELICITATION procedure in which a person has to repeat a sentence 
which s/he sees or hears. The basic assumption underlying elicited imita-
tion is that if a given sentence is part of one’s grammar, it will be rela-
tively easy to repeat. When people are asked to repeat a sentence which 
uses linguistic rules which they themselves cannot or do not use, they of-
ten make changes in the sentence so that it is more like their own speech. 
Elicited imitation can be used to study a person’s knowledge of a lan-
guage. For example: 
 

Stimulus sentence Elicited imitation

Why can't the man  climb over the fence? Why the man can't  climb over  the fence?  
 
 Richards & Schmidt 2010; Mackey & Gass 2005 

 
elicitation procedure 

another term for ELICITATION 
 
elite bias 

see BIAS 
 

email survey 
a SURVEY that sends the survey instrument (e.g., QUESTIONNAIRE) to a 
respondent via email and most often samples respondents via email. Sim-
ilar to a WEB SURVEY, a survey conducted via email most typically uses 
electronic mail to contact members of the SAMPLE. With Web surveys, 
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the user is directed in the contact email to a Web site containing the ques-
tionnaire. With email surveys, the contact email contains the survey ques-
tionnaire and no survey Website is referenced. Generally, the email sur-
vey approach takes one of three forms: (1) a software file attached to the 
email, (2) an electronic document attached to the email, or (3) question-
naire text embedded in the email itself. 
 Lavrakas 2008 

 
embedded design 

a MIXED METHODS RESEARCH design which is used when a researcher 
needs to answer a SECONDARY RESEARCH question that requires the use 
of different types of data within a traditional QUANTITATIVE or QUALI-

TATIVE RESEARCH design. To accomplish this, one type of data collec-
tion and analysis is embedded or nested within the design associated with 
another type of data. For example, a researcher may need to embed 
qualitative data within a quantitative EXPERIMENTAL DESIGN and will 
conduct qualitative INTERVIEWs during the research study to understand 
the reasons for certain participants’ behaviors. Less frequently, a re-
searcher may embed quantitative SURVEY data within a traditionally 
qualitative CASE STUDY to help describe the broader context in which a 
case is situated. Unlike the TRIANGULATION DESIGN, the embedded de-
sign has a predominant method (quantitative or qualitative) that guides 
the research study.  
The weight in this design is given to the predominant method, quantita-
tive or qualitative, that guides the project and within which another 
method is embedded. The mixing of the quantitative and qualitative data 
occurs either at the data analysis stage if the data is collected concurrent-
ly (like in the triangulation design), or at the interpretation stage if the 
two types of data are collected sequentially (like in the EXPLANATORY 
and the EXPLORATORY DESIGNs). The quantitative and qualitative data 
analysis in this design is conducted separately because they seek to an-
swer different research questions. Depending on the timing of the data 
collection, the structure of the report could follow either a sequential or 
concurrent design model. 
The main advantage of the embedded design is that a researcher builds 
the study on a design that is well known (e.g., a case study). Another ad-
vantage is that a researcher can collect the two types of data at the same 
time. However, it might sometimes be challenging to integrate the quan-
titative and qualitative results because the two methods are used to an-
swer different research questions. Nevertheless, due to the nature of the 
questions, researchers can present the two sets of results separately. 
 Heigham & Croker 2009  
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emic perspective 
see QUALITATIVE RESEARCH 

 
empirical research 

an evidence-based research type that relies on direct OBSERVATION and 
experimentation in the acquisition of new knowledge. Empirical research 
focuses on the collection, analysis, and interpretation of data that can be 
sensed or experienced in some way, either to answer research questions, 
to test hypotheses derived from theories, and/or to develop hypotheses or 
theories. The SCIENTIFIC METHOD is firmly based on the empirical re-
search. In the empirical research, scientific decisions are made based on 
the data derived from direct observation and experimentation. For exam-
ple, we have all made decisions based on feelings, hunches, or gut in-
stinct. Additionally, we may often reach conclusions or make decisions 
that are not necessarily based on data, but rather on opinions, specula-
tion, and a hope for the best.  
The empirical research, with its emphasis on direct, systematic, and care-
ful observation, is best thought of as the guiding principle behind all re-
search conducted in accordance with the scientific method. It is data-
based research, coming up with conclusions which are capable of being 
verified by observation or experiment. It is called as experimental type of 
research. In such research it is necessary to get at facts firsthand, at their 
source, and actively to go about doing certain things to stimulate the pro-
duction of desired information. In such research, you must first provide 
yourself with a working HYPOTHESIS or guess as to the probable results. 
You then work to get enough facts (data) to prove or disprove your hy-
pothesis. You then set up EXPERIMENTAL DESIGNs which you think will 
manipulate the persons or the materials concerned so as to bring forth the 
desired information. Such research is thus characterized by your control 
over the variables under study and your deliberate manipulation of one of 
them to study its effects. Empirical research is appropriate when proof is 
sought that certain variables affect other variables in some way. 
see also CONCEPTUAL RESEARCH 
 Marczyk et al. 2005; Kothari 2008; Flood et al. 2005 

 
empirical validity 

another term for CRITERION-RELATED VALIDITY 
 

empiricism 
a philosophical doctrine that experience is the foundation of knowledge 
and that the project of gaining access to a reality other than experience is 
problematic. This can be contrasted with rationalism, which holds that 
knowledge comes from basic concepts known intuitively through reason 
such as innate ideas. According to empiricism, there are no innate struc-
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tures in the mind; we experience particular things, not universal truths; 
we have no access to reality (unless we take experience to be the only re-
ality) and cannot know things with certainty; theoretical statements are 
ultimately a form of shorthand, translatable into accounts of what has 
been, or might be, observed; and observation can hope to adjudicate be-
tween competing theories and determine which of them is more likely to 
be true. POSITIVISM has its origins in the classical theory of empiricism, 
and indeed borrowed from empiricism the idea that knowledge has its 
foundation in sense data. The principal problem that it encountered re-
lates to the impossibility of accessing data through the senses without 
some prior theory to make sense of it. In short, observations are concept-
dependent. This has to be distinguished from concept-determination, be-
cause this implies that theories developed about reality are observation-
neutral. There would be no need to make observations if theory devel-
opment was always prior to the making of observations.  
It is presumably true to say that the majority of social scientists are em-
piricists in the weakest sense of the term, which involves the claim that 
experience, in the form of observation, is the ultimate source of 
knowledge without any specific implications about what forms that ob-
servation should take or about the nature of the relation between observa-
tion and theory. But this is only to say that most social scientists are 
committed to empirical inquiry and that very few of them believe that 
significant conclusions can be drawn on the basis of pure speculation, 
theology, philosophy, or unsupported intuition. In a similar way, the ex-
istence (or not) of innate ideas plays virtually no part in methodological 
thinking (although many cognitive scientists believe that the mind has 
innate, or innately channeled, processing systems). 
 Given 2008; Scott & Morrison 2005 

 
endogenous variable 

see PATH ANALYSIS  
 
epistemology 

the term which is made up of the Greek-derived terms episteme, 
knowledge or science, and logos, knowledge, information, theory or ac-
count. Epistemology is the theory of knowledge, or as it is sometimes 
taken to mean, an analysis of the conditions, possibilities, and limits of 
our knowledge-gaining processes. A good deal of contemporary episte-
mology is concerned with the analysis of propositional knowledge 
(knowing that) and has not, by and large, focused on procedural 
knowledge (knowing how) and acquaintance knowledge (knowing who). 
Epistemology is often concerned with the nature, sources and justifica-
tion of the major kinds of knowledge, for example how we may come to 
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know things through the senses in the form of empirical knowledge, or a 
priori knowledge that we may have from other sources or via logic.  
 Given 2008 

 
epoche 

see PHENOMENOLOGY 
 
EPSEM 

an abbreviation which stands for the equal probability of selection meth-
od for selecting SAMPLEs. Every element or case in the POPULATION 
must have an equal PROBABILITY of selection for the sample. 
see also PROBABILITY SAMPLING, RANDOM SELECTION, RANDOM AS-

SIGNMENT 
 
EQS 

(pronounced like the letter X) the name of one of the computer programs 
for carrying out STRUCTURAL EQUATION MODELING. The name seems to 
be an abbreviation for equation systems.  
 Cramer & Howitt 2004 

 
equal-interval scale 

another term for INTERVAL SCALE  
 
equality of variance 

another term for HOMOGENEITY OF VARIANCE 
 
equal variance 

another term for HOMOGENEITY OF VARIANCE 
 
equivalent-form reliability 

another term for PARALLEL-FORM RELIABILITY 
 
equivalent material design 

a QUASI-EXPERIMENTAL DESIGN which uses the same group for both EX-

PERIMENTAL and CONTROL GROUPs in two or more cycles. The group 
may be used as a control group in the first cycle and as an experimental 
group in the second. The order of exposure to experimental and control 
can be revered, i.e., experimental first and control following. Essential to 
this design is the selection of learning materials different but as nearly 
equal as possible to the students and in difficulty of comprehension. The 
schematic representation of this design would be as follows, where O1 = 
pretest, O2 = posttest, XA and XB = equivalent materials: 
 

O 1 X A O 2 O 1 X B O 2   
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The simplicity and logic of this design are somewhat misleading and 
when examined in the light of the threats of INTERNAL VALIDITY, the de-
sign’s weaknesses become apparent. Some of the limitations of the 
equivalent-material design can be partially minimized by a series of rep-
lications in which the order of exposure to experimental and control 
treatments is reversed. However, it is apparent that this design is not like-
ly to equate materials, subjects, or experimental conditions. 
see also NONEQUIVALENT CONTROL GROUP DESIGN, TIME-SERIES DE-

SIGN, COUNTERBALANCED DESIGN, RECURRENT INSTITUTIONAL CYCLE 

DESIGN, SEPARATE-SAMPLE PRETEST-POSTTEST CONTROL GROUP DE-

SIGN, SEPARATE-SAMPLE PRETEST-POSTTEST DESIGN 
 Campbell & Stanley 1963; Cook & Campbell 1966; Best & Kahn 2006 

 
 equivalent time-samples design 

also reversal time-series design 
a variation of TIME-SERIES DESIGN and a multi-subject variation of the 
SINGLE-SUBJECT REVERSAL DESIGN which establishes causality by pre-
senting and withdrawing an INTERVENTION, or INDEPENDENT VARIABLE, 
one to several times while concurrently measuring change in the DE-

PENDENT VARIABLE. Equivalent time-samples design uses one group as 
the EXPERIMENTAL and CONTROL GROUP. In this design the TREATMENT 
is present between some observations (i.e., measurements) and between 
others. As in the SIMPLE INTERRUPTED TIME-SERIES DESIGN, this design 
begins with a series of pretests to observe normal fluctuations in baseline. 
It measures behavior during at least three phases: before the treatment is 
introduced (A), after introducing the treatment (B), and again after with-
drawing the treatment (A). This design may be represented as follows 
(where O = pretest and posttest, X = treatment, -X = no treatment): 

 
O       O       O       X       O       O       O       -X       O       O       O 

 
In this case the design is called ABA design. Additional baselines and/or 
treatment phases may be added, further complicating the design; the 
most common of these designs are ABAB and ABABA, which is analogous 
to the single-subject reversal design.  
Designs of this type have a number of limitations. Although they may 
minimize the effect of HISTORY, it is possible that they may increase the 
influence of MATURATION, INSTRUMENTATION, TESTING EFFECT, and 
mortality. 
 Marczyk et al. 2005; Best & Kahn 2006; Campbell & Stanley 1963; Cook & Camp-
bell 1966 

 
error 

the variation in scores which the researcher has failed to control or 
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measure in a particular study. Once it is measured as an identifiable vari-
able it ceases to be error. So variations in the scores on a measure which 
are the consequence of time of day, for example, are error if the re-
searcher does not appreciate that they are due to variations in time of day 
and includes time of day as a variable in the study. Error may be due to 
poor RESEARCH DESIGN or METHODOLOGY, but it is not a mistake in the 
conventional sense. The objective of the researcher needs to be to keep 
error to a minimum as far as possible. Error makes the interpretation of 
trends in the data difficult since the greater the error, the greater the like-
ly variation due to chance or unknown factors. Many factors lead to in-
creased error—poor measurement techniques such as unclear or ambigu-
ous questions and variations in the instructions given to participants, for 
instance. 
see also MEASUREMENT ERROR, ERROR VARIANCE 
 Cramer & Howitt 2004 

 
error mean square 

the term used in ANALYSIS OF VARIANCE for dividing the effect MEAN 

SQUARE to obtain the F RATIO. It is the error sum of squares divided by 
the error DEGREES OF FREEDOM. The smaller this term is in relation to 
the effect mean square, the bigger the F ratio will be and the more likely 
that the means of two or more of the groups will be statistically signifi-
cant. 
 Cramer & Howitt 2004 

 
error of central tendency 

see GENEROSITY ERROR 
 
error of measurement 

another term for MEASUREMENT ERROR  
 
error of severity 

see HALO EFFECT 
 
error score 

another term for MEASUREMENT ERROR 
 

error sum of squares 
also residual sum of squares (SSres), sum of squared residuals, sum of 
squared errors 
the sum of squared deviations of all individual data from the SAMPLE 

MEANs of their respective TREATMENT GROUPs which remains after the 
SUM OF SQUARES for the other effects has been removed. It is used to de-
note the VARIANCE in the DEPENDENT VARIABLE not yet accounted for 
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by the model. It is the NUMERATOR of the equation that represents resid-
ual variability (i.e., error variability that is beyond the researcher’s con-
trol). If no independent variables are used for prediction, it becomes the 
squared errors using the mean as the predicted value and thus equals the 
TOTAL SUM OF SQUARES. 
 Cramer & Howitt 2004; Sheskin 2011 

 
error term 

also residual error 
a term used in a statistical model which represents the contribution from 
various OTHER VARIABLEs, known or unknown, which are omitted from 
the model. Each test of significance within an ANOVA depends on hav-
ing a denominator (i.e., error term) of the F RATIO whose expected value 
includes all of the terms in the expectation of the NUMERATOR except the 
one term whose existence is denied by the NULL HYPOTHESIS.  
 Sahai & Khurshid 2001; Hancock & Mueller 2010 

 
error variability 

another term for ERROR VARIANCE 
 
error variance 

also unsystematic variance, within-groups variability, within-subjects 
variability, within-groups variance, within-subjects variance, confound 
variance, secondary variance, error variability 
the variability in the value of the DEPENDENT VARIABLE that is related to 
EXTRANEOUS VARIABLEs and not to the variability in the INDEPENDENT 

VARIABLE (IV) or TREATMENT. Error variance is that portion of the total 
variance (see Figure E.1) in a set of SAMPLE DATA that remains unac-
counted for and is, in fact, beyond the control of a researcher.  

 

Total 
variance

Between-
groups

variability

Within-
groups

variability

 
Figure E.1. Schematic Representation  

of the Total Variance  
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Error variance is the static in an experiment. It results from all of the un-
systematic, uncontrolled, and unidentified variables that affect partici-
pants’ behavior (i.e., extraneous variable). It is the variability among 
scores that cannot be attributed to the effects of the IV. Error variance 
may also be the result of within-individual variation when measures are 
obtained from the same individuals at different times, and it is influenced 
by variables such as attentiveness, practice, and fatigue. The total vari-
ance in a set of data also contains systematic variance (also called be-
tween-groups variance, treatment variability, between-groups variabil-
ity, between-subjects variance, between-subjects variability, primary 
variance, treatment variance), which is related in an orderly, predictable 
fashion to the variables the researcher is investigating. It is essentially a 
measure of the variance of the means of the samples. 
Not all of the total variability in participants’ behavior is systematic vari-
ance. Factors that the researcher is not investigating may also be related 
to participants’ behavior. Error variance is unrelated to the variables un-
der investigation in a study. Even after a researcher has determined how 
much of the total variance is related to the variables of interest in the 
study (that is, how much of the total variance is systematic), some vari-
ance remains unaccounted for. This error variance can mask or obscure 
the effects of the variables in which researchers are primarily interested. 
The more error variance in a set of data, the more difficult it is to deter-
mine whether the variables of interest are related to variability in behav-
ior. 
The reason that error variance can obscure the systematic effects of other 
variables is analogous to the way in which noise or static can cover up a 
song that you want to hear on the radio. In fact, if the static is too loud 
(because you are sitting beside an electrical device, for example), you 
might wonder whether a song is playing at all. Similarly, you can think 
of error variance as noise or static—unwanted, annoying variation that, 
when too strong, can mask the real signal produced by the variables in 
which the researcher is interested. 
The most common source of error variance is preexisting individual dif-
ferences among participants. When participants enter an experiment, 
they already differ in a variety of ways—cognitively, physiologically, 
emotionally, and behaviorally. As a result of their preexisting differ-
ences, even participants who are in the same experimental condition re-
spond differently to the IV, creating error variance. 
Participants also differ in terms of transient states. Participants’ moods, 
attitudes, and physical conditions can affect their behavior in ways that 
have nothing to do with the experiment. At the time of the experiment, 
some are healthy whereas others are ill. Some are tired; others are well 
rested. Some are happy; others are sad. Some are enthusiastic about par-
ticipating in the study; others resent having to participate.  
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Error variance is also affected by differences in the environment in 
which the study is conducted. For example, external noise may distract 
some participants. Collecting data at different times during the day may 
create extraneous variability in participants’ responses. To reduce error 
variance, researchers try to hold the environment as constant as possible 
as they test different participants. 
Ideally, researchers should treat each and every participant within each 
condition exactly the same in all respects (i.e., avoid differential treat-
ments). However, experimenters find it difficult to treat all participants 
in precisely the same way during the study. 
MEASUREMENT ERROR or any uncontrolled or unexplained variation also 
contribute to error variance because it causes participants’ scores to vary 
in unsystematic ways. It is also referred to as the error variance of the 
ERROR TERM. 
 Leary 2011; Sahai & Khurshid 2001 

 
ES 

an abbreviation for EFFECT SIZE 
 
estimate 

a particular numerical value yielded by an ESTIMATOR for a given SAM-

PLE DATA. An estimate can be a mean, proportion, correlation coefficient 
or any other parameter value derived from a sample. An estimate is used 
to make inference about a target population whose true parameter value is 
unknown.  
 Sahai & Khurshid 2001 

 
estimated standard deviation 

another term for SAMPLE STANDARD DEVIATION 
 
estimated variance 

another term for SAMPLE VARIANCE 
 
estimator 

the SAMPLE STATISTIC which is used to make inferences about an un-
known PARAMETER. For example, one might use SAMPLE MEAN to esti-
mate the value of the POPULATION MEAN. 
see also SAMPLE, SAMPLE SIZE 
 Sahai & Khurshid 2001 
 

eta (ƞ)  
also correlation ratio 
a CORRELATION COEFFICIENT for curvilinear data for which linear corre-
lation coefficients such as PEARSON PRODUCT MOMENT CORRELATION 
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COEFFICIENT are not appropriate. This is a little misleading as eta gives 
exactly the same numerical value as Pearson correlation coefficient when 
applied to perfectly linear data. However, if the data are not ideally fitted 
by a straight line then there will be a disparity. In this case, the value of 
eta will be bigger (never less) than the corresponding value of Pearson 
correlation applied to the same data. Eta is interpreted in much the same 
way as the Pearson r, except that it ranges from 0 to 1, rather than from 
+1 to -1. The greater the disparity between the linear correlation coeffi-
cient and the curvilinear correlation coefficient, the less linear is the un-
derlying relationship.  
Eta requires data that can be presented as a ONE-WAY ANOVA. This 
means that there is a DEPENDENT VARIABLE which takes the form of nu-
merical scores. The INDEPENDENT VARIABLE (IV) takes one of a number 
of different categories. These categories may be ordered (i.e., they can 
take a numerical value and, as such, represent scores on the IV). Alterna-
tively, the categories of the IV may simply be nominal categories which 
have no underlying order. 
 Porte 2010; Cramer & Howitt 2004; Fraenkel & Wallen 2009 

 
eta² (ƞ²) 

also eta squared 
a measure of association that can be employed to determine the magni-
tude of EFFECT SIZE. Eta squared, symbolized by ƞ² (the lowercase Greek 
letter eta), is interpreted as the proportion of the total variability of the 
DEPENDENT VARIABLE which is explained by the variation in the INDE-

PENDENT VARIABLE (IV). It can be used after a t-TEST which goes be-
yond the fact that there is a significant difference and gives us an indica-
tion of how much of the variability is due to our IV. Take an example of 
a t-test in the study of two different types of vocabulary instruction. Sup-
pose that the t-test indicates that the learners from Group 1 score signifi-
cantly better on their end of semester exam than do the learners from 
Group 2. You know that there is a difference between these groups, but 
you do not know how much of that difference can be explained by the IV 
(instruction type). You calculate ƞ² and determine that ƞ² = .46. That 
means that 46% of the variability in their scores can be accounted for by 
the instruction type. Or, 54% of the variability cannot be accounted for 
by the independent variable. ƞ² is a relatively biased estimate of this pro-
portion of the total variability in the population, and the biased estimate 
is usually larger than the true size of the effect. 
 Porte 2010; Mackey & Gass 2005; Larson-Hall 2010; Pagano 2009 
 

eta squared 
another term for ETA² (ƞ²)  
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ethics  
guidelines or sets of principles for good professional practice, which 
serve to advise and steer researchers as they conduct their work. The 
word ethics is derived from the Greek word ethos meaning a person’s 
character, nature or disposition. Ethics is a branch of philosophy which is 
concerned with thinking about morality, integrity and the distinction be-
tween right and wrong. 
see also INFORMED CONSENT 
 Bloor & Wood 2006 

 
ethnographic interview 

an INTERVIEW which is similar to UNSTRUCTURED INTERVIEWs but with-
in the context of the target research area, and extending beyond the re-
strictions of an unstructured interview by allowing interviewees to de-
velop their responses in their own way, using their own frame of refer-
ence. The researcher here acts more as a facilitator, suggesting directions 
for discussion rather than controlling them and, at all times, maintaining 
a sense of freedom and informality for the informant. However, this ap-
pearance of informality does not necessarily result in incomparable, an-
ecdotal data which can only be reported in case-study style. If the inter-
viewer is sufficiently competent, ethnographic interviews can be steered 
through a broad range of subject matter and recorded data (note-taking is 
not advised with this approach) can be analyzed via CONTENT or DIS-

COURSE ANALYSIS following transcription.  
see also NON-DIRECTIVE INTERVIEW, UNSTRUCTURED INTERVIEW; SEMI-
STRUCTURED INTERVIEW, STRUCTURED INTERVIEW, INTERVIEW GUIDE, 
INFORMAL INTERVIEW, TELEPHONE INTERVIEW, FOCUS GROUP 
 Brewerton & Millward 2001 

 
ethnographic research 

see ETHNOGRAPHY 
 
ethnography 

an approach to QUALITATIVE RESEARCH which comes largely from the 
field of anthropology. Literally the word ethnography means the descrip-
tion (graphy) of cultures (ethno). Ethnography is the in-depth study of 
naturally occurring behavior within a culture or entire social group. It 
seeks to understand the relationship between culture and behavior, with 
culture referring to the shared beliefs, values, concepts, practices, and at-
titudes of a specific group of people. It examines what people do and in-
terprets why they do it. Ethnographers typically describe, analyze, and 
interpret culture over time using OBSERVATIONs and FIELD WORK as the 
primary data collecting strategies. The final product is a cultural portrait 
that incorporates the views of participants (EMIC PERSPECTIVE) as well as 
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views of researcher (ETIC PERSPECTIVE). Ethnographic studies consider 
where people are situated and how they go about daily activities as well 
as cultural beliefs. 
As a research methodology, ethnographic research requires avoidance 
of theoretical preconceptions and HYPOTHESIS TESTING in favor of pro-
longed direct observation, especially PARTICIPANT OBSERVATION, at-
tempting to see social action and the activities of daily life from the par-
ticipants’ point of view, resulting in a long detailed description of what 
has been observed. Ethnography is an excellent way of crossing cultures 
and gaining insight into the life of organizations, institutions, and com-
munities. It is ideal for generating initial hypotheses about something to-
tally unknown. An ethnographic researcher provides a thick description 
of the target culture, that is, a narrative that describes richly and in great 
detail the daily life of the community as well as the cultural meanings 
and beliefs the participants attach to their activities, events, and behav-
iors. For this purpose ethnography uses an eclectic range of data collec-
tion techniques, including participant and nonparticipant observation, 
interviewing, and the ethnographer’s own diary with FIELDNOTES and 
journal entries. These data sources are further supplemented by film or 
audio recordings as well as authentic documents and physical artifacts, 
and ethnographers may even use structured QUESTIONNAIREs that have 
been developed during the course of the field work. For example, in 
studying a particular group of second language learners, a researcher 
might observe the students in the classroom, with their peers outside the 
classroom, and at home with their families. They might also conduct IN-
DEPTH INTERVIEWs with them as well as with their teachers, parents, and 
peers. All of this would be done in order to have multiple sources on 
which to build an interpretation of what is being studied. Note that it is 
not the data collection techniques that determine whether a study is an 
ethnography but rather the sociocultural interpretation that sets it apart 
from other forms of qualitative inquiry. Ethnography is not defined by 
how data are collected, but rather by the lens through which the data are 
interpreted. Ethnography can help educators and policymakers under-
stand social and cultural issues that need to be addressed and provide in-
sights into strategies that might be appropriate in a given culture or with 
particular marginalized groups. 
There two main approaches to ethnography. Realist ethnography is the 
more traditional approach. In realist ethnography, the researcher tries to 
provide an objective account of the situation, typically from a third-
person point of view. Standard categories are used, and factual infor-
mation and closely edited quotes are presented as data. The researcher’s 
interpretation occurs at the end. In critical ethnography, the researcher 
takes an advocacy perspective and has a value-laden orientation. The re-
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searcher is advocating for a marginalized group, challenging the status 
quo, or attempting to empower the group by giving it voice. 
Applied linguistics as a field has an inherent interest in intercultural 
communication and, thus, ethnographic research has been embraced by 
scholars who look at language leaning as a profoundly social practice 
and see second language learning, second culture learning, and language 
socialization as inextricably bound. In addition, because of the increas-
ingly situated nature of much recent SLA research, ethnography has also 
been utilized for the contextualized analysis of classroom discourse and 
school learning. In studies of language learning and use, the term ethno-
graphic research is sometimes used to refer to the observation and de-
scription of naturally occurring language (e.g., between mother and child 
or between teacher and students), particularly when there is a strong cul-
tural element to the research or the analysis. However, much of this re-
search is quasi-ethnographic at best, since the requirements of prolonged 
observation and thick description are frequently not met. 
A typical ethnography might be a study of a group of teachers in their in-
stitutional setting over a term or year, focusing particularly on their rela-
tionships with students as these are exemplified in staffroom and class-
room behavior. The researcher might join the staff as a temporary teach-
er, taking fieldnotes, observing lessons, interviewing teachers (and per-
haps students), even taping some staff meetings, focusing particularly on 
the ways in which teachers deal with new students in their classes and 
how these students are represented in staffroom talk. 
The main drawback of the approach is concerned is that the need for pro-
longed engagement with the participants in their natural setting requires 
an extensive time investment that few academic researchers can afford. 
A further limitation of ethnographic studies is how to strike a balance be-
tween the insider and outsider perspective. If teachers, for example, are 
too familiar with a teaching context, they have biases, which may distort 
their interpretations. On the other hand, if teachers are unfamiliar with a 
teaching context they may not be able to get an insider’s view of the dy-
namics in the classroom. Striking a balance between these two extremes 
is challenging because classroom teachers researching their own culture 
must simultaneously maintain membership for the sake of their identity 
and detach themselves from the culture sufficiently to describe it.  
 Richards 2003; McKay 2006; Dörnyei 2007; Ary et al. 2010 

 
ethnomethodology 

a branch of sociology that studies how people organize and understand 
the activities of ordinary life. Ethnomethodology is concerned with how 
people make sense of their everyday world. More especially, it is di-
rected at the mechanisms by which participants achieve and sustain in-
teraction in a social encounter—the assumptions they make, the conven-



 ethnomethodology     201 
 

  

tions they utilize and the practices they adopt. Ethnomethodology, thus, 
seeks to understand social accomplishments in their own terms; it is con-
cerned to understand them from within. The central aim for ethnometh-
odologists is to describe and analyze the practical procedures that mem-
bers use to make sense of the social world. The intention is to focus upon 
identifying and understanding the methods which people employ to de-
cide whether or not something is real.  
Ethnomethodology also has similarities with SYMBOLIC INTERACTION-

ISM, which is concerned with the ways in which people define and share 
meanings of the social world through interaction. Like symbolic interac-
tionism, ethnomethodology is also concerned with interactions, but eth-
nomethodology focuses on the methods by which people make sense of 
social worlds. 
Ethnomethodologists examine the ways in which people go about their 
daily lives (at work, at home, at leisure etc.). Ethnomethodologists argue 
that in order to organize action, people need to make frequent decisions 
as to what is unquestionably true for them. Popular examples are that if 
people switch their computer on it is unquestionably true that poisonous 
gas will not emit from the hard disc, or if they make a cup of coffee it is 
unquestionably true that they will find it bitter without sugar. These deci-
sions (to switch the computer on, to put sugar in one’s coffee and so on), 
and taken-for-granted assumptions, pervade everyday activities. 
A key feature of ethnomethodology is that it is concerned with people’s 
practical actions in situated contexts. Using one of the previous examples 
of coffee making, the situated context may change if the coffee bean is a 
different brand to one’s usual coffee or the coffee is made in a different 
kitchen. Therefore the practical situatedness of actions still provides for 
the possibility of improvisation in even the most routine activities. Eth-
nomethodologists are then able to study how people work out a course of 
action while they are engaged in the activity. 
There are two types of ethnomethodologists: linguistic and situational. 
The linguistic ethnomethodologists focus upon the use of language and 
the ways in which conversations in everyday life are structured. Their 
analyses make much use of the unstated taken-for-granted meanings, the 
use of indexical expressions, and the way in which conversations convey 
much more than is actually said. The situational ethnomethodologists 
cast their view over a wider range of social activity and seek to under-
stand the ways in which people negotiate the social contexts in which 
they find themselves. They are concerned to understand how people 
make sense of and order their environment. As part of their empirical 
method, ethnomethodologists may consciously and deliberately disrupt 
or question the ordered taken-for-granted elements in everyday situations 



202     etic perspective 
 

 

in order to reveal the underlying processes at work, i.e., to see how peo-
ple react.  
One of the key criticisms of ethnomethodology is that in focusing on 
face-to-face interactions it ignores, and arguably denies, the existence 
and importance of wider complex social systems such as class structure 
and social norms. Therefore, it is argued, rather than being a comprehen-
sive sociology, ethnomethodology can only aspire to be a sociological 
specialism which focuses on the details of face-to-face interactions. Eth-
nomethodologists have responded to this charge by arguing that their ne-
glect of the wider social context is the result of their decision to treat as 
important that which their subjects are orientated to (everyday action). 
And it is undeniable that the constitutive practices of everyday life were 
under-researched before the development of ethnomethodological stud-
ies.  
see also PHENOMENOLOGY 
 Bloor & Wood 2006; Cohen et al. 2011 

 
etic perspective  

see QUALITATIVE RESEARCH 
 
evaluation research 

also program evaluation 
the systematic gathering of information for purposes of decision making. 
Evaluation may use quantitative methods (e.g., tests), qualitative meth-
ods (e.g., observations, ratings), and value judgments. In language plan-
ning, evaluation frequently involves gathering information on patterns of 
language use, language ability, and attitudes towards language. In lan-
guage program evaluation, evaluation is related to decisions about the 
quality of the program itself and decisions about individuals in the pro-
grams. It is the determination of how successful an educational program 
or curriculum is in achieving its goals. The evaluation of programs may 
involve the study of curriculum, objectives, materials, and tests or grad-
ing systems. The evaluation of individuals involves decisions about en-
trance to programs, placement, progress, and achievement. In evaluating 
both programs and individuals, tests and other measures are frequently 
used.  
There are many different types of evaluations depending on the object 
being evaluated and the purpose of the evaluation. Perhaps the most im-
portant basic distinction in evaluation types is that between FORMATIVE 

EVALUATION and SUMMATIVE EVALUATION. Program evaluators tend to 
use both formative and summative information in identifying areas in 
need of improvement and in determining a program’s success or failure. 
Often, evaluation is construed as part of a larger managerial or adminis-
trative process. Sometimes this is referred to as the planning-evaluation 
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cycle. Usually, the first stage of such a cycle—the planning phase—is 
designed to elaborate a set of potential actions, programs, or technolo-
gies, and select the best for implementation. Depending on the organiza-
tion and the problem being addressed, a planning process could involve 
any or all of these stages: the formulation of the problem, issue, or con-
cern; the broad conceptualization of the major alternatives that might be 
considered; the detailing of these alternatives and their potential implica-
tions; the evaluation of the alternatives and the selection of the best one; 
and the implementation of the selected alternative. Although these stages 
are traditionally considered planning, a lot of evaluation work is in-
volved. Evaluators are trained in needs assessment; they use methodolo-
gies—such as the CONCEPT MAPPING—that help in conceptualization and 
detailing, and they have the skills to help assess alternatives and make 
choice of the best one. 
The evaluation phase also involves a sequence of stages that typically in-
clude the formulation of the major objectives, goals, and hypotheses of 
the program or technology; the conceptualization and operationalization 
of the major components of the evaluation (the program, participants, 
setting, and measures); the design of the evaluation, the details of how 
these components will be coordinated; the analysis of the information, 
both qualitative and quantitative; and the utilization of the evaluation re-
sults. 
 Trochim & Donnelly 2007; Lodico et al. 2010; Richards & Schmidt 2010; O’Leary 
2004 

 
evaluative validity 

(in QUALITATIVE RESEARCH) a type of VALIDITY which refers to the as-
sessment of how the researcher evaluates the phenomenon studied (e.g., 
in terms of usefulness, practicability, desirability), that is how accurately 
the research account assigns value judgments to the phenomenon. Thus, 
this validity aspect concerns the implicit or explicit use of an evaluation 
framework (e.g., ethical or moral judgments) in a qualitative account, 
examining how the evaluative claims fit the observed phenomenon. 
Evaluative validity is gaining importance nowadays with various critical 
theories becoming increasingly prominent in the social science and also 
in applied linguistics. 
see also DESCRIPTIVE VALIDITY, INTERPRETIVE VALIDITY, THEORETICAL 

VALIDITY 
 Dörnyei 2007 

 
event-contingent design 

see DIARY STUDY  
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event history analysis 
also EHA 
a technique that allows researchers to assess the implicit risk of an event 
occurring. That is, we consider not only whether an event occurs, but 
when. Event history analysis (EHA) provides an understanding of the 
timing and history leading up to one single event or to events that may be 
repeated over time from which we can draw inferences about the pro-
cess. More precisely, EHA is the name given to a wide variety of statisti-
cal techniques for the analysis of longitudinal data and for studying the 
movement over time (transitions) of subjects through successive states or 
conditions, including the length of the time intervals between entry to 
and exit from specific states. EHA is usually used in situations when the 
DEPENDENT VARIABLE is categorical. However, even changes noted in 
continuous dependent variables (measured on INTERVAL or RATIO 
SCALEs) can be dealt with. 
Two types of event history models are parametric and semiparametric 
models. Parametric models assume that the time until an event occurs 
follows a specific distribution, such as the exponential, and the distribu-
tion of when the events happen can be thought of as time dependency in 
the data. Parametric distributions are most often used in engineering 
when the analyst has a strong understanding of the distribution of the risk 
of failing with respect to time. The primary advantage of parametric 
event history models is the ability to forecast. 
Conversely, semiparametric models do not specify a distributional shape 
for the timing of events; rather semiparametric models are parameterized 
by the EXPLANATORY VARIABLEs. A semiparametric model is more ap-
propriate when the primary objective is to understand the impact of co-
variates on the risk of an event. In this situation, duration dependence is 
considered a nuisance. Time-dependency can be thought of as the left 
over effects of time after the hazard rate has been conditioned by the co-
variates. If the model had been perfectly specified, there would be no 
time-dependency because the hazard rate would be fully characterized by 
the covariates. 
 Menard 2008 

 
exact replication 

another term for LITERAL REPLICATION 
 
exact test 

see CONSERVATIVE TEST 
 
exogenous variable 

see PATH ANALYSIS  
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expected frequencies  
see CHI-SQUARE TEST  

 
experiential realism 

a worldview or EPISTEMOLOGY which underlies the work of some 
QUANTITATIVE RESEARCHers. Experiential realism claims, as do anti-
positivist positions, that we cannot observe the world in a purely objec-
tive way, because our perception itself influences what we see and meas-
ure. In contrast to subjectivist positions, however, experiential realists 
believe that there is a limit to subjectivity. Humans are limited in their 
subjectivity by the fact that we use a limited number of schemas to for-
mulate our views of the world. This is because our perception is embod-
ied. We do not observe passively, but actively interact with the world 
through our bodies. Experiential realists see the use of metaphor as cru-
cial to the way we make sense of the world around us. We use metaphors 
to understand our world. One of the main metaphors we use to do this is 
the subject/object schema, which divides the world up into objects 
(things) and subjects (people). This metaphor has its origins in the fact 
that in our dealings with the world we find that there is a distinction be-
tween an external world consisting of edges, surfaces, and textures that 
are not us, and those things that are us, the actor. As we move around our 
world, the objects remain invariant. Science, according to this view, is an 
activity that is based on this subject/object schema.  
 Muijs 2004 

 
experimental contamination  

a situation that occurs when participants in one experimental condition 
are indirectly affected by the INDEPENDENT VARIABLE in another exper-
imental condition because they interacted with participants in the other 
condition. 
 Leary 2011 

 
experimental design 

see EXPERIMENTAL RESEARCH 
 
experimental group 

see CONTROL GROUP 
 
experimental manipulation 

another term for TREATMENT 
 
experimental mortality 

another term for MORTALITY  
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experimental research 
also experimental study 
a type of QUANTITATIVE RESEARCH in which the experimenters manipu-
late certain stimuli, TREATMENTs, or environmental conditions and ob-
serve how the condition or behavior of the subject is affected or changed. 
Their manipulation is deliberate and systematic. They must be aware of 
other factors (EXTRANEOUS VARIABLEs) that could influence the out-
come and remove or control them so that they can establish a logical as-
sociation between manipulated factors and observed effects. Experimen-
tation provides method of HYPOTHESIS TESTING. After experimenters de-
fine a problem, they propose a tentative answer or HYPOTHESIS. They 
test the hypothesis and confirm or refute it in the light of the controlled 
variable relationship that they have observed. It is important to note that 
the confirmability or rejection of the hypothesis is stated in terms of 
PROBABILITY rather than certainty. 
Experimental design is the blueprint of the procedures that enable the re-
searcher to test hypotheses by reaching valid conclusion about relation-
ship between INDEPENDENT and DEPENDENT VARIABLEs. Selection of a 
particular design is based on the purpose of the experiment, the type of 
variables to be manipulated, the conditions or limiting factors under 
which it is conducted, and some other factors. Experimental designs can 
be classified according to the number of independent variables (IVs): 
single-variable designs and FACTORIAL DESIGNs. A single-variable de-
sign has one manipulated IV; factorial designs have two or more IVs, at 
least one of which is manipulated.  
Experimental designs may also be classified according to how well they 
provide control of the threats to INTERNAL and EXTERNAL VALIDITY. 
They can be divided into those which do and those which do not show 
RANDOM SELECTION and RANDOM ASSIGNMENT (i.e., PRE-
EXPERIMENTAL DESIGN, TRUE EXPERIMENTAL DESIGN, and QUASI-
EXPERIMENTAL DESIGN). For example, true experimental designs require 
random selection and, where treatments are compared, random assign-
ment to groups. Sometimes, especially in classroom research, neither 
random selection nor random assignment is possible. The researcher 
must work with an established class of students, (i.e., an INTACT GROUP). 
The experimental designs that use at least two groups of subjects, one of 
which is exposed to the treatment (IV) and the other that does not receive 
the treatment or is exposed to another level of the treatment are called 
BETWEEN-SUBJECTS DESIGNs. However, it is possible to use experi-
mental designs in which the same participants are exposed to different 
levels of the IV at different times. This type of design in which a re-
searcher observes each individual in all of the different treatments is 
called a WITHIN-SUBJECTS DESIGN. It is also called a repeated-measures 
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design because the research repeats measurements of the same individu-
als under different treatment conditions. There are still other experi-
mental designs, SINGLE-SUBJECT EXPERIMENTAL DESIGNs, which are 
limited to one or a few participant(s) who serves as both the TREATMENT 

and the CONTROL GROUPs. 
see also NONEXPERIMENTAL RESEARCH 
 Seliger & Shohamy 1989; Best & Kahn 2006; Ravid 2011; Lavrakas 2008; Ary et al. 
2010; Hatch & Lazaraton 1991 

 
experimental study 

another term for EXPERIMENTAL RESEARCH 
 
experimental treatment 

another term for TREATMENT 
 
experimental variable 

another name for INDEPENDENT VARIABLE 
 
experimenter bias 

see RESEARCHER EFFECT 
 
experimenter effect 

another term for RESEARCHER EFFECT 
 
experimentwise error rate 

also per-experiment error rate 
the PROBABILITY that at least one (i.e., one or more) of the inferences to 
be drawn from the same set of data will be wrong. Experimentwise error 
rate is equivalent to the probability of incorrectly rejecting at least one of 
the null hypotheses in an experiment involving one or more tests or 
comparisons. In other words, it is the probability of making a TYPE I ER-

ROR anywhere among the comparisons in an experiment. In a multiple 
comparison procedure, it is the SIGNIFICANCE LEVEL associated with the 
entire set of comparisons of interest to the investigator.  
see also COMPARISONWISE ERROR RATE 
 Everitt & Skrondal 2010; Sahai & Khurshid 2001; Heiman 2011 

 
expert review 

another term for PEER REVIEW 
 
explained variable 

another term for DEPENDENT VARIABLE  
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explanatory design 
a MIXED METHODS RESEARCH design which is used extensively in ap-
plied linguistics research. The word explanatory in the design name sug-
gests explanation: qualitative findings are used to help explain, refine, 
clarify, or extend quantitative results. Quantitative and qualitative data 
are collected and analyzed in sequence: first quantitative data is collected 
and analyzed, and then qualitative data. A typical example would include 
conducting follow-up qualitative interviews of representative or extreme 
cases to more deeply explore quantitative results. An example of this is 
the exploration of Japanese ESL students’ perceptions of the classroom 
activities and classroom-related behaviors of their English teachers in the 
United States and in Japan. The researchers first surveyed a large sample 
of Japanese ESL learners in both countries using a 49-item QUESTION-

NAIRE, and then they conducted follow-up interviews with three students 
to help interpret and elaborate the results obtained from the SURVEY. 
Figure E.2 presents the visual diagram of the explanatory design proce-
dures in this study. 

 
QUAN QUAN Connect Qual Qual Interpret

Survey of 2 Descriptive/ Selecting Interpretation
groups of inferential participants Follow up Thematic based on
Japanese statistical for qualitative interviews analysis QUAN and
students analysis follow up N  = 6 Qual rsults
(N  = 100)  

 

Figure E.2. Schematic Representation of Explanatory Design 
 

The weight in this design is typically placed on quantitative data because 
the quantitative data collection represents the major aspect of this mixed 
methods data collection process; it also comes first in the sequence. The 
mixing of the two methods occurs at two stages in the research process: 
first, while developing the qualitative interview protocol and choosing 
the participants for in-depth exploration of the quantitative results; and 
second, while integrating the results from both quantitative and qualita-
tive phases at the interpretation and discussion stage of the study. The 
data analysis typically involves several options. A researcher might 
choose to follow up on extreme or representative cases from the quantita-
tive analysis, or seek to explain the quantitative results in more depth.  
The structure of an explanatory design report typically follows the se-
quential character of the design: the quantitative data collection and 
analysis is described first, followed by the description of the qualitative 
data collection and analysis. A separate section in the report might dis-
cuss how the two phases were connected in the research process. During 
the discussion of the study results, a researcher explains how the qualita-
tive findings helped elaborate or extend the quantitative results. 
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An advantage of the explanatory design is that its two separate phases 
make it straightforward and reasonably easy to implement for novice re-
searchers. This sequential nature also makes it simple to describe and re-
port on. However, compared to a straightforward quantitative study, an 
explanatory design study may take longer to complete. 
see also QUANTITATIVE RESEARCH, QUALITATIVE RESEARCH, TRIANGU-

LATION DESIGN, EMBEDDED DESIGN, EXPLORATORY DESIGN 
 Heigham & Croker 2009 

 
explanatory variable 

another term for INDEPENDENT VARIABLE 
 
exploratory data analysis 

also EDA 
a philosophy and strategy of research which puts the primary focus of the 
researcher on using the data as the starting point for understanding the 
matter under research. This is distinct from the use of data as a resource 
for checking the adequacy of theory. Classical or conventional approach-
es to data analysis are driven by a desire to examine fairly limited hy-
potheses empirically but, as a consequence, may ignore equally im-
portant features of the data which require understanding and explanation. 
In conventional approaches, the focus is on using techniques such as the 
t-TEST, ANOVA, and so forth, in order to establish the credibility of the 
model developed by the researcher largely prior to data collection. In ex-
ploratory data analysis, the emphasis is on maximizing the gain from the 
data by making more manifest the process of describing and analyzing 
the obtained data in their complexity without using a statistical model or 
having formulated a HYPOTHESIS. In exploratory data analysis, anoma-
lous data such as the existence of OUTLIERs are not regarded as a nui-
sance but something to be explained as part of the model. Deviations 
from LINEARITY are seen as crucial aspects to be explained rather than a 
nuisance. 
The major functions of exploratory data analysis are as follows:  
 
1) To ensure maximum understanding of the data by revealing their 

basic structure.  
2) To identify the nature of the important variables in the structure of the 

data.  
3) To develop simple but insightful models to account for the data. 

 
Many of the techniques used in exploratory data analysis would be re-
garded as very basic statistical plots, graphs, and tables. The STEM-AND-
LEAF PLOT, BOX-AND-WHISKER PLOT, and PARETO CHART are graphical 
examples of exploratory data analysis. Also exploratory statistics such as 



210     exploratory design 
 

 

FACTOR ANALYSIS, PRINCIPLE COMPONENT ANALYSIS, MULTIDIMENTIAL 

SCALING, CLUSTER ANALYSIS, DISCRIMINANT FUNCTION ANALYSIS, 
GUTTMAN SCALING, PATH ANALYSIS, and LOGLINEAR ANALYSIS are used 
to explore relationships between variables by helping to identify (a) un-
derlying variables, (b) similar subject performance, (c) group member-
ship, (d) the existence of a scale, or (e) causal relationships. 
see also DESCRIPTIVE STATISTICS; INFERENTIAL STATISTICS  
 Cramer & Howitt 2004; Brown 1992; Harlow 2005 

 
exploratory design 

a MIXED METHODS RESEARCH design which is used when a researcher 
needs first to explore a topic using qualitative data before measuring or 
testing it quantitatively. This design is particularly appropriate when 
studying a topic which has been little explored, so there is little infor-
mation about the relevant constructs and how to measure important vari-
ables. In this design, the qualitative data is collected and analyzed first, 
followed by the collection and analysis of the quantitative data. The re-
searchers first explore a topic by collecting qualitative data to help iden-
tify principal themes and possibly generate a theory. Then, they collect 
quantitative data to examine the initial qualitative results, such as to test 
a theory or to develop a measurement instrument such as a questionnaire 
or survey.  

 
QUAL QUAL Connect Quan Quan Interpret

Internal Interpretation
Case studies Codes and Developing Survey consistency based on

(N  = 5) categories survey items (N  = 380) reliability; QUAL and
costruct Quan results
validity  

 

Figure E.3. Schematic Representation of Exploratory Design 
 

For example, the exploratory design was used to investigate teachers’ at-
titudes toward COMPUTER-ASSISTED LANGUAGE LEARNING (CALL). In 
the first phase, five case studies were conducted in four schools and a 
university to explore teachers’ attitudes toward CALL. Next the qualita-
tive findings from these studies were used to develop a 56-item ques-
tionnaire to measure those attitudes, which was then tested for reliability 
and validity with a larger sample of school and university teachers. Fig-
ure E.3 presents the visual diagram of the exploratory design procedures 
in this study. 
The weight in the exploratory design is typically given to the qualitative 
data, because it provides the foundation for the quantitative exploration 
of the topic. The mixing of the two methods occurs while developing the 
quantitative survey items based on the qualitative data analysis and also 
while comparing the quantitative results with initial qualitative findings. 
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The most popular approach for data analysis is to use the qualitative 
themes and categories to develop the quantitative measurement instru-
ment. In writing up the research, a researcher first reports the qualitative 
data collection and analysis and then explains the development of the in-
strument. Next, the quantitative data collection and analysis are dis-
cussed, and finally the overall results of the study are presented. 
Like the EXPLANATORY DESIGN, the two-phase nature of the exploratory 
design makes it straightforward for a researcher to design, implement, 
and report on. However, like in the explanatory design, implementing the 
two separate phases of the study can be time consuming. In addition, de-
veloping a measurement instrument is not easy. A researcher must use 
careful procedures to ensure that it is grounded in the qualitative re-
sults—that it is not constructed from common sense or theory, but based 
upon the qualitative data collected—and that it is tested for RELIABILITY 

and VALIDITY. 
see also QUALITATIVE RESEARCH, QUANTITATIVE RESEARCH, TRIANGU-

LATION DESIGN, EMBEDDED DESIGN 
 Heigham & Croker 2009 

 
exploratory factor analysis 

also EFA 
a type of FACTOR ANALYSIS (FA) in which the researcher seeks to de-
scribe and summarize data by grouping together a large number of varia-
bles that are linearly correlated.  The variables themselves may or may 
not have been chosen with potential underlying processes in mind. Ex-
ploratory factor analysis (EFA) explores the data and provides the re-
searcher with information about how many constructs or factors are 
needed to best represent the data. EFA is usually performed in the early 
stages of research, when it provides a tool for consolidating variables and 
for generating hypotheses about underlying processes. The question in 
EFA is: ‘What are the underlying processes that could have produced 
CORRELATIONs among these variables?’ 
For an illustration, imagine that a researcher wants to identify the major 
dimensions underlying a number of personality tests. S/he begins by ad-
ministering the personality tests to a large sample of people (N = 1000), 
with each test supposedly measuring a specific facet of a person’s per-
sonality (e.g., ethnocentrism, authoritarianism, and locus of control). As-
sume that there are 30 such tests, each consisting of ten test items. What 
the researcher will end up with is a mass of numbers that will say very 
little about the dimensions underlying these personality tests. On aver-
age, some of the scores will be high, some will be low, and some inter-
mediate, but interpretation of these scores will be extremely difficult if 
not impossible. This is where FA comes in. It allows the researcher to 
reduce this mass of numbers to a few representative factors, which can 
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then be used for subsequent analysis. FA is based on the assumption that 
all variables are correlated to some degree. Therefore, those variables 
that share similar underlying dimensions should be highly correlated, and 
those variables that measure dissimilar dimensions should yield low cor-
relations. Using the earlier example, if the researcher intercorrelates the 
scores obtained from the 30 personality tests, then those tests that meas-
ure the same underlying personality dimension should yield high COR-

RELATION COEFFICIENTs, whereas those tests that measure different per-
sonality dimensions should yield low correlation coefficients. These 
high/low correlation coefficients will become apparent in the CORRELA-

TION MATRIX because they form clusters indicating which variables hang 
together.  
Suppose that you obtained participants’ scores on five variables: A, B, C, 
D, and E. When you calculated the correlations among these five varia-
bles, you obtained the following correlation matrix: 

 
Variables   A    B  C    D     E 

A 1.00   .78 .85   .01 -.07 
B  — 1.00 .70   .09   .00 
C  —   — .100 -.02   .04 
D  —   —  — 1.00   .86 
E  —   —  —   —  1.00 

 
Table E.1. A Correlation Matrix 

 
As shown in Table E.1, variables A, B, and C correlate highly with each 
other, but each correlates weakly with variables D and E. Variables D 
and E, on the other hand, are highly correlated. This pattern suggests that 
these five variables may be measuring only two different constructs: A, 
B, and C seem to measure aspects of one construct, whereas D and E 
measure something else. In the language of FA, two factors underlie the-
se data and account for the observed pattern of correlations among the 
variables. 
FA attempts to identify the minimum number of factors or dimensions 
that will do a reasonably good job of accounting for the observed rela-
tionships among the variables. At one extreme, if all of the variables are 
highly correlated with one another, the analysis will identify a single fac-
tor; in essence, all of the observed variables are measuring aspects of the 
same thing. At the other extreme, if the variables are totally uncorrelated, 
the analysis will identify as many factors as there are variables. If the 
variables are not at all related, there are no underlying factors that ac-
count for their interrelationships. Each variable is measuring something 
different, and there are as many factors as variables. 
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The solution to a FA is presented in a factor matrix. Table E.2 shows the 
factor matrix for the variables examined in the preceding correlation ma-
trix. 

 
 
 
 
 
 
 
 

 
 

Table E.2. A Factor Matrix 
 

Down the left column of the factor matrix are the original variables—A, 
B, C, D, and E. Across the top are the factors that have been identified 
from the analysis. The numerical entries in the table are factor loadings, 
which are the correlation between the original variables and the factors, 
and the key to understanding the nature of a particular factor. Squared 
factor loadings indicate what percentage of the variance in an original 
variable is explained by a factor. A variable that correlates with a factor 
is said to load on that factor. The higher its loading, the more a variable 
contributes to and defines a particular factor. A factor loading is inter-
preted like a correlation coefficient: The larger it is (either positive or 
negative), the stronger the relationship of the variable to the factor. Re-
searchers use these factor loadings to interpret and label the factors. By 
seeing which variables load on a factor, researchers can usually identify 
the nature of a factor. In interpreting the factor structure, researchers typ-
ically consider variables that load at least ±.30 with each factor. That is, 
they look at the variables that correlate at least ±.30 with a factor and try 
to discern what those variables have in common. By examining the vari-
ables that load on a factor, they can usually determine the nature of the 
underlying construct. For example, as you can see in Table E.2, variables 
A, B, and C each load greater than .30 on Factor 1, whereas the Factor 
loadings of variables D and E with Factor 1 are quite small. Factor 2, on 
the other hand, is defined primarily by variables D and E. This pattern 
indicates that variables A, B, and C reflect aspects of a single factor, 
whereas D and E reflect aspects of a different factor. In a real FA, we 
would know what the original variables were measuring, and we would 
use that knowledge to identify and label the factors we obtained. For ex-
ample, we might know that variables A, B, and C were all related to lan-
guage and verbal ability, whereas variables D and E were measures of 

 Factor 

Variables       1        2 
A     .97     -.04 
B     .80      .04 
C     .87      .00 
D     .03      .93 
E    -.01      .92 
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conceptual ability and reasoning. Thus, Factor 1 would be a verbal abil-
ity factor and Factor 2 would be a conceptual ability factor. 
To conclude, the distinctive feature of EFA is that the factors are derived 
from statistical results, not from theory. This means that the researcher 
runs the software and lets the underlying pattern of the data determine 
the factor structure. Thus, EFA is conducted without knowing how many 
factors really exist (if any) or which variables belong with which con-
structs. When EFA is applied, the researcher uses established guidelines 
to determine which variables load on a particular factor and how many 
factors are appropriate. The factors that emerge can only be named after 
the FA is performed. In this respect, EFA is different from the other type 
of FA, i.e., CONFIRMATORY FACTOR ANALYSIS. 
 Fulcher 2003; Cohen et al. 2011; Best & Kahn 2006; Mackey & Gass 2005; Hatch & 
Farhady 1982; Ho 2006; Leary 2011; Pallant 2010; Tabachnick & Fidell 2007; Hair et al. 
2010 

 
exploratory research 

another term for HYPOTHESIS-GENERATING RESEARCH 
 
exponent 

a symbol or number written above and to the right of another symbol or 
number to indicate the number of times that a quantity should be multi-
plied by itself. For example, the exponent 3 in the expression 23 indicates 
that the quantity 2 should be multiplied by itself three times, 2 × 2 × 2. 
The exponent 2 in the expression R2 indicates that the quantity R is mul-
tiplied by itself twice.  
see also POWER 
 Cramer & Howitt 2004 

 
expository text 

see NARRATIVE TEXT 
 
ex post facto research  

also natural experiment  
a research design in which the researcher has no control over the selec-
tion and manipulation of the INDEPENDENT VARIABLE (IV) and examines 
the data retrospectively to establish possible causes, relationships or as-
sociations, and their meanings. When translated literally, ex post facto 
means after the fact or retrospectively. In the context of social, educa-
tional and applied linguistics research the ex post facto research refers to 
those studies which investigate the possible cause-and-effect relation-
ships by observing an existing condition or state of affairs and searching 
back in time for plausible causal factors. The important thing is that the 
researcher is not interested in seeing the effect of a TREATMENT as such, 
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but rather in studying the hypothesized effect of an IV after that effect 
has occurred (such as whether gender has any effect on motivation in se-
cond-language learning). The research is not attempting to show that per-
formance has improved as a result of some instruction or other, nor is 
cause and effect being studied, no group assignment is organized or 
needed, and no variables are being manipulated to bring about a change. 
Ex post facto research, then, is a method of finding out possible anteced-
ents of events that have happened and cannot, therefore, be engineered or 
manipulated by the investigator. The following example will illustrate 
the basic idea. Imagine a situation in which there has been a dramatic in-
crease in the number of fatal road accidents in a particular locality. An 
expert is called in to investigate. Naturally, there is no way in which s/he 
can study the actual accidents because they have happened; nor can s/he 
turn to technology for a video replay of the incidents. What s/he can do, 
however, is attempt a reconstruction by studying the statistics, examining 
the accident spots, and taking note of the statements given by victims and 
witnesses. In this way the expert will be in a position to identify possible 
determinants of the accidents. These may include excessive speed, poor 
road conditions, careless driving, frustration, inefficient vehicles, the ef-
fects of drugs or alcohol and soon. On the basis of his/her examination, 
s/he can formulate hypotheses as to the likely causes and submit them to 
the appropriate authority in the form of recommendations. These may in-
clude improving road conditions, or lowering the speed limit, or increas-
ing police surveillance, for instance. The point of interest to us is that in 
identifying the causes retrospectively, the expert adopts an ex post facto 
perspective.  
In ex post facto research the IV or variables have already occurred and in 
which the researcher starts with the observation of a DEPENDENT VARIA-

BLE or variables. S/he then studies the IV or variables in retrospect for 
their possible relationship to, and effects on, the dependent variable or 
variables. The researcher is thus examining retrospectively the effects of 
a naturally occurring event on a subsequent outcome with a view to es-
tablishing a causal link between them. Interestingly, some instances of ex 
post facto designs correspond to EXPERIMENTAL RESEARCH in reverse. 
the researcher must consider the possibility of reverse causality—that 
the reverse of the suggested HYPOTHESIS could also account for the find-
ing. Instead of saying that X causes Y, perhaps it is the case that Y causes 
X. Ex post facto research, unlike experimental research, does not provide 
the safeguards that are necessary for making strong inferences about 
causal relationships. Mistakenly attributing causation based on a rela-
tionship between two variables is called the post hoc fallacy. An investi-
gator who finds a relationship between the variables in an ex post facto 
study has secured evidence only of some concomitant variation. Because 
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the investigator has not controlled X or other possible variables that may 
have determined Y, there is less basis for inferring a causal relationship 
between X and Y. 
Ex post facto designs are appropriate in circumstances where the more 
powerful experimental method is not possible. These would arise when, 
for example, it is not possible to select, control and manipulate the fac-
tors necessary to study cause-and-effect relationships directly; or when 
the control of all variables except a single IV may be unrealistic and arti-
ficial, preventing the normal interaction with other influential variables; 
or when laboratory controls for many research purposes would be im-
practical, costly or ethically undesirable. Ex post facto research is partic-
ularly suitable in contexts where the IV or variables lie outside the re-
searchers’ control. Ex post facto designs can also be used for text analy-
sis too. The research tells us what is going on, not the effect of some 
treatment. We can examine text features (e.g., use of modals) and see 
how they vary across genres (e.g., narrative vs. procedural text). The 
analysis will describe what is already there, not a change brought about 
by some instructional treatment. 
Two kinds of design may be identified in ex post facto research: CAUSAL 

RESEARCH and CAUSAL-COMPARATIVE RESEARCH. 
see also CORRELATIONAL RESEARCH 
 Cohen et al. 2011; Ary et al. 2010; Hatch & Lazaraton 1991 

 
external criticism 

see SYNTHESIS 
 
external generalizability 

see GENERALIZABILITY  
 
external validity  

the extent to which the research findings based on a SAMPLE of individu-
als or objects can be generalized to the same POPULATION that the sam-
ple is taken from or to other similar populations in terms of contexts, in-
dividuals, times, and settings. External validity is a very important con-
cept in all types of research designs. In quantitative studies, GENERALI-

ZABILITY is often achieved by using a RANDOM SAMPLE of a representa-
tive group of the target population. For example, if a researcher wants to 
make generalizations about Iranian junior university students’ attitudes 
toward communicative language teaching, the researcher would try to get 
a large representative sample of Iranian junior university students in or-
der to make certain that the findings of the SURVEY can be generalized to 
all Iranian junior university students. 
QUALITATIVE RESEARCHers use the term TRANSFERABILITY to mean the 
same thing as external validity.  
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Some extraneous factors that can threaten the external validity of a study 
are: MULTIPLE-TREATMENT INTERACTION, SPECIFICITY OF VARIABLES, 
TREATMENT DIFFUSION, RESEARCHER EFFECT, HALO EFFECT, HAW-

THORNE EFFECT, NOVELTY EFFECT, JOHN HENRY EFFECT, ORDER EFFECT, 
DEMORALIZATION, SELECTION-TREATMENT INTERACTION, and PRETEST-
TREATMENT INTERACTION. 
The two main ways to improve external validity are replication and the 
careful selection of participants. Replication is the term used to describe 
repeating a piece of research. Replications can be conducted under as 
many of the original conditions as possible. While such studies will help 
to see whether the original findings were unique and merely a result of 
chance happenings, they do little to improve external validity. This can 
be helped by replications that vary an aspect of the original study, for ex-
ample, by including participants of a different age or using a new setting. 
If similar results are obtained then this can increase their generalizability. 
There are a number of ways of selecting participants (see SAMPLING).  
see also CRITERION-RELATED VALIDITY, CONSTRUCT VALIDITY, INTER-

NAL VALIDITY, FACE VALIDITY, CONTENT VALIDITY 
 Clark-Carter 2010; McKay 2006; Lodico et al. 2010 

  
extraneous variable  

also nuisance variable 
an INDEPENDENT VARIABLE (IV) that the investigator has chosen to keep 
constant, neutralize, or otherwise eliminate so that it will not have an ef-
fect on the study. Because applied linguistics research may involve many 
variables interacting at the same time, variables other than the independ-
ent, DEPENDENT, and MODERATOR VARIABLEs must sometimes be ac-
counted for without actually including them in the research. Such varia-
bles may be treated as control variables, that is, variables that the re-
searcher wants to inhibit from interfering with the interpretation of the 
results. The researcher must attempt to control, or neutralize, all inde-
pendent extraneous or irrelevant variables that are not related to the pur-
pose of the study. These extraneous variables will result in ERROR VARI-

ANCE, variability among scores that cannot be attributed to the effects of 
the IV. 
For example, consider a study of the effect of teaching Method X on 
English language proficiency. The researcher would be primarily inter-
ested in the relationship between the IV (method) and dependent variable 
(English proficiency). However, there are a number of variables which 
might have an impact on such a study: gender, years of language study, 
whether the students had lived with a native speaker, number of lan-
guages spoken at home, language aptitude, motivation, and so forth. The 
list of potential control variables could become quite long. The research-
er might choose to control one variable by: 
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a) Removing it from the study. (e.g., living with a native speaker could 
be removed from the study as a variable by using only subjects who 
have never lived with a native speaker). 

b) Holding it constant. (e.g., years of language study could be held con-
stant by using only those students who had studied 6 years of English; 
or, if a researcher includes only boys as the subjects of a study, s/he is 
controlling the variable of gender. We would say that the gender of 
the subjects does not vary; it is a constant in this study).  

c) Making it a COVARIATE. For instance, the researcher might choose to 
treat language aptitude as a covariate. Using scores on a language ap-
titude test, this variable could be controlled by including it as a co-
variate and statistically removing its effects.  

d) Using random selection. If individuals are randomly selected (see 
RANDOM SAMPLING) when the researcher is forming the groups in a 
study and the number of people in each group is sufficiently large, the 
groups can be considered equivalent on all variables other than those 
purposely manipulated as independent, dependent, and moderator 
variables. This attribute of random selection explains why it is some-
times so prominently discussed in statistical studies 

see also INTERVENING VARIABLE, CATEGORICAL VARIABLE, CONTINU-

OUS VARIABLE, EXTRANEOUS VARIABLE, CONFOUNDING VARIABLE 
 Porte 2010; Hatch & Farhady 1982; Brown 1988, 1992; Fraenkel & Wallen 2009 

 
extreme case sampling 

see PURPOSIVE SAMPLING 



  

F 
 
f  

an abbreviation for FREQUENCY. Also an abbreviation for COHEN’S f  
 
Fmax 

an abbreviation for HARTLEY’S TEST 
 
face appearance 

another term for FACE VALIDITY 
 
face-to-face interview 

also in-person interview, personal interview 
a data collection method where the researcher is in the same location as 
the participant and asks questions to which the participant responds. It is 
called face-to-face interview because the researcher and participant are 
facing each other during the interview conversation. Face-to-face inter-
views are generally the best choice when interviewing individuals who 
are geographically accessible. As with all types of interviews, research-
ers using face-to-face interviews learn about participants’ views in their 
own words. In addition, by conducting interviews in person, researchers 
are better able to develop rapport with participants, thereby increasing 
the likelihood of learning details about their views. Interviewers can also 
make observations during interviews when they are physically present. 
Observations may include important nonverbal cues used by interview-
ees, including hand motions and head nodding. If the face-to-face inter-
views take place in the participants settings (e.g., their homes or places 
of work), then interviewers are able to observe individuals context as 
well.  
 Given 2008 

 
 face validity 

also face appearance  
a facet of VALIDITY that indicates the degree to which a measurement 
procedure appears to measure what it is supposed to measure. Face valid-
ity involves the judgment of the researcher or of research participants 
that the indicator really measures the CONSTRUCT. A measure has face 
validity if people think it does. It is a consensus method. For example, 
few people would accept a measure of college student math ability using 
a question that asked students: 2 + 2 =? This is not a valid measure of 
college-level math ability on the face of it. Or, if a test of reading com-
prehension contains many dialect words that might be unknown to the
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test takers, the test may be said to lack face validity. The closer it looks 
like it is gathering the correct data, the more valid it looks. 
In general, a researcher is more likely to have faith in an instrument 
whose content obviously taps into the construct s/he wants to measure 
than in an instrument that is not face valid. Examinees who do not feel 
that the procedure is measuring what they think it should measure might 
not be motivated to do their best. This, in turn, will affect the results of 
the study. People outside a study might also not see the relevance of a 
particular measurement technique and, therefore, not consider the results 
from such measurement useful for answering the researcher question 
(i.e., the consumer). Although this facet of validity is of lesser theoretical 
importance from a research perspective, it is the one that many practi-
tioners in applied linguistics give most attention to. This has led some 
people to make incorrect conclusions about the validity of data that result 
from some measurement procedures.  
see also CRITERION-RELATED VALIDITY, CONSTRUCT VALIDITY, INTER-

NAL VALIDITY, EXTERNAL VALIDITY, CONTENT VALIDITY 
 Perry 2011; Clark-Carter 2010 

 
factor 

see INDEPENDENT VARIABLE 
 
factor analysis  

also FA 
a multivariate technique whose primary purpose is to define the underly-
ing structure among the variables in the analysis. Factor analysis (FA) is 
a data reduction statistical procedure which allows you to condense a 
large set of variables (e.g., test scores, test items, QUESTIONNAIRE re-
sponses) down to a smaller, more manageable and representative number 
of constructs or variables that are highly interrelated, known as factors. 
In fact, it is used to determine which LATENT VARIABLEs or factors ac-
count for the CORRELATIONs among different OBSERVED VARIABLEs. FA 
is a method of grouping together variables which have something in 
common. It is a process which enables the researcher to take a set of var-
iables and reduce them to a smaller number of underlying factors which 
account for as many variables as possible. It detects structures and com-
monalities in the relationships between variables. Thus, FA enables re-
searchers to identify where different variables, in fact, are addressing the 
same underlying concept.  
Factor analytic techniques can achieve their purposes from either an ex-
ploratory or confirmatory perspective—EXPLORATORY FACTOR ANALY-

SIS and CONFIRMATORY FACTOR ANALYSIS. 
The term FA encompasses a variety of different, although related tech-
niques. One of the main distinctions is between what is termed PRINCI-
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PAL COMPONENTS ANALYSIS (PCA) and FA. These two sets of tech-
niques are similar in many ways and are often used interchangeably by 
researchers. Both attempt to produce a smaller number of linear combi-
nations of the original variables in a way that captures (or accounts for) 
most of the variability in the pattern of correlations. They do differ in a 
number of ways, however. In principal components analysis, the original 
variables are transformed into a smaller set of linear combinations, with 
all of the variance in the variables being used. In FA, however, factors 
are estimated using a mathematical model, whereby only the shared vari-
ance is analyzed. Thus, if you are interested in a theoretical solution un-
contaminated by unique and error variability FA is your choice. If on the 
other hand you simply want an empirical summary of the data set, PCA 
is the better choice. 
see also CLUSTER ANALYSIS  
 Fulcher 2003; Cohen et al. 2011; Best & Kahn 2006; Mackey & Gass 2005; Hatch & 
Farhady 1982; Ho 2006; Leary 2011; Pallant 2010; Tabachnick & Fidell 2007; Hair et al. 
2010 

 
factorial ANOVA 

also between-subjects factorial ANOVA, between-groups factorial ANO-
VA, multifactor ANOVA, multi-way ANOVA  
a PARAMETRIC TEST and an extension of the t-TEST and ONE-WAY ANO-

VA which involves the analysis of two or more FACTORs or independent 
variables (IVs). Factorial ANOVA is used in EXPERIMENTAL RESEARCH 
designs in which every LEVEL of every factor is paired with every level 
of every other factor. It allows the researcher to assess the effects of each 
IV separately, as well as the joint effect or INTERACTION of variables. It 
is used is designs where you have one continuous DEPENDENT VARIABLE 
and two or more categorical IVs each with two or more levels. If there 
are two IVs, we conduct a TWO-WAY ANOVA. The same logic can be ex-
tended to three-way and four-way ANOVAs, and so on (due to the com-
plexity in interpreting higher-order interactions, most factorial designs 
are limited to three or four IVs or factors).  
For factorial ANOVA the following ASSUMPTIONS must be met: 

 
• The populations from which the samples were taken are normally dis-

tributed (see NORMALITY). 
• HOMOGENEITY OF VARIANCE. 
• The observations are all independent of one another, i.e., each partici-

pant’s score is not related systematically to any other participant(s)’s 
score (see INDEPENDENCE ASSUMPTION). 

 
One advantage of a factorial ANOVA over an INDEPENDENT SAMPLES t-
TEST or ONE-WAY ANOVA is that the interaction between factors can be 
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explored. The result of factorial ANOVA is F associated with each MAIN 

EFFECT (the effect of a single IV, by itself, on the dependent variable), 
and Fs associated with each interaction effect (the combined effect of 
two or more IVs). Main effects are usually followed up either with 
PLANNED COMPARISONs, which compare specific sets of means, or with 
POST HOC TESTs, which compare all combinations of pairs of means. In 
factorial ANOVAs, the interactions are typically more interesting than 
the main effects. Interactions are usually broken down using SIMPLE EF-

FECTs analysis or specific contrasts designed by the researcher. 
There is no nonparametric alternative to a factorial ANOVA, but one 
could test the influence of each IV separately using the nonparametric 
KRUSKALL-WALLIS TEST.  
see also REPEATED-MEASURES ANOVA 
 Larson-Hall 2010; Ho 2006; Urdan 2010; Ravid 2011 

 
factorial design  

also multifactor design, between-groups factorial design, between-
subjects factorial design, multi-way design 
a design which is used to simultaneously evaluate the effect of two or 
more factors on a DEPENDENT VARIABLE (DV). When using a factorial 
design, the INDEPENDENT VARIABLE (IV) is referred to as a FACTOR and 
the different values of a factor are referred to as LEVELs (i.e., subdivi-
sions of a factor). When a researcher wants to study the effects of two or 
more factors simultaneously, it makes more sense to manipulate these 
variables in one experiment than to run a single experiment for each one. 
In this type of design, we are concerned with the use of FACTORIAL 
ANOVA to investigate the relationship between one continuous DV 
(measured on INTERVAL or RATIO SCALEs) and two or more categorical 
IVs each of which may have several levels. A factorial design also per-
mits a researcher to evaluate whether or not there is an INTERACTION be-
tween two or more IVs. By using factorial designs researchers can de-
termine, e.g., if the TREATMENT interacts significantly with gender or 
age, i.e., the experimenter can determine if one treatment is more effec-
tive with boys and another with girls, or if older girls do better on the 
treatment than younger girls, whereas older and younger boys do equally 
well on the treatment.  
Factorial designs are labeled either by the number of factors involved or 
in terms of the number of levels of each factor. They are identified with a 
shorthand notation such as 2 × 3 or 3 × 5. The general term is r × c (rows 
× columns). The first number tells the number of levels of one factor; the 
second number tells you the number of levels of the other factor. The 
simplest case of a factorial design would be to have two IVs with two 
levels or conditions of each, known as TWO-WAY FACTORIAL DESIGN or  
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a 2  2 factorial design, which is read as ‘2 by 2.’ For example, suppose 
we wanted to study the influence of gender (a factor with two levels: fe-
male/male) and first language background (a factor with two levels: e.g., 
Italian/Iranian) on second language reading. You have two IVs each with 
two levels. As represented graphically in Figure F.1, such a design is 
called a 2 × 2 factorial design. 

                      

 

Males

Female
Gender

L1 background

Italian Iranian

                     
                                  Figure F.1. A 2 × 2  

                                     Factorial Design 
 

In a 2 × 3 design (as diagramed in Figure F.2), there are two IVs; one of 
which has two levels and the other one has three levels. Because there 
are six possible combinations of variables A and B, the design has six 
conditions. 

             

Males

Females
Gender

L1 background
Italian Iranian Chinese

 
                                               Figure F.2. A 2 × 3 Factorial Design 
 
In a 3 × 3 design (as shown in Figure F.3), there are two IVs, each of 
which has three levels. Because there are nine possible combinations of 
variables A and B, the design has nine conditions. 
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                                                Figure F.3. A 3 × 3 Factorial Design                  

×
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In a 4 × 2 design, IV A has four levels, and IV B has two levels, resulting 
in eight experimental conditions. The order of the numbers makes no dif-
ference and you could term this a 2 × 4 factorial design (see Figure F.4). 
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                 Figure F.4. A 4 × 2 Factorial Design 

 
Of course, factorial designs can have more than two factors and more 
than two levels or conditions of each variable. For example, a three-way 
factorial design, such as a 2 × 2 × 2 design, has three IVs; each of the 
variables has two levels. In Figure F.5, for example, we see a design that 
has three IVs (labeled A, B, and C). Each of these variables has two lev-
els, resulting in eight conditions that reflect the possible combinations of 
the three IVs. A 2 × 2 × 4 factorial design also has three IVs, but two of 
the IVs have two levels each and the other variable has four levels. Such 
a design is shown in Figure F.6. As you can see, this design involves 16 
conditions that represent all combinations of the levels of variables A, B, 
and C. 
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              Figure F.5. A 2 × 2 × 2 Factorial Design 
 
A four-way factorial design, such as a 2 × 2 × 3 × 3 design, would have 
four IVs—two would have two levels, and two would have three levels. 
As we add more IVs and more levels of our IVs, the number of condi-
tions increases rapidly. A study might have three treatment conditions 
(e.g., three methods of reading instruction), the two genders, three age 
groups, and three intelligence levels (gifted, average, and mildly retard-
ed) as the IVs. This would be a 3 × 2 × 3 × 3 factorial design. 
We can tell how many experimental conditions (groups or CELLs) a fac-
torial design has simply by multiplying the numbers in a design specifi-
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cation. For example, a 2 × 2 design has four different cells or condi-
tions—that is four possible combinations of the two IVs (2 × 2 = 4). A 3 
× 4 × 2 design has 24 different experimental conditions (3 × 4 × 2 = 24), 
and so on. A 3 × 2 × 3 × 3 factorial design would have a total of 54 sub-
groups or cells. 
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                                    Figure F.6. A 2 × 2 × 4 Factorial Design 
 
The factorial design has two important strengths. The primary advantage 
of factorial designs is that they enable us to empirically examine the ef-
fects of more than one IV, both individually and in combination, on the 

DV. The design, as its name implies, allows us to examine all possible 
combinations of factors in the study. A second and related strength is the 
efficiency of the factorial design. Because it allows us to test several hy-
potheses in a single research study, it can be more economical to use a 
factorial design than to conduct several individual studies, in terms of 
both number of participants and researcher effort.  
 Best & Kahn 2006; Marczyk et al. 2005; Kothari 2008; Cohen et al. 2011; Leary 2011 

 
factorial MANCOVA 

see MULTIVARIATE ANALYSIS OF COVARIANCE 
 
factorial MANOVA 

see MULTIVARIATE ANALYSIS OF VARIANCE  
 
factor loading 

see EXPLORATORY FACTOR ANALYSIS 
 

factor matrix 
see FACTOR ANALYSIS  
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factual question 
see QUESTIONNAIRE 

 
fail-safe N 

see FILE-DRAWER PROBLEM 
 
false alarm 

another term for TYPE I ERROR  
 
false detection rate  

also FDR  
a correction applied to P-VALUEs to control the FAMILY-WISE ERROR 

RATE, which has much more power to find differences than the too con-
servative BONFERRONI TEST.  
 Larson-Hall 2010 

 
false negative 

another term for TYPE II ERROR  
 
false positive 

another term for TYPE I ERROR  
 
familywise error rate 

also FWE 
the PROBABILITY of making any error (especially a TYPE I ERROR) in a 
given family of inferences. If you run a large number of statistical tests 
all concerning the same research question then you need to think about 
controlling the familywise error rate by using some type of correction. 
When determining whether a finding is statistically significant, the sig-
nificance level is usually set at .05 or less. If more than one finding is 
tested on a set of data, the probability of those findings being statistically 
significant increases the more findings or tests of significance that are 
made. There are various ways of controlling for the familywise error 
rate. Some of the tests for doing so are listed under MULTIPLE COMPARI-

SON TESTs. One of the simplest is the BONFERRONI TEST. 
see also COMPARISONWISE ERROR RATE, EXPERIMENTWISE ERROR RATE 
 Larson-Hall 2010; Everitt & Skrondal 2010 

 
F distribution 

the distribution of the ratio of two estimates of variance and is used to 
compute PROBABILITY VALUEs in the ANALYSIS OF VARIANCE. Like the t 
DISTRIBUTION, the F distribution varies with DEGREES OF FREEDOM. 
However, the F distribution has two values for degrees of freedom, one 
for the NUMERATOR and one for the DENOMINATOR. 
 Porte 2010; Pagano 2009  
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FDR 
an abbreviation for FALSE DETECTION RATE  

  
FEW 

an abbreviation for FAMILYWISE ERROR RATE 
 
fictitious question 

another term for BOGUS QUESTION 
 
field diary 

a personal statement of the researcher’s feelings, opinions, and percep-
tions about others with whom s/he comes in contact during the course of 
his/her work. Field diary provides a place where researchers can let their 
hair down, so to speak—an outlet for writing down things that the re-
searcher does not want to become part of the public record. FIELD WORK 
is often an intense, emotionally draining experience, and a diary can serve 
as a way for the researcher to let out his/her feelings, yet still keep them 
private. 
see also FIELDNOTES 
 Fraenkel & Wallen 2009 

 
field jottings  

quick notes about something the researcher wants to write more about 
later. Field jottings provide the stimulus to help researchers recall a lot of 
details they do not have time to write down during an observation or an 
interview. 
 Fraenkel & Wallen 2009 

 
field log 

a sort of running account of how researchers plan to spend their time 
compared to how they actually spend it. A field log is, in effect, the re-
searcher’s plan for collecting his/her data systematically. A field log con-
sists of books of blank, lined paper. Each day in the field is represented 
by two pages of the log. On the left page, the researcher lists what s/he 
plans to do that day—where to go, who to interview, what to observe, and 
so on. On the right side, the researcher lists what s/he actually did that 
day. As the study progresses, and things come to mind that the researcher 
wants to know, the log provides a place for them to be scheduled. The 
value of maintaining a log is that it forces the researcher to think hard 
about the questions s/he truly wants answered, the procedures to be fol-
lowed, and the data really needed. 
see also FILEDNOTES 
 Fraenkel & Wallen 2009  
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fieldnotes  
the most common method of recording the data collected during OBSER-

VATION. The researcher may make brief notes during the observation but 
then later expands his/her account of the observation as fieldnotes. Notes 
may supplement information from other sources, including documents 
and INTERVIEWs, or they may comprise the main research data. Field-
notes contain what the researcher has seen and heard.  
They have two components:  
 
1) The descriptive part, which includes a complete description of the 

setting, the people and their reactions and interpersonal relationships, 
and accounts of events (who, when, and what was done); and 

2) The reflective part, which includes the observer’s personal feelings or 
impressions about the events, comments on the research method, de-
cisions and problems, records of ethical issues, and speculations 
about data analysis. Fieldnotes may include photographs and audio 
and video recordings. 

 
The researcher’s reflections are identified as observer comments (OCs) 
to distinguish them from the descriptive information. Some researchers 
organize fieldnotes so as to have the descriptive information in one col-
umn and the observer comments in another column next to the descrip-
tive notes. The researcher’s fieldnotes present the data that will later be 
analyzed to provide an understanding of the research setting and the be-
havior of people within that setting. It can be said that the successful out-
come of the study relies on detailed, accurate, and extensive fieldnotes. 
Observation sessions typically should last not more than 1 or 2 hours at a 
time; otherwise, so many data accumulate that it is difficult to record 
them all. Researchers may use audio and video recordings to facilitate 
data collection. New computer technologies may allow a researcher to 
digitally record a chat room session or a virtual world interaction. A dis-
advantage of some recording methods is that participants may be con-
scious of the camera or other recording device and behave differently or 
may try to avoid being filmed or photographed. 
see also FIELD JOTTINGS, FIELD DIARY, FIELD LOG 
 Ritchie & Lewis 2003 

 
field research 

also field study, field work 
a broad approach to QUALITATIVE RESEARCH or a method of gathering 
qualitative data by OBSERVATION or recording in as natural a setting as 
possible. Different procedures are used to obtain data. For example: (a) 
the recording of speakers to obtain speech samples for analysis of 
sounds, sentence structures, lexical use, etc. The people recorded may be 
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native speakers of a particular language or speakers using a second lan-
guage; (b) INTERVIEWs, e.g., in bilingual or multilingual communities, to 
obtain information on language choice and/or attitudes to language, and 
(c) observation and/or video recording of verbal or non-verbal behavior 
in a particular situation. 
see also FIELD JOTTINGS, FIELD DIARY, FIELD LOG, FIELDNOTES 
 Richards & Schmidt 2010 

 
field study 

another term for FIELD RESEARCH 
 
field work 

another term for FIELD RESEARCH 
 
file-drawer problem 

a bias on the part of both authors and journals towards reporting statisti-
cally significant results. This means that other research may have been 
conducted that did not yield significance and has not been published. 
This is termed the file-drawer problem on the understanding that re-
searchers’ filing cabinets will contain their unpublished studies. This 
would mean that your meta-analysis is failing to take into account non-
significant findings and in so doing gives a false impression of signifi-
cance.  
One method of assessing whether there is a file-drawer problem is to 
compute the number of non-significant studies that would have to be 
added to the meta-analysis to render it non-significant. This is known as 
the fail-safe N. The fail-safe N is the number of unpublished, non-
significant studies that would have to exist filed away in researchers’ 
drawers in order to render the probability we have found for the meta-
analysis non-significant. 
 Clark-Carter 2010 

 
fill-in item  

an OPEN-FORM ITEM that requires the respondents to provide relatively 
brief bits of information. For instance, biodata items (or demographic 
items) are usually fill-in. Consider the following biodata items and notice 
how all of these fill-in items are relatively restricted in what they require 
the respondents to produce: 

 
Name……….………….                                                   Personality……………. 
Institution………………                                                   Address…….…….…… 
Sex……………………..                                                   Age………….………… 
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Biodata items can be used to collect information about respondents’ 
learning history (how many years they have been studying the target lan-
guage, certificates obtained, standardized test results like IELTS or 
TOEFL scores), professional history (highest professional qualification, 
number of years teaching, publications), teaching situation (types and 
number of classes taught, number of students in each class), or students’ 
learning context (types and numbers of language classes offered, classes 
streamed into levels or not). 
Another type of fill-in item is sentence completion item; this is an un-
finished sentence (or PROMPT) that the respondent needs to complete. 
This has the advantage of helping the respondent focus on a clearly de-
fined issue, so these questions can be answered relatively quickly; data 
analysis for this type of question is also fairly easy. Here is an example 
of a sentence completion item: 

 
Three communicative activities that you often do in your classroom are: 
………………………………………………………………………….…....., 
………………………………………………………………………....…..…, 
and ……………………………………………………………………..…..... 
 
The difference between fill-in and SHORT-ANSWER ITEMs is primarily in 
the length of what the respondents are required to produce. Fill-in items 
might call for responses of word or phrase length, while short-answer 
items usually call for responses involving a few phrases, sentences, or 
paragraphs. 
 Given 2008; Dörnyei 2003; Best & Kahn 2006; Perry 2011 

 
first-order partial correlation 

see PARTIAL CORRELATION  
 
Fisher’s exact test 

also Fisher’s exact probability test 
an alternative procedure to use of the CHI-SQUARE TEST for assessing the 
independence of two DICHOTOMOUS VARIABLEs forming a two-by-two 
CONTINGENCY TABLE particularly when the expected frequencies are 
small. Fisher’s exact test is a test of significance (or association) for ana-
lyzing data in a 2 × 2 contingency table in which there are two LEVELs 
(i.e., categories) of a dichotomous INDEPENDENT VARIABLE (IV) in rows 
and two levels of other dichotomous IV in the columns. As such, it can 
be used in circumstances in which the assumptions of chi-square test 
such as minimal numbers of EXPECTED FREQUENCIES are not met. Fish-
er’s exact test has the further advantage that exact probabilities are calcu-
lated even in the hand calculation, though this advantage is eroded by the 
use of powerful statistical packages which provide exact probabilities for 
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all statistics. The major disadvantage of the Fisher test is that it involves 
the use of factorials which can rapidly become unwieldy with substantial 
SAMPLE SIZEs. 
 Cramer & Howitt 2004; Sahai & Khurshid 2001; Everitt & Skrondal 2010 

 
Fisher’s least significant difference  

also least significant difference test, Fisher's LSD test, LSD, protected t-
test 
a POST HOC TEST which provides the most powerful (i.e., liberal) test 
with respect to identifying differences between pairs of MEANs, since it 
does not adjust the value of FAMILYWISE ERROR RATE. Fisher’s least sig-
nificant difference (LSD) should only be used after an OVERALL F TEST 
has established a significant difference. Otherwise, the risk of TYPE I ER-

RORs greatly increases, given the number of comparisons being made. 
Fisher’s LSD test requires the smallest difference between two means in 
order to conclude that a difference is significant. However, since Fisher’s 
LSD test does not reduce the value of familywise type I error rate, it has 
the highest likelihood of committing one or more Type I errors in a 
set/family of comparisons.  
see also LIBERAL TEST, CONSERVATIVE TEST 
 Sheskin 2011 

 
fixed effects  

those effects whose parameters are fixed and are the only ones you want 
to consider. Fixed effects have informative labels for FACTOR levels, and 
the factor levels exhaust the possibilities. For fixed effects, you are inter-
ested in the LEVELs that are in your study and you do not want to gener-
alize further. That is, you can only generalize your findings to these same 
levels in the population. Examples of fixed effects are TREATMENT type, 
gender, status as NS, child versus adult, first language, and second lan-
guage.  
see also RANDOM EFFECTS  
 Larson-Hall 2010; Hatch & Lazaraton 1991 

 
fixed-ended response 

another term for CLOSED-FORM ITEM 
 

fixed response item 
another term for CLOSED-FORM ITEM 

 
fixed variable 

see RANDOM VARIABLE  
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flat distribution 
see MODE 

 
floor effect 

also basement effect 
an effect which occurs when a measuring instrument (e.g., a test) is too 
difficult and many scores are near the minimum possible score. For ex-
ample, a vocabulary test administered as a pretest before students had a 
vocabulary class would likely show a floor effect. A graph of the fre-
quency distribution of scores would be positively skewed. A test with a 
floor effect would not detect true differences in examinees’ achievement 
either. Standardized tests typically cover a wide range of student perfor-
mance, so it is not likely that many students would get all or almost all 
questions correct (CEILING EFFECT) or almost all questions wrong (floor 
effect). 
see also BOUNDARY EFFECT 
 Cramer & Howitt 2004 

 
focused interview 

another term for FOCUS GROUP 
 
focus group 

also focus group interview, focused interview 
a form of GROUP INTERVIEW, though not in the sense of a backwards and 
forwards between interviewer and group. Rather, the reliance is on the 
interaction within the group who discuss a topic supplied by the re-
searcher, yielding a collective rather than an individual view. The as-
sumption is that individual attitudes, beliefs, and choices of action do not 
form in a vacuum. The focus group format is based on the collective ex-
perience of group brainstorming, that is, participants thinking together, 
inspiring and challenging each other, and reacting to the emerging issues 
and points. Hence the participants interact with each other rather than 
with the interviewer, such that the views of the participants can 
emerge—the participants rather than the researcher’s agenda can pre-
dominate. It is from the interaction of the group that the data emerge.  
In focus group interviews the interviewer is usually referred to as the 
moderator, and this special name reflects the fact that the researchers 
role differs from that in one-to-one interviews. Although they still need 
to ask questions, during the session they need to function more as facili-
tators of the discussion than as interviewers in the traditional sense. Be-
cause the dynamic of the focus group is one the unique features of this 
method, the researcher’s role inevitably involves some group leadership 
functions, including making sure that nobody dominates the floor and 
that even the shyer participants have a chance to express their views. In 
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addition, moderators need to prevent any dominating and inhibiting 
group opinion—or groupthink—from emerging by actively encouraging 
group members to think critically.  
Focus groups typically consist of 6 to 12 people. The group should be 
small enough that everyone can take part in the discussion but large 
enough to provide diversity in perspective. Focus group discussions usu-
ally need to last at least 1 hour and possibly 2 hours. Groups should be 
homogeneous in terms of prestige and status to ensure comfort in ex-
pressing opinions. 
When designing a focus group study, the two key technical questions to 
decide are (a) whether to have homogeneous or heterogeneous people in 
a group; and (b) how many groups to have. Although heterogeneous 
samples consisting of dissimilar people could in theory be useful in 
providing varied and rich data that covers all angles, it has been found 
that the dynamics of the focus group works better with homogeneous 
samples. Therefore, in order to obtain a wide range of information, the 
usual strategy is to have several groups which, as a whole, are different 
from each but each of which is made up of similar people; this is usually 
referred to as segmentation and it involves within-group homogeneity 
and intergroup heterogeneity in the sample.  
With regard to the number of groups, the standard practice is to run sev-
eral focus groups in any research project. Thus, in order to achieve ade-
quate breadth and depth of information, it is usually recommended that a 
project involve 4-5 groups as a minimum, with a few more if possible. 
Focus groups might be useful to triangulate with more traditional forms 
of interviewing, QUESTIONNAIRE, and OBSERVATION. 
see also ETHNOGRAPHIC INTERVIEW, NON-DIRECTIVE INTERVIEW, UN-

STRUCTURED INTERVIEW, SEMI-STRUCTURED INTERVIEW, STRUCTURED 

INTERVIEW, INTERVIEW GUIDE, INFORMAL INTERVIEW, TELEPHONE IN-

TERVIEW 
 Mckay 2006; Cohen et al. 2011; Dörnyei 2007 

 
focus group interview 

another term for FOCUS GROUP 
 
follow up study 

another term for PANEL STUDY 
 

follow-up test 
another term for POST HOC TEST 

 
footnotes 

reference or comment at the bottom of a page or end of a chapter. Foot-
notes are used to provide additional content or to acknowledge copyright 
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permission status. Content footnotes supplement or amplify substantive 
information in the text; they should not include complicated, irrelevant, 
or nonessential information. Because they can be distracting to readers, 
such footnotes should be included only if they strengthen the discussion. 
A content footnote should convey just one idea; if you find yourself cre-
ating paragraphs or displaying equations as you are writing a footnote, 
then the main text or an APPENDIX probably would be a more suitable 
place to present your information. Another alternative is to indicate in a 
short footnote that the material is available online as supplemental mate-
rial. In most cases, an author integrates a RESEARCH REPORT best by pre-
senting important information in the text, not in a footnote. 
Copyright permission footnotes acknowledge the source of lengthy quo-
tations, scale and test items, and figures and tables that have been reprint-
ed or adapted. Authors must obtain permission to reproduce or adapt ma-
terial from a copyrighted source. 
 American Psychological Association 2010 

 
formative evaluation 

also process evaluation 
a type of EVALUATION RESEARCH which is an ongoing continuous pro-
cess. The goal of formative evaluation is to provide information that will 
aid the development of particular change intervention programs. It inves-
tigates program delivery and asks how, and how well, a program is being 
implemented. It can assess strengths, weaknesses, opportunities, and 
threats, and often work to assess barriers and lubricants to implementa-
tion. Results are expected to inform decision-making related to program 
improvement, modification, and management. Formative data are col-
lected and provided to program developers as the program is occurring, 
with the hope that such evidence will support the needed changes. For 
example, if one is evaluating a new reading program and the instruction 
is not being delivered according to the programs specific goals, the eval-
uator would provide this information to the program director so that the 
instruction could be improved. Formative evaluation includes several 
evaluation types: 

 
• Needs assessment determines who needs the program, how great the 

need is, and what might work to meet the need.  
• Evaluability assessment determines whether an evaluation is feasible 

and how STAKEHOLDERS can help shape its usefulness.  
• Structured conceptualization (e.g., CONCEPT MAPPING) helps stake-

holders define the program or technology, the target population, and 
the possible outcomes.  
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• Implementation evaluation monitors the fidelity of the program or 
technology delivery.  

• Process evaluation investigates the process of delivering the program 
or technology, including alternative delivery procedures. 

see also SUMMATIVE EVALUATION 
 Trochim & Donnelly 2007; Lodico et al. 2010; Richards & Schmidt 2010; O’Leary 
2004 

 
four-way ANOVA 

see FACTORIAL ANOVA 
 
four-way factorial design 

see FACTORIAL DESIGN 
 
fractile 

another term for QUANTILE 
 
F ratio 

another term for F VALUE 
 
free response item 

another term for OPEN-FORM ITEM 
 
frequency 

also f 
the number of times a particular event or outcome occurs, symbolized by 
the lowercase f. For example, the number of times a score occurs is the 
score’s frequency. If we count the frequency of every score in the data, 
we create a FREQUENCY DISTRIBUTION. An alternative term, most com-
mon in statistical packages, is frequency count. This highlights the fact 
that the frequency is merely a count of the number of cases in a particu-
lar category. The symbol for the total number of scores in a set of data is 
the uppercase N. An N of 10 means we have 10 scores, or N = 43 means 
we have 43 scores. Note that N is not the number of different scores, so 
even if all 43 scores in a sample are the same score, N still equals 43. 
Counts of frequency data can be displayed visually in a HISTOGRAM, 
STEM AND LEAF PLOTS, or BAR GRAPHs.  
 Larson-Hall 2010; Heiman 2011 
 

frequency count 
see FREQUENCY 

 
frequency curve 

another term for FREQUENCY POLYGON  
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frequency distribution 
a table or graph which gives the frequencies of values of any given vari-
able. For QUALITATIVE VARIABLEs this is the number of times each of 
the categories occurs whereas for QUANTITATIVE VARIABLEs this is the 
number of times each different score (or range of scores) occurs. An ex-
ample of a frequency distribution would be if the scores 0, 5, 5, 8, 9, 9, 
12 were arranged in a tabular format. Specifically, each score in the 
range 0 to 12 would be recorded in one column, and an adjacent column 
would list the frequency of occurrence for each score. 
The importance of a frequency distribution is simply that it allows the re-
searcher to see the general characteristics of a particular variable for the 
cases or participants in the research. The frequency distribution may re-
veal important characteristics such as asymmetry and skewedness (see 
SKEWED DISTRIBUTION), NORMALITY, DISPERSION, extreme scores (see 
OUTLIER), and so on, in the case of score data. For qualitative data, it 
may help reveal categories which are very frequent or so infrequent that 
it becomes meaningless to analyze them further. Frequency distributions 
may be presented in a number of different forms such as SIMPLE FRE-

QUENCY DISTRIBUTION, GROUPED FREQUENCY DISTRIBUTION, RELATIVE 

FREQUENCY, and CUMULATIVE FREQUENCY. While frequency distribu-
tions reflect the distribution of a single variable, there are variants on the 
theme which impose a second or third variable such as COMPOUND BAR 

CHARTs. 
see also KURTOSIS, SKEWED DISTRIBUTION, NORMAL DISTRIBUTION, U-
SHAPED DISTRIBUTION 
 Cramer & Howitt 2004; Sheskin 2011 

 
frequency histogram 

another term for HISTOGRAM  
 
frequency polygon  

also frequency curve 
a graphical representation of a FREQUENCY DISTRIBUTION, applied to a 
large range of interval/ratio (i.e., continuous) scores, in which the hori-
zontal axis (X axis) represents score values and the vertical axis (Y axis) 
represents frequency of occurrence. As shown in Figure F.7, a dot is 
placed over each score value at the height representing its frequency of 
occurrence. These dots are then joined by straight lines to form a poly-
gon. Cumulative frequencies of interval/ratio data can also be displayed 
in the form of a polygon, known as the cumulative frequency polygon 
(sometimes referred to as the ogive curve). 
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                  Figure F.7. A Frequency Polygon of the Frequency Distribution  

                            
As shown in Figure F.8, the differences between the frequency polygon 
and the cumulative frequency polygon are that the cumulative frequency 
polygon (a) involves plotting cumulative frequencies along the Y axis, 
(b) the points are plotted at the upper real limit of each interval, and (c) 
the polygon cannot be closed on the right-hand side. The cumulative fre-
quency polygon cannot connect back to the X axis on the right-hand side 
because that would involve bringing the curve back to zero, which can-
not happen as the cumulative frequencies can never decrease. For exam-
ple, the cumulative frequency for the 32 interval is 10, indicating that 
there are 10 scores in that interval and below.  
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                    Figure F.8. An Example of Cumulative Frequency Polygon 

 
One could also plot cumulative relative frequencies on the Y axis to re-
flect the percentage of students in the sample whose scores fell into a 
particular interval and below. This is known as the cumulative relative 
frequency polygon. All we have to change is the scale of the Y axis to 
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cumulative relative frequency. The position of the polygon would remain 
the same. 
The most famous frequency curve in statistics is the bell-shaped, NOR-

MAL CURVE. A generalization of polygon which is used to represent a bi-
variate frequency distribution is called bivariate polygon. 
 Cramer & Howitt 2004; Sahai & Khurshid 2001; Lomax 2007 

 
Friedman’s rank test 

another term for FRIEDMAN’S TEST  
 
Friedman’s test  

also Friedman’s two-way analysis of variance, Friedman’s rank test 
a classic rank-based method for comparing multiple dependent or COR-

RELATED GROUPS. Friedman’s test is a nonparametric alternative to 
ONE-WAY REPEATED MEASURES ANOVA which is used for three or more 
related or matched samples that cannot be compared by means of an F 

TEST either because the scores are ordinal in nature or because the NOR-

MALITY or HOMOGENEITY OF VARIANCE assumptions cannot be satisfied. 
Whereas the WILCOXON MATCHED-PAIRS SIGNED-RANKS TEST is used to 
analyze two sets of scores obtained from the same individuals, the 
Friedman’s test is used when there are three or more related sets of 
scores. It is used when you have one categorical INDEPENDENT VARIA-

BLE with three or more levels (the same participants are measured three 
or more times, e.g., Time 1, Time 2, Time 3, or under three or more dif-
ferent conditions) and one ordinal dependent variable. Thus, each partic-
ipant produces three scores, one in each of the three conditions. This 
makes it possible to make a direct comparison between each participant’s 
three scores in all the conditions. 
Like the MANN-WHITNEY U TEST and KRUSKAL-WALLIS TEST, the calcu-
lation of the Friedman’s test is based on ranks within each case. The 
scores for each variable are ranked, and the mean ranks for the variables 
are compared. 
see also NONPARAMETRIC TESTS 
 Larson-Hall 2010; Cohen et al. 2011 

 
Friedman’s two-way analysis of variance 

FRIEDMAN’S TEST  
 
F statistic 

see F TEST 
 
F test 

a statistical test which is based on an F statistic (i.e., any statistic that has 
an F DISTRIBUTION). Two commonly used F tests are F test for analysis 
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of variance and F test for two population variances. F test for analysis of 
variance is a statistical test for comparing the MEANs of several POPULA-

TIONs used in the ANALYSIS OF VARIANCE. Under the NULL HYPOTHESIS 
of no difference between the POPULATION MEANs, the two mean squares 
(between and within) are approximately equivalent and their ratio (F sta-
tistic) is nearly equal to 1. In comparison of the means of two INDEPEND-

ENT GROUPS, the F test is equivalent to the TWO-SAMPLE t-TEST. In RE-

GRESSION ANALYSIS, the F statistic is used to test the joint significance of 
all the variables in the model. 
F test for two population variances is used to compare the variances of 
two POPULATIONs. It makes its comparisons directly in the form of a ra-
tio, with the larger SAMPLE VARIANCE serving as the NUMERATOR and 
the smaller serving as the DENOMINATOR. This is the simplest use of the 
F statistic for testing the difference between the variances of two inde-
pendent normal populations. The F test for two population variances may 
be used to compare two distributions for HOMOGENEITY OF VARIANCEs 
before proceeding to perform t-TEST. 
The F test, unlike the t-test, is not ROBUST with respect to violation of the 
NORMALITY assumption. Hence, unless the normality assumption is ful-
filled, the probability of making a TYPE I ERROR will not equal the prese-
lected value of ALPHA (α). Unfortunately, the lack of robustness of the F 
test does not improve in large samples. In summary, the F test should not 
be used unless you have good reason for believing that the population 
distributions of the two variables are normal 
 Sahai & Khurshid 2001; Kirk 2008 

 
F test for analysis of variance 

see F TEST 
 
F test for two population variances 

see F TEST 
 
F value  

see ANALYSIS OF VARIANCE 
 
fundamental research 

another term for BASIC RESEARCH 



G 
 
Games-Howell multiple comparison 

a POST HOC TEST which is used to determine which of three or more 
MEANs differ from one another when the F RATIO in an ANALYSIS OF 

VARIANCE is significant. It was developed to deal with groups with une-
qual variances (see HOMOSCEDASTICITY). It can be used with groups of 
equal or unequal size. It is based on the STUDENTIZED RANGE TEST. 
 Cramer & Howitt 2004 

 
gamma (γ) 

an abbreviation for GOODMAN-KRUSKAL’S GAMMA  
 
Gaussian curve 

another term for NORMAL DISTRIBUTION 
 
Gaussian distribution 

another term for NORMAL DISTRIBUTION 
 
generalizability 

the extent to which the results of a study can be extended to a greater 
POPULATION. Underlying the idea of VALIDITY and RELIABILITY in both 
QUANTITATIVE and QUALITATIVE RESEARCH is the concept of generali-
zability. In quantitative research, the degree to which a study can be gen-
eralized to other contexts can be determined through statistical proce-
dures, which verify that the results obtained were not due to chance (see 
EXTERNAL VALIDITY). Because in qualitative research, the population is 
generally quite limited and the amount of control exerted by the re-
searcher is minimal, statistical measures cannot be used to achieve gen-
eralizability. Often the goal of a qualitative research is to understand 
what happens in one particular classroom or what the experiences are of 
specific language learners and teachers. A useful strategy to examine 
generalizability is to include in the qualitative account the participants’ 
own judgments about the generalizability of the targeted is-
sue/phenomenon.  
There are two main areas where the generalizability of the research could 
be in question. Firstly, there may be a question over the degree to which 
the particular conditions pertaining in the study can allow the results of 
the study to be generalized to other conditions—the tasks required of the 
participants, the setting in which the study took place or the time when 
the study was conducted. Secondly, we can question whether aspects of 
the participants can allow the results of a study to be generalized to other 
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people—whether they are representative of the group from which they 
come, and whether they are representative of a wider range of people. 
Generalizability is divided into internal generalizability and external 
generalizability. Both aspects of generalizability refer to the extension of 
the account to persons, times or settings other than those directly studied, 
but internal generalizability concerns generalizing within the community 
or institution observed, whereas external generalizability refers to gener-
alizing to other communities or institutions.  
see also CREDIBILITY, DEPENDABILITY, CONFIRMABILITY, PROXIMAL 

SIMILARITY MODEL 
 Dörnyei 2007; Mckay 2006; Cohen et al. 2011; Lodico et al. 2010 

 
generalizability study 

see GENERALIZABILITY THEORY 
 
generalizability theory 

also G-theory 
a measurement model which enables us to investigate the relative effects 
of multiple sources of variance in test scores. Generalizability theory 
which was developed as an alternative approach to CLASSICAL TEST 

THEORY defines a score as a sample from the universe of all the admissi-
ble observations, characterized by one or more conditions of measure-
ment. Here, the true score (i.e., the true ability) is defined as the universe 
score, that is the average of all the observations in the universe of admis-
sible observations, and errors are defined by the conditions of measure-
ment. Items, raters, occasions, tests, and so forth, are examples of the 
conditions of measurement, and each one accounts for part of the varia-
bility of the observed scores. Generalizability theory is designed to esti-
mate the multiple components of the obtained score variability, and to 
use them to explore the effects of different sources of MEASUREMENT 

ERROR. Consequently, it allows the investigation of several sources of 
variation simultaneously, and the estimation of the error in generalizing 
an observed result to the universe defined by each of them. 
Generalizability theory is founded upon the statistical model of the 
ANALYSIS OF VARIANCE (ANOVA). In ANOVA, the total variance is par-
titioned according to the INDEPENDENT VARIABLEs in the design. Similar-
ly, generalizability theory uses the ANOVA model to estimate the vari-
ance components associated with the sources of variation that affect the 
score under investigation. In other words, the sources of variation define 
a model of the score, and specify which error source (by itself or com-
bined with others) affects the measure and how much it does. In generali-
zability theory, sources of variation other than the object of measurement 
are defined as facets, while groupings within a facet are defined as condi-
tions (FACTORs and LEVELs represent their analogues in FACTORIAL 
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ANOVA). Facets may be considered as either random or fixed, likewise 
factors in ANOVA. Conditions within a random facet are considered as 
randomly sampled from the universe of conditions that define that facet. 
Specifying a facet as random allows the researcher to generalize to all the 
conditions within that facet, including those not explicitly included in the 
design. For instance, items of a test may be regarded as conditions within 
a random facet, since researchers are not usually interested to those par-
ticular items, but consider them as a sample drawn from the population of 
items that measure the same theoretical construct. Specifying a facet as 
fixed, instead, implies that all the conditions within that facet have been 
included in the model, or that the researcher is willing to generalize only 
to the conditions included in the design. Individuals enter as a source of 
variation in all the generalizability theory models, usually as the object of 
measurement. This means that the variance associated with the individu-
als represents actual differences among persons, whereas the variance as-
sociated with the facets reflects error. 
Furthermore, G-theory extends CLASSICAL TEST THEORY in several ways: 
 
1) G-theory allows us to estimate the relative effects of multiple sources 

of error, including interactions among the different sources, in one 
analysis; 

2) G-theory focuses on variance components that indicate the magnitude 
of each source of measurement error; 

3) G-theory provides a mechanism for optimizing the RELIABILITY of 
measurement by adjusting the numbers of conditions of the different 
facets of measurement; and 

4) G-theory allows us to distinguish between relative and absolute errors, 
thus providing reliability estimates that are appropriate for both 
NORM- and CRITERION-REFERENCED TESTs. 

 
In the context of generalizability theory, research conducted to explore 
the impact of different facets of the universe on a test score is referred to 
as generalizability study (also called G-study). 
 Fernandez-Ballesteros 2003; Bachman 2004 

 
general linear model 

also GLM 
a general model that will bring together the main types of statistical 
analysis. The term general simply means that the model applies equally 
to REGRESSION ANALYSIS and to the analysis of variables in ANALYSIS 

OF VARIANCE. Turning to the term linear, the basic notion is that this re-
fers to the nature of the lines. The assumption of LINEARITY is that the 
lines are straight lines. In both regression and analysis of variance the as-
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sumption is that relationships between variables are defined by the 
SLOPEs of straight lines.  
 Greene & Oliveira 2005; Sahai & Khurshid 2001 

 
generalized linear model 

a class of linear models that allows the theory and methodology to be ap-
plicable to a much more general class of linear models, of which the 
normal theory is a special case. Such models allow the use of sample data 
that follow a nonnormal PROBABILITY DISTRIBUTION. Estimates of pa-
rameters in such models are generally determined by the method of MAX-

IMUM LIKELIHOOD ESTIMATE. 
 Sahai & Khurshid 2001 

 
generosity error 

see RATING ERROR 
 
geometric mean 

also GM 
the nth root of the multiplication of N scores. So the geometrical mean of 
2, 9, and 12 is 
 

 
 
The geometric mean of 3 and 6 is 

 
 

 
The geometric mean has no obvious role in basic everyday statistical 
analysis. It is important, though, since it emphasizes that there are more 
meanings of the concept of mean than the ARITHMETIC MEAN or average. 
 Cramer & Howitt 2004 

 
G-G 

an abbreviation for GREENHOUSE-GEISSER CORRECTION  
 
g index 

see EFFECT SIZE 
 
GLM 

an abbreviation for GENERAL LINEAR MODEL 
 
GM 

an abbreviation for GEOMETRIC MEAN  
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going native 
see BIAS 

 
Goodman-Kruskal’s gamma  

also gamma (γ) 
a bivariate measure of association which is employed with ORDINAL 

VARIABLEs (rank-order data) which is summarized within the format of 
an ordered CONTINGENCY TABLE. The measure ranges from -1 to +1 and 
takes into account only the number of untied pairs. Computation of 
gamma is recommended when there are many ties in a set of data, and 
thus it becomes more efficient to summarize the data within the format 
of an ordered r × с contingency table. An ordered г × с contingency table 
consists of г × с cells, and is comprised of r rows and с columns. In the 
model employed for Goodman-Kruskal’s gamma, each of the rows in the 
contingency table represents one of the r levels of the X variable, and 
each of the columns represents one of the с levels of the Y variable (or 
vice versa). Since the contingency table that is employed to summarize 
the data is ordered, the categories for both the row and the column varia-
bles are arranged sequentially with respect to magnitude/ordinal position. 
To illustrate, if a subject is categorized on the lowest level of the row 
variable and the highest level of the column variable, that subject is con-
cordant with respect to ordering when compared with any other subject 
who is assigned to a lower category on the row variable than s/he is on 
the column variable. On the other hand, that subject is discordant with 
respect to ordering when compared with another subject who is assigned 
to a higher category on the row variable than s/he is on the column vari-
able.  
 Sheskin 2011; Sahai & Khurshid 2001 

 
Goodman-Kruskal’s lambda 

also lambda (λ) 
a measure of association between the two variables forming a CONTIN-

GENCY TABLE. Goodman-Kruskal’s lambda is a measure of the propor-
tional increase in accurately predicting the outcome for one CATEGORI-

CAL VARIABLE when we have information about a second categorical 
variable, assuming that the same prediction is made for all cases in a par-
ticular category. For example, we could use this test to determine how 
much our ability to predict whether students pass or fail a test is affected 
by knowing their sex. We can illustrate this test with the data in Table 
G.1 which show the number of females and males passing or failing a 
test.  
If we had to predict whether a particular student had passed the test dis-
regarding whether they were female or male, our best bet would be to 
say they had passed as most of the students passed (164 out of 200). If 
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we did this we would be wrong on 36 occasions. How would our ability 
to predict whether a student had passed be increased by knowing whether 
they were male or female? If we predicted that the student had passed 
and we also knew that they were female we would be wrong on 12 occa-
sions, whereas if they were male we would be wrong on 24 occasions. If 
we knew whether a student was female or male we would be wrong on 
36 occasions. This is the same number of errors as we would make with-
out knowing the sex of the student, so the proportional increase knowing 
the sex of the student is zero. The value of lambda varies from 0 to 1. Ze-
ro means that there is no increase in predictiveness whereas one indicates 
that there is perfect prediction without any errors.  

 
Pass Fail Total

Female 108 12 120
Males 56 24 80
Total 164 36 200

 
 

Table G.1. Number of Females and Males  
       Passing or Failing a Test 

 
This test is asymmetric in that the proportional increase will depend on 
which of the two variables we are trying to predict. For this case, lambda 
is about 0.15 if we reverse the prediction in an attempt to predict the sex 
of the student on the basis of whether they have passed or failed the test. 
The test assumes that the same prediction is made for all cases in a par-
ticular row or column of the table. For example, we may assume that all 
females have passed or that all males have failed.  
 Cramer & Howitt 2004; Sahai & Khurshid 2001 

 
Goodman-Kruskal’s tau 

a measure of the proportional increase in accurately predicting the out-
come of one CATEGORICAL VARIABLE when we have information about a 
second categorical variable where it is assumed that the predictions are 
based on the their overall proportions. We can illustrate this test with the 
data in Table G.1 (under the entry for GOODMAN-KRUSKAL’S LAMBDA) 
where we may be interested in finding out how much our ability to pre-
dict whether a person has passed or failed a test is increased by our 
knowledge of whether they are female or male. If we predicted whether a 
person had passed on the basis of the proportion of people who had 
passed disregarding whether they were female or male, we would be cor-
rect for .82 (164/200 = .82) of the 164 people who had passed, which is 
for 134.48 of them (.82 × 164 = 134.48). If we did this for the people 
who had failed, we would be correct for .18 (36/200 = .18) of the 36 
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people who had failed, which is for 6.48 of them (.18 × 36 = 6.48). In 
other words, we would have guessed incorrectly that 59.04 of the people 
had passed (200 - 134.48 - 6.48 = 59.04) which is a probability of error 
of .295 (59.04/200 = .295). 
If we now took into account the sex of the person, we would correctly 
predict that the person had passed the test: 

 
For .90 (108/120 = .90) of the 108 females who had passed, which is for 
97.20 of them (.90 × 108 = 97.20), 
for .70 (56/80 = .70) of the 56 males who had passed, which is for 39.20 
of them (.70 × 56 = 39.20), 
for .10 (12/120 = .10) of the 12 females who had failed, which is for 1.20 
of them (.10 × 12 = 1.20), and 
for .30 (24/80 = .30) of the 24 males who had failed, which is for 7.20 of 
them (.30 × 24 = 7.20). 
 Cramer & Howitt 2004 

 
goodness-of-fit test 

a statistical procedure performed to test whether to accept or reject a hy-
pothesized PROBABILITY DISTRIBUTION describing the characteristics of 
a population. Put simply, goodness-of-fit tests are employed to determine 
whether the distribution of scores in a SAMPLE conforms to the distribu-
tion of scores in a specific theoretical or empirical POPULATION distribu-
tion. Goodness-of-fit tests are somewhat unique when contrasted with 
other types of inferential statistical tests, in that when conducting a 
goodness-of-fit test a researcher generally wants or expects to retain the 
NULL HYPOTHESIS. In other words, the researcher wants to demonstrate 
that a sample is derived from a distribution of a specific type (e.g., a 
NORMAL DISTRIBUTION). On the other hand, in employing most other in-
ferential tests, a researcher wants or expects to reject the null hypothe-
sis—i.e., the researcher wants or expects to demonstrate that one or more 
samples do not come from a specific population or from the same popu-
lation. It should be noted that the ALTERNATIVE HYPOTHESIS for a good-
ness-of-fit test generally does not stipulate an alternative distribution that 
would become the most likely distribution for the data if the null hypoth-
esis is rejected. 
The two most commonly employed goodness-of-fit tests are the CHI-
SQUARE GOODNESS-OF-FIT TEST and the KOLMOGOROV-SMIRNOV 

GOODNESS-OF-FIT TEST for a single sample. 
 Sheskin 2011 

 
grand mean 

the statistical average for all of the cases in all of the groups on the DE-

PENDENT VARIABLE.  
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graphic rating scale 
see RATING SCALE 

 
Greenhouse-Geisser correction 

also G-G 
a correction that is used when data in an REPEATED-MEASURES ANOVA 
does not satisfy the assumption of SPHERICITY. It is recommended al-
ways using a correction even if statistical tests indicate that your data do 
satisfy the assumption of sphericity. The Greenhouse-Geisser correction 
is more conservative than the HUYNH-FELDT CORRECTION. In other 
words, it is more likely to avoid a TYPE I ERROR but increase the likeli-
hood of a TYPE II ERROR. 
see also MAUCHLY’S TEST 
 Larson-Hall 2010; Clark-Carter 2010 

 
grounded theory 

a general methodology of analysis in QUALITATIVE RESEARCH which 
seeks to build systematic theoretical statements inductively from CODING 
and analyzing observational data, by developing and refining conceptual 
categories which are then tested and retested in further data collection. 
The emphasis in this methodology is on the generation of theory which is 
grounded in the data. Grounded theory, indeed, holds that concepts and 
hypotheses (see HYPOTHESIS) should not precede the gathering of infor-
mation, in that theory is rooted in the reality observed and it is the re-
searcher’s task to discover it. According to the advocates of this point of 
view, theory should be generated by empirical observation (they use the 
term generate as opposed to verify)—that is, the concepts and hypotheses 
should be extracted from reality, rather than imposing preconceived the-
oretical schemes on reality. The researcher does not begin with a particu-
lar theory in mind but adopts an inductive approach that allows theory to 
develop from the data. This is different from other types of research 
which might seek to test a hypothesis that has been formulated by the re-
searcher. They argue that this approach yields theories that fit the data 
better and work better, in that the categories are discovered by examining 
the data themselves; moreover, such theories are easier for the ordinary 
person to understand, as they are deduced from his/her own way of 
thinking. Thus, grounded theory can help to forestall the opportunistic 
use of theories that have dubious fit and working capacity, and which are 
often adopted by researchers out of intellectual laziness and acquiescence 
to the dominant fashion. 
In grounded theory studies, the number of people to be studied is not 
specified at the beginning of the research. This is because the researcher, 
at the outset, is unsure of where the research will take her/him. Instead, 
s/he continues with the data collection until SATURATION point is 
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reached. Grounded theory is therefore flexible and enables new issues to 
emerge that the researcher may not have thought about previously. 
Data collection in grounded theory is similar to that of ETHNOGRAPHY, 
although OBSERVATION and INTERVIEWs are not necessarily privileged 
and if necessary the researcher can draw on a wide range of sources (for 
example photographs, documents) along with a comprehensive literature 
review which takes place throughout the data collection process. This lit-
erature review helps to explain emerging results.  
A typical grounded theory project might involve a study of the experi-
ence of the first few weeks at a new language school from the learners’ 
point of view. Learners might be asked OPEN-ENDED QUESTIONs about 
their views of language learning, the experience of arriving at a new in-
stitution and the approaches to language learning that they encountered; 
they might be asked to keep learner diaries; the researcher might observe 
lessons and interview teachers, collect a variety of documents (adminis-
trative and academic) and read accounts of other initial language-
learning experiences. What might emerge is a theory about the ways in 
which a dominant view of what language learning involves comes to be 
shared by the students. 
Because grounded theory does not demand the extended exposure neces-
sary for a full ethnography but still offers a means of developing an un-
derstanding of educational contexts, it is a tradition that is likely to have 
strong practical appeal to TESOL practitioners. Perhaps the greatest at-
traction of grounded theory is that it offers a systematic way of analyzing 
and interpreting the data, normally a messy and frustrating process that is 
traditionally seen as something of a mystery, causing even the best re-
searchers to feel at sea. Establishing categories from qualitative data, la-
ments one group of ethnographic researchers, seems rather like a simul-
taneous left-brain right-brain exercise, so the practical guidelines offered 
in this tradition are reassuring. However, the process of analysis is still 
very time-consuming and the need to produce a theory can put consider-
able pressure on the researcher. Critics have reacted negatively to the 
strong focus on method, the place of the researcher and the status of the 
theories produced, but the growing popularity of this tradition cannot be 
ignored. 
 Glaser and Strauss 1967; Richards 2003; Ridenour & Newman 2008; Dawson 2007; 
Cohen et al. 2011 

 
group administration 

a type of QUESTIONNAIRE administration which is the most common 
method of having questionnaires completed. One reason for this is that 
the typical targets of the SURVEYs are language learners studying within 
institutional contexts, and it is often possible to arrange to administer the 
instrument to them while they are assembled together, for example, as 
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part of a lesson or slotted between certain other organized activities. The 
other reason for the popularity of this administration format is that it can 
overcome some of the problems just mentioned with regard to POSTAL 

SURVEYs or ONE-TO-ONE ADMINISTRATION. Groups of students are typi-
cally captive groups in the sense that a response rate of nearly 100% can 
be achieved with them, and because a few questionnaire administrators 
can collect a very large number of questionnaires, it is easier to make 
sure that all of them are adequately trained for the job. There are, howev-
er, some important points to consider:  
 
• Because respondents have to work individually this format may not be 

appropriate for children under about age 10. 
• With larger groups, or with groups of less mature kids, more than one 

field worker at a time is needed to help to answer questions and to dis-
tribute/collect the questionnaires. 

• In group administration contamination through copying, talking, or 
asking questions is a constant danger. 

• The negative influence of deviant kids may create an inappropriate cli-
mate for sincere and thoughtful work. 
see also SELF-ADMINISTERED QUESTIONNAIRE 
 Dörnyei 2003 

 
group difference index 

see EFFECT SIZE 
 
grouped data 

data values that have been sorted and grouped into class intervals, in or-
der to reduce the number of scoring categories to a manageable level 
when the data range very widely. Data available in class intervals are then 
summarized by a FREQUENCY DISTRIBUTION. Individual values of the 
original data are not retained. Thus, with grouped data, one may not know 
the exact values of the observations falling within the class intervals. 
 Sahai & Khurshid 2001 

 
grouped frequency distribution 

a FREQUENCY DISTRIBUTION that lists frequencies for class intervals ra-
ther than individual scores. The data are grouped in intervals of equal 
range and each frequency represents the number of data values in one of 
the intervals. When we have too many scores to produce a manageable 
ungrouped distribution, we create a grouped distribution, and then we re-
port the total FREQUENCY (f), RELATIVE FREQUENCY (rel.f), CUMULA-

TIVE FREQUENCY (cf), or PERCENTILE of all scores in each group. 
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Score f rel.f cf Percentile
40-44 2 .08 25 100
35-39 2 .08 23 92
30-34 0 .00 21 84
25-29 3 .12 21 84
20-24 2 .08 18 72
15-19 4 .16 16 64
10-14 1 .04 12 48

5-9 4 .16 11 44
0-4 7 .28 7 28  

 

Table G.2. Grouped Distribution Showing f, rel.f, cf, and Percentile 
 

For example, look at the grouped distribution shown in Table G.2. In the 
score column, ‘0-4’ contains the scores 0, 1, 2, 3, 4, and ‘5-9’ contains 
scores 5 through 9, and so on. The f for each group is the sum of the fre-
quencies for the scores in that group. Thus, the scores between 0 and 4 
have a total f of 7, while, for the highest scores between 40 and 44, the 
total f is 2. Likewise, the combined relative frequency of scores between 
0 and 4 is .28, while for scores between 40 and 44 it is .08. Each cumula-
tive frequency is the number of scores that are at 44 or below the highest 
score in the group. Thus, 7 scores are at 4 or below while 25 scores are at 
44 or below. (Because 44 is the highest score, we know that is 25.) Final-
ly, each percentile indicates the percent of scores that are below the 
highest score in the group, so the score of 4 is at the 28th percentile, and 
the score of 44 is at the 100th percentile.  
 Heiman 2011 

 
grouped variable 

another term for CATEGORICAL VARIABLE 
 
grouping 

another term for CENTRAL TENDENCY  
 
group interview 

a means of collecting data in research. Group interviews are useful 
where a group of people have been working together for some time or 
common purpose, or where it is seen as important that everyone con-
cerned is aware of what others in the group are. Group interviews can 
generate a wider range of responses than in individual interviews. They 
might be useful for gaining an insight into what might be pursued in sub-
sequent individual interviews. Group interviews are often quicker than 
individual interviews and hence are timesaving. They can also bring to-
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gether people with varied opinions, or as representatives of different col-
lectivities. They are also very useful when interviewing children. 
Group interviews require skillful chairing and attention to the physical 
layout of the room so that everyone can see everyone else. Group size is 
also an issue; too few and it can put pressure on individuals, too large 
and the group fragments and loses focus. A group of around six or seven 
is an optimum size, though it can be smaller for younger children. The 
duration of an interview may not be for longer than, at most, fifteen 
minutes, and it might be useful to ensure that distractions are kept to a 
minimum. Simple language to the point and without ambiguity (e.g., 
avoiding metaphors) is important.  
see also FOCUS GROUP 
 Cohen et al. 2011 

 
G-study 

another term for GENERALIZABILITY STUDY 
 
Guttman scaling 

another term for CUMULATIVE SCALE 
 
Guttman’s scalogram 

see CUMULATIVE SCALE 
 
Guttman split-half method 

see SPLIT-HALF RELIABILITY 



H 
 
H0 

an abbreviation for NULL HYPOTHESIS 
 
H1 

an abbreviation for ALTERNATIVE HYPOTHESIS 
 

Ha 

an abbreviation for ALTERNATIVE HYPOTHESIS 
 

halo effect 
a threat to QUESTIONNAIRE and EXTERNAL VALIDITY which refers to the 
rater’s belief in the goodness of participants (the participants have haloes 
around their heads!), such that the more negative aspects of their behavior 
or personality are neglected or overlooked. For example, a researcher 
might rate a student who does good academic work as also being superior 
in intelligence, popularity, honesty, perseverance, and all other aspects of 
personality. The halo effect concerns the human tendency to overgeneral-
ize. If our overall impression of a person or a topic is positive, we may be 
disinclined to say anything less than positive about them even if it comes 
to specific details. For many students, for example, a teacher they love is 
perfect in everything s/he does—which is obviously not true. Halo effect 
is contrasted with the horns effect, which refers to the rater’s belief in the 
badness of the participants (the participants have devils’ horns on their 
heads!), such that the more positive aspects of their behavior or personali-
ty are neglected or overlooked. For example, if we have a generally unfa-
vorable impression of a person, we are likely to rate the person low on all 
aspects. 
see also HAWTHORNE EFFECT, NOVELTY EFFECT, PRETEST-TREATMENT 

INTERACTION, MULTIPLE-TREATMENT INTERACTION, SPECIFICITY OF 

VARIABLES, TREATMENT DIFFUSION, RESEARCHER EFFECT 
 Dörnyei 2003; Cohen et al. 2011; Ary et al. 2010 

 
haphazard sampling 

another term for OPPORTUNISTIC SAMPLING 
 
harmonic mean 

the number of scores divided by the sum of 1/X for each score. The har-
monic mean of 3 and 6 is: 
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The harmonic mean of 3, 6 and 7 is 
 

 

 
The harmonic mean is rarely directly calculated as such in statistics. It is 
part of the calculation of the UNRELATED t-TEST, for example. 
see also GEOMETRIC MEAN, ARITHMETIC MEAN 
 Cramer & Howitt 2004 

 
Hartley’s test 

also maximum F-ratio test, Fmax 
a test procedure for testing three or more INDEPENDENT SAMPLES for 
HOMOGENEITY OF VARIANCEs before using an ANALYSIS OF VARIANCE 
procedure. Hartley’s test is based on the ratio between the largest and 
smallest SAMPLE VARIANCEs. Like Bartlett’s test, however, it is found to 
be sensitive (i.e., not very ROBUST) to any departures from NORMALITY. 
It assumes normal population distributions and requires equal sample 
sizes.  
see also BOX’S M TEST, COCHRAN’S C TEST, BARTLETT’S TEST, LEVENE’S 

TEST, BROWN-FORSYTHE TEST, O’BRIEN TEST 
 Upton & Cook 2008; Everitt 2001; Everitt & Skrondal 2010; Tabachnick & Fidell 
2007; Sahai & Khurshid 2001; Lomax 2007 

 
Hawthorne effect 

a threat to EXTERNAL VALIDITY which refers to the tendency of subjects 
to improve their performance under observation, simply because they are 
aware that they are being studied or are involved in an experiment so that 
the results of the study are more closely related to this pleasure than any-
thing that actually occurs in the research. Procedures to control this prob-
lem are: using unobtrusive measures (data-collection procedures that 
involve no intrusion into the naturally occurring course of events and in 
which subjects are unaware they are being studied), telling control sub-
jects they are also in an experiment even if they are to receive no manip-
ulation, and allowing an adaptation period during which no observations 
are made. 
see also and NOVELTY EFFECT, PRETEST-TREATMENT INTERACTION, 
MULTIPLE-TREATMENT INTERACTION, SPECIFICITY OF VARIABLES, 
TREATMENT DIFFUSION, RESEARCHER EFFECT, HALO EFFECT 
 Brown 1988  
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hermeneutical phenomenology 
another term for INTERPRETIVE PHENOMENOLOGY 

 
hermeneutics 

the study of the theory and the practice of understanding and interpreta-
tion. Hermeneutics is built on the assumption that interpretation is not a 
straightforward activity even though people do it all the time when they 
interact with others and the world. It is characterized as an approach to 
the analysis of textual material, such as interview transcripts, diaries, au-
to/biographies, that emphasizes the importance of understanding the 
meaning of the material from the perspective of the individual who pro-
duced it. It is associated largely with nineteenth century German philos-
ophy, but also has connections with PHENOMENOLOGY and the psychoa-
nalysis of Freud. Hermeneutics challenges both the aim of social science 
and its reliance on a narrow conception of understanding encouraged by 
scientific methods. According to a hermeneutic perspective, social reality 
is seen as socially constructed, rather than being rooted in objective fact. 
Hence, hermeneutics argues that interpretation should be given more 
standing than explanation and description. Social reality is too complex 
to be understood through the process of observation. The scientist must 
interpret in order to achieve deeper levels of knowledge and also self-
understanding. Inquiry, therefore, is no longer framed as a separate event 
from that which is being inquired into; both must be acknowledged in the 
final analysis. 
Although not having an explicit method, hermeneutics has influenced the 
theory and practice of QUALITATIVE RESEARCH in several ways. First, 
because language (and other symbolic meaning systems) mediates peo-
ple’s experiences of the world, qualitative inquirers are paying closer at-
tention to the language used by research participants while also acknowl-
edging the symbolic systems they too inhabit and that give shape to their 
study. Second, theorists’ contributions have informed how qualitative re-
searchers talk about data collection, analysis, and representation, as each 
is seen as part of a dialogic, dynamic, holistic, and self-reflective process 
where interpretation and understandings are developed continuously 
along the way rather than as separate stages of a study. Finally, the her-
meneutic potential that the space of difference between self and other 
opens up has caused theorists to call on social inquirers to reenvision 
their role not as elicitors of information that benefit social science, but as 
promoters of cross-cultural dialogue where understanding of self and 
other occur concurrent to inquiring into the world people share. 
 Gray 2009; Given 2008 

 
heterogeneity of variance 

see HOMOGENEITY OF VARIANCE  
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heterogeneous sampling 
another term for MAXIMUM VARIATION SAMPLING 

 
heteroscedasticity  

see HOMOSCEDASTICITY  
 
heuristic research 

a process that begins with a question or a problem which the researcher 
tries to illuminate or find an answer to. The question itself is usually fo-
cused on an issue that has posed a personal problem and to which an-
swers are required. It seeks, through open-ended inquiry, self-directed 
search and immersion in active experience, to get inside the question by 
becoming one with it. One of the primary processes of heuristic research 
is self-dialogue in which the researcher enters into a conversation with 
the phenomenon and is questioned by it. It is hoped that the process will 
lead to self-discoveries, awareness, and enhanced understanding. 
Through this, the researcher is able to develop the skills and ability to 
understand the problem itself and, in turn, to develop the understanding 
of others. 
Philosophically, heuristic inquiry does not start from the premise that 
there is an external objective truth to be discovered. In contrast, it starts 
phenomenologically from the belief that understanding grows out of di-
rect human experience and can only be discovered initially through self-
inquiry. Heuristic research, then, is autobiographical, providing for a 
deep, personal analysis. It is richly descriptive, but also strongly subjec-
tive, and weak in terms of GENERALIZABILITY.  
Heuristic research, then, involves the researcher in: 

 
• A deep personal questioning of what it is they wish to research. 
• Living, sleeping and merging with the research question. 
• Allowing inner workings of intuition to extend understanding of the 

question. 
• Reviewing all the data from personal experiences to identify tacit 

meanings. 
• Forming a creative synthesis, including ideas for and against a proposi-

tion. 
see also QUALITATIVE RESEARCH  
 Gray 2009 

 
hierarchal clustering 

see CLUSTER ANALYSIS 
 
hierarchical design 

another term for NESTED DESIGN  
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hierarchical multiple regression 
another term for SEQUENTIAL MULTIPLE REGRESSION  

 
higher order mixed design 

see MIXED DESIGN  
 
h index 

see EFFECT SIZE 
 
hinge plot 

another term for BOXPLOT 
 
hired hands 

see INVESTIGATOR TRIANGULATION 
 
histogram  

also frequency histogram 
a diagram consisting of rectangular bars to illustrate the FREQUENCY of a 
particular score or range of scores. By convention, in a histogram, scores 
are represented on the horizontal axis (X axis), and frequencies of occur-
rence for each score are represented along the vertical axis (Y axis). The 
lower values of both vertical and horizontal axes are recorded at the in-
tersection of the axes (at the bottom left side).  
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Score Values (Continuous Data)  
 

         Figure H.1. An Example of Histogram 
 
As you can see in Figure H.1, the values on both axes increase as they 
get farther away from the intersection.  
A histogram is similar to a BAR GRAPH except that in a histogram adja-
cent bars touch. A bar graph is for more discrete CATEGORICAL VARIA-

BLEs such as gender, while a histogram is for more CONTINUOUS VARIA-

BLEs such as age. A histogram can also help detect any unusual observa-
tions (OUTLIERs), or any gaps in the data. Histograms can give infor-
mation about whether distributions are symmetrically distributed or 
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skewed (see NORMAL DISTRIBUTION, SKEWED DISTRIBUTION), and 
whether they have one mode (peak) or several, and a histogram with an 
overlaid normal curve can be evaluated to see whether the data should be 
considered normally distributed. 
 Porte 2010; Clark-Carter 2010 

 
historical research 

a type of research which goes beyond data gathering to analyze and de-
velop theoretical and holistic conclusions about historical events and pe-
riods. In this type of research, some aspect of the past is studied, either by 
perusing documents of the period or by interviewing individuals who 
lived during the time. The researcher then attempts to reconstruct as accu-
rately as possible what happened during that time and to explain why it 
did. Historical research includes a critical examination of sources, inter-
pretation of data, and analysis that focuses on the narrative, interpretation, 
and use of valid and reliable evidence that supports the study conclusions. 
A researcher might want to investigate, for example, the trends in bilin-
gual education in a particular city or district from its beginnings to the 
present. Also, one might investigate the methods used to teach reading in 
the past or study school practices and policies such as grade retention. 
Some of the data collected in historical research might be quantitative, 
such as when an investigator compares a school district’s reading 
achievement scores when one teaching method was used with the scores 
obtained when another method was in vogue. 
Perhaps more so than in any other form of research, the historical re-
searcher must adopt a critical attitude toward any and all sources s/he re-
views. A researcher can never be sure about the genuineness and accura-
cy of historical sources. A memo may have been written by someone oth-
er than the person who signed it. A letter may refer to events that did not 
occur or that occurred at a different time or in a different place. A docu-
ment may have been forged or information deliberately falsified. Key 
questions for any historical researcher are: Was this document really writ-
ten by the supposed author (i.e., is it genuine)? Is the information con-
tained in this document true (i.e., is it accurate)? The first question refers 
to what is known as external criticism, the second to what is known as in-
ternal criticism. The process of blending external criticism and internal 
criticism is called SYNTHESIS. 
The principal advantage of historical research is that it permits investiga-
tion of topics and questions that can be studied in no other way. It is the 
only research method that can study evidence from the past. In addition, 
historical research can make use of a wider range of evidence than most 
other methods (with the possible exceptions of ETHNOGRAPHIC RE-

SEARCH and CASE STUDY). It thus provides an alternative and perhaps 
richer source of information on certain topics that can also be studied 
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with other methodologies. A researcher might, for example, wish to in-
vestigate the HYPOTHESIS that ‘curriculum changes that did not involve 
extensive planning and participation by the teachers involved usually 
fail(ed)’ by collecting interview or observational data on groups of se-
cond language teachers who (1) have and (2) have not participated in de-
veloping curricular changes (a CAUSAL-COMPARATIVE RESEARCH), or by 
arranging for variations in teacher participation (an EXPERIMENTAL RE-

SEARCH). The question might also be studied, however, by examining 
documents prepared over the past 50 years by disseminators of new cur-
ricula (their reports), by teachers (their diaries), and so forth. 
A disadvantage of historical research is that the measures used in other 
methods to control for threats to INTERNAL VALIDITY are simply not pos-
sible in a historical study. Limitations imposed by the nature of the sam-
ple of documents and the instrumentation process (CONTENT ANALYSIS) 
are likely to be severe. Researchers cannot ensure representativeness of 
the sample, nor can they (usually) check the RELIABILITY and VALIDITY 
of the inferences made from the data available. The possibility of bias due 
to researcher characteristics (in data collection and analysis) is also al-
ways present. 
see also SYNTHESIS, COMPARATIVE RESEARCH 
 Ary et al. 2010; Given 2008; Fraenkel & Wallen 2009 

 
history 

a threat to INTERNAL VALIDITY which refers to events or incidents that 
take place during the course of the study that might have an unintended 
and uncontrolled-for impact on the study’s final outcome (or the DE-

PENDENT VARIABLE). EMPIRICAL RESEARCH does not take place in a 
vacuum and therefore we might be subject to the effects of unanticipated 
events while the study is in progress. These events tend to be global 
enough that they affect all or most of the participants in a study. They 
can occur inside or outside the study and typically occur between the 
pre- and post-measurement phases of the dependent variable. The impact 
of history as a threat to internal validity is usually seen during the post-
measurement phase of the study and is particularly prevalent if the study 
is longitudinal. Accordingly, the longer the period of time between the 
pre- and post-measure, the greater the possibility that a history effect 
could have confounded the results of the study.  
For example, suppose a researcher is running a study on improving the 
second language of young children using some new teaching methodolo-
gy over a period of several months. During that time, a new bilingual TV 
program is put on national TV. If the researcher found any difference be-
tween the treatment and control groups, could s/he be certain that the re-
sults were only due to the new methodology? Could the new methodolo-
gy have interacted with the new TV program in such a way as to produce 
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the results? Had the program not appeared when it did, the new method-
ology might not have produced the same results. Consequently, the re-
searcher could not be sure what caused the changes in language behav-
ior, if any were observed. The best way to minimize the history effect is 
to document the impact of the events so that later we may neutralize it by 
using some kind of statistical control.  
see MATURATION, STATISTICAL REGRESSION, MORTALITY, TESTING EF-

FECT, INSTRUMENTATION, DIFFERENTIAL SELECTION 
 Dörnyei 2007; Perry 2011 

 
HIT 

an abbreviation for HOLTZMAN INKBLOT TEST 
 
hit ratio  

the percentage of subjects correctly classified by the LOGISTIC REGRES-

SION model. Hit ratio is calculated as the number of subjects in the diago-
nal of the CLASSIFICATION MATRIX divided by the total number of sub-
jects.  
 Hair et al. 2010 

 
Hochberg’s sequential method 

a POST HOC TEST which uses a specific sequential method called a step-up 
approach as a more powerful alternative to the BONFERRONI ADJUST-

MENT.  Sequential methods use a series of steps in the correction, depend-
ing on the result of each prior step.  Contrasts are initially conducted and 
then ordered according to P-VALUEs (from smallest to largest in the step-
up approach).  Each step corrects for the previous number of tests rather 
than all the tests in the set.  This test is a good, high power alternative to 
the other modified Bonferroni approaches as long as CONFIDENCE INTER-

VALs are not needed. 
 Everitt & Howell 2005 

 
 holistic fallacy 

see BIAS 
 
Holtzman Inkblot test 

also HIT 
a PROJECTIVE TECHNIQUE and a modification of the RORSCHACH TEST 
which consists of 45 inkblot cards (and not 10 inkblots as we find in case 
of Rorschach test) which are based on color, movement, shading and 
other factors involved in inkblot perception. Only one response per card 
is obtained from the subject (or the respondent) and the responses of a 
subject are interpreted at three levels of form appropriateness. Form re-
sponses are interpreted for knowing the accuracy or inaccuracy of re-
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spondent’s percepts; shading and color for ascertaining his/her affection-
al and emotional needs; and movement responses for assessing the dy-
namic aspects of his/her life. Holtzman Inkblot test or HIT has several 
special features or advantages. For example, it elicits relatively constant 
number of responses per respondent. Secondly, it facilitates studying the 
responses of a respondent to different cards in the light of norms of each 
card instead of lumping them together. Thirdly, it elicits much more in-
formation from the respondent then is possible with merely 10 cards in 
Rorschach test; the 45 cards used in this test provide a variety of stimuli 
to the respondent and as such the range of responses elicited by the test is 
comparatively wider. 
There are some limitations of this test as well. One difficulty that re-
mains in using this test is that most of the respondents do not know the 
determinants of their perceptions, but for the researcher, who has to in-
terpret the protocols of a subject and understand his/her personality (or 
attitude) through them, knowing the determinant of each of his/her re-
sponse is a must. This fact emphasizes that the test must be administered 
individually and a post-test inquiry must as well be conducted for know-
ing the nature and sources of responses and this limits the scope of HIT 
as a group test of personality. The usefulness of HIT for purposes of per-
sonal selection, vocational guidance, etc. is also to be established. 
see also SOCIOMETRY, THEMATIC APPERCEPTION TEST, ROSENZWEIG 

TEST, RORSCHACH TEST, TOMKINS-HORN PICTURE ARRANGEMENT TEST 
 Kothari 2008 

 
homogeneity of regression 

the extent to which the REGRESSION COEFFICIENTs being similar or ho-
mogeneous in an ANALYSIS OF COVARIANCE or MULTIVARIATE ANALY-

SIS OF COVARIANCE for the different categories or groups of an INDE-

PENDENT VARIABLE. In other words, the relationship between the CO-

VARIATE and the DEPENDENT VARIABLE is constant across different 
TREATMENT levels. Homogeneity of regression assumes that the SLOPE 
of the REGRESSION LINE is the same for each group. When the slopes of 
the regression models for the individual groups are significantly differ-
ent, that is, when the slope for one group differs significantly from the 
slope of at least one other group, then the assumption of homogeneity of 
regression has been violated. The results of such analyses are difficult to 
interpret if the regression coefficients are not homogeneous because this 
means that the relationship between the covariate and the dependent var-
iable is not the same across the different groups. 
 Cramer & Howitt 2004; Larson-Hall 2010; Gamst et al. 2008  
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homogeneity of variance 
also equal variance, equality of variance 
the degree to which the VARIANCEs of two or more SAMPLEs are similar 
or homogeneous. In an ANALYSIS OF VARIANCE, when samples are as-
sumed to have been drawn from POPULATIONs with equal variances, they 
are said to exhibit homogeneity of variances. Many of the PARAMETRIC 

TESTS of significance require that the variances of the underlying popula-
tions, from which the samples are drawn, should be homogeneous. In 
REGRESSION ANALYSIS, homogeneity of variances is the condition in 
which the variance of the DEPENDENT VARIABLE is the same for all the 
values of the INDEPENDENT VARIABLE. By contrast, when samples differ 
markedly in terms of magnitude of their variances, they are said to exhib-
it heterogeneity of variances. This property of data sets is known as 
HETEROSCEDASTICITY. 
The violation of homogeneity of variances apparently has little effect on 
the results if the SAMPLE SIZEs are equal. If the sample sizes are seriously 
different (in a ratio of 3 or more to 1), this assumption should be tested 
empirically by the researcher before continuing with the analysis. Just as 
with the assumption of NORMALITY, there are different ways of examin-
ing the homogeneity of variances in one’s own data. First and most sim-
ple is just to look at the numerical output for the STANDARD DEVIATIONs 
because the variances are simply the standard deviations squared. If there 
are big differences in these squared values, there are probably violations 
of this assumption. Another way of checking variances is to look at side-
by-side BOXPLOTs of groups. Although the box in the boxplot is not the 
standard deviation (it is the area from the 25th to 75th QUANTILE), it is 
showing the amount of VARIABILITY in the central part of the distribution 
and thus can be examined for a rough sense of variance. There are also 
several statistical tests of homogeneity of variance such as BOX’S M TEST, 
COCHRAN’S C TEST, BARTLETT’S TEST, HARTLEY’S TEST, and LEVENE’S 

TEST. They are very strict because they assess normality as well. (excep-
tions are LEVENE’S TEST, BROWN-FORSYTHE TEST, and O’BRIEN TEST 
which are not typically sensitive to departures from normality).  
Violations of homogeneity usually can be corrected by transformation of 
the dependent variable scores. Interpretation, however, is then limited to 
the transformed scores. Another option is to use untransformed variables 
with a more stringent a LEVEL OF SIGNIFICANCE (for nominal α = .05, use 
.025 with moderate violation, and .01 with severe violation). 
The multivariate analog of homogeneity of variance is homogeneity of 
variance-covariance matrices. As for univariate homogeneity of vari-
ance, inflated TYPE I ERROR rate occurs when the greatest dispersion is 
associated with the smallest sample size. The formal test Box’s M is, too 
strict with the large sample sizes, usually necessary for multivariate ap-
plications of ANOVA. 
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see also INDEPENDENCE ASSUMPTION, LINEARITY, MULTICOLLINEARITY, 
HOMOSCEDASTICITY 
 Cramer & Howitt 2004; Larson-Hall 2010; Brown 1992; Tabachnick & Fidell 2007; 
Everitt & Skrondal 2010; Everitt 2001; Sahai & Khurshid 2001 

 
Homogeneity of variance-covariance matrices 

see HOMOGENEITY OF VARIANCE 
 
homogeneous sampling 

see PURPOSIVE SAMPLING 
 
homogeneous selection 

a method that can make groups reasonably comparable on an EXTRANE-

OUS VARIABLE by selecting SAMPLEs that are as homogeneous as possible 
on that variable. If the experimenter suspects that age is a variable that 
might affect the DEPENDENT VARIABLE, s/he would select only children 
of a particular age. By selecting only 6-year-old children, the experiment-
er would control for the effects of age as an extraneous INDEPENDENT 

VARIABLE. Similarly, if intelligence is likely to be a variable affecting the 
dependent variable of the study, then subjects would be selected from 
children whose IQ scores are within a RESTRICTED RANGE—for example, 
100 to 110. This procedure has thus controlled the effects of IQ. From 
this resulting homogeneous population, the experimenter randomly as-
signs individuals to groups and can assume that they are comparable on 
IQ. Beginning with a group that is homogeneous on the relevant variable 
eliminates the difficulty of trying to match subjects on that variable. Alt-
hough homogeneous selection is an effective way of controlling extrane-
ous variables, it has the disadvantage of decreasing the extent to which 
the findings. 
see also RANDOM ASSIGNMENT, RANDOMIZED MATCHING 
 Ary et al. 2010 

 
homoscedasticity  

also homoskedasticity 
a term which consists of homo (meaning same) and scedastic (meaning 
scatter). Homoscedasticity exists in a set of data if the relationship be-
tween two CONTINUOUS VARIABLEs is of equal strength across the whole 
range of both. For ungrouped data, the assumption of homoscedasticity 
is that the variability in scores for one continuous variable (X) is roughly 
the same at all values of another continuous variable (Y). In other words, 
when data are homoscedastic the accuracy of a prediction based on the 
REGRESSION LINE will be consistent across the full range of both varia-
bles. To illustrate, if data are homoscedastic and a strong positive COR-

RELATION is computed between X and Y, the strong positive correlation 
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will exist across all values of both variables. However, if for high values 
of X the correlation between X and Y is a strong positive one, but the 
strength of this relationship decreases as the value of X decreases, the da-
ta show heteroscedasticity. Heteroscedasticity, the failure of homosce-
dasticity, is caused either by nonnormality of one of the variables or by 
the fact that one variable is related to some transformation of the other. 
As a general rule, if the distribution of one or both of the variables em-
ployed in a correlation is saliently skewed (see SKEWED DISTRIBUTION), 
the data are likely to be heteroscedastic. When, however, the data for 
both variables are distributed normally (see NORMALITY), the data will 
be homoscedastic.  
 

 Y

X                

  Y

X  
 

                     (a) Homoscedastic Data                     (b) Heteroscedastic Data 
    

Figure H.2. Homoscedastic versus Heteroscedastic Data 
 

One way to check this assumption is to examine a SCATTERPLOT of the 
two variables and determine whether or not the points that deviate away 
from the straight line are about the same distance from the line all the 
way along it. Figure H.2 presents two regression lines. In Figure H.2a, 
which represents homoscedastic data, the distance of the data points or 
values (i.e., dots on the graph) from the regression line is about the same 
along the entire length of the line. Figure H.2b, on the other hand, repre-
sents heteroscedastic data, since the data are not dispersed evenly along 
the regression line. Specifically, in Figure H.2b the data points are close 
to the line for high values of X, yet as the value of X decreases, the data 
points become further removed from the line. Thus, the strength of the 
positive correlation is much greater for high values of X than it is for low 
values. This translates into the fact that a subject’s Y score can be pre-
dicted with a greater degree of accuracy if the subject has a high score on 
the X variable as opposed to a low score.  
For GROUPED DATA, homoscedasticity is the same as the assumption of 
HOMOGENEITY OF VARIANCE when one of the variables is categorical, 
the other is continuous. That is, the variability in the DEPENDENT VARIA-

BLE is expected to be about the same at all levels of the INDEPENDENT 

VARIABLE. Homoscedasticity is a general assumption for all PARAMET-

RIC TESTS.  
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see also INDEPENDENCE ASSUMPTION, NORMALITY, LINEARITY, MULTI-

COLLINEARITY, CATEGORICAL VARIABLE, CONTINUOUS VARIABLE 
 Larson-Hall 2010; Brown 1992; Sheskin 2011 

 
homoskedasticity 

another term for HOMOSCEDASTICITY  
 
horizontal axis 

see BAR GRAPH  
 
horns effect 

see HALO EFFECT 
 
Hotelling-Lawley trace 

another term for HOTELLING’S TRACE CRITERION 
 
Hotelling’s T2 

another term for HOTELLING’S TRACE CRITERION 
 
Hotelling’s trace criterion 

also Hotelling’s T2, Hotelling-Lawley trace 
a multivariate test criterion and an extension of the INDEPENDENT SAM-

PLES t-TEST which can be employed to analyze the data for an experi-
ment that involves a single INDEPENDENT VARIABLE (IV) comprised of 
two LEVELs (i.e., groups) and multiple DEPENDENT VARIABLEs (DVs). 
For example, there might be two DVs, such as score on an academic 
achievement test and attention span in the classroom, and two levels of 
type of therapy, emphasis on perceptual training versus emphasis on aca-
demic training. It is not legitimate to use separate t-tests for each DV to 
look for differences between groups because that inflates TYPE I ERROR 
due to unnecessary multiple significance tests with (likely) correlated 
DVs. Instead, Hotelling’s trace criterion is used to see if groups differ on 
the two DVs combined. Hotelling’s trace criterion is a special case of 
MULTIVARIATE ANALYSIS OF VARIANCE, just as the t-TEST is a special 
case of univariate ANALYSIS OF VARIANCE, when the IV has only two 
groups.  
see also WILKS’ LAMBDA, HOTELLING’S TRACE CRITERION, PILLAI’S CRI-

TERION, ROY’S GCR CRITERION 
 Cramer & Howitt 2004; Clark-Carter 2010; Sheskin 2011; Everitt & Skrondal 2010; 
Tabachnick & Fidell 2007 

 
H-range 

another term for INTERQUARTILE RANGE  
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HSD test 
another term for TUKEY’S TEST  

 
H test 

another term for KRUSKAL-WALLIS TEST 
 
Huynh-Feldt correction  

a correction that is used when data in an REPEATED-MEASURES ANOVA 
do not satisfy the assumption of SPHERICITY. It is recommended always 
using a correction even if statistical tests indicate that your data do satis-
fy the assumption of sphericity. The Huynh-Feldt correction is more lib-
eral (and thus gives more power) than the GREENHOUSE-GEISSER COR-

RECTION. 
see also MAUCHLY’S TEST 
 Larson-Hall 2010 

 
hypothesis 

an educated and testable guess or hunch, generally based on prior re-
search and/or theory, to be subjected to the process of verification or dis-
confirmation. A hypothesis is a tentative statement of the relationship be-
tween two or more VARIABLEs and its validity remains to be tested and 
becomes the basis for further investigation. It is a proposition about the 
factual and conceptual elements; it is a brilliant guess about the solution 
of a problem. A key feature of all hypotheses is that each must make a 
prediction. Hypotheses are the researcher’s attempt to explain the phe-
nomenon being studied, and that explanation should involve a prediction 
about the variables being studied. These predictions are then tested by 
gathering and analyzing data, and the hypotheses can either be supported 
or refuted on the basis of the data. In their simplest forms, hypotheses are 
typically phrased as if-then statements. Hypotheses are made and evalu-
ated in both QUANTITATIVE RESEARCH and QUALITATIVE RESEARCH. A 
quantitative researcher usually states an a priori expectation about the re-
sults of the study in one or more research hypotheses before conducting 
the study, because the design of the research study and the planned re-
search design often is determined by the stated hypotheses. Thus, one of 
the advantages of stating a research hypothesis is that it requires the re-
searcher to fully think through what the RESEARCH QUESTION implies, 
what measurements and variables are involved, and what statistical 
methods should be used to analyze the data. In other words, every step of 
the research process is guided by the stated research questions and hy-
potheses, including the sample of participants, research design, data col-
lection methods, measuring instruments, data analysis methods, possible 
results, and possible conclusions. The research hypotheses are usually 
derived from the stated research questions and the problems being inves-
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tigated. After the research hypotheses are stated, inferential statistical 
methods are used to test these hypotheses to answer the research ques-
tions and make conclusions regarding the research problems. Generally, 
in quantitative research designs, hypothesis testing and the use of infer-
ential statistical methods begin with the development of specific research 
hypotheses that are derived from the study research questions. Research 
hypotheses differ from research questions in that hypotheses are specific 
statements in terms of the anticipated differences and relationships, 
which are based on theory or other logical reasoning and which can be 
tested using statistical tests developed for testing the specific hypotheses. 
In qualitative research, however, hypotheses emerge gradually in the 
course of the research itself. 
see also NULL HYPOTHESIS, DIRECTIONAL HYPOTHESIS, NONDIRECTION-

AL HYPOTHESIS, CAUSAL HYPOTHESIS, GROUNDED THEORY, HYPOTHE-

SIS TESTING 
 Marczyk et al. 2005; Richards & Schmidt 2010; Lavrakas 2008 

 
hypothesis-generating research 

see INDUCTIVE REASONING  
 
hypothesis testing 

also test of hypothesis 
a procedure for testing hypotheses about a POPULATION PARAMETER of 
interest. Hypothesis testing is a scientific approach to assessing beliefs 
about a reality or phenomenon under investigation. It is a decision-
making process where two possible decisions are weighed in a statistical 
fashion. In a way this is much like any other decision involving two pos-
sibilities, such as whether to carry an umbrella with you today or not. In 
statistical decision making, the two possible decisions are known as hy-
potheses. SAMPLE DATA are then used to help us select one of these deci-
sions. The two types of hypotheses competing against one another are 
known as the NULL HYPOTHESIS and the ALTERNATIVE HYPOTHESIS. A 
null hypothesis is usually tested and either rejected in favor of an alterna-
tive hypothesis or not rejected, in which case the alternative hypothesis 
cannot be sustained.  
The following are general steps in hypothesis testing: 

 
1) State a null hypothesis based on the specific question or phenomenon 

to be investigated. 
2) State an alternative hypothesis. This may be a DIRECTIONAL HYPOTH-

ESIS or a NONDIRECTIONAL HYPOTHESIS, depending on the problem 
being investigated as defined in the null hypothesis. 
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3) Specify the LEVEL OF SIGNIFICANCE. This is commonly taken as .05 
and represents the maximum acceptable PROBABILITY of incorrectly 
rejecting the null hypothesis. 

4) Determine an appropriate SAMPLING DISTRIBUTION of the SAMPLE 

STATISTIC of interest. Select a ONE-TAILED TEST or a TWO-TAILED 

TEST, depending on the alternative hypothesis. 
5) Evaluate the STANDARD ERROR or, more generally, an estimate of the 

standard error of the sample statistic; the formula for the standard er-
ror depends on the sample statistic in question. 

6) Compute the true value of the TEST STATISTIC and locate its value on 
the sampling distribution. 

7) Reject or do not reject the null hypothesis, depending on whether or 
not the sample statistic is located on the sampling distribution at or 
beyond the value of the test statistic at a given level of significance. 

 
It is now a standard convention to report a P-VALUE as justification for re-
jecting null hypothesis, which is the probability of obtaining a result 
equal to or more extreme than the observed value of the test statistic if the 
null hypothesis were true. 
Because we are dealing with sample statistics in our decision-making 
process, and trying to make an inference back to the population parame-
ter(s), there is always some risk of making an incorrect decision. In other 
words, the sample data might lead us to make a decision that is not con-
sistent with the population. We might decide to take an umbrella and it 
does not rain, or we might decide to leave the umbrella at home and it 
rains. Thus, as in any decision, the possibility always exists that an incor-
rect decision may be made. This uncertainty is due to SAMPLING ERROR, 
which we will see can be described by a probability statement. That is, 
because the decision is made based on sample data, the sample may not 
be very representative of the population and therefore leads us to an in-
correct decision. If we had population data, we would always make the 
correct decision about a population parameter. Because we usually do 
not, we use inferential statistics to help make decisions from sample data 
and infer those results back to the population. The types of decision errors 
that might be made in the decision-making process are called TYPE I ER-

ROR and TYPE II ERROR. 
 Sahai & Khurshid 2001; Lomax 2007 

 
hypothesis-testing method 

another term for HYPOTHETIC-DEDUCTIVE METHOD 
 
hypothetic-deductive method 

see INDUCTIVE REASONING 



I 
 
ICC 

an abbreviation for ITEM CHARACTERISTIC CURVE 
 
IF 

an abbreviation for ITEM FACILITY 
 
ID 

an abbreviation for ITEM DISCRIMINATION 
 
ideation 

see PHENOMENOLOGY 
 
imitation of the treatment 

another term for TREATMENT DIFFUSION  
 
independence assumption 

an ASSUMPTION which denotes the independence of groups and observa-
tions. The independence of groups implies that there must be no associa-
tion between the groups in a study. Put another way, knowing the data in 
one group should give no information about the data in another group. 
The most obvious violations of this assumption occur when the same 
people appear in more than one group. Likewise, the independence of 
observations means that the performance of any given individual is inde-
pendent of the performance of other individuals. In other words, there is 
no association between the observations within a group. For instance, if 
students within a group were copying answers from one another on a 
test, this assumption would be violated because the scores on the tests 
would no longer be independent of each other.  
Some statistical tests (e.g., INDEPENDENT SAMPLES t-TEST) assume inde-
pendence assumption, whereas others (e.g., DEPENDENT SAMPLES t-TEST) 
allow for repeated measures of the same people. When assumed for a 
particular statistic, the assumption can be checked by answering one 
question: ‘Is there any reason to believe that there is association between 
the observations made on the groups in this study?’ If the independence 
assumption for some statistical tests such as independent samples t-test is 
not met, then probability statements about the TYPE I and TYPE II ERRORs 
will not be accurate; in other words, the probability of a Type I or Type 
II error may be increased as a result of the assumption not being met. In 
general, the assumption can be met by keeping the individuals separate 
from one another through experimental control so that the scores on the
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DEPENDENT VARIABLE Y for sample A do not influence the scores for 
sample B.  
see also NORMALITY, HOMOGENEITY OF VARIANCE, LINEARITY, MULTI-

COLLINEARITY, HOMOSCEDASTICITY 
 Brown 1992; Brown 1988; Lomax 2007 

 
independence of groups 

see ASSUMPTIONS 
 
independence of observations 

see ASSUMPTIONS 
 
independent groups 

another term for INDEPENDENT SAMPLES 
 
independent groups t-test 

INDEPENDENT SAMPLES t-TEST  
 
independent measures design 

another term for BETWEEN-SUBJECTS DESIGN 
 
independent samples 

also independent groups, unrelated samples 
SAMPLEs that are selected from two (or more) POPULATIONs such that all 
the observations of one sample are chosen independently of the observa-
tions of the other sample(s). Two samples are independent when the 
method of sample selection is such that those individuals selected for 
sample 1 do not have any relationship to those individuals selected for 
sample 2. In other words, the selections of individuals to be included in 
the two samples are unrelated or uncorrelated such that they have abso-
lutely nothing to do with one another. Because the individuals in the two 
samples are independent of one another, their scores on the dependent 
variable Y will also be independent of one another. Independence is often 
achieved in experiments by assigning the subjects to the TREATMENT 
groups by RANDOM ASSIGNMENT. The extent to which the samples are 
independent or dependent determines the appropriate inferential test. 
see also DEPENDENT SAMPLES 
 Lomax 2007; Sahai & Khurshid 2001 

 
independent samples design 

another term for BETWEEN-SUBJECTS DESIGN 
 
independent samples t-test  

also independent groups t-test, unrelated t-test, independent t-test, 
uncorrelated t-test, between-subjects t-test, two-sample t-test  
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a type of t-TEST used when we want to compare the MEANs of two INDE-

PENDENT SAMPLES (e.g., males/females, or experimental/control 
groups), on a continuous DEPENDENT VARIABLE (DV). In this case, we 
collect information on only one occasion, but from two different groups 
of participants to see whether there is a statistically significant difference 
in the mean scores for the two groups. If we have more than two groups, 
we will need to use ANALYSIS OF VARIANCE instead. For example, if you 
wanted to compare the average vocabulary knowledge of 50 randomly 
selected men to that of 50 randomly selected women, you would conduct 
an independent samples t-test. Note that the sample of men is not related 
to the sample of women, and there is no overlap between these two sam-
ples (i.e., one cannot be a member of both groups). Therefore, these 
groups are independent, and an independent samples t-test is appropriate. 
To conduct an independent samples t-test, you need one independent 
CATEGORICAL VARIABLE and one dependent CONTINUOUS VARIABLE. 
The INDEPENDENT VARIABLE (IV) in a t-test is simply a variable with on-
ly two LEVELs or categories (e.g., men and women). In this type of t-test, 
we want to know whether the mean scores on the DV differ according to 
which group one belongs to (i.e., the level of the IV). Using the earlier 
example, we may want to know if the average vocabulary knowledge of 
people (the dependent continuous variable) depends on whether the per-
son is a man or a woman (gender of the person is the independent cate-
gorical variable). 
There are several assumptions underlying this test: 
 
• INDEPENDENCE ASSUMPTION, i.e., the groups are independent of each 

other; 
• NORMALITY, i.e., the DV is normally distributed within each group; 

and 
• HOMOGENEITY OF VARIANCE, i.e., the two groups come from two POP-

ULATIONs whose variances are approximately the same. 
 
The t-test is considered a ROBUST statistic. Therefore, even if the as-
sumption of the homogeneity of variance or normality is not fully met, 
the researcher can probably still use the test to analyze the data. As a 
general rule, it is desirable to have similar group sizes, especially when 
the groups are small. As in several other statistical tests, researchers usu-
ally try to have a group size of at least 30. Larger samples are more sta-
ble and require a smaller t-VALUE (compared with smaller samples) to 
reject the NULL HYPOTHESIS) 
When the homogeneity of variance assumption is not met and there are 
unequal numbers of observations in the samples, the usual method to use 
as an alternative to the independent t-test is the WELCH’S TEST. When the 



 independent variable     271 
 

  

data are ordinal, none of these procedures as such are recommended, as 
they have been specifically designed for continuous DVs. The nonpara-
metric alternative to an independent-samples t-test is the MANN-
WHITNEY U TEST. 
 Dörnyei 2007, Mackey & Gass 2005; Larson-Hall 2010; Peers 1996; Ravid 2011; Pal-
lant 2010; Lomax 2007 

 
independent scientific review 

another term for PEER REVIEW 
 
independent t-test 

another term for INDEPENDENT SAMPLES t-TEST  
 
independent variable 

also experimental variable, treatment variable, cause variable, predic-
tor variable, explanatory variable, X variable 
a VARIABLE which is selected, systematically manipulated, and measured 
by the researcher. Implicitly, independent variable (IV) is the variable 
that we think causes a change in the other variable (i.e., DEPENDENT 

VARIABLE). IVs are antecedent to dependent variables (DVs) and are 
known or are hypothesized to influence the DV. For example, if the re-
searcher wants to investigate the effect of his/her instruction on reading 
scores of his/her students, then instruction is the IV because that is what 
the researcher wants to investigate. The IV can be conceptualized as in-
put factors, TREATMENT conditions, or treatment effects. It is possible to 
have more than one IV in an experiment. Experimental designs that in-
volve more than one IV are referred to as FACTORIAL DESIGNs. In such 
experiments, the number of IVs will correspond to the number of factors. 
In fact, IVs that allocate respondents to different groups are called fac-
tors which will be comprised of two or more LEVELs.  
In NONEXPERIMENTAL RESEARCH, it is often more common to label the 
IV as the predictor or explanatory variable, which is used to predict or 
explain parts of the variance of the dependent or criterion variable. For 
example, you might measure language learning aptitude, motivation, and 
level of anxiety to explain students’ scores on a language proficiency 
test, such as the TOEFL. The measurements for aptitude, motivation, and 
anxiety will be your predictor or explanatory variables. You will try to 
predict or explain differences in TOEFL scores through the differences 
in scores on aptitude, motivation, and anxiety.  
see also MODERATOR VARIABLE, INTERVENING VARIABLE, CATEGORI-

CAL VARIABLE, CONTINUOUS VARIABLE, EXTRANEOUS VARIABLE, CON-

FOUNDING VARIABLE 
 Hatch & Farhady 1982; Brown 1988; Sheskin 2011; Heiman 2011; Lavrakas 2008; 
Larson-Hall 2010  
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in-depth interview  
a detailed and extended INTERVIEW covering a wide range of topics in 
order to obtain as much information as possible and to explore unknown 
variables that are introduced during the interview. Depth interview is a 
technique designed to elicit a vivid picture of the participant’s perspec-
tive on the research topic through a semi-structured exchange with the 
individual. It is designed to discover underlying motives and desires. 
Such interviews are held to explore needs, desires, and feelings of re-
spondents. In other words, they aim to elicit unconscious as also other 
types of material relating especially to personality dynamics and motiva-
tions. Researchers engage with participants by posing questions in a neu-
tral manner, listening attentively to participants’ responses, and asking 
follow-up questions and PROBES based on those responses. They do not 
lead participants according to any preconceived notions, nor do they en-
courage participants to provide particular answers by expressing approv-
al or disapproval of what they say. As such, depth interviews require 
great skill on the part of the interviewer and at the same time involve 
considerable time. Unless the researcher has specialized training, depth 
interviewing should not be attempted. 
 Mack et al. 2005; Kothari 2008; Richards & Schmidt 2010 

 
indicator variable 

another term for MANIFEST VARIABLE 
 
inductive inference 

another term for INDUCTIVE REASONING  
 
inductive reasoning 

also inductive inference 
a mode of reasoning moving from specific facts and observations to 
broader generalizations and theory; a process that is part of the scientific 
way of knowing whereby observations or other bits of information (data) 
are collected, without preconceived notions of their relationships (see 
HYPOTHESIS), with the assumption that relationships will become appar-
ent, that conclusions will emerge from the data. As shown in Figure I.1, 
rather than beginning with a theory, an explanation, or an interpretation 
and then seeking evidence to confirm, disconfirm, (as in DEDUCTIVE 

REASONING), in inductive reasoning, you begin with specific observa-
tions and measures, begin detecting patterns and regularities, formulate 
some tentative hypotheses that you can explore, and finally end up de-
veloping some theories, explanations, and interpretations to reflect or 
represent those particulars. 
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         Figure I.1. Schematic Representation of Inductive Reasoning 
 

Inductive reasoning often referred to as a bottom-up approach to know-
ing in which the researcher uses particular observations to build an ab-
straction or to describe a picture of the phenomenon that is being studied. 
Inductive reasoning usually leads to inductive methods of data collection 
where the researcher (1) systematically observes the phenomena under 
investigation, (2) searches for patterns or themes in the observations, and 
(3) develops a generalization from the analysis of those themes. So the 
researcher proceeds from specific observations to general statements—a 
type of discovery approach to knowing. Since there is no established 
theory on which to draw and the research is trying to develop theory, in-
ductive approach is sometimes called exploratory research or hypothe-
sis-generating research, which explores some phenomena prior to the 
development of any hypothesis and seeks to answer research questions 
without testing any hypothesis. 
The inductive hypothesis-generating method represents one of the two 
general routes to knowledge used in applied linguistics research (the oth-
er route is DEDUCTIVE REASONING). Inductive reasoning is most closely 
associated with qualitative approaches to research, which collect and 
summarize data using VERBAL PROTOCOLs, OBSERVATIONs, INTER-

VIEWs, and CONTENT ANALYSIS. Qualitative researchers are often said to 
take inductive heuristic approaches to data collection because they for-
mulate hypotheses only after they begin to make observations, interview 
people, and analyze documents. These hypotheses are examined and 
modified by further data collection rather than being accepted or rejected 
outright. Qualitative researchers believe that full understanding of phe-
nomena is dependent on the context, and so they use theories primarily 
after data collection to help them interpret the patterns observed. Howev-
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er, ultimately qualitative researchers do attempt to make claims about the 
truth of a set of hypotheses. Quantitative researchers may also use induc-
tive reasoning as they look for similar experiences and results and form 
new ideas, concepts, or theories. 
see also QUALITATIVE RESEARCH, QUANTITATIVE RESEARCH 
 Lodico et al. 2010; Given 2008 

 
inductive statistics 

another term for INFERENTIAL STATISTICS 
 
inferential statistics  

also inductive statistics, sampling statistics, analytical statistics 
a branch of STATISTICS that is concerned with the development and ap-
plications of methods and techniques for drawing generalizations (see 
GENERALIZABILITY) about a POPULATION on the basis of data obtained 
from a RANDOM SAMPLE, usually with a certain degree of uncertainty as-
sociated with it. Inferential statistics helps us to make inferences, esti-
mates, or predictions about the characteristics of other groups of individ-
uals on the basis of scores obtained from a single group. The rationale 
behind inferential statistics is that since the SAMPLE represents the popu-
lation, what holds true for the sample probably also holds true for the 
population from which the sample was drawn. There are two broad cate-
gories of inferential statistics known as PARAMETRIC and NONPARAMET-

RIC TESTS. They deal with the parameters of the population from which 
researchers have drawn samples. 
see also DESCRIPTIVE STATISTICS 
 Marczyk et al. 2005; Perry 2011; Sahai & Khurshid 2001 

 
informal interview 

an interview in which (a) different questions are asked for each person 
being interviewed; (b) the same person is interviewed on several occa-
sions; and (c) the length of the interview is completely open ended. Con-
versation is not being used here in the general sense of informal interac-
tions that have no particular agenda because these conversations do have 
a purpose; however, in comparison to other types of interviews these in-
terviews are very unstructured. The strength of an informal interview is 
that the interviewer can be very responsive to individual respondents and 
deal with topics as they arise in the conversation. The disadvantage is 
that a good deal of time is required to collect systematic information. Al-
so because different questions will generate different answers, it is more 
difficult to find patterns in the data gathered. One context where this type 
of interview is valuable is when researchers want to conduct an intensive 
CASE STUDY of one or more teachers or students. For example, if re-
searchers want to find out why particular students are having a great deal 
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of difficulty in class, they might undertake a series of interviews with 
these students over the course of the semester to find out what linguistic 
factors and nonlinguistic factors are contributing to the learners difficulty 
in acquiring English.  
see also ETHNOGRAPHIC INTERVIEW, NON-DIRECTIVE INTERVIEW, UN-

STRUCTURED INTERVIEW, SEMI-STRUCTURED INTERVIEW, STRUCTURED 

INTERVIEW, INTERVIEW GUIDE, TELEPHONE INTERVIEW, FOCUS GROUP 
 Mckay 2006 

 
informant 

an individual from whom a researcher is able to obtain information relat-
ing to the customs, values, attitudes, and behaviors of the individual or 
wider group. The informant is a special category of research participant 
because of a particular expertise or knowledge that is brought to QUALI-

TATIVE RESEARCH. Informants know and understand the kind of infor-
mation that is of interest to researchers. They offer an insider’s perspec-
tive and in-depth information that can represent the views of a group or 
even a community. It is the capacity to represent the knowledge of a 
larger group that distinguishes informants from other types of partici-
pants such as respondents to a QUESTIONNAIRE and people who are the 
subject of OBSERVATION. Qualitative researchers use informants in many 
research contexts, particularly ethnographies (see ETHNOGRAPHY), needs 
assessments, FOCUS GROUPs, policy evaluations, and ACTION RESEARCH. 
An informant’s contribution to research may be a single INTERVIEW or 
continual involvement. An informant will usually provide data through 
IN-DEPTH INTERVIEWs, often face to face or by telephone. Sometimes an 
informant will assist during all stages of the research cycle, from identi-
fication of research questions to reviewing drafts of research findings.  
There are advantages and disadvantages to using informants. Informants 
are advantageous because they can assist researchers in gaining trust and 
credibility within a community, they allow the collection of in-depth in-
formation and continuing clarification of data, they may represent a di-
versity of people’s views (including those of silent minorities), they may 
save researchers time and resources, and they are important gatekeepers 
for gaining access to additional participants. Disadvantages include the 
possibility that informants will pass on their own biases and political 
agendas, thereby influencing the RELIABILITY and VALIDITY of infor-
mation obtained. The informant technique can easily be combined with 
other methods, and TRIANGULATION of informant data by using other 
techniques of data collection is recommended. Good informants are more 
than just experts in the area of inquiry; they also reflect on it. This means 
that they can express a range of informed thoughts, feelings, insights, 
opinions, and facts about a topic. Researchers will often choose inform-
ants by asking members of a community to identify individuals who are 
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both knowledgeable and respected for their expertise in the subject of in-
quiry. For example, to gain an understanding of popular culture in a high 
school, informants might include leaders from the student in-groups as 
well as teachers who are respected by students. These informants may 
suggest additional informants. An informant is unique by virtue of par-
ticular status, experience, or knowledge. An informant is in the know for 
whatever a researcher is investigating. During the initial stages of re-
search, an informant may give new information to a researcher. During 
the later stages, the information should serve to clarify and validate what 
the researcher has learned.  
 Brewerton & Millward 2001; Given 2008 

 
informed consent 

the procedures in which individuals choose whether to participate in an 
investigation after being informed of facts that would be likely to influ-
ence their decisions. This definition involves four elements: competence, 
voluntarism, full information and comprehension. Competence implies 
that responsible, mature individuals will make correct decisions if they 
are given the relevant information. It is incumbent on researchers to en-
sure they do not engage individuals incapable of making such decisions 
because of immaturity or some form of psychological impairment. Vol-
untarism entails applying the principle of informed consent and thus en-
suring that participants freely choose to take part (or not) in the research 
and guarantees that exposure to risks is undertaken knowingly and vol-
untarily. This element can be problematical, especially in the field of 
medical research where unknowing patients are used as guinea-pigs. Full 
information implies that consent is fully informed, though in practice it is 
often impossible for researchers to inform subjects on everything, e.g., 
on the statistical treatment of data; and on those occasions when the re-
searchers themselves do not know everything about the investigation. In 
such circumstances, the strategy of reasonably informed consent has to 
be applied. Comprehension refers to the fact that participants fully un-
derstand the nature of the research project, even when procedures are 
complicated and entail risks. Suggestions have been made to ensure that 
subjects fully comprehend the situation they are putting themselves into, 
e.g., by using highly educated subjects, by engaging a consultant to ex-
plain difficulties, or by building into the research scheme a time lag be-
tween the request for participation and decision time. If these four ele-
ments are present, researchers can be assured that subjects’ rights will 
have been given appropriate consideration. 
Informed consent requires an explanation and description of several fac-
tors, including, for example: 
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• the purposes, contents, and procedures of the research 
• any foreseeable risks and negative outcomes, discomfort or conse-

quences and how they will be handled 
• benefits that might derive from the research 
• incentives to participate and rewards from participating 
• right to voluntary non-participation, withdrawal, and rejoining the pro-

ject 
• rights and obligations to CONFIDENTIALITY and non-disclosure of the 

research, participants, and outcomes 
• disclosure of any alternative procedures that may be advantageous 
• opportunities for participants to ask questions about any aspect of the 

research 
• signed contracts for participation 

 
There are many more issues, and researchers will need to decide what to 
include in informed consent. Not least among these is the issue of volun-
teering. Participants may feel coerced to volunteer (e.g., by a school 
principal), or may not wish to offend a researcher by refusing to partici-
pate, or may succumb to peer pressure to volunteer (or not to volunteer), 
or may wish to volunteer for reasons other than the researcher’s (e.g., to 
malign a school principal or senior colleagues, to gain resources for 
his/her department, or to gain approval from colleagues). Researchers 
have to ensure that volunteers have real freedom of choice if informed 
consent is to be fulfilled. 
see also ETHICS 
 Cohen et al. 2011 

 
in-person interview 

another term for FACE-TO-FACE INTERVIEW  
 
instrument 

any device which is used to collect the data. Instruments can be present-
ed in written, audio, or visual format. Responses can be gathered via pa-
per-and-pencil tests, computer administered tests, video camera, or audi-
otape recorder. Other studies may not involve any data-gathering instru-
ments, but may involve personal OBSERVATIONs of subjects or objects. 
These studies typically use video or audio recording to keep a record of 
the data in case there is need for validation, but the actual data collection 
is done by an observer or a group of observers. In some studies, confu-
sion between the instruments and the materials used in the treatment can 
occur if the reader is not careful. One might think of the material as the 
stimulus that elicits the behavior that is measured or observed by the in-
strument. For example, one examined the cognitive processing that sub-
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jects went through while taking a CLOZE TEST. The cloze test was not the 
instrument of the study, however, but rather the material used to elicit the 
subjects’ think-aloud responses that were audiotaped. Whether the sub-
jects got the items on the test correct was a secondary issue to the study. 
The data of interest were the participants’ verbal responses.  
 Perry 2011 

 
instrumental case study 

see CASE STUDY 
 
instrument decay  

changes in INSTRUMENTATION over time that may affect the INTERNAL 

VALIDITY of a study. Instrumentation can create problems if the nature of 
the instrument (including the scoring procedure) is changed in some way 
or another. This is often the case when the instrument permits different 
interpretations of results (as in essay tests) or is especially long or diffi-
cult to score, thereby resulting in fatigue of the scorer. Fatigue often hap-
pens when a researcher scores a number of tests one after the other; s/he 
becomes tired and scores the tests differently (for example, more rigor-
ously at first, more generously later). The principal way to control in-
strument decay is to schedule data collection and/or scoring so as to min-
imize. 
 Fraenkel & Wallen 2009 

 
instrumentation 

a threat to INTERNAL VALIDITY which refers to the level of RELIABILITY 
and VALIDITY of the measuring instrument (e.g., a test) or measurement 
procedures being used to assess the effectiveness of the INTERVENTION. 
If your assessments do not accurately measure the variables, the result is 
an inaccurate assessment of performance. Therefore, even if at the end of 
your study you demonstrate a difference between groups, it might not be 
due to the manipulation of the IV but simply a function of poor assess-
ments or a result of a change in the instruments used during the study. 
The change in the way the dependent variable was measured from the 
first time to the second time, rather than the treatment, may bring about 
the observed outcome. Changes may involve the type of measuring in-
strument, the difficulty level, the scorers, the way the tests are adminis-
tered, using different observers for pre- and postmeasures, INSTRUMENT 

DECAY, and so on. For example, if one test of English proficiency were 
used (e.g., a multiple-choice test) as a pretest and another test of English 
proficiency (e.g., an essay test) were used as a posttest, you would not 
know whether any change in test score was due to increase in ability or 
difference in the difficulty level between the two tests. Unless the two 
tests are parallel in all possible ways, the results between the two tests 
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cannot be compared. Instrumentation is a problem in LONGITUDINAL RE-

SEARCH because the way measures are made may change over a period 
of time. 
see also DIFFERENTIAL SELECTION, HISTORY, MATURATION, STATISTICAL 

REGRESSION, MORTALITY, TESTING EFFECT 
 Marczyk et al. 2005; Lodico et al. 2010; Perry 2011; Ravid 2011; Ary et al. 2010 

  
intact group 

a group that is made up of all individuals in a given class, school, univer-
sity, institution, etc. There are situations when RANDOM SELECTION of 
individuals may not be feasible. For example, in second language re-
search we often need to use intact classes for our studies, and in these 
cases the participants cannot be randomly assigned to one of the EXPER-

IMENTAL or CONTROL GROUPs.  
Intact classes are commonly and often by necessity used in research for 
the sake of convenience.  
 Mackey & Gass 2005 

 
intact group design 

another term for STATIC-GROUP COMPARISON DESIGN 
 
integer 

see SYSTEMATIC SAMPLING 
 
integrative meta-analysis  

see META-ANALYSIS 
 
integrative test 

a test that requires a test taker to use several language skills at the same 
time such as a DICTATION TEST, which requires the learner to use 
knowledge of grammar, vocabulary, and listening comprehension. Inte-
grative tests attempt to measure the actual aspects of activities that one 
must normally perform in using language. The rationale for integrative 
tests is that since language is for the purpose of communication, language 
tests should concentrate on the communicative use of language in tasks 
that are similar to those in real-life situations. The integrative tests, unlike 
DISCRETE-POINT TESTs, treat language as a dynamic system whose vari-
ous subskills are assessed all at the same time. Proponents of integrative 
test method centered their arguments on what became known as the uni-
tary trait hypothesis, which suggested an indivisible view of language 
proficiency: that vocabulary, grammar, phonology, the four skills, and 
other discrete points of language could not be disentangled from each 
other in language performance. This hypothesis contended that there is a 
general factor of language proficiency such that all the discrete points do 
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not add up to that whole. However, unitary trait position is seriously 
questioned by some specialists in the field of language testing. 
Another type of integrative test method is CLOZE TEST. 
 Brown 2005; Farhady et al. 1995; Brown 2010 

 
intensity sampling 

see PURPOSIVE SAMPLING 
 
interaction 

also interaction effect  
the simultaneous effect of two or more INDEPENDENT VARIABLEs (IVs) 
on at least one DEPENDENT VARIABLE (DV) in which their joint effect is 
significantly greater (or significantly less) than the sum of the parts. Put 
differently, interaction effect is the result of two or more IVs combining 
to produce a result different from those produced by either IV alone. An 
interaction effect occurs when one IV differs across the levels of at least 
one other IV. When there is more than one IV in an ANOVA we may find 
that the effect of the IVs is different depending on how the IVs are com-
bined. For example, looking at the IVs of age and first language (L1) on 
reading ability in Persian second language (L2), if we find that being old-
er when you start learning an L2 is difficult no matter whether you have 
L1 English or L1 Japanese, the IVs are parallel. However, if we find that 
being older is only more difficult if your L1 is English but not Japanese, 
then there is an interaction between the two variables. Thus, a two-way 
FACTORIAL DESIGN provides information about two main effects (the ef-
fect of a single IV, by itself, on the DV without considering the effect of 
the other variables). That is, in a factorial design with two IVs, A and B, 
we can ask whether there is (1) a main effect of A (an effect of variable 
A, ignoring B), (2) a main effect of B (ignoring A), and (3) an interaction 
of A and B. A main effect reflects the effect of a particular IV while ig-
noring the effects of the other IVs. When we examine the main effect of a 
particular IV, we pretend for the moment that the other IVs do not exist 
and test the overall effect of that IV by itself. A factorial design will have 
as many main effects as there are IVs. For example, because a 2 × 3 de-
sign has two IVs, we can examine two main effects. 
A three-way design, such as a 2 × 2 × 2, or a 3 × 2 × 4 design, provides 
even more information. First, we can examine the effects of each of the 
three IVs separately—that is, the main effect of A, the main effect of B, 
and the main effect of C. In each case, we can look at the individual ef-
fects of each IV while ignoring the other two. Second, a three-way design 
allows us to look at three two-way interactions—interactions of each pair 
of IVs while ignoring the third IV. Thus, we can examine the interaction 
of A by B (while ignoring C), the interaction of A by C (while ignoring 
B), and the interaction of B by C (while ignoring A). Each two-way inter-
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action tells us whether the effect of one IV is different at different levels 
of another IV. For example, testing the B by C interaction tells us wheth-
er variable B has a different effect on behavior in Condition C1 than in 
Condition C2. Third, a three-way factorial design gives us information 
about the combined effects of all three IVs—the three-way interaction of 
A by B by C. If statistical tests show that this three-way interaction is 
significant, it indicates that the effect of one variable differs depending on 
which combination of the other two variables we examine. For example, 
perhaps the effect of IV A is different in Condition B1C1 than in Condi-
tion B1C2, or that variable B has a different effect in Condition A2C1 
than in Condition A2C2. 
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Figure I.2. A Graph Showing a Statistically Significant Interaction (a), and a 
Graph Showing an Interaction that is not Statistically Significant (b) 

 
Often the best way of interpreting and understanding an interaction is by 
a graph. A nonsignificant interaction is represented by parallel lines, and 
a significant interaction is represented by nonparallel lines. Suppose, for 
example, that we want to conduct a study to investigate two methods de-
signed to increase the reading ability of second- and third-grade second 
language students using two behavior modification methods. In this 
study, students’ grade level is one IV; the second IV is the behavior mod-
ification method (Method 1 and Method 2). Half of the students in grade 
two (group A) and half of the students in grade three (group B) are taught 
using Method 1. The other half in each class is taught using Method 2. 
The DV is the students’ reading ability scores. Figure I.2 shows two pos-
sible outcomes of the study: the interaction is significant and the lines in-
tersect (a); and the interaction is not significant and the lines are parallel 
(b). Figure I.2a shows that there was an interaction effect between the be-
havior modification method and student grade level. We can conclude 
that Method 1 was more effective with Group B, and Method 2 was more 
effective with Group A regarding their reading ability. Figure I.2b shows 
no interaction effect. Method 1 was more effective for both Group A and 
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B, and Method 2 was less effective for both Groups. In addition, Group B 
who were taught using Method 1 and Group B who were taught using 
Method 2 scored lower than Group A who were taught using either 
Method 1 or Method 2. 
There are two types of significant interactions: (a) disordinal, where the 
lines intersect (Figure I.2a); and (b) ordinal, where the lines do not inter-
sect (Figure I.3). Therefore, an interaction may be significant even if the 
two lines do not intersect, as long as they are not parallel. Although the 
two lines representing the two groups do not cross, they are on a colli-
sion course, which is typical of a significant interaction effect. 
 

                  

10

20

30

40

Method 1 Method 2

Group

Group

Test scores

 
               

    Figure I.3. A Graph Showing a  
     Significant Interaction 

 
Logically, factorial designs can have any number of IVs and thus any 
number of conditions. For practical reasons, however, researchers sel-
dom design studies with more than three or four IVs. A two-way interac-
tion is usually easy to interpret, but four- and five-way interactions are 
quite complex. Interactions can be found only in those factorial designs 
that include two or more IVs. If we find an interaction effect, then very 
rarely will the main effect still be of interest. This is because the main ef-
fects can only be interpreted in light of how they interact together. 
 Marczyk et al. 2005; Larson-Hall 2010; Leary 2011; Trochim & Donnelly 2007; 
Ravid 2011 

 
interaction analysis  

also interaction process analysis 
any of several procedures for measuring and describing the behavior of 
students and teachers in classrooms, (a) in order to describe what happens 
during a lesson (b) to evaluate teaching (c) to study the relationship be-
tween teaching and learning (d) to help teacher-trainees learn about the 
process of teaching. In interaction analysis, classroom behavior is ob-
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served and the different types of student and teacher activity are 
classified, using a classification scheme.  
 Richards & Schmidt 2010 

 
interaction-based research 

a type of research whose goal is usually to manipulate the kinds of inter-
actions in which learners are involved, the kind of feedback they receive 
during interaction, and the kind of output they produce in order to deter-
mine the relationship between the various components of interaction and 
second language learning. The most common way of gathering data is to 
involve learners in a range of carefully planned tasks. There are a variety 
of ways of categorizing task types. For example, a common distinction is 
to classify tasks as one-way and two-way. In a one-way task, the infor-
mation flows from one person to the other, as when a learner describes a 
picture to his/her partner. In other words, the information that is being 
conveyed is held by one person. In a two-way task, there is an infor-
mation exchange whereby both parties (or however many participants 
there are in a task) hold information that is vital to the resolution of the 
task. For example, in a story completion task, a learner may hold a por-
tion of the information and must convey it to another person before the 
task can be successfully completed. 
Another way to classify tasks is to consider the resolution of the task. Is 
there one correct outcome, as in a closed task (e.g., when two learners 
need to identify exactly five differences between two pictures), or do the 
participants need to agree on a common outcome or conclusion, as in an 
open task such as a discussion activity? 
Considering these dimensions, researchers need to be creative in eliciting 
interactive data. Frequently, one is interested in eliciting certain grammat-
ical structures, with the idea that interactive feedback on nontargetlike 
forms might be associated with learning, possibly reflected through 
changes in the learners’ output on the particular structures about which 
they have received feedback. Thus, it is always important to pilot what-
ever instrument is selected to make sure that opportunities for the produc-
tion of appropriate forms and feedback are being provided.  
Some general ways of eliciting interactive data include picture descrip-
tion tasks, spot the difference tasks, JIGSAW TASKs, CONSENSUS TASKs, 
and consciousness-raising tasks. 
 Mackey & Gass 2005 

 
interaction effect  

another term for INTERACTION 
 
interaction process analysis 

another term for INTERACTION ANALYSIS  
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interactive focus group 
a variation on traditional FOCUS GROUP which is characterized by a re-
sistance to one facilitator or leader, collaboration in forming research 
questions, multiple voices, flexibility of conversation and direction, and 
collaborative writing and analysis. Interactive focus groups let research-
ers analyze, reflect, and share in vivo, using their group discourse itself 
as a method of inquiry as well as data to be analyzed. Interactive focus 
groups allow researchers to equalize the hegemonic power relationship 
between traditional research participants and researchers through a dia-
logic process that views all of those involved in the research process as 
co-participants. The focus of the interactive focus group is threefold: to 
discuss the topic at hand, to jointly reflect on the discussion in the group, 
and to analyze the discourse used in the discussion as a way of under-
standing how meaning is constructed in the group.  
Unlike traditional focus groups, which are highly constrained and orga-
nized, in interactive focus groups the discussion is as unstructured as 
possible, allowing for multiple perspectives. Although interactive focus 
groups have ringleaders, all participants are co-researchers, yielding a 
group process somewhere between that of a leaderless group and a group 
with all leaders. At different times, different participants may take the 
lead.  
Unlike traditional focus groups in which participants are strangers to 
each other, and thus their interactions have few consequences past the 
group session, interactive focus groups typically consist of participants 
already in an existing bona fide group or relationship, and the purpose is 
to observe how their prior group culture plays itself out in the focus 
group environment and to watch a system in action and interaction. This 
process entails multiple focus group sessions to build on previous ses-
sions and encourage reflection, empathy, and trust between sessions. In 
analysis of interactive focus group sessions, the conversation itself can 
be investigated as a speech event to understand the joint construction of 
meaning taking place during the sessions through conversation and inter-
action. 
Interactive focus groups are a moral and ethical methodological choice 
that let participants have a say in how the research is conducted given 
that they are able to exert control over the conversation. This approach 
provides an opportunity to tilt the balance of power in the research rela-
tionship from one single researcher to the group as co-participants.  
 Given 2008; Dawson 2007 

 
interaction sum of squares 

another term for SUM OF SQUARES FOR INTERACTION  



 interactive interview     285 
 

  

interactive interview 
an interpretive practice for getting an in-depth and intimate understand-
ing of people’s experiences. Emphasizing the communicative and joint 
sensemaking that occurs in interviewing, this approach involves the shar-
ing of personal and social experiences of both respondents and research-
ers, who tell (and sometimes write) their stories in the context of a de-
veloping relationship.  
Interactive interviewing is a collaborative communication process occur-
ring between researchers and respondents in small group settings. The 
goal of an interactive interview is for all of those participating, usually 
two to four people (including the primary researcher), to act both as re-
searchers and as research participants. Each person has the opportunity to 
share his/her story in the context of the developing relationships among 
all participants. Interactive interviewing works especially well when all 
participants also are trained as researchers. If that is not the case, howev-
er, participants can be given an important role in determining the re-
search process and its contents as well as in interpreting the meaning of 
the interviews.  
Likewise, the feelings, insights, and stories that the primary researcher 
brings to the interactive session are as important as those brought by oth-
er participants; the understandings that emerge among all parties during 
interaction—what they learn together—are as compelling as the stories 
each person brings to the session. Ideally, all participants should have 
some history together or be willing to work to develop a strong affilia-
tion. It is helpful for the researcher as well as the co-participants to have 
personal experience with the topic under investigation; if that is not the 
case, the researcher should be willing to take on the roles and lived expe-
riences of other participants in this regard. This strategy is particularly 
useful when the researcher is examining personal topics that require rec-
iprocity and the building of trust. 
Interactive interviewing requires considerable time, multiple interview 
sessions, and attention to communication and emotions. It also may in-
volve participating in shared activities outside the formal interview situa-
tion. This approach does not have rigid rules for proceeding; rather, it is 
flexible and continually guided by the ongoing interaction within the in-
terview context. Participants engaged in this kind of research must be 
open to vulnerability and emotional investment while working through 
the intricacies of sensitive issues. In some cases, research roles may 
overlap with friendship, caretaking, and therapeutic roles, and the prima-
ry researcher must have plans in place for coping with that possibility. 
Interactive interviewing reflects the way in which relationships develop 
in real life as conversations where one person’s disclosures and self-
probing invite another’s disclosures and self-probing, where an increas-
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ingly intimate and trusting context makes it possible for a person to re-
veal more of himself or herself and to probe deeper into another’s feel-
ings and thoughts, where listening to and asking questions about another 
person’s plight lead to greater understanding of one’s own plight, and 
where the examination and comparison of experiences offer new insight 
into both lives.  
 Given 2008 

 
intercept 

a place on a SCATTERPLOT where a plotted line strikes the vertical axis 
(Y axis). In REGRESSION ANALYSIS, intercept is the predicted value of the 
DEPENDENT VARIABLE when the value of the INDEPENDENT VARIABLE is 
equal to zero. The point where the regression line for X predicted on the 
basis of Y crosses the X axis is called the X intercept. The point where 
the regression line for Y predicted on the basis of X crosses the Y axis is 
called Y intercept. These points mark the location of the regression line.  
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         Figure I.4. An Example of Intercept 
 

In Figure I.4, line B intercepts the Y axis at +2, so the Y intercept is +2. If 
we extended line C, it would intercept the X axis at a point below the Y 
axis, so its Y intercept is a negative Y score. Because line D reflects a 
negative relationship, its Y intercept is the relatively high Y score of 9. 
Finally, line A exhibits no relationship, and its Y intercept equals +8.  
see also SLOPE 
 Heiman 2011; Sahai & Khurshid 2001 

 
intercoder reliability 

another term for INTERRATER RELIABILITY  
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interdecile range 
see DECILE 

 
interfractile range 

another term for INTERQUARTILE RANGE 
 
interim summary  

a short report prepared about one-third of the way through data collection 
in QUALITATIVE RESEARCH in order to review the quantity and quality of 
the data, confidence in its RELIABILITY, the presence and nature of any 
gaps or puzzles that have been revealed, and to judge what still needs to 
be collected in the time available. 
 Walliman 2006 

 
inter-item consistency 

another term for INTERNAL CONSISTENCY RELIABILITY 
 
inter-item correlation 

see CRONBACH’S ALPHA 
 
interjudge reliability 

another term for INTERRATER RELIABILITY 
 
internal consistency reliability 

also inter-item consistency 
a measure of the degree to which the items or parts of a test are homoge-
neous, equivalent, or consistent with each other. It is based on a single 
test administration and obviates the need for parallel forms of a test (see 
PARALLEL-FORMS RELIABILITY), which are often expensive and difficult 
to develop. Internal consistency reliability is often estimated by the fol-
lowing approaches: CRONBACH’S ALPHA, KUDER-RICHARDSON FORMU-

LAS, SPLIT-HALF RELIABILITY, AVERAGE INTER-ITEM CORRELATION, 
AVERAGE ITEM-TOTAL CORRELATION. 
 Richards & Schmidt 2010 

 
internal criticism 

see SYNTHESIS 
 
internal generalizability 

see GENERALIZABILITY 
 
internal validity 

a degree to which a design successfully demonstrates that changes in a 
DEPENDENT VARIABLE are caused by changes in an INDEPENDENT VARI-
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ABLE. The extent to which EXTRANEOUS VARIABLEs affect the change in 
the dependent variable is the extent to which the internal validity is in-
fluenced. Unlike EXTERNAL VALIDITY, internal validity is concerned 
with the degree to which the results of the study are due to the independ-
ent variable(s) under consideration that are measured, controlled, or ma-
nipulated and not due to anything else. Researchers favoring more quali-
tative approaches use the term CREDIBILITY to mean the same thing as 
internal validity.  
There are a number of extraneous factors that can affect the results of a 
study that will lower the internal validity of a study: HISTORY, MATURA-

TION, STATISTICAL REGRESSION, MORTALITY, TESTING EFFECT, INSTRU-

MENTATION, DIFFERENTIAL SELECTION, and SELECTION-MATURATION 

INTERACTION. Of course, some of the problems described as external va-
lidity problems, such as HAWTHORNE EFFECT, JOHN HENRY EFFECT, DE-

MORALIZATION, and EXPERIMENTER EFFECT, can also be internal validity 
problems.  
see also CRITERION-RELATED VALIDITY, CONSTRUCT VALIDITY, CON-

TENT VALIDITY, FACE VALIDITY 
 Perry 2011; Lodico et al. 2010; Cook & Campbell 1979; Ary et al. 2010 

 
Internet survey 

also Web survey, WWW survey 
a SURVEY that sample respondents via the Internet, gather data from re-
spondents via the Internet, or both. Using the Internet to conduct survey 
research provides a great many opportunities and a great many challeng-
es to researchers. The Internet survey can be viewed as a considerably 
enhanced replacement of the EMAIL SURVEY, where text QUESTION-

NAIREs are emailed to respondents, who are then asked to return the 
completed questionnaire by email. However, the Internet survey over-
comes many of the inherent limitations of email surveys. The possibili-
ties of visual and audio stimulation, the online interactive capabilities, 
and the potential of enhanced skip patterns available in the design of an 
Internet survey make it an extremely powerful survey data collection 
tool, far superior to the email survey. On the other hand the Internet sur-
vey may often suffer from serious problems of coverage, representative-
ness, and nonresponse bias. 
 Lavrakas 2008 

 
inter-observer reliability  

another term for INTERRATER RELIABILITY 
 
interpenetrated survey design  

a SURVEY that randomly assigns respondent cases to interviewers. This is 
done to lower the possibility that interviewer-related MEASUREMENT ER-
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ROR is of a nature and size that would bias the survey’s findings. This 
type of design addresses survey errors associated with the survey instru-
ment and the recording of responses by the interviewer. One way to re-
duce subjective interviewer error is to develop a survey using an inter-
penetrated design—that is, by ensuring a random assignment of respond-
ents to interviewers. Surveys employing an interpenetrated design, when 
such is warranted, will tend to reduce the severity of interpretation errors 
resulting from the conflation of INTERVIEWER BIAS with some other sta-
tistically relevant variable that might serve as a basis for assigning re-
spondents. It will also typically reduce the overall standard error of re-
sponse variance, especially for types of questions that inherently require 
some judgment or interpretation in recording by the interviewer. 
 Lavrakas 2008 

 
interpretive meta-analysis 

see META-ANALYSIS 
 
interpretive paradigm 

see NORMATIVE PARADIGM  
 
 interpretive phenomenology 

also hermeneutical phenomenology 
a school which is based on the assumption that humans are interpretation 
through and through. Humans dwell in the world with no capacity to be 
completely free of the world. Interpretive phenomenology holds that 
there is no access to brute data (i.e., data containing no presuppositions 
or preunderstandings). Human science mirrors humans in that humans 
are the kind of beings who allow other beings to be revealed and known.  
Interpretive phenomenology focuses on understanding practical worlds, 
skilled know-how, situated understanding, and embodied lived experi-
ences. The embodied knower is irrevocably connected to the world and 
is socially constituted. Rigor involves staying true to the text, engaging 
in consensual validation, and allowing the readers to participate in the 
validation process by presenting texts associated with the interpretations 
made by the researcher. Phenomena to be interpreted may be found in 
practical worlds, cultural encounters, experiences of coping, skilled 
know-how, habits, practices, and common meanings. The interpreter us-
es PARTICIPANT OBSERVATION, OBSERVATION, first-person experi-
ence/near accounts of real events, videotapes, interviews, and all sources 
of text.  
Interpretive phenomenology can be contrasted with transcendental phe-
nomenology that seeks to reduce things down to their essence—their 
least interpreted essence of a thought or mental process. Transcendental 
phenomenology seeks to bracket presuppositions and try to approach 
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something as though one had no prior experiences, ideas, suppositions, 
or expectations.  
 Given 2008 

 
interpretive validity 

(in QUALITATIVE RESEARCH) the ability of the research to accurately por-
traying the meaning attached by participants to what is being studied by 
the researcher and the degree to which the participants’ viewpoints, 
thoughts, feelings, intentions, and experiences are accurately understood 
and portrayed. It is argued that good qualitative research focuses on what 
the various tangible events, behaviors, or objects mean to the partici-
pants. Interpretive validity, then, focuses on the quality of the portrayal 
of this participant perspective. Two primary strategies are used to en-
hance this validity: member checks (also called respondent validation, 
participant feedback) and low-inference descriptors. Member checks 
involve discussing the findings with the participants. Member checks ask 
the question, ‘Do the people who were studied agree with what you have 
said about them?’ At the end of the data collection period, the researcher 
may ask participants to review and critique FIELDNOTES or tape record-
ings for accuracy and meaning. Or, the researcher’s sharing his/her inter-
pretations of the data with the participants can help clear up miscommu-
nication, identify inaccuracies, and help obtain additional useful data. In 
member checks, the researcher solicits feedback from the participants 
about the study’s findings. ‘Has the researcher accurately described and 
interpreted their experience?’ Feedback from the participants may help 
the researcher gain further insight and/or call attention to something that 
s/he missed. Furthermore, through member checking, the researcher 
demonstrates courtesy to the participants by letting them read what has 
been written about them. 
Using many low-inference descriptors such as verbatim or direct quota-
tions helps the reader experience the participants’ world. Using tape re-
corders or video cameras enables the researcher to use these descriptors. 
Rich, THICK DESCRIPTION also helps the research convey an understand-
ing of the study’s context. These descriptions are very detailed, helping 
the reader see the setting, or if reporting themes from interviews, using 
the actual words of the respondents. 
see also DESCRIPTIVE VALIDITY, THEORETICAL VALIDITY, EVALUATIVE 

VALIDITY 
 Johnson & Christensen 2000; Dörnyei 2007; Cohen et al. 2011; Ary et al. 2010 

 
interquartile range 

also IQR, interfractile range, H-range 
a common measure of DISPERSION which is the difference between the 
third and first QUARTILEs. Unlike the RANGE, the interquartile range 
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(IQR) is the difference between the score that marks the 75th PERCEN-

TILE (the third quartile, denoted by Q3) and the score that marks the 25th 
percentile (the first quartile, denoted by Q1). To put it another way, this 
is a measure of variability that is based on the range of the middle 50 per 
cent of the test scores while discarding the upper 25% and the lower 25% 
of the distribution (see Figure I.5). The formula for the  is: 
 

 
 
Interquartile range is useful with ordinal scores and with highly SKEWED 

DISTRIBUTIONs. To determine the interquartile range, we begin by locat-
ing the first and third quartiles, similar to the way we located the MEDI-

AN. If, for example the 25th percentile was 5 and the 75th percentile is 8. 
Therefore the interquartile range would be 8 - 5 = 3.  

 

25% 75%Mean

Interquartile range

 
 

                           Figure I.5. An Example of Interquartile Range 
 

When interquartile range is divided by 2 the result is the semi-
interquartile range (SIQR) (also called quartile deviation), i.e., 3/2 = 
1.5. When quoting a median the appropriate measure of spread is the 
semi-interquartile range. The formula for the SIQR is: 
 

 

 
Interquartile range is the appropriate indicator of variability for ordinal 
scaled test scores, and is thus a natural companion to the median. In addi-
tion, because interquartile range is a ROBUST measure that is no strongly 
affected by extreme scores (i.e., OUTLIERs), it is particularly useful for 
describing the variability in distributions with one or more extreme 
scores, even when those scores are intervally scaled. In NORM-
REFERENCED TESTs with large numbers of test scores and symmetric dis-
tributions (see NORMAL DISTRIBUTION), we will typically find that about 
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50 per cent of the scores occur within one interquartile range of the me-
dian. 
However, the interquartile range suffers from problems that are just the 
opposite of those found with the range. Specifically, the interquartile 
range discards too much of the data. If we want to know whether one set 
of photographs is judged more variable than another, it may not make 
much sense to toss out those scores that are most extreme and thus vary 
the most from the MEAN. 
see also BOXPLOT 
 Larson-Hall 2010; Bachman 2004; Clark-Carter 2010; Howell 2010 

 
interrater reliability 

also inter-observer reliability, interjudge reliability, intercoder reliabil-
ity 
a type of RELIABILITY that refers to the degree to which different observ-
ers/raters agree in their observations/ratings of the behavior of partici-
pants. Researchers typically determine the reliability of the raters by ei-
ther computing a CORRELATION COEFFICIENT or calculating a percentage 
of agreement. For example, two researchers might score the same group 
of student essays using a six-point holistic scoring rubric. The degree to 
which the two raters agreed would indicate the level of interrater reliabil-
ity. If a study reports an interrater reliability of .90, this would indicate 
that the two raters agreed on their rating 90% of the time and disagreed 
10% of the time. 
Also related to the use of raters is intrarater reliability. The type of con-
sistency this addresses relates to observers/raters giving the same results 
if they were given the opportunity to observe/rate participants on more 
than one occasion. We would expect high agreement within the same 
person doing the rating over time if the attribute being observed is stable 
and the observer/rater understood the task. However, if the rater is not 
clear about what s/he is supposed to observe/rate, there will be different 
results, and CORRELATIONs or percentages of agreement will be low.  
Two common measures of calculating interrater reliability are COHEN’S 

KAPPA and AGREEMENT COEFFICIENT. 
 Perry 2011; VanderStoep & Johnston 2009; Richards & Schmidt 2010; McKay 2006 

 
interrupted time-series design 

another term for TIME-SERIES DESIGN  
 
interval-contingent design 

see DIARY STUDIES 
 
interval data 

see INTERVAL SCALE   
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interval estimate 
the process of estimation of a PARAMETER in terms of an interval that 
contains the actual value of the parameter with a given PROBABILITY. The 
method for calculating an interval estimate from the SAMPLE DATA is 
known as an interval estimator.  
see also CONFIDENCE INTERVAL, POINT ESTIMATE 
 Sahai & Khurshid 2001 

 
interval estimator 

see INTERVAL ESTIMATE 
 
interval scale  

also equal-interval scale 
a type of MEASUREMENT SCALE which categorize and rank order the data, 
thereby including the characteristics of NOMINAL and ORDINAL VARIA-

BLEs. However, an additional type of information is that of how large the 
difference is between one number and another. In other words, in addition 
to information about distinctiveness and ordering, interval scales provide 
information about the intervals, or distances between the data in the 
measurement scale. Interval scales thus answer three questions: ‘are they 
different?’, ‘which is larger?’, and ‘how much larger?’ Examples of in-
terval scales include virtually all language test scores as well as other 
scales used to measure things like attitude, aptitude, IQ, and learning 
styles. Interval scales also assume that the distance between the scores is 
equal. They measure CONTINUOUS VARIABLEs in which the distance be-
tween any two positions is of known size. One unit on the scale repre-
sents the same magnitude on the trait or characteristic being measured 
across the whole range of that scale. For example, if language proficiency 
is measured on an interval scale, a difference between a score of 50 and 
51 would be considered to be the same difference as that between 23 and 
24. A continuous variable which is measured using an interval scale is 
called interval variable. Similarly, data which are measured on an inter-
val scale are called interval data. 
Interval scales can have an arbitrary zero, but it is not possible to deter-
mine for them what may be called an absolute zero or the unique origin. 
The primary limitation of the interval scale is the lack of a true zero; it 
does not have the capacity to measure the complete absence of a trait or 
characteristic.  
 Marczyk et al. 2005; Porte 2010; Bachman 2004; Brown 1992; Dörnyei 2007; Sahai 
& Khurshid 2001 

 
interval variable 

see INTERVAL SCALE   
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intervening variable 
also mediating variable, mediator variable 
an abstract theoretical label which is applied to the relationship or pro-
cess that links the INDEPENDENT VARIABLE (IV) and DEPENDENT VARIA-

BLE (DV) but is not directly observable. An intervening variable is an in-
the-head variable; it cannot be seen, heard, or felt; it is inferred from be-
havior. An intervening variable can be conceptualized as intermediate 
and thus intervenes between or changes the nature of the relationship be-
tween IV and DV. In some situations, the intervening variable label may 
be used to describe a variable that was unexpected in the study, yet sur-
faced because it might explain the relationship between the IV and DV. 
For instance, it might turn out that any difference discovered in the aver-
age TOEFL scores of the Method X and control groups was caused by an 
unanticipated intervening variable rather than by the different methods. 
The teacher of the Method X class might have been more lively and in-
teresting than the teacher of the control group. Thus, any differences in 
student performance in English proficiency might have been due to dif-
ferences in teaching style (an intervening variable), which were not an-
ticipated in the study, yet could explain any relationship that was found. 
An intervening variable is the same thing as a MODERATING VARIABLE. 
The only difference is that the intervening variable has not been or can-
not be identified in a precise way for inclusion in the research. Research-
ers generally prefer to avoid such surprises by anticipating and control-
ling potential intervening variables. 
see also MODERATOR VARIABLE, CATEGORICAL VARIABLE, CONTINUOUS 

VARIABLE, EXTRANEOUS VARIABLE, CONFOUNDING VARIABLE 
 Porte 2010; Hatch & Farhady 1982; Brown 1988; Brown 1992; Harlow 2005; Hatch 
& Lazaraton 1991 

 
intervention 

another term for TREATMENT 
 
intervention group 

another term EXPERIMENTAL GROUP 
 
interview 

a data collection method in which a researcher and participant engage in 
a conversation focused on questions related to a research study. These 
questions usually ask participants for their thoughts, opinions, perspec-
tives, or descriptions of specific experiences. Interview is a face to face 
verbal interchange in which one person, the interviewer, attempts to elic-
it information or expressions of opinions or belief from another person or 
persons. It provides a way of generating data by asking people to talk 
about their everyday lives. Its main function is to provide a framework in 
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which respondents can express their own thoughts in their own words. It 
generally takes the form of a conversation between two people (although 
they can involve larger groups (see FOCUS GROUP). Since everyone has 
experience of talking to people, there is a tendency to assume that con-
ducting interviews is easy to do and requires little skill. This leads to the 
notion that anyone can do an interview. Nothing could be further from 
the truth. Interviews are not just conversations. They are conversations 
with a purpose to collect information about a certain topic or research 
question. These conversations do not just happen by chance; rather they 
are deliberately set up and follow certain rules and procedures. The in-
terviewer initiates contact and the interviewee consents. Both parties 
know the general areas the interview will cover. The interviewer estab-
lishes the right to ask questions and the interviewee agrees to answer the-
se questions. The interviewee also should be aware that the conversation 
will be recorded in some way and is therefore on record. 
Establishing trust and familiarity, demonstrating genuine interest in what 
the respondent says and appearing non-judgmental are all necessary 
skills for conducting effective interviews. The interviewer has to develop 
an effective balance between talking and listening. This involves re-
membering what the respondent has said and knowing when and when 
not to interrupt. The interviewer also has to decide whether to use a tape-
recorder to record the data and/or to take notes. In other words, inter-
views are rarely straightforward. They involve the interviewer consider-
ing different options and often making difficult choices. The interview it-
self requires the interviewer to possess, or learn, a number of skills and 
to be able to apply these skills effectively during the interaction with re-
spondents. Interviews can yield rich and valid data but they are by no 
means an easy option.  
Interviews are used both in QUANTITATIVE and QUALITATIVE RESEARCH. 
However, there are key differences between the two approaches. Quanti-
tative interviews typically involve the use of a structured SURVEY in-
strument that asks all respondents the same questions in the same order 
and the responses are amenable to statistical analysis. Qualitative inter-
views are more flexible and open-ended. They are often used to develop 
ideas and research hypotheses rather than to gather facts and statistics. 
While the qualitative researcher may want to count or enumerate certain 
aspects of the data, there is less focus on quantification. Qualitative re-
searchers are more concerned with trying to understand how ordinary 
people think and feel about the topics of concern to the research. Moreo-
ver, whereas quantitative research methods gather a narrow amount of 
information from a large number of respondents, qualitative interviews 
gather broader, more in-depth information from fewer respondents. In 
this sense, qualitative interviews are concerned with micro-analysis. In-
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terviews are more or less taken at face value for what they have to tell 
the researcher about the particular issue being discussed. They can be 
used as a stand-alone data collection method to provide rich information 
in the respondents’ own words. They allow respondents to say what they 
think and to do so with greater richness and spontaneity.  
There are six basic types of questions that can be asked of participants 
during the interview. The six types are background (or demographic) 
questions, knowledge questions, experience (or behavior) questions, 
opinion (or values) questions, feelings questions, and sensory questions. 
Background (or demographic) questions are routine sorts of questions 
about the background characteristics of the respondents. They include 
questions about education, previous occupations, age, income, and the 
like. 
Knowledge questions pertain to the factual information (as contrasted 
with opinions, beliefs, and attitudes) respondents possess. Knowledge 
questions about a school, for example, might concern the kinds of cours-
es available to students, graduation requirements, the sorts of extracur-
ricular activities provided, school or university rules, enrollment policies, 
and the like. From a qualitative perspective, what the researcher wants to 
find out is what the respondents consider to be factual information (as 
opposed to beliefs or attitudes). 
Experience (or behavior) questions focus on what a respondent is cur-
rently doing or has done in the past. Their intent is to elicit descriptions 
of experience, behaviors, or activities that could have been observed but 
(for reasons such as the researcher not being present) were not. Examples 
might include, ‘If I had been in your class during the past semester, what 
kinds of things would I have been doing?’ or, ‘If I were to follow you 
through a typical day here at your school, what experiences would I be 
likely to see you having?’ 
Opinion (or values) questions are aimed at finding out what people think 
about some topic or issue. Answers to such questions call attention to the 
respondent’s goals, beliefs, attitudes, or values. Examples might include 
such questions as, ‘What do you think about the principal’s new policy 
concerning absenteeism?’ or, ‘What would you like to see changed in the 
way things are done in your grammar class?’ 
Feelings questions concern how respondents feel about things. They are 
directed toward people’s emotional responses to their experiences. Ex-
amples might include such questions as, ‘How do you feel about the way 
students behave in this school?’ or, ‘To what extent are you anxious 
about going to grammar class?’ 
Sensory questions focus on what a respondent has seen, heard, tasted, 
smelled, or touched. Examples might include questions such as, ‘When 
you enter your classroom, what do you see? or, ‘How would you de-
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scribe what your class sounds like?’ Although this type of question could 
be considered as a form of experience or behavior question, it is often 
overlooked by researchers during an interview. Further, such questions 
are sufficiently distinct to warrant a category of their own. 
Often interviews are combined or triangulated with other methods (see 
TRIANGULATION). Sometimes they are used to ensure that the questions 
that will appear in a widely circulated QUESTIONNAIRE are valid and un-
derstandable. Alternatively they may be used as follow-up to a question-
naire. This allows the researcher to explore in more depth interesting is-
sues that may have emerged from the standard questionnaire. Interviews 
can thus lead to the development of new ideas and hypotheses and throw 
up new dimensions to be studied. In this way, interviews may comple-
ment questionnaire data. 
see also ETHNOGRAPHIC INTERVIEW, NON-DIRECTIVE INTERVIEW, UN-

STRUCTURED INTERVIEW, SEMI-STRUCTURED INTERVIEW, STRUCTURED 

INTERVIEW, INFORMAL INTERVIEW, TELEPHONE INTERVIEW, FOCUS 

GROUP 
 Mckay 2006; Dörnyei 2007; deMarrais & Lapan 2004; Fraenkel & Wallen 2009; Pat-
ton 1990 

 
interviewer bias 

see POSTAL SURVEY 
 
interview guide 

also interview schedule, interview protocol, topic guide 
a plan for interviewer. A complete interview process involves a series of 
carefully designed steps, with the preparation starting well before the 
first interview session. Interview guides summarize the content that re-
searchers cover during. At one extreme, they may provide very minimal 
directions, leading to less structured interviews that are designed primari-
ly to explore the participant’s own perspective on the research topic. At 
the other extreme, interview guides may contain elaborate specifications 
to ensure that the researcher’s topics of interest are thoroughly covered. 
After the initial sampling plan has been finalized and ethical issues such 
as INFORMED CONSENT have been considered, the researcher needs to 
prepare a detailed interview guide, which will serve as the main research 
instrument. The main function of the interview guide is to help the inter-
viewer in a number of areas by: 

 
a) ensuring that the domain is properly covered and nothing important is 

left out by accident;  
b) suggesting appropriate question wordings; 
c) offering a list of useful probe questions to be used if needed; 
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d) offering a template for the opening statement; and  
e) listing some comments to bear in mind.  
 Dörnyei 2007; Given 2008 

 
interview protocol 

another term for INTERVIEW GUIDE 
 
interview schedule 

another term for INTERVIEW GUIDE 
 
intrarater reliability 

see INTERRATER RELIABILITY 
  
intrinsic case study 

see CASE STUDY 
 
introduction 

a RESEARCH REPORT section which serves the overall purpose of putting 
the study in perspective. Generally, the introduction section tells you 
which area of the field is involved and then narrows to the specific spe-
cialization and topic that was investigated. This goal is normally accom-
plished through a review of the relevant literature (see LITERATURE RE-

VIEW) and a statement of the purpose of the study (see STATEMENT OF 

PURPOSE). 
see also ABSTRACT, INTRODUCTION, METHOD, RESULTS, DISCUSSION, 
REFERENCES, APPENDIXES 
 Brown 1988 

 
introspective method 

a qualitative data collection method which is used for observing and re-
flecting on one’s thoughts, feelings, motives, reasoning processes, and 
mental states with a view to determining the ways in which these pro-
cesses and states determine our behavior. The various ways of eliciting 
self-reflections from respondents is usually referred to under the umbrel-
la term introspective method. It subsumed several different approaches 
that all aim at helping the respondents to vocalize what is/was going 
through their minds when making a judgment, solving a problem or per-
forming a task. Two of the most commonly introspective methods used 
in QUALITATIVE RESEARCH are VERBAL REPORT and DIARY STUDY. Ver-
bal report is often used with ACTION RESEARCH and DISCOURSE ANALY-

SIS; diary study can be more broadly used in NARRATIVE INQUIRY, CASE 

STUDY, ETHNOGRAPHY, action research, and even MIXED METHODS RE-

SEARCH. 
 Dörnyei 2007; Nunan 1992; Heigham & Croker 2009; Mckay 2006  
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inverse correlation 
another term for NEGATIVE CORRELATION 

 
inverse transformation 

another term for RECIPROCAL TRANSFORMATION 
 
investigator triangulation 

a type of TRIANGULATION in which researchers attempt to increase the 
VALIDITY and trustworthiness of their findings by deploying more than 
one investigator in the collection and analysis of data. Investigator trian-
gulation allows for additional insights in the process of making sense of 
the data as it brings different perspectives and different epistemological 
assumptions that may inform the research results. However, the re-
searchers should be cautious caution against the use of untrained students 
and unmotivated research assistants (sometimes called the hired hands) 
who may end up damaging the trustworthiness of any research findings 
through lack of engagement and accountability. It is generally recom-
mended that co-investigators be full research partners through all stages 
of the research project, not only to guard against the hired-hand syn-
drome, but also to allow for the full play of competing theories and to 
provide an ongoing opportunity to deal with researcher biases and con-
flicts.  
Respondent or member validation is a related cross-checking strategy 
that does not usually extend as far as making people co-investigators, but 
does invite research participants and other STAKEHOLDERS in the re-
search project to comment on research findings. Respondents may cor-
roborate or refute the conclusions reached by the investigators by provid-
ing alternative perspectives.  
see also DATA TRIANGULATION, THEORETICAL TRIANGULATION, METH-

ODOLOGICAL TRIANGULATION 
 Given 2008; Cohen et al. 2011 

 
IQR 

an abbreviation for INTERQUARTILE RANGE 
 
IRT 

an abbreviation for ITEM RESPONSE THEORY 
 

item analysis 
a testing procedure which is used to determine flaws in test items, to 
evaluate the effectiveness of distractors (if the items are in a multiple-
choice format), and to determine item statistics for use in subsequent test 
development work. Item analysis can take numerous forms, but when 
testing for norm-referenced purposes (see NORM-REFERENCED TEST), 
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there are three types of analyses that are typically applied: item format 
analysis (an analysis to ensure that the testees answer the items correctly 
only if they know the concept or ability being tested, not because of a 
poorly designed item), ITEM FACILITY and ITEM DISCRIMINATION. In de-
veloping CRITERION-REFERENCED TESTs, three other concerns become 
paramount: item quality analysis (analysis to determine the degree to 
which test items are valid for the overall purposes and content of the 
course program involved), the item difference index (an item statistic 
that indicates the degree to which an item is distinguishing between the 
testees who know the material or have the skill being taught, and those 
who do not.), and the B-index (an item statistic that compares the item fa-
cilities of those testees who passed a test with the item facilities of those 
who failed it) for each item. 
see also ITEM SPECIFICATIONS 
 Fernandez-Ballesteros 2003; Brown 2005 

 
item bias 

another term for DIFFERENTIAL ITEM FUNCTIONING  
 
item characteristic curve 

also ICC 
a graphical representation between an individual’s probability of obtain-
ing a correct response on a given item and his/her level of ability. In oth-
er words, an item characteristic curve (ICC) can be drawn to express the 
relationship between the test taker’s ability and his/her performance on a 
given item. ICC is a key concept in ITEM RESPONSE THEORY. It looks 
like a non-linear REGRESSION LINE (item performance regressed on abil-
ity) and provides an estimate of the probability of success on a test item 
for examinees at different ability levels.  
Ability is usually represented by the Greek letter theta (θ), while item 
difficulty is expressed as a number from 0 to 1. The ICC is drawn as a 
smooth curve on a graph in which the vertical axis represents the proba-
bility of answering an item and the horizontal axis represents examinee 
ability on a scale in which θ has a mean of 0 and a STANDARD DEVIA-

TION of 1. Figure I.6 shows the ICC for the three-parameter logistic 
model which can be applied to test items scored 0 or 1 (e.g., cor-
rect/incorrect or true/false). Each item in the model is described by three 
parameters: the c-parameter (the guessing parameter) is the probability 
of low-performing examinees answering an item correctly by guessing 
(.20 is a typical value), the b-parameter is the point on the ability con-
tinuum where an examinee has a probability of (1 + c)/2 of giving a cor-
rect answer (this parameter corresponds to ITEM DIFFICULTY in the 
CLASSICAL TEST MODEL), and the a-parameter is proportional to the 
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SLOPE of the curve at the point b on the ability continuum (this parameter 
corresponds to ITEM DISCRIMINATION in the classical test model).  
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                              Figure I.6. Item Characteristic Curve for a  
    Three-Parameter Model 

 
The ICC is a monotonically increasing function, so that examinees with 
higher ability (higher value of θ) will always be predicted to have a high-
er probability of answering a given item correctly. For harder items the 
ICCs are shifted to the higher end of the ability scale. Thus, examinees 
always have lower probabilities of success on harder items than easier 
items (as it should be). For easier items the ICCs are shifted to the lower 
end of the ability scale. The special property of ICCs is that they are de-
fined over the ability scale on which items and scores are reported, and 
are independent of the examinee samples to which they are applied. The 
discriminating power of a test item influences the slope of the ICC. More 
discriminating items have steeper slopes, less discriminating items have 
lower slopes. The slope of the ICC has a substantial influence on the use-
fulness of a test item for estimating ability. 
see also ITEM INFORMATION FUNCTION 
 Boslaugh & Watters 2008; Fernandez-Ballesteros 2003; Bachman 1990; Bachman 
2004 

 
item difference index 

see ITEM ANALYSIS 
 

item differentiation 
another term for ITEM DISCRIMINATION  
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item difficulty 
another term for ITEM FACILITY 

 
item discrimination 

also ID, item differentiation 
the extent to which an item differentiates between high- and low-ability 
test takers. An item on which high-ability respondents (who did well in 
the test) and low-ability ones (who did not) score equally well would 
have poor item discrimination (ID) because it did not discriminate be-
tween the two groups. Conversely, an item that garners correct response 
from most of the high-ability group and incorrect responses from most of 
the low-ability group has good discrimination power.  Suppose your class 
of 30 students has taken a test. Once you have calculated final scores for 
all 30 students, divide them roughly into thirds—that is, create three 
rank-ordered ability groups including the top 10 scores, the middle 10, 
and the lowest 10. To find out which of your 50 or so test item were most 
powerful in discriminating between high and low ability, eliminate the 
middle group (see Table I.1), leaving two groups with results that might 
look something like the following on a particular item: 

 
Item 23                                                   Correct                           Incorrect

High-ability students (top 10)                    7                                       3

Low-ability (bottom 10)                               2                                       8  
 

Table I.1. The Number of Correct versus Incorrect Answers  
by Low- and High-Ability Students 

 
Using the ID formula (7 - 2 = 5/10 = .50), you would find that this item 
has an ID of .50, or a moderate level. The formula for calculating ID is: 

 

 

where 
CH refers to the number of correct responses to that particular item given 
by the examinees in the high group 
CL refers to the number of correct responses to that particular item given 
by the examinees in the low group 
½ N refers to the total number of responses divided by 2 

 
High discriminating power would approach a perfect 1, which means that 
all the subjects in the high group answered an item correctly and all the 
subjects in the low group answered the item wrongly. That is the item has 
the highest discriminating power. In most case, you would want to dis-
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card an item that scored near zero. As with ITEM FACILITY, no absolute 
rule governs the establishment of acceptable and unacceptable ID indices. 
Logically, the closer the value of ID to unity, the more discriminating the 
item.  
 Farhady et al. 1995; Brown 2010 

 
item easiness 

another term for ITEM FACILITY 
 
item facility 

also IF, item easiness, item difficulty 
the extent to which an item is easy or difficult for the proposed group of 
test takers. An item that is too easy (say, 99 percent of respondents get it 
right) or too difficult (99 percent get it wrong) really does nothing to sep-
arate high-ability and low-ability test-takers. It is not really performing 
much work for you on a test. IF simply reflects the percentage of the ex-
aminees answering a given item correctly. The formula for IF is: 

 

 

where 
 = sum of the correct responses 

N = total number of responses 
 

For example, if you have an item on which 13 out of 20 test takers re-
spond correctly, your IF index is 13 divided by 20 or .65 (65%). There is 
no absolute IF value that must be met to determine if an item should be 
included in the test as is, modified, or thrown out, but appropriate test 
items will generally have IFs that range between .37 and .63. That is, the 
items with facility indexes beyond .63 are too easy, and items with facili-
ty indexes below .37 are too difficult. Two good reasons for occasionally 
including a very easy item (.85 or higher) are to build in some affective 
feelings of success among lower-ability respondents and to serve as a 
warm-up items. And very difficult items can provide a challenge to the 
highest-ability respondents. 
By determining item facility, you can easily find out item difficulty, 
which is the proportion of wrong responses. 
see also ITEM DISCRIMINATION 
 Brown 2010; Farhady et al. 1995 

 
item format 

a reference to the form, plan, structure, arrangement, or layout of individ-
ual test items, including whether the items require test takers to select a 
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response from existing alternative responses (SELECTED-RESPONSE ITEM) 
or to construct a response (CONSTRUCTED-RESPONSE ITEM). 
see also ITEM ANALYSIS 
 Cohen & Swerdlik 2010 

 
item format analysis 

see ITEM ANALYSIS 
 
item information function 

a feature of ITEM RESPONSE THEORY (IRT) models which refers to the 
amount of information a given item provides for estimating an individu-
al’s level of ability, and is a function of both the SLOPE of the ITEM 

CHARACTERISTIC CURVE (ICC) and the amount of variation at each abil-
ity level. In general, the steeper the slope of the ICC and the smaller the 
variation, the greater the information function. Thus, a given item will 
have differing information functions at different levels of ability. That is, 
a difficult item will provide very little information at low levels of ability, 
since virtually all individuals at these levels will get the item wrong. Sim-
ilarly, an easy item that high ability individuals uniformally answer cor-
rectly will not provide much information at this ability level. Thus the in-
formation function of a given item will be at its maximum for individuals 
whose ability is at or near the value of the difficulty parameter. 
 Bachman 1990; Bachman 2004 

 
itemized rating scale 

see RATING SCALE 
 
item quality analysis 

see ITEM ANALYSIS 
 
item response theory 

also IRT, latent trait theory 
a modern measurement theory, as opposed to CLASSICAL TEST THEORY, 
which covers a range of models based on the probability of a test taker 
with a certain underlying ability getting a particular item right or wrong. 
Most of these models assume that a test is unidimensional (i.e., a single 
trait or ability underlies performance on a given item). Further, they as-
sume that an OBSERVED SCORE is indicative of a person’s ability on an 
underlying construct, which is often referred to as a latent trait. The trait 
is assumed to be a continuous, unobservable variable. These assumptions 
are explicitly stated in the ITEM CHARACTERISTIC CURVE, which is the 
cornerstone of item response theory (IRT) models. Using IRT, test de-
signers can create a scale, usually scaled from around -4 to +4, upon 
which all items or tasks can be placed, and the value on the scale is the 
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ITEM DIFFICULTY. Test takers who take the items can be placed on to the 
same scale, and their scores are interpreted as person ability. As such, 
there is a direct connection between ability and difficulty. All models as-
sume that when student ability = item difficulty, the probability of a test 
taker getting the item correct will be .5. On a scale, therefore, some items 
would have lower values (be easier), and the probability of more able 
students passing would be very high. As the difficulty value of the item 
rises, a test taker must be more able to have a chance of getting the item 
correct. 
There are several different models commonly used in IRT which vary in 
terms of the number of parameters they include: a one-parameter IRT 
model, often referred to as the RASCH MODEL, includes only a difficulty 
parameter (the b-parameter); a two-parameter IRT model includes a dif-
ficulty parameter and a discrimination parameter (the a-parameter); 
while a three-parameter IRT model includes, in addition to parameter for 
difficulty and discrimination, a pseudo-chance, or guessing parameter 
(the c-parameter), which is an estimate of the probability that low-ability 
test takers will respond to the item correctly. IRT uses item scores, typi-
cally 0 or 1, of test takers to estimate these item parameters. 
IRT models, in relation to classical test theory models, have the follow-
ing advantages: 
 
1) IRT models are falsifiable, i.e., the fit of an IRT model can be evalu-

ated and a determination made as to whether a particular model is ap-
propriate for a particular set of data. 

2) Estimates of examinee ability are not test-dependent; they are made in 
a common metric that allows comparison of examinees that took dif-
ferent tests. 

3) Estimates of item difficulty are not examinee-dependent; item difficul-
ty is expressed in a common metric that allows comparison of items 
administered to different groups. 

4) IRT provides individual estimates of STANDARD ERRORs for exami-
nees, rather than assuming (as in classical test theory) that all exami-
nees have the same STANDARD ERROR OF MEASUREMENT. 

5) IRT takes item difficulty into account when estimating examinee abil-
ity, so two people with the same number of items correct on a test 
could have different estimates of ability if one answered more difficult 
questions correctly than did the other. 

 
One consequence of points 2 and 3 is that in IRT, estimates of examinee 
ability and item difficulty are invariant. This means that, apart from 
MEASUREMENT ERROR, any two examinees with the same ability have 
the same probability of answering a given item correctly, and any two 
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items of comparable difficulty have the same probability of being an-
swered correctly by any examinee.  
IRT models can also be applied in contexts where there is no right or 
wrong answer. For instance, in a QUESTIONNAIRE measuring attitudes, 
the meaning of item difficulty could be described as the probability of 
endorsing an item and theta (θ) as the degree or amount of the quality be-
ing measured. 
see also ITEM CHARACTERISTIC CURVE, ITEM INFORMATION CURVE, ITEM 

INFORMATION CURVE 
 Fulcher & Davidson 2007; Boslaugh & Watters 2008; Bachman 2004 

 
item specifications 

the clear item description for the purpose of test writing. Item descrip-
tions include the following elements: 
 
1) General description: A brief general description of the knowledge or 

skills being measured by the item. 
2) Sample item: An example item that demonstrates the desirable item 

characteristics (further delimited by the stimulus and response attrib-
utes below). 

3) Stimulus attributes: A clear description of the stimulus material, that 
is, the material that will be encountered by the respondents, or the ma-
terial to which they will be expected to react through the response at-
tributes below. 

4) Response attributes: A clear description of the types of (a) options 
from which respondents will be expected to select their receptive lan-
guage choices (responses), or (b) standards by which their productive 
language responses will be judged. 

5) Specification supplement: for some items, supplemental material will 
be necessary for clarifying the four previous elements; for example, 
the specification supplement might include a list of vocabulary items 
from which the item writer should draw, or a list of grammatical 
forms, or list of functions of the language.  

see also ITEM ANALYSIS 
 Brown 2005 

 
iteration 

a process of moving back and forth between data collection and analysis. 
Researchers are in agreement that the participant selection process 
should remain open in a QUALITATIVE RESEARCH as long as possible so 
that after initial accounts are gathered and analyzed, additional partici-
pants can be added who can fill gaps in the initial description or can ex-
pand or even challenge it. Although iteration is a key process in qualita-
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tive SAMPLING, it cannot go on for ever. Scholars agree that ideally the 
iterative process should go on until the researchers reach SATURATION.  
 Dörnyei 2007 

 
ITS design 

another term for TIME-SERIES DESIGN 



  

 

J 
 
jackknife 

a nonparametric technique for estimating STANDARD ERROR of a STATIS-

TIC. The procedure consists of taking repeated subsamples of the original 
SAMPLE of n independent observations by omitting a single observation at 
a time. Thus, each subsample consists of n - 1 observations formed by de-
leting a different observation from the sample. The jackknife estimate and 
its standard error are then calculated from these truncated subsamples. 
see also BOOTSTRAP 
 Upton & Cook 2008 

 
 jigsaw task  

a two-way task in which individuals have different pieces of information. 
In order to solve the task, they must orally interact to put the pieces to-
gether. One example of a jigsaw task is a map task in which participants 
are given a map of a section of a city. Each participant is provided with 
different information about street closings, and they must explain to each 
other about which streets are closed and when. Once this portion is com-
pleted, they have to work together to determine a route from Point A to 
Point B by car, keeping in mind that certain streets are closed.  
Alternatively, each person can be given a map with pre-blocked-off 
streets. In this instance, participants would receive a separate blank map 
in order to draw the route, with instructions not to show the original map 
to each other. Another example of a jigsaw task is a story completion, or 
a story sequencing task, in which different individuals are given parts of a 
story (written or pictorial) with instructions to make a complete story. 
Important point about jigsaw tasks is that, because they involve an infor-
mation exchange, they require participants to interact while completing 
the task. 
see also CONSENSUS TASK 
 Mackey & Gass 2005 

 
John Henry effect  

also control group rivalry, compensatory rivalry 
a threat to EXTERNAL VALIDITY which occurs when the difference be-
tween the CONTROL GROUP and the TREATMENT GROUP is due to compe-
tition rather than the TREATMENT. John Henry effect can arise when con-
trol group members are aware of the treatment given to the experimental 
group and respond with increased competition in an effort to do just as 
well as the experimental group in spite of not receiving the  experimental 
treatment (just as the mythical John Henry increased his efforts in a  
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competition against technological innovation). Researchers can attempt 
to avoid this threat by trying to curtail both awareness of and expecta-
tions about the presumed benefits of the experimental treatment. 
 Perry 2011 

 
journal 

one of the most effective research tools to mine the rich personal experi-
ences and emotions of participants’ inner lives. When sensitive topics are 
studied, journals often allow participants to feel comfortable with their 
degrees of self-disclosure. Likewise, introverts or those who have been 
marginalized may feel particularly comfortable when voicing their ideas 
in private writing. Journal use is also particularly valuable when little at-
tention has been devoted to a topic and the study seeks to elicit fresh data 
from first-person experiences. When analyzing journal entries, a system 
of thematic or CONTENT ANALYSIS is usually applied. This form of cod-
ing allows for categories and themes to emerge from the journal entries. 
Qualitative researchers read the journals looking for causal connections, 
patterns, recurring issues, and reactions; sub- or by-themes may also be 
noted and categorized. Although journal entries are often completely un-
structured, researchers may also ask guided questions to encourage par-
ticipants to write more specifically about a discrete experience or event.  
 Given 2008 

 
 judgmental sampling 

another term for PURPOSIVE SAMPLING 



 

 

K 
 
k 

the number of LEVELs or groups in an EXPERIMENTAL DESIGN or individ-
ual study. Also an abbreviation for COEFFICIENT OF ALIENATION. 

 
k2 

an abbreviation for COEFFICIENT OF NONDETERMINATION 
 
kappa ( ) 

an abbreviation for COHEN’S KAPPA 
 
Kendall’s coefficient of concordance 

also Kendall’s W, W 
a statistic which is a measure of how much a set of raters or judges agree 
when asked to put a set of objects in rank order. Kendall’s coefficient of 
concordance is appropriately used to determine the tendency of agree-
ment among three or more sets of ordinal data. If, for example, a study 
were to be made of the way four teachers agree in ranking students’ abil-
ity to speak Farsi, Kendall’s W could be used. This coefficient cannot 
have negative values. It ranges between 0 which would be no agreement 
between the judges to +1 which would denote perfect agreement between 
them. It also allows for a judge to give two objects the same rank. 
 Brown 1992; Brown 1988 

 
Kendall’s W 

another term for KENDALL’S COEFFICIENT OF CONCORDANCE 
 
Kendall’s partial rank correlation coefficient 

a measure of partial association for ordinal variables in which one or 
more other ordinal variables may be partialled out or controlled. Its cal-
culation is similar to that of PARTIAL CORRELATION except that KEN-

DALL’S RANK CORRELATION TAU b is used instead of PEARSON CORRE-

LATION COEFFICIENT in the formula. 
 Cramer & Howitt 2004 

 
Kendall’s rank correlation tau a 

see KENDALL’S RANK-ORDER CORRELATION COEFFICIENT 
 
Kendall’s rank correlation tau b 

see KENDALL’S RANK-ORDER CORRELATION COEFFICIENT 
 
Kendall’s rank correlation tau c 

see KENDALL’S RANK-ORDER CORRELATION COEFFICIENT 
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Kendall’s rank-order correlation coefficient 
also Kendall’s tau (τ), tau(τ) 
a test of RANK CORRELATION which is used between two ORDINAL VAR-

IABLEs (i.e., ranked data). The Kendall tau (τ), unlike SPEARMAN RHO 
(ρ), is more suitable when there are many ties in the rankings. A negative 
value means that lower ranks on one variable are associated with higher 
ranks on the other variable. A positive value means that higher ranks on 
one variable go together with higher ranks on the other variable. A zero 
or close to zero value means that there is no linear association between 
the two variables. There are three forms of this measure called Kendall’s 
rank correlation tau a, Kendall’s rank correlation tau b and Kendall’s 
rank correlation tau c. Kendall’s Tau a should be used when there are no 
ties or tied ranks. It can vary from -1 to 1. It can be calculated with the 
following formula: 

 

 

 
A concordant pair is one in which the first case is ranked higher than the 
second case, while a discordant pair is the reverse in which the first case 
is ranked lower than the second case.  
Kendall’s Tau b should be used when there are ties or tied ranks. It can 
vary from -1 to 1 if the table of ranks is square and if none of the row 
and column totals are zero. It can be calculated with the following for-
mula: where T1 and T2 are the numbers of tied ranks for the two varia-
bles.  

 

 

 
Kendall’s Tau c (also called Kendall-Stuart Tau-c) should be used when 
the table of ranks is rectangular rather than square as the value of tau c 
can come closer to -1 or 1. It can be worked out with the following for-
mula: where S is the number of columns or rows whichever is the small-
er. 

 

 

 
 Larson-Hall 2010; Cramer & Howitt 2004 

 
Kendall’s tau 

another term for KENDALL’S RANK-ORDER CORRELATION COEFFICIENT 
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Kendall-Stuart Tau-c 
another term for KENDALL’S RANK CORRELATION TAU c 

 
Klotz test 

a NONPARAMETRIC TEST for testing the EQUALITY OF VARIANCE of two 
POPULATIONs having the same MEDIAN. More efficient than the ANSARI-
BRADLEY TEST. 
 Everitt & Skrondal 2010 

 
Kolmogorov-Smirnov goodness-of-fit test 

another term for KOLMOGOROV-SMIRNOV TEST FOR ONE SAMPLE 
 
Kolmogorov-Smirnov test for one sample 

also Kolmogorov-Smirnov goodness-of-fit test, one-sample Kolmogo-
rov-Smirnov test 
a NONPARAMETRIC TEST which uses ranked data for determining whether 
the distribution of scores on an ORDINAL VARIABLE differs significantly 
from some theoretical distribution for that variable. For example, we 
could compare the distribution of the outcome of throwing a die 60 times 
with the theoretical expectation that it will land with 1 up 10 times, with 
2 up 10 times, and so forth, if it is an unbiased die. The largest absolute 
difference between the CUMULATIVE FREQUENCY of the observed and 
the expected frequency of a value is used to determine whether the ob-
served and expected distributions differ significantly.  
 Larson-Hall 2010; Cramer & Howitt 2004 

 
Kolmogorov-Smirnov test for two independent samples 

also Kolmogorov-Smirnov two-sample test, two-sample Kolmogorov-
Smirnov test 
a NONPARAMETRIC TEST which determines whether the distributions of 
scores on an ORDINAL (ranked) VARIABLE differ significantly for two 
UNRELATED SAMPLES. As is the case with the Kolmogorov-Smirnov 
goodness-of-fit test, computation of the test statistic for the Kolmogorov-
Smirnov test for two INDEPENDENT SAMPLES involves the comparison of 
two CUMULATIVE FREQUENCY distributions. Whereas the Kolmogorov-
Smirnov goodness-of-fit test compares the cumulative frequency 
distribution of a single sample with a hypothesized theoretical or 
empirical cumulative frequency distribution, the Kolmogorov-Smirnov 
test for two independent samples compares the cumulative frequency 
distributions of two independent samples. If, in fact, the two samples are 
derived from the same population, the two cumulative frequency 
distributions would be expected to be identical or reasonably close to one 
another. The test protocol for the Kolmogorov-Smirnov test for two 
independent samples is based on the principle that if there is a significant 
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difference at any point along the two cumulative frequency distributions, 
the researcher can conclude there is a high likelihood the samples are 
derived from different populations. 
 Sheskin 2011 

 
Kolmogorov-Smirnov two-sample test 

another term for KOLMOGOROV-SMIRNOV TEST FOR TWO INDEPENDENT 

SAMPLES 
 
KR20 

an abbreviation for KUDER-RICHARDSON FORMULA 20 
 
KR21 

an abbreviation for KUDER-RICHARDSON FORMULA 21 
 
Kruskal-Wallis test 

also Kruskal-Wallis H test, H test 
a NONPARAMETRIC TEST alternative to ONE-WAY ANOVA which is em-
ployed with ordinal (rank-order) data in a HYPOTHESIS TESTING situation 
involving a design with three or more INDEPENDENT GROUPS of partici-
pants. Kruskal-Wallis test is used to determine whether the mean ranked 
scores for three or more unrelated or INDEPENDENT SAMPLES differ sig-
nificantly and is calculated based on the sums of the ranks of the com-
bined groups. Hence, the Kruskal-Wallis procedure can be thought of as 
an extension of the MANN-WHITNEY U TEST in the same way that a one-
way ANOVA is typically considered to be an extension of an INDEPEND-

ENT SAMPLES t-TEST—the Kruskal-Wallis and Mann-Whitney tests are 
mathematically equivalent when used to compare two groups. 
Kruskal-Wallis test produces a value (denoted by H), whose probability 
of occurrence is checked by the researcher in the appropriate statistical 
table. This procedure does not assume population NORMALITY nor HO-

MOGENEITY OF VARIANCE, as does parametric ANOVA, and requires on-
ly ordinal scaling of the DEPENDENT VARIABLE. It is used when viola-
tions of population normality and/or homogeneity of variance are ex-
treme or when interval or ratio scaling are required and not met by the 
data. In addition, there must be at least five scores in each sample to use 
the probabilities given in the table of chi-square. 
The logic involves first testing the null hypothesis of no difference 
among the various means. If the null hypothesis is rejected, then multiple 
comparisons can be made between various pairs of means. For example, 
Kruskal-Wallis test enable you to see, whether there are differences be-
tween three or more groups (e.g., classes, schools, groups of teachers) on 
a RATING SCALE. The scores for all the samples are ranked together. If 
there is little difference between the sets of scores, their mean ranks 
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should be similar. The statistic for this test is CHI-SQUARE TEST which 
can be corrected for the number of ties or TIED SCORES. 
see also NONPARAMETRIC TESTS, FRIEDMAN’S TEST 
 Perry 2011; Cramer & Howitt 2004; Cohen et al. 2011; Brown 1988; Ho 2006; Pa-
gano 2009; Huck 2012 

 
Kuder-Richardson formulas 

also KR formulas 
measures which are used to estimate the INTERNAL CONSISTENCY RELI-

ABILITY of a test with items that are dichotomously scored (such as 
yes/no, correct/incorrect or true/false items). There are two types of the 
Kuder-Richardson formulas: Kuder-Richardson formula 20 (KR20) and 

Kuder-Richardson formula 21 (KR21). KR20 is based on information 
about (a) the number of items on the test, (b) the difficulty of the indi-
vidual items, and (c) the VARIANCE of the total test scores. The formula 
for KR20 is: 

 

 

where 
k = number of items on the test 

= the estimate of the variance of test scores, and 
 = the sum of the variances of all items. 

 
A formula that is easier to use (not requiring calculation of ITEM FACILI-

TY) but less accurate than KR20 is KR21, which is based on information 
about (a) the number of items on the test, (b) the MEAN of the test, and 
(c) the variance of the total test scores, all of which are readily available, 
but requires an assumption that all items are equal in item difficulty. The 
formula for KR21 is: 
 

 

where 
k = number of items on the test 

= mean of the test scores, an 
s2 = the estimate of the variance of test scores. 

 
This method is by far the least time-consuming of all the reliability esti-
mation procedures. It involves only one administration of a test and em-
ploys only easily available information. Because the Kuder-Richardson 
procedures stress the equivalence of all the items in a test, they are espe-
cially appropriate when the intention of the test is to measure a single 
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trait. For a test with homogeneous content, the reliability estimate will be 
similar to that provided by the SPLIT-HALF RELIABILITY. For a test de-
signed to measure several traits, the Kuder-Richardson reliability estimate 
is usually lower than reliability estimates based on a correlational proce-
dure. 
see also CRONBACH’S ALPHA, PARALLEL-FORM RELIABILITY, AVERAGE 

INTER-ITEM CORRELATION, AVERAGE ITEM-TOTAL CORRELATION 
 Richards & Schmidt 2010; Fulcher & Davidson 2007 

 
Kuder-Richardson formula 20 

see KUDER-RICHARDSON FORMULAS 
 
Kuder-Richardson formula 21 

see KUDER-RICHARDSON FORMULAS 
 
kurtosis  

the degree of peakedness in a DISTRIBUTION. Kurtosis describes how thin 
or broad the distribution is. Kurtosis provides information regarding the 
height of a distribution relative to the value of its STANDARD DEVIATION. 
The most common reason for measuring kurtosis is to determine whether 
data are derived from a normally distributed population.  Kurtosis is of-
ten described within the framework of the following three general cate-
gories, all of which are depicted by representative frequency distribu-
tions in Figure K.1—mesokurtic distribution, leptokurtic distribution, 
and platykurtic distribution. Each of the distributions in Figure K.1 is 
symmetrical, since the distribution of scores above (to the right of) the 
central score is a mirror image of the distribution below (to the left of) 
the central score. These three distributions differ, however, in their de-
gree of peakedness, or what statisticians refer to as kurtosis. As shown in 
Figure K.1b, if the distribution is pointy (i.e., relatively tall and thin) 
with a small range of values (there is too much data in the center of it), it 
is called leptokurtic. The scores in a leptokurtic distribution tend to be 
clustered much more closely around the MEAN than they are in either a 
mesokurtic or platykurtic distribution. Because of the latter, the value of 
the standard deviation for a leptokurtic distribution will be smaller than 
the standard deviation for the latter two distributions (if we assume the 
range of scores in all three distributions is approximately the same). The 
tails of a leptokurtic distribution are heavier/thicker than the tails of a 
mesokurtic distribution.  
If the distribution is flat with a wide range of values (it is too flat at the 
peak of the normal curve), Figure K.1c, it is called platykurtic. The 
scores in a platykurtic distribution tend to be spread out more from the 
mean than they are in either a mesokurtic or leptokurtic distribution. Be-
cause of the latter, the value of the standard deviation for a platykurtic 
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distribution will be larger than the standard deviation for the latter two 
distributions (if we assume the range of scores in all three distributions is 
approximately the same). The tails of a platykurtic distribution are light-
er/thinner than the tails of a mesokurtic distribution.  
 

 
(a) Mesokurtic Distribution 

 

            
          (b) Leptokurtic Distribution                          (c) Platykurtic Distribution 

 
Figure K.1. Representative Types of Kurtosis 

 
The distribution represented in Figure K.1a is somewhere in the middle 
(known as mesokurtic, i.e., like the NORMAL DISTRIBUTION, it is neither 
markedly tall and thin nor flat and wide), as is typical of the score distri-
butions obtained with many NORM-REFERENCED TESTs.  
 Larson-Hall 2010; Cramer & Howitt 2004; Clark-Carter 2010; Sheskin 2011 



L 
 
lag value 

see AUTOCORRELATION 
 
lambda (λ) 

an abbreviation for GOODMAN-KRUSKAL’S LAMBDA. Also an abbreviation 
for WILKS’ LAMBDA 

 
language aptitude test  

a test which is designed to measures capacity or general ability of a per-
son to learn a foreign language and ultimate success in that undertaking. 
Two well-known standardized language aptitude tests are: the Modern 
Language Aptitude Test (MLAT) and the Pimsleur Language Aptitude 
Battery (PLAB). Both are English language tests and require students to 
perform a number of language-related tasks. The MLAT, for example, 
consists of five different tasks: 
 
1) Number learning: Examinees must learn a set of numbers through au-

ral input and then discriminate different combinations of those num-
bers. 

2) Phonetic script: Examinees must learn a set of correspondences be-
tween speech sound and phonetic symbols. 

3) Spelling clues: Examinees must read words that are spelled somewhat 
phonetically, and then select from a list the one word whose meaning 
is closest to the disguised word. 

4) Words in sentences: Examinees are given a key word in a sentence 
and are then asked to select a word in a second sentence that performs 
the same grammatical function as the key word. 

5) Paired associates: Examinees must quickly learn a set of vocabulary 
words from another language and memorize their English meanings. 

 
Standardized aptitude tests are seldom used today. Instead, attempts to 
measure language aptitude more often provide learners with information 
about their styles and their potential strength and weaknesses, with fol-
low-up strategies for capitalizing on the strength and overcoming the 
weaknesses.  A test that claims to predict success in learning a language 
is undoubtedly flawed because we now know that with appropriate self-
knowledge, active strategic involvement in learning, and/or strategies-
based instruction, virtually everyone can succeed eventually. To pigeon-
hole learners a priori, before they have even attempted to learn a lan-
guage, is to presuppose failure or success without substantial cause.  
 Brown 2010 
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latent root 
another term for eigenvalue 

 
latent trait theory 

another term for ITEM RESPONSE THEORY 
 
latent variable 

see MANIFEST VARIABLE 
 
Latin square design 

a term which is derived from an ancient word puzzle game that focused 
on placing Latin letters in a matrix such that each letter appeared only 
once in each row and column. In practice, Latin squares have two fun-
damental uses. The first use is to employ a Latin square as a research 
method or experimental design technique to ensure that a NUISANCE 

VARIABLE (i.e., an uncontrolled or incidental factor) such as time of day 
or type of experimenter is not confounded with the treatment(s) under 
study. The second use controls for the possible confounding influence of 
these nuisance variable(s) by incorporating this information into the sta-
tistical analysis through an adjustment of the subsequent ERROR TERM. 
In a WITHIN-SUBJECTS DESIGN one method of controlling for the poten-
tial influence of practice or fatigue (both of which represent examples of 
ORDER EFFECTs) is by employing a Latin square design. This type of de-
sign which provides incomplete counterbalancing (see COUNTERBAL-

ANCED DESIGN) attempts to circumvent some of the complexities and 
keep the experiment to a reasonable size. It is more likely to be consid-
ered as a reasonable option for controlling for order effects when the IN-

DEPENDENT VARIABLE is comprised of many LEVELs and consequently it 
becomes prohibitive to employ complete counterbalancing. If we con-
ceptualize a within-subjects design as being comprised of n rows (corre-
sponding to each of the n subjects) and n columns (corresponding to each 
of the n treatments/conditions), we can define a Latin square design as 
one in which each condition appears only one time in each row and only 
one time in each column. For example, in Figure L.1, there are n = 4 sub-
jects and n = 4 treatments. Thus, the configuration of the design is a 4 × 
4 Latin square. The four treatments are identified by the letters A, B, C, 
and D. Subject 1 receives the treatments in the order А, В, С, D, Subject 
2 receives the treatments in the order C, A, D, B, and so on. As noted 
above, this design does not employ complete counterbalancing since, 
with 4 conditions, there are 24 possible presentation orders for the condi-
tions. Thus, a minimum of 24 subjects will be required in order to have 
complete counterbalancing. 
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Subject 1 A B C D Posttest

Subject 2 C A D B Posttest

Subject 3 B D A C Posttest

Subject 4 D C B A Posttest
 

 

   Figure L.1. Schematic Representation of a 4 × 4 Latin Square Design 
 

The purpose of the Latin square arrangement is to equally distribute any 
order effects that are present over the n treatments. A Latin square de-
sign, however, will only provide effective control for order effects if 
there is no INTERACTION between order of presentation and the treat-
ments. However, within this context, an interaction between order of 
presentation and treatment will be present if the performance of subjects 
on a given treatment is not only a function of the treatment itself, but also 
depends on which treatments precede it. In point of fact, the absence of 
an interaction between order of presentation and treatments is critical in 
any within-subjects design, since if an interaction is present it will not be 
possible to obtain a pure measure for any treatment effects that may be 
present. 
 Sheskin 2011 

 
LDFs 

an abbreviation for LINEAR DISCRIMINANT FUNCTIONS 
 
least significant difference test 

another term for FISHER’S LEAST SIGNIFICANT DIFFERENCE  
 
least squares estimation 

another term for LEAST SQUARES METHOD OF ANALYSIS 
 
least squares means 

another term for ADJUSTED MEANS 
 
least squares method of analysis 

also method of least squares analysis, least squares estimation 
the most commonly employed method of REGRESSION ANALYSIS which 
is a linear regression procedure that derives the straight line which pro-
vides the LINE OF BEST FIT for a set of data. Least squares is a common 
way to measure errors in statistical analysis. The least squares formula is 
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best known for favoring things with a lot of small errors over those with a 
few large errors. Least squares keeps track of all errors, even if some are 
in one direction and some are in the other direction. It is also referred to 
as ordinary least squares (OLS) to distinguish it from the method of 
weighted least squares, a preferable alternative when estimating the pa-
rameters of a model using independent observations whose values are 
known to vary in accuracy in a specified way. 
see also ADJUSTED MEANS 
 Larson-Hall 2010; Sheskin 2011; Sahai & Khurshid 2001 

 
leniency error 

another term for GENEROSITY ERROR 
 
Leptokurtic 

see KURTOSIS  
 
level 

also condition 
a term which is used to describe the conditions or categories of a FACTOR 

in a given study. Put simply, a level is a subdivision of an INDEPENDENT 

VARIABLE. A CATEGORICAL VARIABLE, by definition, can include a 
number of categories. These categories are called levels. For instance, for 
a variable like gender, there are two levels, female and male. For a varia-
ble like foreign language proficiency, there might be three levels—
elementary, intermediate, and advanced. Or, if the study concerned geo-
graphic area, a student might be subclassified as South American, Euro-
pean, Middle Eastern, or Asian so that comparisons among these levels 
of second language student could be made. The variable would consist of 
four levels. This definition of levels will prove important in thinking 
about statistical studies because of the concept of independence. If the 
levels of a variable are made up of two or more different groups of peo-
ple, they are viewed as independent. For instance, in a study comparing 
the means of an EXPERIMENTAL GROUP and a CONTROL GROUP, the 
groups can be independent only if they were created using different 
groups of people. Many statistics can only be applied if the groups being 
compared are independent (e.g., ONE-WAY ANOVA, FACTORIAL ANOVA, 
INDEPENDENT-SAMPLES t-TEST). 
However, there are studies in which it might be necessary or desirable to 
make repeated observations on the same group of people. For instance, a 
researcher might want to compare the means of a single group of stu-
dents before and after some type of language instruction in what is called 
a pretest-posttest study. Such investigations are called repeated measures 
studies (see WITHIN-SUBJECTS DESIGN), and the groups can be said to 
lack independence because they are the same people. When independ-
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ence cannot be assumed, different choices of statistics must be made 
(e.g., REPEATED MEASURES ANOVA, PAIRED-SAMPLES t-TEST). Thus it is 
important to understand the difference between independent levels of a 
variable (which were created by using different groups of people) and 
repeated levels of a variable (which were created through repeated 
measures or observations of the same people). 
 Porte 2010; Hatch & Farhady 1982; Brown 1988; Brown 1992; Hatch & Lazaraton 
1991 

 
level of measurement 

another term for MEASUREMENT SCALE 
 
level of significance 

another term for SIGNIFICANCE LEVEL 
 
Levene’s median test 

another term for LEVENE’S TEST  
 
Levene’s test  

also Levene’s median test 
a test procedure which is used to assess the EQUALITY OF VARIANCEs in 
different SAMPLEs. Some common statistical procedures (e.g., ANALYSIS 

OF VARIANCE and t-TEST) assume that variances of the POPULATIONs 
from which different samples are drawn are equal. Levene's test assesses 
this assumption. For example, Levene’s test is employed to test whether 
the variance (variation) of scores for the two or more groups (e.g., males 
and females) is the same. It tests the NULL HYPOTHESIS that the POPULA-

TION VARIANCEs are equal. If the resulting P-VALUE of Levene’s test is 
less than some CRITICAL VALUE (typically .05), the obtained differences 
in SAMPLE VARIANCEs are unlikely to have occurred based on RANDOM 

SAMPLING. Thus, the null hypothesis of equal variances is rejected and it 
is concluded that there is a difference between the variances in the popu-
lation (i.e., variances are heterogeneous). 
One advantage of Levene’s test is that it does not require NORMALITY of 
the underlying data. Levene’s test is often used before a comparison of 
means. When Levene’s test is significant, modified procedures are used 
that do not assume equality of variance. However, it suffers from too 
much sensitivity when data sets are large and not enough sensitivity 
(power) when data sets are small.  
see also BOX’S M TEST, COCHRAN’S C TEST, BARTLETT’S TEST, HART-

LEY’S TEST, BROWN-FORSYTHE TEST, O’BRIEN TEST 
 Larson-Hall 2010; Pallant 2010; Tabachnick & Fidell 2007  
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leverage 
also hat element  
a measure of whether an individual person’s data contain OUTLIERs. It 
assesses whether a person’s set of scores across the INDEPENDENT VARI-

ABLEs (IVs) is a multivariate outlier. Thus, a person might not be an out-
lier on any single IV but the pattern of his/her scores across the IVs may 
be an outlier. 
see also COOK’S DISTANCE, MAHALANOBIS DISTANCE D2  
 Clark-Carter 2010 

  
liberal test 

a STATISTICAL TEST with the LEVEL OF SIGNIFICANCE greater than or 
equal to the nominal value. If it is known that the actual level of 
significance of a liberal test is not much greater than alpha (α) (the nomi-
nal value), the liberal test can be recommended. Liberal procedures pro-
vide less control over TYPE I ERROR, but this disadvantage is offset by in-
creased POWER (i.e., more control over TYPE II ERROR). 
see also CONSERVATIVE TEST 
 Sahai & Khurshid 2001; Huck 2012  

 
library research 

another term for SECONDARY RESEARCH 
 
life history research 

a genre of NARRATIVE INQUIRY that distinguishes itself from other gen-
res by the extent to which it takes into account the social, historical, and 
cultural contexts within which the story is situated. While life history re-
search may focus on a particular period or aspect of a person’s life, these 
are usually considered within the context of the person’s whole life. A 
distinction should perhaps be drawn between a biography (see BIO-

GRAPHICAL STUDY), where the focus is on the individual life as an un-
folding story, and life history, where the context plays an important part. 
In fact, the two approaches are very close and could be included under 
the broader umbrella of CASE STUDY. 
Life history research can help us to understand learners’ beliefs and as-
sumptions about learning. As language educators working with learners 
from other cultures, we all know how important it is to be aware of cul-
tural differences and their expression in the learning environment. One 
way of gaining a better understanding of learners from other cultures is 
to explore their stories for underlying assumptions. This, thus, makes 
narrative research, and more specifically life history research, a valuable 
approach for language educators. In addition to providing insight into 
learners’ assumptions and beliefs about how they learn, life history re-
search also enables researchers to access the identity of the participants. 



 Likert scale     323 
 

  

Insights into learners’ identities can be instrumental in understanding a 
number of language learning issues, including motivation, affect, learn-
ing styles, and choice of learning strategies. In a classroom setting, lan-
guage learning histories can provide valuable information about who the 
learners are and how they learn. Whether in the classroom or the larger 
community one of the benefits of life history research is that it allows in-
dividual voices to be heard, especially those of the disenfranchised—
people who have historically been marginalized in the research process, 
such as disabled people, gays and lesbians, and racial and ethnic minori-
ties. These voices from the margins have the potential to change theory 
by prompting us to take a critical look at the existing canon or standard. 
A possible example might be a life history of the teacher in our encoun-
ter, using this as a way of deepening our understanding of the encounter 
between teacher and new students that we are taking as our theme. Over 
a period of time and through a number of in-depth interviews, supported 
perhaps by lesson observation (to prompt questions and deepen the re-
searcher’s understanding) and documentary evidence (photographs, re-
ports, influential texts, etc.), the researcher would develop an account of 
the individual, their beliefs and experiences. This can then be used, as 
with any good case study, to deepen our understanding of teachers and 
the world that they inhabit. 
At the heart of any life history research is the prolonged INTERVIEW, 
which usually consists of a series of interviews. The length of such inter-
views can vary from between a couple of hours to totals well into double 
figures. 
 Richards 2003; Heigham & Croker 2009 

 
likelihood ratio chi-square 

a version of CHI-SQUARE TEST which utilizes natural logarithms. It is dif-
ferent in some respects from the more familiar form which should be 
known as chi-square. It is useful where the components of an analysis are 
to be separated out since this form of chi-square allows accurate addition 
and subtraction of components. Because of its reliance on natural loga-
rithms, likelihood ratio chi-square is a little more difficult to compute. 
Apart from its role in LOG-LINEAR ANALYSIS, there is nothing to be 
gained by using likelihood ratio chi-square in general. With calculations 
based on large frequencies, numerically the two differ very little anyway. 
 Cramer & Howitt 2004 

 
Likert scale 

also summated scale 
a type of RATING SCALE which includes a number of statements which 
express either a favorable or unfavorable attitude towards the given ob-
ject to which the respondent is asked to react. The respondent indicates 
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his/her agreement or disagreement with each statement in the instrument. 
Each response is given a numerical score, indicating its favorableness or 
unfavorableness, and the scores are totaled to measure the respondent’s 
attitude. In other words, the overall score represents the respondent’s po-
sition on the continuum of favorable-unfavorableness towards an issue. 
Likert scales are called summated because they are method of combining 
several VARIABLEs that measure the same concept into a single variable 
in an attempt to increase the RELIABILITY of the measurement. In most 
instances, the separate variables are summed and then their total or aver-
age score is used in the analysis. 
In a Likert scale, the respondent is asked to respond to each of the state-
ments in terms of several degrees, usually five degrees (but at times 3 or 
7 may also be used) of agreement or disagreement. For example: For ex-
ample, when asked to express opinion whether one ‘reads English with-
out looking up every new word’, the respondent may respond in any one 
of the following ways: (1) strongly agree, (2) agree, (3) undecided, (4) 
disagree, (5) strongly disagree.  
Such a scale could be set out like the following thus: 

 

I. I write down my feelings in a language learning diary.
1 = strongly agree     [    ]
2 = agree                  [    ]
3 = undecided      [    ]
4 = disagree   [    ]
5 = strongly disagree [    ]
II. I use English words in a sentence so that I can remember them.
1 = strongly agree    [    ]
2 = agree [    ]
3 = undecided   [    ]
4 = disagree   [    ]
5 = strongly disagree [    ]

Instructions: Following are a number of statements with which some people
agree and others disagree. We would like you to indicate your opinion after
each statement by putting an ‘X’ in the bracket that best indicates the extent
to which you agree or disagree with the statement. Thank you very much for
your help.

 

 
We find that these five points constitute the scale. At one extreme of the 
scale there is strong disagreement with the given statement and at the 
other, strong agreement, and between them lie intermediate points. Each 
point on the scale carries a score. Response indicating the least favorable 
is given the least score (say 1) and the most favorable is given the high-
est score (say 5). The Likert scaling technique, thus, assigns a scale value 
to each of the five responses. The same thing is done in respect of each 
and every statement in the instrument. This way the instrument yields a 
total score for each respondent, which would then measure the respond-



 Likert scale     325 
 

  

ent’s favorableness toward the given point of view. If the instrument 
consists of, say 30 statements, the following score values would be re-
vealing. 
 
30 × 5 = 150 Most favorable response possible 
30 × 3 = 90 A neutral attitude 
30 × 1 = 30 Most unfavorable attitude 
 
The scores for any individual would fall between 30 and 150. If the score 
happens to be above 90, it shows favorable opinion to the given point of 
view, a score of below 90 would mean unfavorable opinion and a score 
of exactly 90 would be suggestive of a neutral attitude. These two exam-
ples both indicate an important feature of an attitude scaling instrument, 
namely the assumption of unidimensionality in the scale, i.e., the scale 
should be measuring only one thing at a time.  
The statements on Likert scales should be characteristic, that is, express-
ing either a positive/favorable or a negative/unfavorable attitude toward 
the object of interest. Neutral items (e.g., ‘I think Iranian are all right’) 
do not work well on a Likert scale because they do not evoke salient 
evaluative reactions; extreme items (e.g., ‘Iranians are absolutely bril-
liant!’) are also to be avoided. 
The procedure for developing a Likert-type scale is as follows: 
 
1) As a first step, the researcher collects a large number of statements 

which are relevant to the attitude being studied and each of the state-
ments expresses definite favorableness or unfavorableness to a partic-
ular point of view or the attitude and that the number of favorable and 
unfavorable statements is approximately equal. 

2) After the statements have been gathered, a trial test should be admin-
istered to a number of subjects. In other words, a small group of peo-
ple, from those who are going to be studied finally, are asked to indi-
cate their response to each statement by checking one of the catego-
ries of agreement or disagreement using a five point scale as stated 
above. 

3) The response to various statements are scored in such a way that a re-
sponse indicative of the most favorable attitude is given the highest 
score of 5 and that with the most unfavorable attitude is given the 
lowest score, say, of 1. 

4) Then the total score of each respondent is obtained by adding his/her 
scores that s/he received for separate statements. 

5) The next step is to array these total scores and find out those state-
ments which have a high discriminatory power. For this purpose, the 
researcher may select some part of the highest and the lowest total 
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scores, say, the top 25 per cent and the bottom 25 per cent. These two 
extreme groups are interpreted to represent the most favorable and the 
least favorable attitudes and are used as criterion groups by which to 
evaluate individual statements. This way we determine which state-
ments consistently correlate with low favorability and which with 
high favorability. 

6) Only those statements that correlate with the total test should be re-
tained in the final instrument and all others must be discarded from it. 

 
The Likert-type scale has several advantages. Mention may be made of 
the important ones: 
 
1) It is relatively easy to construct the Likert-type scale in comparison to 

THURSTONE SCALE because Likert-type scale can be performed with-
out a panel of judges. 

2) Likert-type scale is considered more reliable because under it re-
spondents answer each statement included in the instrument. As such 
it also provides more information and data than does the Thurstone 
scale. 

3) Each statement, included in the Likert-type scale, is given an empiri-
cal test for discriminating ability and as such, unlike Thurstone scale, 
the Likert-type scale permits the use of statements that are not mani-
festly related (to have a direct relationship) to the attitude being stud-
ied. 

4) Likert-type scale can easily be used in respondent-centered and 
stimulus-centered studies i.e., through it we can study how responses 
differ between people and how responses differ between stimuli. 

5) Likert-type scale takes much less time to construct; moreover, it has 
been reported in various research studies that there is high degree of 
CORRELATION between Likert-type scale and Thurstone scale. 

 
However, there are several limitations of the Likert-type scale as well. 
One important limitation is that, with this scale, we can simply examine 
whether respondents are more or less favorable to a topic, but we cannot 
tell how much more or less they are. There is no basis for belief that the 
five positions indicated on the scale are equally spaced. The interval be-
tween strongly agree and agree, may not be equal to the interval between 
agree and undecided. This means that Likert scale does not rise to a stat-
ure more than that of an ORDINAL SCALE, whereas the designers of Thur-
stone scale claim it to be an INTERVAL SCALE. One further disadvantage 
is that often the total score of an individual respondent has little clear 
meaning since a given total score can be secured by a variety of answer 
patterns. It is unlikely that the respondent can validly react to a short 
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statement on a printed form in the absence of real-life qualifying situa-
tions. Moreover, there remains a possibility that people may answer ac-
cording to what they think they should feel rather than how they do feel. 
This particular weakness of the Likert-type scale is met by using a CU-

MULATIVE SCALE.  
In spite of all the limitations, the Likert-type summated scales are re-
garded as the most useful in a situation wherein it is possible to compare 
the respondent’s score with a distribution of scores from some well de-
fined group. They are equally useful when we are concerned with a pro-
gram of change or improvement in which case we can use the scales to 
measure attitudes before and after the program of change or improve-
ment in order to assess whether our efforts have had the desired effects. 
We can as well correlate scores on the scale to other measures without 
any concern for the absolute value of what is favorable and what is unfa-
vorable. All this accounts for the popularity of Likert-type scales in ap-
plied linguistics relating to measuring of attitudes. 
see also SEMANTIC DIFFERENTIAL SCALE, DIFFERENTIAL SCALE, CUMU-

LATIVE SCALE, ARBITRARY SCALE, MATRIX QUESTIONS 
 Dörnyei 2003; Kothari 2008; Cohen et al. 2011; Dörnyei & Taguchi 2010 

 
linear discriminant functions 

see DISCRIMINANT ANALYSIS 
 
linearity 

an ASSUMPTION that often applies in the correlational and prediction 
family of statistics. Linearity means that there is a straight-line relation-
ship between the two VARIABLEs involved. This assumption can be 
checked by examining a SCATTERPLOT of the two variables. When two 
variables are perfectly linearly related, the points of a scatterplot fall on a 
straight line (called a REGRESSION LINE). The more the points tend to fall 
along a straight line, the stronger the linear relationship. However, linear-
ity cannot always be assumed (see CURVILINEARITY). 
see also CORRELATION 
 Porte 2010; Larson-Hall 2010; Cohen et al. 2011; Brown 1992; Clark-Carter 2010 

 
line graph  

a graph which allows you to inspect the mean scores of a CONTINUOUS 

VARIABLE across a number of different values of a CATEGORICAL VARI-

ABLE (e.g., time 1, time 2, time 3), depicted on the two axes. The hori-
zontal axis (X) indicates values that are on a continuum. The vertical axis 
(Y) can be used for various types of data. A line connects the data points 
or values (i.e., dots on the graph) on the graphs. Line graphs are also use-
ful for graphically exploring the results of a ONE- or TWO-WAY ANOVA. 
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Figure L.2 shows mean test scores of second-grade students in one 
school over the last four years. 
 

           2008

40

50

60

70

80

90

2009 2010 2011 Years

M
ea

n 
te

st
 sc

or
es

 
 

         Figure L.2. A Line Graph 
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       Figure L.3. A Line Graph Showing Mean Test Scores 
       of Two Groups over a Four-Year period 

 
A big advantage of the line graph is that more than one group can be 
shown on the same graph simultaneously. Each group can be presented 
by a different kind of line (e.g., broken or solid). Figure L.3 shows mean 
test scores of two groups of students over a four-year period. 
 Ravid 2011; Pallant 2010  
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line of best fit 
another term for REGRESSION LINE 

 
linguistic ethnomethodology 

see ETHNOMETHODOLOGY 
 
Linguistics-Applied 

see APPLIED LINGUISTICS 
 
linked panels 

also administrative panels 
a type of LONGITUDINAL MIXED DESIGN which are created arbitrarily 
from existing data which has not been originally collected for longitudi-
nal purposes but which contain codes (usually names accompanied by 
dates and places of birth) that allow the participants to be matched with 
other data obtained from them (e.g., census data).  
see also ROTATING PANELS, SPLIT PANELS, COHORT STUDY, ACCELERAT-

ED LONGITUDINAL DESIGN, DIARY STUDY 
 Dörnyei 2007 

 
 LISREL 

an abbreviation for Linear Structural Relationships. It is one of several 
computer programs for carrying out STRUCTURAL EQUATION MODELING. 

 
literal replication 

see REPLICATION  
 
literature review 

also review of the literature 
the systematic identification, location, and analysis of documents con-
taining information related to a research problem. The phrase ‘review of 
literature’ consists of two words: review and literature. In RESEARCH 

METHODOLOGY the term literature refers to the knowledge of a particular 
area of investigation of any discipline which includes theoretical, practi-
cal and its research studies. The term review means to organize the 
knowledge of the specific area of research to evolve an edifice of 
knowledge to show that you study would be an addition to this field. The 
task of review of literature is highly creative and tedious because you 
have to synthesize the available knowledge of the field in a unique way 
to provide the rationale for your study. In other words, you avoid the 
problem of reinventing the wheel by examining issues that have already 
been investigated. You can contribute to knowledge in a field by explor-
ing something that has not been adequately examined. 
The review of literature is essential due to the following reasons: 
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1) One of the early steps in planning a research work is to review re-
search done previously in the particular area of interest and relevant 
area quantitative and qualitative analysis of this research usually 
gives you an indication of the direction. 

2) It is very essential for you as an investigator to be up-to-date in your 
information about the literature, related to your own problem already 
done by others. It is considered the most important pre-requisite to ac-
tual planning and conducting the study. 

3) It avoids the replication of the study of findings to take an advantage 
from similar or related literature as regards, to methodology, tech-
niques of data collection, procedure adopted and conclusions drawn. 
You can justify your own endeavor in the field. 

4) It provides theories, ideas, explanations, or HYPOTHESIS which may 
prove useful in the formulation of a new problem. You formulate 
your hypothesis on the basis of review of literature. It also provides 
the rationale for the study. 

 Brown 1988; Mckay 2006; Singh 2006 
 
logarithmic transformation 

also log transformation 
a type of DATA TRANSFORMATION. There is a wide variety of log trans-
formations. In general, however, a logarithm is the POWER to which a 
BASE NUMBER has to be raised to get the original number. As with 
SQUARE ROOT TRANSFORMATION, if a VARIABLE contains values less 
than 1, a CONSTANT must be added to move the minimum value of the 
distribution.  
see also RECIPROCAL TRANSFORMATION 
 Marczyk et al. 2005 

 
logical positivism 

see POSITIVISM 
 
logistic coefficient 

a coefficient in the logistic regression model that acts as the weighting 
factor for the INDEPENDENT VARIABLEs in relation to their discriminatory 
power. Logistic coefficient is similar to a REGRESSION WEIGHT or DIS-

CRIMINANT COEFFICIENT. 
 Hair et al. 2010 

 
logistic regression 

also LR 
a multivariate prediction method and a development of MULTIPLE RE-

GRESSION (MR) that has the added advantage of holding certain variables 
constant in order to assess the independent influence of key variables of 
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interest. Logistic regression (LR) is suitable for assessing the influence 
of two or more continuous (metric) or categorical (non-metric) INDE-

PENDENT VARIABLEs or predictors on one categorical DEPENDENT VARI-

ABLE or criterion (e.g., win/lose, fail/pass, yes/no). The subjects fall into 
one of two groups, and the objective is to predict and explain the bases 
for each subject’s group membership through a set of predictor variables 
selected by the researcher. LR is useful because it does not rely on some 
of the ASSUMPTIONS (e.g., HOMOSCEDASTICITY, NORMALITY, and LINE-

ARITY) on which MR is based. MR is not suitable when you have cate-
gorical criterion variables. For multiple regression, your criterion varia-
ble (the thing that you are trying to explain or predict) needs to be a 
CONTINUOUS VARIABLE, with scores reasonably normally distributed. In 
contrast, LR allows you to test models to predict CATEGORICAL VARIA-

BLEs with two or more LEVELs or categories. Your predictor variables 
can be either categorical or continuous, or a mix of both in the one mod-
el. LR enables you to assess how well your set of predictor variables 
predicts or explains your categorical criterion variable. It gives you an 
indication of the adequacy of your model (set of predictor variables) by 
assessing goodness of fit. It provides an indication of the relative im-
portance of each predictor variable or the INTERACTION among your pre-
dictor variables. It also provides a summary of the accuracy of the classi-
fication of cases based on the MODE, allowing the calculation of the sen-
sitivity and specificity of the model and the positive and negative predic-
tive values. 
Like correlation, LR provides information about the strength and direc-
tion of the association between the variables. In addition, LR coefficients 
can be used to estimate ODDS RATIO for each of the predictor variables in 
the model. These odds ratios can tell us how likely a dichotomous out-
come is to occur given a particular set of predictor variables. The model 
could also be used to estimate the odds ratios for each variable. 
LR can be seen as a more versatile version of logit analysis (the equiva-
lent of multiple regression but with categorical data) in which the re-
strictions on the LEVELs OF MEASUREMENT are not as severe. It can also 
be used in a similar way to DISCRIMINANT ANALYSIS in that it can at-
tempt to classify participants into their original categories to see how ac-
curate it is at predicting group membership. However, in LR the predic-
tor variables can be categorical, continuous, or a combination of both. In 
addition, LR is more flexible than discriminant analysis, since unlike the 
latter its reliability does not depend on certain restrictive normality as-
sumptions regarding the underlying population distributions for the pre-
dictor variables. 
LR can be divided into binary logistic regression, which is similar to 
linear regression except that it is used when the criterion variable is di-
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chotomous, and multinomial logistic regression, which is used when the 
criterion variable has more than two categories, but that is complex and 
less common. In cases for which three or more groups form the depend-
ent variable, DISCRIMINANT ANALYSIS is better suited. 
 Walliman 2006; Marczyk et al. 2005; Cramer & Howitt 2004; Cramer & Howitt 2004; 
Sheskin 2011; Pallant 2010; Tabachnick & Fidell 2007; Leech et al. 2005; Harlow 2005; 
Hair et al. 2010 

 
logit analysis  

see LOGISTIC REGRESSION 
 
log-linear analysis 

also log-linear path analysis 
a complex analysis which may be regarded as an extension of the CHI-
SQUARE TEST to CONTINGENCY TABLEs involving three or more VARIA-

BLEs. Log-linear analysis is analogous to chi-square in that you use ob-
served and expected frequencies to evaluate the STATISTICAL SIGNIFI-

CANCE of your data. An important difference between chi-square and 
log-linear analysis is that log-linear analysis can be easily applied to ex-
perimental research designs that include more than two INDEPENDENT 

VARIABLEs whereas chi-square is normally limited to the two-variable 
case. Like chi-square, log-linear analysis involves nominal or CATEGOR-

ICAL DATA. However, it can be used for score data if the scores are sub-
divided into a small number of divisions (e.g., 1-5, 6-10, 11-15, etc.). A 
three-variable cross-tabulation table cannot be analyzed properly using 
chi-square because the table has too many dimensions, though research-
ers in the past commonly would carry out numerous smaller two-variable 
chi-squares derived from this sort of table. Such an approach cannot fully 
analyze the data no matter how thoroughly applied. There is no simple 
way of calculating the expected frequencies for three or more variables. 
In log-linear analysis, the objective is to find the model which best fits 
the empirical data. The fit of the model to the empirical data is assessed 
by using chi-square (usually LIKELIHOOD RATIO CHI-SQUARE). This ver-
sion of the chi-square formula has the major advantage that the values of 
chi-square it provides may be added or subtracted directly without intro-
ducing error. Significant values of chi-square mean that the data depart 
from the expectations of the model. This indicates that the model has a 
poor fit to the data. A non-significant value of chi-square means that the 
model and the data fit very well. In log-linear analysis, what this means 
is that the cross-tabulated frequencies are compared with the expected 
frequencies based on the selected model (selected combination of MAIN 

EFFECTs and INTERACTION EFFECTs). The closer the actual frequencies 
are to the expected (modeled) frequencies, the better the model is. 



 log-linear analysis     333 
 

  

The models created in log-linear analysis are based on the following 
components: 
 
1) The overall mean frequency. This would be the equal-frequencies 

model. Obviously if all of the individual cell means are the same as 
the overall mean, then we would need to go no further in the analysis 
since the equal-frequencies model applies.  

2) The main effects. A gender main effect would simply mean that there 
are different numbers of males and females in the analysis. As such, 
in much research main effects are of little interest, though in other 
contexts the main effects are important. For example, if it were found 
that there was a main effect of gender in a study, this might be a find-
ing of interest as it would imply either more men in the group or more 
women in the group. 

3) Two-way interactions—combinations of two variables (by collapsing 
the categories or cells for all other variables) which show larger or 
smaller frequencies which can be explained by the influence of the 
main effects operating separately.  

4) Higher order interactions (what they are depends on the number of 
variables under consideration).  

5) The saturated model—this is simply the sum of all the above possible 
components. It is always a perfect fit to the data by definition since it 
contains all of the components of the table. In log-linear analysis, the 
strategy is often to start with the saturated model and then remove the 
lower levels (the interactions and then the main effects) in turn to see 
whether removing the component actually makes a difference to the 
fit of the model. For example, if taking away all of the highest order 
interactions makes no difference to the data’s fit to the model, then 
the interactions can be safely dropped from the model as they are add-
ing nothing to the fit. Generally the strategy is to drop a whole level 
at a time to see if it makes a difference. So three-way interactions 
would be eliminated as a whole before going on to see which ones 
made the difference if a difference was found. 

 
Log-linear analysis involves heuristic methods of calculations which are 
only possible using computers in practice since they involve numerous 
approximations towards the answer until the approximation improves on-
ly minutely. The difficulty is that the interactions cannot be calculated 
directly. One aspect of the calculation which can be understood without 
too much mathematical knowledge is the expected frequencies for differ-
ent components of a log-linear model. These are displayed in computer 
printouts of log-linear analysis.  
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Interaction in log-linear analysis is often compared with interactions in 
ANOVA. The key difference that needs to be considered, though, is that 
the frequencies in the various cells are being predicted by the model (or 
pattern of independent variables) whereas in ANOVA it is the means 
within the cells on the dependent variable which are being predicted by 
the model.  
 Cramer & Howitt 2004; Bordens & Abbott 2011 

 
log-linear path analysis 

another term for LOG-LINEAR ANALYSIS 
 
longitudinal design 

another term for LONGITUDINAL RESEARCH 
 
longitudinal method 

another term for LONGITUDINAL RESEARCH 
 
longitudinal mixed design 

a LONGITUDINAL DESIGN type which combines aspects of cross-sectional 
and panel studies, thus involving an extensive and an intensive research 
component. This extensive element is typically quantitative and the in-
tensive component lends itself to QUALITATIVE RESEARCH. The qualita-
tive and quantitative traditions of longitudinal research are complemen-
tary. While this is true in theory, currently there is a marked imbalance in 
the social science between the relative weight given to these two para-
digms, with quantitative studies being dominant. However, because lon-
gitudinal studies are inherently concerned with the micro- and macro-
levels of development and change (e.g., individual growth and communi-
ty change), the mixing of approaches is theoretically warranted. In addi-
tion, the sheer complexity of various dynamic patterns also suggests that 
a combination of qualitative and quantitative methods might be appropri-
ate to do a longitudinal analysis full justice. For these reasons, longitudi-
nal research is encouraged to capitalize on the strength of MIXED METH-

ODS RESEARCH designs. In order to increase the strengths and reduce the 
weaknesses of certain longitudinal inquiry types, various creative longi-
tudinal designs such as ROTATING PANELS, SPLIT PANELS, LINKED PAN-

ELS, COHORT STUDY, ACCELERATED LONGITUDINAL DESIGN and DIARY 

STUDY have been introduced. 
see also CROSS-SECTIONAL STUDY, PANEL STUDY 
 Dörnyei 2007 

 
longitudinal research 

also longitudinal design, longitudinal study, longitudinal method, longi-
tudinal survey 
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a research type in which a single group of participants is studied over 
time. Longitudinal research is used to describe a variety of studies that 
are conducted over a period of time. Often, the word developmental is 
employed in connection with longitudinal studies that deal specifically 
with aspects of human growth. Longitudinal designs are used most fre-
quently to study age-related changes in how people think, feel, and be-
have. For example, we might use a longitudinal design to study how the 
strategies that children use to remember things change as they get older. 
To do so, we could follow a single group of children over a period of 
several years, testing their memory strategies when they were 4, 8, and 
12 years old. 
Longitudinal research gathers data over an extended period of time; a 
short-term investigation may take several weeks or months; a long-term 
study can extend over many years. It is also defined in terms of both the 
data and the design that are used in the research. A longitudinal investi-
gation is research in which (a) data are collected for two or more distinct 
time periods; (b) the subjects or cases analyzed are the same or are com-
parable (i.e., drawn from the same POPULATION) from one period to the 
next; and (c) the analysis involves some comparison of data between pe-
riods.  
Longitudinal research serves two primary purposes: to describe patterns 
of change, and to explain casual relationships. Although these two aims 
are interrelated, they do not always coincide because the researcher may 
obtain precise information about the temporal order of events without de-
tecting any casual connection between these events.  
Longitudinal studies suffer several disadvantages: First, they are time-
consuming and expensive, because the researcher is obliged to wait for 
growth data to accumulate. Second, there is the difficulty of sample 
MORTALITY. Inevitably during the course of a long-term study, subjects 
drop out, are lost or refuse further cooperation. Such attrition makes it 
unlikely that those who remain in the study are as representative of the 
population as the sample that was originally drawn. Sometimes attempts 
are made to lessen the effects of sample mortality by introducing aspects 
of CROSS-SECTIONAL STUDY design, that is, topping up the original co-
hort SAMPLE SIZE at each time of retesting with the same number of re-
spondents drawn from the same population. The problem here is that dif-
ferences arising in the data from one SURVEY to the next may then be ac-
counted for by differences in the persons surveyed rather than by genuine 
changes or trends. A third difficulty has been termed TESTING EFFECT. 
Often, repeated interviewing results in an undesired and confusing effect 
on the actions or attitudes under study, influencing the behavior of sub-
jects, sensitizing them to matters that have hitherto passed unnoticed, or 
stimulating them to communication with others on unwanted topics. 
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Fourth, longitudinal studies can suffer from the interaction of biological, 
environmental and intervention influences.  
Finally, they pose considerable problems of organization due to the con-
tinuous changes that occur in students, staff, teaching methods and the 
like. Such changes make it highly unlikely that a study will be completed 
in the way that it was originally planned. 
Longitudinal research has traditionally been associated with the QUANTI-

TATIVE RESEARCH, aiming at providing statistical pictures of wider so-
cial trends. In such studies societies are studied from the social structure 
downwards rather than from the individual or personal network upwards. 
Recently, however, there has been a move in the social science to make 
longitudinal QUALITATIVE RESEARCH more prominent. The distinctive-
ness of such studies is given by interplay of the temporal and cultural 
dimensions of social life, offering a bottom-up understanding of how 
people move through time and craft the transition processes. Thus, the 
qualitative move offers us a close-up of the fabric of real lives as op-
posed to the quantitative long shot. The focus is on the plot and detailed 
story lines of the key actors rather than the grand vistas of the epic pic-
ture.  
Longitudinal designs are closely related to TIME-SERIES DESIGNs but in 
the case of longitudinal designs, the independent variable is time itself. 
That is, nothing has occurred between one observation and the next other 
than the passage of time. 
PANEL STUDY, TREND STUDY, RETROSPECTIVE LONGITUDINAL STUDY 
and SIMULTANEOUS CROSS-SECTIONAL STUDY are four main design 
types of longitudinal approaches. 
see also CROSS-SECTIONAL STUDY, LONGITUDINAL MIXED DESIGN 
 Dörnyei 2007; Perry 2011; Cohen et al. 2011; Leary 2011 

 
longitudinal study 

another term for LONGITUDINAL RESEARCH 
 
longitudinal survey 

another term for LONGITUDINAL RESEARCH 
 
low-inference descriptors 

see INTERPRETIVE VALIDITY 
 
LR 

an abbreviation for LOGISTIC REGRESSION 
 
LSD 

an abbreviation for FISHER’S LEAST SIGNIFICANT DIFFERENCE 



  

M 
 
magnitude estimation 

a well-established research tool used as a ranking procedure. Magnitude 
estimation is useful when one wants not only to rank items in relation to 
one another, but also to know how much better X is than Y. It has been 
used when eliciting grammatical knowledge not as an absolute (yes or 
no), but as a matter of gradation (i.e., which sentence is more acceptable 
than another?).  
 Mackey & Gass 2005 

 
Mahalanobis distance D2  

a measure of distance involving multivariate data useful in discriminat-
ing between two POPULATIONs. Mahalanobis D2 is the two-sample ver-
sion of HOTELLING’S T2. It is based on CORRELATIONs between variables 
by which different patterns can be identified and analyzed. It gauges sim-
ilarity of an unknown sample set to a known one. In other words, it is a 
multivariate EFFECT SIZE. It has found extensive applications in many 
fields including CLUSTER ANALYSIS, PROFILE ANALYSIS, and DISCRIMI-

NANT FUNCTION ANALYSIS. 
see also COOK’S DISTANCE, LEVERAGE, MULTIVARIATE ANALYSIS 
 Larson-Hall 2010; Sahai & Khurshid 2001 

 
mail survey 

another term POSTAL SURVEY 
 
main effect  

see INTERACTION 
 
MANCOVA 

another term for MULTIVARIATE ANALYSIS OF COVARIANCE 
 
manifest variable 

also indicator variable, observed variable 
a term used to describe a variable where the measure of that variable rep-
resents that variable. For example, an IQ test score may be used as a di-
rect measure of the theoretical CONSTRUCT of intelligence. However, a 
measure, like an IQ score, is often not a perfect representation of the the-
oretical construct as it may not be totally reliable and may assess other 
variables as well. For example, an IQ score may also measure knowledge 
in particular areas. Consequently, a manifest variable is distinguished 
from a latent variable (also known as unobserved variable), which is a 
hypothesized or unobserved construct and as such, cannot be measured 
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directly. It can only be approximated by observable or measured varia-
bles.  
 Cramer & Howitt 2004; Sahai & Khurshid 2001 

 
Mann-Whitney U test 

also Wilcoxon test, Wilcoxon-Mann-Whitney test, Mann-Whitney-
Wilcoxon test, Wilcoxon rank-sums test, rank sums test, WMW test, U 
test, U 
a nonparametric rank-based test which is alternative to a parametric IN-

DEPENDENT SAMPLES T-TEST for comparing two INDEPENDENT GROUPS 
on the basis of their ranks above and below the MEDIAN. Mann-Whitney 
U test is used with one categorical INDEPENDENT VARIABLE with two 
LEVELs (e.g., gender: female/male) and one ordinal DEPENDENT VARIA-

BLE. It is often used in place of the t-test for independent groups when 
there is an extreme violation of the NORMALITY or HOMOGENEITY OF 

VARIANCE assumptions or when the data are scaled at a level that is not 
appropriate for the t-test (i.e., the data are ordinal in nature). Mann-
Whitney U test enables us to see, for example, whether there are differ-
ences between two INDEPENDENT SAMPLES (e.g., males and females) on 
a RATING SCALE. It is used to determine whether scores from two unre-
lated or independent samples differ significantly from one another. It 
tests whether the number of times scores from one sample are ranked 
higher than scores from the other sample when the scores for both sam-
ples have been ranked in a single sample. If the two sets of scores are 
similar, the number of times this happens should be similar for the two 
groups. If the samples are 20 or less, the STATISTICAL SIGNIFICANCE of 
the smaller U value is used. If the samples are greater than 20, the U val-
ue is converted into a Z VALUE. The value of z has to be 1.96 or more to 
be statistically significant at the .05 two-tailed level or 1.65 or more at 
the .05 one-tailed level. 
Sometimes the Wilcoxon-Mann-Whitney test is described as a method 
for comparing MEDIANs. However, it is relatively unsatisfactory for this 
purpose because it is not based on a direct estimate of the population 
medians. For example, there are situations where power decreases as the 
difference between the population medians increases, and CONFIDENCE 

INTERVALs for the difference cannot be computed. 
see also KRUSKAL-WALLIS TEST, WILCOXON SIGNED-RANKS TEST 
 Urdan 2010; Wilcox 2003; Sahai & Khurshid 2001; Pagano 2009 

 
Mann-Whitney-Wilcoxon test 

another term for MANN-WHITNEY U TEST 
 
MANOVA  

an abbreviation for MULTIVARIATE ANALYSIS OF VARIANCE  
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Mantel-Haenszel chi-square test 
another term for MANTEL-HAENSZEL TEST 

 
Mantel-Haenszel test 

also Mantel-Haenszel chi-square test, Cochran–Mantel–Haenszel test 
a test that allows for testing the NULL HYPOTHESIS of independence be-
tween two DICHOTOMOUS VARIABLEs (e.g., success and failure). Mantel-
Haenszel test is used when the effect of the EXPLANATORY VARIABLE on 
the RESPONSE VARIABLE is influenced by COVARIATEs that can be con-
trolled. The test assumes that any association between the dichotomous 
variables is unaffected by the third variable. It is often used in studies 
where RANDOM ASSIGNMENT of subjects to different TREATMENTs cannot 
be controlled, but influencing covariates can. In the this test, the data are 
arranged in a series of associated 2 × 2 (two-by-two) CONTINGENCY TA-

BLEs, the null hypothesis is that the observed response is independent of 
the treatment used in any 2 × 2 contingency table. The test’s use of asso-
ciated 2 × 2 contingency tables increases the ability of the test to detect 
associations (the POWER of the test is increased). 
see also CHI-SQUARE TEST, COCHRAN’S C TEST, COCHRAN’S Q TEST 
 Upton & Cook 2008 

 
marginal 

see CONTINGENCY TABLE 
 
margin of error 

the range of MEANs (or any other statistic) which are reasonably likely 
possibilities for the POPULATION value. Put simple, the margin of error is 
a common summary of SAMPLING ERROR, referred to regularly in the re-
search, which quantifies uncertainty about a SURVEY result. This is nor-
mally expressed as the CONFIDENCE INTERVAL. An important factor in 
determining the margin of error is the size of the sample (see SAMPLE 

SIZE). Larger samples are more likely to yield results close to the target 
POPULATION quantity and thus have smaller margins of error than more 
modest-sized samples. 
 Cramer & Howitt 2004 

 
masking variable 

another term for SUPPRESSOR VARIABLE 
 
matched groups 

another term for DEPENDENT SAMPLES 
 
matched pairs design 

another term for MATCHED SUBJECTS DESIGN  
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matched-pairs t-test 
another term for PAIRED-SAMPLES t-TEST  

 
matched samples 

another term for DEPENDENT SAMPLES 
 
matched samples design 

another term for MATCHED SUBJECTS DESIGN 
 
matched-samples t-test 

another term for PAIRED-SAMPLES t-TEST 
 
matched subjects design 

also matched pairs design, matched samples design, randomized 
matched subjects posttest-only control group design 
a TRUE EXPERIMENTAL DESIGN in which participants are allocated to 
CONTROL and EXPERIMENTAL GROUPs randomly but, unlike POSTTEST-
ONLY CONTROL GROUP DESIGN, the basis of the allocation is that one 
member of the CONTROL GROUP is matched (see RANDOMIZED MATCH-

ING) to a member of the EXPERIMENTAL GROUP on the several INDE-

PENDENT VARIABLEs (IVs) considered important for the study (e.g., 
those IVs that are considered to have an influence on the DEPENDENT 

VARIABLE (DV), such as sex, age, ability). So, first, pairs of participants 
are selected who are matched in terms of the IV under consideration 
(e.g., whose scores on a particular measure are the same or similar), and 
then each of the pair is randomly assigned to the control or experimental 
group. RANDOM ASSIGNMENT takes place at the pair rather than the 
group level. The flip of a coin can be used to assign one member of each 
pair to the treatment group and the other to the control group. 
This design can be diagramed as follows (where M = matched subjects, 
X = treatment, and O = posttests: 

 
Experimental Group (M)          X          O 
Control Group (M)                                O 

 
The matched-subjects design serves to reduce the extent to which exper-
imental differences can be accounted for by initial differences between 
the groups; that is, it controls preexisting intersubject differences on var-
iables highly related to the DV that the experiment is designed to affect. 
The random procedure used to assign the matched pairs to groups adds to 
the strength of this design. Although this ensures effective matching of 
control and experimental groups, in practice it may not be easy to find 
sufficiently close matching, particularly in a field experiment, although 
finding such a close match in a field experiment may increase the control 
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of the experiment considerably. Matched pairs designs are useful if the 
researcher cannot be certain that individual differences will not obscure 
treatment effects, as it enables these individual differences to be con-
trolled. The researcher should pay attention to the need to specify the de-
gree of variance of the match. For example, if the subjects were to be 
matched on, for example, linguistic ability as measured in a standardized 
test, it is important to define the limits of variability that will be used to 
define the matching (e.g. ± 3 points). As before, the greater the degree of 
precision in the matching here, the closer will be the match, but the 
greater the degree of precision the harder it will be to find an exactly 
matched sample. 
One way of addressing this issue is to place all the subjects in rank order 
on the basis of the scores or measures of the DV. Then the first two sub-
jects become one matched pair (which one is allocated to the control 
group and which to the experimental group is done randomly, e.g., by 
tossing a coin), the next two subjects become the next matched pair, then 
the next two subjects become the next matched pair, and so on until the 
sample is drawn. Here the loss of precision is counterbalanced by the 
avoidance of the loss of subjects (see COUNTERBALANCED DESIGN). 
see also WITHIN-SUBJECTS DESIGN  
 Cohen et al. 2011; Ary et al. 2010 

 
matched-subjects factorial design  

an experimental design involving two or more INDEPENDENT VARIABLEs 
in which participants are first matched into homogenous blocks and then, 
within each block, are randomly assigned to the experimental conditions 
see also WITHIN-SUBJECTS DESIGN, BETWEEN-SUBJECTS DESIGN  
 Leary 2011 

 
matched t-test 

another term for PAIRED-SAMPLES t-TEST 
 
matching 

another term for RANDOMIZED MATCHING 
 
matching item 

a type of test item or test task that requires test takers to indicate which 
entries (e.g. words or phrases) on one list are the correct matches for en-
tries on another list. More specifically, matching items consist of two 
groups listed in columns—the left-hand column containing the questions 
or items to be thought about and the right-hand column containing the 
possible responses to the questions. The respondent pairs the choice from 
the right-hand column with the corresponding question or item in the left-
hand column. The information given in the left-hand column will be 
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called the matching item premise and that shown in the right-hand col-
umn will be labeled options. In constructing matching items, more op-
tions should be supplied than premises so that the respondents cannot 
narrow down the choices as they progress through the test simply by 
keeping track of the options that they have already used. In addition, the 
options should be usually shorter than the premises because most re-
spondents will read a premise then search through the options for the cor-
rect match. 
see also SELECTED-RESPONSE ITEM 
 Richards & Schmidt 2010; Brown 2005 

 
materials 

a subsection in the METHOD section of a RESEARCH REPORT which gives 
you the opportunity to describe any materials that were used in the study. 
The materials are also sometimes included in APPENDIXes. Teaching ma-
terials, QUESTIONNAIREs, RATING SCALEs, TESTs, and so forth should be 
described in detail unless they are well known. Any other pertinent in-
formation, such as the range of possible scores, scoring methods used, 
types of questions, and types of scales, should be included. The RELIABIL-

ITY and VALIDITY of any tests or scales should appear in this section as 
well.  
see also PARTICIPANTS, PROCEDURES, ANALYSES 
 Brown 1988 

 
matrix questions 

CLOSED-FORM ITEMs which are not types of questions but concern the 
layout of questions. Matrix questions enable the same kind of response to 
be given to several questions, for example ‘strongly disagree’ to ‘strongly 
agree’. The matrix layout helps to save space. The following is an exam-
ple: 

 
Instructions: Please complete the following by placing a tick in one space only, as 
follows: 1 = not at all; 2 = very little; 3 = a little; 4 = quite a lot; 5 = a very great 
deal. 
 
How much do you use the following for assessment purposes? 

1 2 3 4 5
1. commercially published tests [   ] [   ] [   ] [   ] [   ]
2. your own made-up tests           [   ] [   ] [   ] [   ] [   ]
3. students’ projects                      [   ] [   ] [   ] [   ] [   ]
4. essays                                          [   ] [   ] [   ] [   ] [   ]
5. samples of students’ work       [   ] [   ] [   ] [   ] [   ]  

 
As you see, here five questions have been asked in only five lines, ex-
cluding, of course, the instructions and explanations of the anchor state-



 matrix questions     343 
 

  

ments. Such a layout is economical of space. A second example (see the 
Table M.1) indicates how a matrix design can save a considerable 
amount of space in a QUESTIONNAIRE. Here the size of potential prob-
lems in conducting a piece of research is asked for, and data on how 
much these problems were soluble are requested. For the first issue (the 
size of the problem), 1 = no problem, 2 = a small problem, 3 = a moder-
ate problem, 4 = a large problem, 5 = a very large problem. For the se-
cond issue (how much the problem was solved), 1 = not solved at all, 2 = 
solved only a very little, 3 = solved a moderate amount, 4 = solved a lot, 
5 = completely solved. 

 
Size of the How much the 
problem problem 

Potential problems in conducting research (1-5) was solved (1-5)

1. Gaining access to schools and teachers [  ]   [  ]   [  ]   [  ]   [  ]    [  ]   [  ]   [  ]   [  ]   [  ]    

2. Local political factors that impinge on the school [  ]   [  ]   [  ]   [  ]   [  ]    [  ]   [  ]   [  ]   [  ]   [  ]    

3. Resentment by principals [  ]   [  ]   [  ]   [  ]   [  ]    [  ]   [  ]   [  ]   [  ]   [  ]    

4. People vetting what could be used [  ]   [  ]   [  ]   [  ]   [  ]    [  ]   [  ]   [  ]   [  ]   [  ]    

5. Finding enough willing participants for your sample [  ]   [  ]   [  ]   [  ]   [  ]    [  ]   [  ]   [  ]   [  ]   [  ]    

6. Schools’ or institutions’ fear of criticism or loss of face [  ]   [  ]   [  ]   [  ]   [  ]    [  ]   [  ]   [  ]   [  ]   [  ]    

7. The sensitivity of the research: the issues being investigated [  ]   [  ]   [  ]   [  ]   [  ]    [  ]   [  ]   [  ]   [  ]   [  ]     
 

Table M.1. An Example of Matrix Questions 
 
As shown in Table M.1, here 14 questions (7 × 2) have been able to be 
covered in just a short amount of space. Laying out the questionnaire like 
this enables the respondent to fill in the questionnaire rapidly. On the 
other hand, it risks creating a mind set in the respondent (a response set) 
in that the respondent may simply go down the questionnaire columns 
and write the same number each time (e.g., all number 3) or, in a rating 
scale, tick all number 3. Such response sets can be detected by looking at 
patterns of replies and eliminating response sets from subsequent analy-
sis. The conventional way of minimizing response sets has been by re-
versing the meaning of some of the questions so that the respondents will 
need to read them carefully. However, it is argued that using positively 
and negatively worded items within a scale is not measuring the same 
underlying traits. They report that some respondents will tend to disagree 
with a negatively worded item, that the reliability levels of negatively 
worded items are lower than for positively worded items, and that nega-
tively worded items receive greater nonresponse than positively worded 
items. Indeed some researchers argue against mixed-item formats, and 
supplement this by reporting that inappropriately worded items can in-
duce an artificially extreme response which, in turn, compromises the re-
liability of the data. Mixing negatively and positively worded items in 
the same scale compromises both validity and reliability. Indeed it is 
suggested that respondents may not read negatively worded items as 
carefully as positively worded items. 
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see also DICHOTOMOUS QUESTION, MULTIPLE CHOICE ITEM, RATIO DATA 

QUESTION, CONSTANT SUM QUESTIONS, RANK ORDER QUESTION, CON-

TINGENCY QUESTION 
 Cohen et al. 2011 

 
matrix sampling 

a procedure which is sometimes used when the SURVEY is long and the 
accessible POPULATION is large. This technique involves randomly select-
ing respondents, each of whom is administered a subset of questions, 
randomly selected from the total set of items. The practical advantage of 
using matrix sampling is the decrease in the time required for each indi-
vidual to respond. This is an important advantage because one obstacle to 
obtaining a high response rate is the unwillingness of some individuals to 
take the time to answer a long QUESTIONNAIRE. 
 Ary et al. 2010 

 
maturation 

a threat to INTERNAL VALIDITY in which the characteristics of groups 
may diverge, particularly in studies that are conducted over a long period 
of time. In other words, maturation deals with the natural and intrinsic 
changes that take place over time in the participants other than what is 
under study. Such areas as physical coordination and strength, emotional 
states, and cognitive structures change as people grow older. Studies that 
take place over longer periods of time are potentially subject to this inter-
ference.  
see also STATISTICAL REGRESSION, MORTALITY, TESTING EFFECT, IN-

STRUMENTATION, DIFFERENTIAL SELECTION, HISTORY 
 Perry 2011 

 
Mauchly sphericity test 

another term for MAUCHLY’S TEST 
 
Mauchly’s test 

also Mauchly sphericity test, Mauchly’s test of sphericity  
a test of SPHERICITY in a REPEATED-MEASURES ANOVAs. A significant 
Mauchly’s test indicates that the assumption of sphericity is not met. Vi-
olating this assumption inflates TYPE I ERROR rate. Like many tests, the 
ANALYSIS OF VARIANCE makes certain ASSUMPTIONS about the data 
used. Violations of these assumptions tend to affect the value of the test 
adversely. One assumption is that the variances of each of the CELLs 
should be more or less equal (see HOMOGENEITY OF VARIANCE). In re-
peated-measures ANOVAs, it is also necessary that the COVARIANCEs of 
the differences between each condition are equal. That is, subtract condi-
tion A from condition B, condition A from condition C etc., and calcu-
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late the covariance of these difference scores until all possibilities are 
exhausted. The covariances of all of the differences between conditions 
should be equal. If not, then adjustments need to be made to the analysis 
such as finding a test which does not rely on these assumptions (e.g., a 
MULTIVARIATE ANALYSIS OF VARIANCE is not based on these assump-
tions and there are nonparametric versions of the related ANOVA).  
 Cramer & Howitt 2004; Salkind 2007 

 
Mauchly’s test of sphericity  

another term for MAUCHLY’S TEST 
 
maximum F-ratio test 

another term for HARTLEY’S TEST 
 
maximum likelihood estimate 

also MLE 
a criterion for estimating a PARAMETER of a POPULATION of values such 
as the MEAN value. Maximum likelihood estimate is the value that is the 
most likely given the data from a SAMPLE and certain assumptions about 
the distribution of those values. This method is widely used in STRUC-

TURAL EQUATION MODELING. To give a very simple example of this 
principle, suppose that we wanted to find out what the PROBABILITY or 
likelihood was of a coin turning up heads. We had two hypotheses. The 
first was that the coin was unbiased and so would turn up heads .50 of 
the time. The second was that the coin was biased towards heads and 
would turn up heads .60 of the time. Suppose that we tossed a coin three 
times and it landed heads, tails, and heads in that order. As the tosses are 
independent, the joint probability of these three events is the product of 
their individual probabilities. So the joint probability of these three 
events for the first HYPOTHESIS of the coin being biased is .125 (.5 × .5 × 
.5 = .125). The joint probability of these three events for the second hy-
pothesis of the coin being biased towards heads is .144 (.6 × .6 × .4 = 
.144). As the probability of the outcome for the biased coin is greater 
than that for the unbiased coin, the maximum likelihood estimate is .60. 
If we had no hypotheses about the probability of the coin turning up 
heads, then the maximum likelihood estimate would be the observed 
probability which is .67 (2/3 = .67).  
 Cramer & Howitt 2004 

 
maximum variation sampling 

see PURPOSIVE SAMPLING 
 
McNemar’s change test 

another term for MCNEMAR’S TEST  
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McNemar’s chi-square test 
another term for MCNEMAR’S TEST  

 
McNemar’s test  

also McNemar’s chi-square test, McNemar’s change test 
a NONPARAMETRIC TEST which is alternative to a parametric DEPEND-

ENT SAMPLES t-TEST and can be used when all variables are dichoto-
mous. McNemar’s test is employed in a HYPOTHESIS TESTING situation 
which involves a design with two RELATED SAMPLES. It is a simple 
means of analyzing simple related nominal designs in which participants 
are classified into one of two categories on two successive occasions. 
Typically, McNemar’s test is used to assess whether there has been 
change over time. It is a special case of the MANTEL-HAENSZEL CHI-
SQUARE TEST which allows us to analyze nominal data when they can be 
formed into a single 2 × 2 (two-by-two) CONTINGENCY TABLE. For ex-
ample, if we studied people’s attitudes to applied linguistics as a science 
before and after a talk on the subject and asked them on each occasion 
whether or not they thought applied linguistics was a science, 
McNemar’s test would be used. This test is only interested in those peo-
ple who have changed opinion. As such, one measure can be described 
as the before measure and the second measure is the after measure. 
see also COCHRAN’S Q TEST 
 Larson-Hall 2010; Cramer & Howitt 2004; Clark-Carter 2010; Sheskin 2011; Sahai & 
Khurshid 2001 

 
MD 

an abbreviation for MEAN DEVIATION 
 
Mdn 

an abbreviation for MEDIAN  
 
MDS 

an abbreviation for MULTIDIMENSIONAL SCALING  
  
mean 

also arithmetic mean, M,  
the most commonly used MEASURE OF CENTRAL TENDENCY which is the 
sum of scores divided by the total number of scores, often represented by 
the following formula: 
 

 
 

where 
 (read as X-bar) is the symbol for the mean, 
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 is a summation sign (the uppercase Greek letter sigma), 
N represents the total number of scores, and 

X is pronounced ‘sum of X’ and literally means to find the sum of the 
scores. 

 
As an example, consider the scores 3, 4, 6, and 7. Adding the scores to-
gether produces X = 20, and N is 4. Thus  = 20/4 = 5. Saying that the  
of these scores is 5 indicates that the mathematical center of this distribu-
tion is located at the score of 5. (As here, the  may be a score that does 
not actually occur in the data). The mathematical center of the distribu-
tion must also be the point where most of the scores are located. This 
will be the case when we have a NORMAL and UNIMODAL DISTRIBUTION. 
For example, say that a test produced the scores of 5, 6, 2, 1, 3, 4, 5, 4, 3, 
7, and 4, which are shown in Figure M.1. Here X = 44, and N = 11, so 
the  score is 4. Computing the  is appropriate here because it is the 
point around which most of the scores are located: Most often the scores 
are at or near 4. Notice that Figure M.1 shows an approximately normal 
distribution. The  is the mathematical center of any distribution, and in 
a normal distribution, most of the scores are located around this central 
point. 
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       Figure M.1. Location of the Mean on a Symmetrical Distribution 

        The Vertical Line Indicates the Location of the Mean Score 
 

The  is considered to be a comprehensive measure because it takes into 
account each and every score obtained in the group. No information is 
lost, and so any scores which somehow do not seem to fit in with the rest 
of the group’s performance are also included in the calculation. The  is 
the center of a distribution because it is an equal distance from the scores 
above and below it. Therefore, the half of the distribution that is below 
the balances with the half of the distribution that is above the . The 
sum of the deviations around the always equals zero, regardless of the 
shape of the distribution. For example, in the skewed sample of 4, 5, 7 
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and 20, the is 9, which produces deviations of -5, -4, -2 and + 11, re-
spectively. Their sum is zero. The is also amenable to algebraic treat-
ment and is used in further statistical calculations. Thus, it is a relatively 
stable measure of central tendency.  
However, the suffers from some limitations. It is unduly affected by 
extreme items (see OUTLIERs). A couple of very high- or very low-
scoring subjects in a relatively small group could displace this average 
measure to the left or the right of the middle ground because it must bal-
ance the entire distribution. You can see this starting with the symmet-
rical distribution containing the scores 1, 2, 2, 2, and 3. The is 2, and 
this accurately describes most scores. However, adding the score of 20 
skews the sample. Now the is pulled up to 5. But most of these scores 
are not at or near 5. As this illustrates, although the is always at the 
mathematical center, in a SKEWED DISTRIBUTION, that center is not 
where most of the scores are located. Thus, when the distribution is ab-
normal, it is unlikely that the would be a safe measure of group tenden-
cy; it may not coincide with the actual value of an item in a series, and it 
may lead to wrong impressions, particularly when the item values are not 
given with the average. The solution is to use the MEDIAN to summarize 
a skewed distribution.  
The mean is sometimes called the arithmetic mean to distinguish it from 
other forms of mean such as the HARMONIC MEAN or GEOMETRIC MEAN.  
see also MODE 
 Perry 2011; Porte 2010; Heiman 2011 

 
mean deviation 

also MD 
the MEAN of the absolute deviations of the scores from the mean. For ex-
ample, the mean deviation (MD) of the scores of 2 and 6 is the sum of 
their absolute deviations from their mean of 3 which is 2 [(4 - 3 = 1) + (2 
- 3 = -1) = 2] divided by the number of absolute deviations which is 2. 
The MD of these two deviations is 1 (2/2 = 1). The MD is not very wide-
ly used in statistics simply because the related concept of standard devia-
tion is far more useful in practice. 
 Cramer & Howitt 2004 

 
mean score 

ARITHMETIC MEAN of a set of scores. 
 
mean square  

also MS 
a measure of the estimated POPULATION VARIANCE in ANALYSIS OF VAR-

IANCE. Mean square (MS) is used to form the F RATIO which determines 
whether two VARIANCE ESTIMATEs differ significantly. In other words, it 
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is used to determine if there exist significant differences in POPULATION 

MEANs. MS is the SUM OF SQUARES (or squared deviations) divided by 
the DEGREES OF FREEDOM. 
The ratio of two MSs is known as mean square ratio. 
 Cramer & Howitt 2004; Sahai & Khurshid 2001 

 
mean square between-groups  

in a ONE-WAY ANOVA, the measure of variation between group MEANs 
(the mean of all the scores in a particular group) obtained by dividing the 
SUM OF SQUARES BETWEEN GROUPS by its DEGREEs OF FREEDOM. 
 Leary 2011; Sahai & Khurshid 2001 

 
mean square ratio 

see MEAN SQUARE  
 
mean square within-groups  

the average variance within experimental conditions. It is the sum of 
squares within-groups divided by the DEGREES OF FREEDOM within-
groups. 
 Leary 2011 

 
measurement 

the process of quantifying the characteristics of an object of interest ac-
cording to explicit rules and procedures. The definition includes three 
distinguishing features: quantification, characteristics, and explicit rules 
and procedures. Quantification involves the assigning numbers, and this 
distinguishes measures from qualitative descriptions such as verbal ac-
counts or nonverbal, visual representations. Non-numerical categories or 
rankings such as letter grades (A, B, C…), or labels (e.g., excellent, 
good, average…) may have the characteristics of measurement (see 
SCALE). 
We can assign numbers to both physical and mental characteristics of 
persons. Physical attributes such as height and weight can be observed 
directly. In our research, however, we are almost always interested in 
quantifying mental attributes and abilities (sometimes called CON-

STRUCT) which can only be observed indirectly. These mental attributes 
include characteristics such as aptitude, intelligence, motivation, field 
dependence/independence, attitude, native language, fluency in speaking, 
and achievement in reading comprehension. 
The third distinguishing characteristic of measurement is that quantifica-
tion must be done according to explicit rules and procedures. That is, the 
blind or haphazard assignment of numbers to characteristics of individu-
als cannot be regarded as measurement. In order to be considered a 
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measure, an observation of an attribute must be replicable, for other ob-
servers, in other contexts and with other individuals.  
 Bachman 1990 

 
measurement effect 

another term for TESTING EFFECT  
 
measurement error  

also error of measurement, error score  
an estimate of the discrepancy between the subjects’ true scores (i.e., the 
true ability) and their OBSERVED SCOREs. Measurement error or error 
score is the variance in scores on a measurement instrument (e.g., a test) 
that is not directly related to the purpose of that measure. It is described 
as the variability in measurements of the same quantity on the same item. 
CLASSICAL TEST THEORY is a good simple model for measurement, but it 
may not always be an accurate reflection of reality. In particular, it as-
sumes that any observation is composed of the true value plus some ran-
dom error value. However, it is possible that some errors are systematic, 
that they hold across most or all of the members of a group. One way to 
deal with this notion is to revise the simple true score model by dividing 
the error component into two subcomponents, random error (also called 
unsystematic error, random variation, chance variable) and systematic 
error (also called nonrandom error). This can be represented by the fol-
lowing equation:  

 
Observed score = true score + random error + systematic error 

 
Random error represents deviation of an observed value from a true val-
ue that is due to pure chance rather than to one of the other factors being 
studied. It may inflate or depress any subject’s score in an unpredictable 
manner. It is caused by any factors that randomly affect measurement of 
the variable across the sample. It takes no particular pattern and is as-
sumed to cancel itself out over repeated measurements. For instance, 
people’s moods can inflate or deflate their performance on any occasion. 
In a particular testing, some children may be in a good mood and others 
may be depressed. If mood affects the children’s performance on the 
measure, it might artificially inflate the observed scores for some chil-
dren and artificially deflate them for others. The important thing about 
random error is that it does not have any consistent effects across the en-
tire sample. Instead, it pushes observed scores up or down randomly. 
You cannot see the random errors because all you see is the observed 
score (X). The important property of random error is that it adds variabil-
ity to the data but does not affect average performance for the group. Be-
cause of this, random error is sometimes considered noise. 
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In contrast, systematic error is caused by any factors that systematically 
affect measurement of the variable across the sample. It inflates or de-
presses scores of identifiable groups in a predictable way. It has an ob-
servable pattern, is not due to chance, and often has a cause or causes 
that can be identified and remedied. For instance, if there is loud traffic 
going by just outside of a classroom where students are taking a test, this 
noise is liable to affect all of the children’s scores—in this case, system-
atically lowering them. Unlike random error, systematic errors tend to be 
either positive or negative consistently; because of this, systematic error 
is sometimes considered to be BIAS in measurement.  
The many factors that can contribute to measurement error fall into three 
major categories.  
 
1) The individual being measured may be a source of error. Fluctuations 

in individuals’ motivation, interest, level of fatigue, physical health, 
anxiety, and other mental and emotional factors affect test results. As 
these factors change randomly from one measurement to the next, 
they result in a change or inconsistency in one’s scores. Individuals 
may make more lucky guesses at one time than another. A student’s 
breaking a pencil point on a SPEED TEST would increase the error 
component in the test results. 

2) The administration of the measuring instrument may introduce error. 
An inexperienced person may depart from standardized procedures in 
administering or scoring a test. Testing conditions such as light, heat, 
ventilation, time of day, and the presence of distractions may affect 
performance. Instructions for taking the test may be ambiguous. The 
scoring procedure may be a source of error. Objectivity and precise 
scoring procedures enhance consistency, whereas subjectivity and 
vague scoring instructions depress it. 

3) The instrument may be a source of error. Brevity of a test is a major 
source of unreliability. A small sample of behavior results in an un-
stable score. If a test is too easy and everyone knows most of the an-
swers, students’ relative scores again depend on only a few questions 
and luck is a major factor. If questions are ambiguous, lucky exami-
nees respond in the way the examiner intended, whereas unlucky sub-
jects respond in another equally correct manner, but their answers are 
scored as incorrect. 

 
Whatever its source, measurement error undermines the RELIABILITY of 
the measures researchers use. In fact, the reliability of a measure is an 
inverse function of measurement error, i.e., the more measurement error 
present in a measuring instrument, the less reliable the measure is. Any-
thing that increases measurement error decreases the consistency and re-
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liability of the measure. A measure that has no error score (is all true 
score) is perfectly reliable; a measure that has no true score (is all error) 
has zero reliability. 
The statistical models and methods for analyzing data measured with er-
ror are called measurement error models.  
see also STANDARD ERROR OF MEASUREMENT 
 Trochim & Donnelly 2007; Salkind 2007; Richards & Schmidt 2010; Ary et al. 2010; 
Sahai & Khurshid 2001 

 
measurement scale 

also scale, level of measurement, scale of measurement, level of data 
the level or type of quantification produced by a MEASUREMENT. Scales 
are used to represent different ways of observing, organizing, quantifying 
and assigning numbers to language data. In addition, different types of 
scales can be said to measure with varying degrees of precision. The four 
types of scales are the NOMINAL, ORDINAL, INTERVAL, and RATIO 
SCALEs and can be arranged from least precise to most precise. Because 
these different scales provide increasing amount of information, from 
nominal scales up to ratio scales, they are sometimes called levels of 
measurement. At lower levels of measurement, assumptions tend to be 
less restrictive and data analyses tend to be less sensitive. At each level 
up the hierarchy, the current level includes all of the qualities of the one 
below it and adds something new. 
Scales can be converted into other scales. It is possible to convert a scale 
that is higher on the hierarchy to one that is lower. The direction of scale 
conversion is only one-way (i.e. a ratio scale → an interval scale → an 
ordinal scale → a nominal scale), not the other way round. For example, 
if we had measured the amount of time spent studying a language in 
terms of hours, and found that we had an extremely wide range of values, 
we might categorize, or group, these values into ranges, such as 0 to 20, 
21 to 40, 41 to 60, and so on, thus giving us an interval scale. Or, we can 
classify students into groups, such as high, intermediate and low, on the 
basis of scores on a test, thus reducing the interval scale of the test scores 
to an ordinal scale. While we may find it convenient in certain situations 
to convert numbers from a higher level to a lower level of measurement, 
we lose additional information provided in the original higher level. For 
this reason, we need to be sure that the information lost is compensated. 
Because we cannot generate additional information from nothing, it is 
obvious that we cannot convert numbers from lower levels of measure-
ment to higher levels. 
 Brown 1995; Brown 2005; Richards & Schmidt 2010; Trochim & Donnelly 2007; 
Bachman 2004  
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measure of central tendency 
see CENTRAL TENDENCY  

 
measure of dispersion 

another term for MEASURE OF VARIABILITY 
 
measure of location 

another term for MEASURES OF CENTRAL TENDENCY 
 
measure of sampling adequacy  

also MSA 
measure calculated both for the entire correlation matrix and each indi-
vidual variable evaluating the appropriateness of applying FACTOR 

ANALYSIS. Values above .50 for either the entire matrix or an individual 
variable indicate appropriateness. 
 Hair et al. 2010 

 
measure of variability 

see DISPERSION  
 
median  

also Mdn 
a MEASURE OF CENTRAL TENDENCY which is the middle value or score 
of a DISTRIBUTION. Median is simply another name for the score at the 
50th PERCENTILE. If we rank-order the scores, the median is the score 
that falls in the middle. Median divides the distribution into two halves; 
in one half all items are less than median, whereas in the other half all 
items have values higher than median. To compute the median, we ar-
range the scores from lowest to highest. With an odd number of scores, 
the score in the middle position is the approximate median. For example, 
for the nine scores 1, 2, 3, 3, 4, 7, 9, 10, and 11, the score in the middle 
position is the fifth score, so the median is the score of 4. It is, in fact, the 
score at which 50% of the distribution falls below and 50% fall above. If 
there is an even number of test takers, however, you may find that the 
middle point occurs between two different scores in the distribution, de-
pending on whether you begin with the lowest score and count up or with 
the highest score and count down. In such cases, the median is midway 
between these two scores. For example, for the ten scores 3, 8, 11, 11, 
12, 13, 24, 35, 46, and 48, the middle scores are at position 5 (the score 
of 12) and position 6 (the score of 13). The average of 12 and 13 is 12.5, 
so the median is approximately 12.5. Thus, when there is an even num-
ber of test takers, the median may be a score that does not actually occur 
in the distribution.  
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A term that is closely related to the median is the median location. The 
median location of N numbers is defined as follows: 
 

 

 
Thus, for five numbers the median location = (5 + 1)/2 = 3, which simply 
means that the median is the third number in an ordered series. For 12 
numbers, the median location = (12 + 1)/2 = 6.5; the median falls be-
tween, and is the average of, the sixth and seventh numbers. 
The median is the appropriate indicator of grouping for scores that are 
ordinally scaled. The most common examples of ordinally scaled scores 
in language measurement are those that are derived from ratings of sam-
ples of language, such as compositions or oral interviews. ORDINAL 

SCALEs provide information about how the scores are ordered, and the 
median, being the middle score in the distribution, tells us what point in 
the distribution the scores tend to group. The median is, thus, useful if 
our primary interest is in describing the relative ordering of students with 
respect to each other. In addition, the median is less sensitive to extreme 
scores (OUTLIERs) than the MEAN and this makes it a better measure than 
the mean for highly SKEWED DISTRIBUTIONs, whether these are of ordi-
nal or interval scaled scores. Computing the median still ignores some 
information in the data because it reflects only the frequency of scores in 
the lower 50% of the distribution, without considering their mathemati-
cal values or considering the scores in the upper 50%. 
see also MODE 
 Porte 2010; Urdan 2010; Kothari 2008; Bachman 2004; Heiman 2011; Howell 2010 

 
median absolute deviation 

also MAD 
a MEASURE OF DISPERSION which plays an important role when trying to 
detect OUTLIERs. To compute it, first compute the sample MEDIAN, sub-
tract it from every observed value, and then take absolute values. 
Consider the 9 values: 
 

12, 45, 23, 79, 19, 92, 30, 58, 132 
 
the median is = 45, so X1 - M = 12 - 45 = 33 and X2 - M = 0. Continuing 
in this manner for all nine values yields: 
 

33, 0, 22, 34, 26, 47, 15, 13, 87 
 

The MAD is the median of the nine values just computed: 26. 
 Wilcox 2003  
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median location 
see MEDIAN  

 
median test 

also Mood’s test, Mood’s median test 
a NONPARAMETRIC TEST which is performed to test the HYPOTHESIS that 
two POPULATIONs have the same MEDIAN. The median test makes use of 
ranks and the BINOMIAL DISTRIBUTION to test hypotheses, i.e., where 
there are only two possible outcomes. It is used to determine whether the 
number of scores which fall either side of their common median differs 
for two UNRELATED SAMPLES. If the data of the two groups have the 
same or similar medians, we would expect that half of the subjects (or 
observations) in each of the groups would fall above and below the medi-
an of the combined groups. That is, we expect that if we find the median 
for all the subjects or all the observations, there would be as many from 
group l as from group 2 above the median and as many from each group 
below the median.  
 Cramer & Howitt 2004; Sahai & Khurshid 2001; Everitt & Skrondal 2010; Hatch & 
Lazaraton 1991 

 
mediating variable 

another term for INTERVENING VARIABLE 
 
mediator variable 

another term for INTERVENING VARIABLE 
 
member checks 

see INTERPRETIVE VALIDITY 
 
memoing 

see CONSTANT COMPARISON METHOD 
 
mesokurtic 

see KURTOSIS  
 
meta-analysis 

a term which refers to the statistical analysis of a large collection of 
analysis results from individual studies for the purpose of integrating the 
findings. Meta-analysis is a procedure that allows a researcher to system-
atically and statistically summarize the findings of several previous stud-
ies. In fact, meta-analysis refers to the analysis of the analyses. The term 
was introduced to describe a systematic approach to reviewing and syn-
thesizing a large number of published research studies on a topic. The 
purpose of meta-analysis is to allow a research community to come to 
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some conclusion with respect to the validity of a HYPOTHESIS that is not 
based on one or two studies, but rather is based on a multitude of studies 
which have addressed the same general hypothesis. It connotes a rigor-
ous alternative to the casual, narrative discussions of research studies 
which typify our attempts to make sense of the rapidly expanding re-
search literature. It aims at determining a summery estimate of EFFECT 

SIZEs reported in the various studies, thus producing a combined super-
ordinate result that synthesizes the individual studies. In most meta-
analyses, researchers not only determine the degree to which certain var-
iables are related, but also explore the factors that affect their relation-
ship. For example, in looking across many studies, they may find that the 
relationship was generally stronger for male than for female participants, 
that it was stronger when certain kinds of measures were used, or that it 
was weaker when particular experimental conditions were present. Thus, 
not only is meta-analysis used to document relationships across studies, 
but it also can be used to explore factors that affect those relationships. 
Generally, a meta-analyst, once having identified a set of research ques-
tions to investigate in a research domain (e.g., effectiveness of Spanish-
English bilingual programs on Spanish first language children’s academ-
ic performance in second language English), (a) searches for relevant 
studies, whether published or unpublished; (b) decides which studies to 
include in a meta-analysis, using a set of selection criteria; (c) codes each 
study for study characteristics; (d) calculates and then averages effect 
sizes from the studies; and (e) investigates relationships between study 
characteristics and effect sizes statistically.  
Meta-analyses can be separated into two categories: integrative and in-
terpretive. Integrative meta-analysis focuses on summarizing the data 
and is usually quantitative in nature (see QUANTITATIVE RESEARCH). In-
terpretive meta-analysis focuses on developing concepts and operation-
alizing concepts a priori. Interpretive analysis can be carried out using 
quantitative and qualitative approaches (see QUALITATIVE RESEARCH), 
does not have a priori concepts to test, and leads to the development of 
new interpretations from the analysis of multiple field studies. The goal 
is not to aggregate the data (e.g., determining and overall effect size) but 
to reinterpret. Quantitative meta-analysis reviews statistically a collec-
tion of analyses from related individual studies in order to provide a 
summarization or integration of the results. The core of this review is the 
calculation of an effect size. The effect size can be based on the differ-
ence between two groups divided by their pooled STANDARD DEVIATION 
or a CORRELATION between two variables. Qualitative meta-analysis also 
involves the synthesis of evidence from primary studies, but there are 
numerous forms of synthesis with different goals, though most are inter-
pretive techniques.  
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Meta-analysis has three major advantages over a narrative review. First-
ly, it allows the reviewer to quantify the trends that are contained in the 
literature by combining the effect sizes and combining the probabilities 
that have been found in a number of studies. Secondly, by combining the 
results of a number of studies the power of the statistical test (see STA-

TISTICAL POWER) is increased. In this case, a number of non-significant 
findings that all show the same trend, may, when combined, prove to be 
significant. Thirdly, the process of preparing the results of previous re-
search for a meta-analysis forces the reviewer to read the studies more 
thoroughly than would be the case for a narrative review. 
 Given 2008; Dörnyei 2007; Best & Kahn 2006; Richards & Schmidt 2010; Clark-
Carter 2010 

 
meta-narrative 

a term that can be understood in two ways: (1) as a narrative about narra-
tive or (2) as a narrative above narrative. A narrative is a story that de-
scribes a particular sequence of events in the context of particular charac-
ters. The content and structure of narratives are deliberately (although 
sometimes unconsciously) selected to support a particular point of view 
and to encourage a particular interpretation or understanding. The analy-
sis of narrative—that is, the narratives constructed in the course of think-
ing about narrative—creates meta-narratives. Similarly, researchers who 
use NARRATIVE ANALYSIS to study may construct meta-narratives in the 
course of their analyses.  
Meta-narratives provide an organizing framework for knowledge and, 
through this mechanism, distinguish between knowledge that is legiti-
mate and knowledge that is unjustified. People may also organize their 
experiences according to a meta-narrative. For example, the meta-
narrative of psychoanalysis structures an individual’s childhood memo-
ries differently from the meta-narrative of SYMBOLIC INTERACTIONISM.  
see also META-SYNTHESIS 
 Given 2008 

 
meta-synthesis 

a term that refers to research approaches that integrate the collective 
products of extant bodies of QUALITATIVE RESEARCH findings using sys-
tematic, formal processes for the purpose of generating overarching in-
ductively derived claims about phenomena of interest. Where sizeable 
bodies of published qualitative work exist within a field of study, meta-
synthesis serves as an inquiry approach with the potential of generating 
comprehensive and substantial claims beyond those that can be warrant-
ed on the basis of individual qualitative studies. Meta-synthesis has be-
come particularly popular in academic fields in which public policy is 
driven by reliance upon evidence because it offers the appeal of render-
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ing the kinds of insights that qualitative research typically yields into 
more conclusive forms of knowledge within that evidentiary context.  
see also META-NARRATIVE 
 Given 2008 

 
method 

a section of a RESEARCH REPORT which describes what happened in the 
study. Method section should answer most of the Wh-questions. More 
specifically, this section should tell you (1) who participated in the study, 
including when and where (PARTICIPANTS), (2) what type of materials 
were used (MATERIALS), (3) what the participants were asked to do (PRO-

CEDURES), and (4) how the analyses were performed (ANALYSES). 
see also TITLE, ABSTRACT, INTRODUCTION, RESULTS, DISCUSSION, REF-

ERENCES, APPENDIXES 
 Brown 1988 

 
method of least squares analysis 

another term for LEAST SQUARES METHOD OF ANALYSIS 
 
methodological triangulation 

also method triangulation 
a type of TRIANGULATION which uses the same method on different oc-
casions or different methods on the same object of study. There are two 
categories of methodological triangulation: within methods triangula-
tion and between methods triangulation. Triangulation within methods 
concerns the replication of a study as a check on RELIABILITY and theory 
confirmation. This form of triangulation is much less frequently used be-
cause it is limited to the use of just one method. Triangulation between 
methods involves the use of more than one method in the pursuit of a 
given objective. The between-methods type is a vehicle for cross valida-
tion when two or more distinct methods are found to be congruent and 
yield comparable data. This would involve the use of multiple methods 
to examine the same dimension of a research problem. For example, the 
effectiveness of a second language teacher may be studied by interview-
ing the teacher, observing his/her behavior, and evaluating performance 
records. Or, when interviews, related documents, and recollections of 
other participants produce the same description of an event or when a 
participant responds similarly to a question asked on three different oc-
casions, one has evidence of CREDIBILITY. 
Between-methods triangulation is the most conventional form and is 
used to test the data for the degree of EXTERNAL VALIDITY. Its frequent 
use is based on this fundamental assumption: The effectiveness of trian-
gulation rests on the premise that the weaknesses in each single method 
will be compensated for by the counter-balancing strengths of another. 
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And, for all practical purposes, this type can be assumed to be the stand-
ard usage of triangulation.  
see also DATA TRIANGULATION, INVESTIGATOR TRIANGULATION, THEO-

RETICAL TRIANGULATION 
 Cohen et al. 2011; Ridenour & Newman 2008; Ary et al. 2010 

 
method triangulation 

another term for METHODOLOGICAL TRIANGULATION 
 
metric approach 

see MULTIDIMENSIONAL SCALING  
 
metric data 

another term for CONTINUOUS DATA 
 
metric variable 

another term for CONTINUOUS VARIABLE 
 
midsummary scores 

those scores which are midway between values that cut off different frac-
tions of the data in the upper and lower tails of the DISTRIBUTION. For 
example, one midsummary score might be midway between values cut-
ting off the upper and lower eighths of the distribution; another might be 
midway between values cutting off the upper and lower fourths. If all of 
these midsummary scores equal the MEDIAN, it indicates that the distri-
bution is symmetrical (see NORMAL DISTRIBUTION). If they are not all 
the same, the way they vary provides us with information about how the 
distribution departs from symmetry (see SKEWED DISTRIBUTION). 
 Myers & Well 2003 

 
minimal terminable unit 

another term for T-UNIT  
 
missing data 

information that is not available for a subject (or case) about whom other 
information is available. Missing data are a nuisance to researchers and 
primarily result from errors in data collection or data entry or from the 
omission of answers by respondents. For example, missing data often oc-
cur when a respondent fails to answer one or more questions in a QUES-

TIONNAIRE. The researcher’s challenge is to address the issues raised by 
missing data that affect the GENERALIZABILITY of the results. To do so, 
the researcher’s primary concern is to identify the patterns and relation-
ships underlying the missing data in order to maintain as close as possible 
the original distribution of values when any remedy is applied The extent 
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of missing data is a secondary issue in most instances, affecting the type 
of remedy applied. These patterns and relationships are a result of a miss-
ing data process, which is any systematic event external to the respond-
ent (such as data entry errors or data collection problems) or any action 
on the part of the respondent (such as refusal to answer) that leads to 
missing values. 
 Hair et al. 2010 

 
mixed analysis of variance 

also mixed ANOVA, between-within ANOVA, split-plot ANOVA, mixed 
factorial ANOVA, mixed between-within ANOVA 
an analysis that contains both a BETWEEN-SUBJECTS and a WITHIN-
SUBJECTS INDEPENDENT VARIABLE (IV). What is meant by a mixed 
ANOVA design is that it is a mixture between the same subjects and dif-
ferent subjects. To conduct a simple mixed between-within ANOVA, we 
need one between-subjects categorical IV (e.g., gender), one within-
subjects categorical IV (e.g., time), and one continuous DEPENDENT VAR-

IABLE (e.g., test scores). The ASSUMPTIONs for mixed ANOVA are simi-
lar to those for the REPEATED MEASURES ANOVA, except that the assump-
tion of SPHERICITY must hold for levels of the within subjects variable at 
each level of between subjects variables. Thus, the F VALUE for the MAIN 

EFFECT of the between-subjects factor is unaffected by a lack of spherici-
ty in the populations connected to the study. In contrast, the F values for 
the main effect of the within-subjects factor and for the INTERACTION are 
positively biased (i.e., turn out larger than they ought to) to the extent 
that the sphericity assumption is violated. 
Imagine that experimenters want to compare the way that males and fe-
males rate their parents’ IQs. In this design the IV gender which has two 
levels—male and female—is a between-subjects variable. The IV parent 
which has two levels—mother and father—is a within-subjects variable 
because each participant supplies data for each level of that variable.  
It is possible to combine different numbers of IVs measured using differ-
ent groups or the same groups to come up with three-way, four-way, or 
n-way mixed ANOVAs. 
There is no nonparametric alternative to mixed ANOVA 
 Clark-Carter 2010; Pallant 2010; Huck 2012 

 
mixed ANOVA 

another term for MIXED ANALYSIS OF VARIANCE 
 
mixed between-within design 

another term for MIXED DESIGN  
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mixed design  
also between-within design, split-plot design, mixed between-within 
design, mixed factorial design 
a design which involves two or more INDEPENDENT VARIABLEs (IVs) in 
which at least one of IVs is measured between-subjects (i.e., different 
subjects serve under each of the LEVELs of that IV) and at least one of 
the IVs is measured within-subjects (i.e., the same subjects or matched 
sets of subjects serve under all of the levels of that IV). In a simple 
mixed design (i.e., two-way mixed design), there are only two IVs, one 
a BETWEEN-SUBJECTS FACTOR and the other a WITHIN-SUBJECTS FAC-

TOR; these variables are combined factorially. For example, you may 
want to investigate the impact of an INTERVENTION on students anxiety 
levels (using pretest and posttest), but you would also like to know 
whether the impact is different for males and females. In this case, you 
have two IVs: one is a between-subjects variable (gender: 
males/females); the other is a within-subjects variable (time of measure-
ment: Time A/Time B). In this case, you would expose a group of both 
males and females to the intervention and measure their anxiety levels at 
Time A (pre-intervention) and again at Time B (after the intervention); 
this is a 2 × 2 (two-by-two) mixed factorial design with repeated 
measures on the second factor. The number of levels of each IV is not 
constrained by the design. Thus, we could have a 2 × 2, a 4 × 3, or even a 
3 × 7 factorial design. Because there are two IVs, there are three effects 
of interest: the MAIN EFFECT of the between-subjects variable (A), the 
main effect of the within-subjects variable (B), and the two-way INTER-

ACTION (A × B). Note that this is analogous to two-way BETWEEN-
SUBJECTS and two-way WITHIN-SUBJECTS DESIGNs. Furthermore, the 
conceptual understanding of main effects and interactions in those de-
signs carries forward to the simple mixed design. Main effects focus on 
the mean differences of the levels of each IV (e.g., A1 vs. A2) and inter-
actions focus on whether or not the patterns of differences are parallel 
(e.g., A1 vs. A2 under B1 compared to A1 vs. A2 under B2). The prima-
ry difference between a simple mixed design and the between-subjects 
and within-subjects designs is in the way that the total variance of the 
DEPENDENT VARIABLE is partitioned. As is true for within-subjects de-
signs, the total variance in a mixed design is divided into BETWEEN-
SUBJECTS and WITHIN-SUBJECTS VARIANCE. The three effects of interest 
break out as follows: 
 
• The main effect of A: The between-subjects variable A is subsumed in 

the between-subjects portion of the variance. It has its own between-
subjects ERROR TERM that is used in computing the F RATIO associated 
with A. 
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• The main effect of B: The within-subjects variable B is subsumed in the 
within-subjects portion of the variance. It has its own within-subjects 
error term that is used in computing the F ratio associated with B. This 
error term is associated with the B factor and thus it is also used as an 
error term when computing the F ratio for the interaction effect. 

• The A × B interaction: The interaction effect is subsumed in the within-
subjects portion of the variance. It shares its within-subjects error term 
with the main effect of B. 

 
Simple mixed designs have only two IVs and so, by definition, must 
have one of each type of variable. Complex mixed designs contain at 
least three IVs. For example, a three-way mixed design has two of one 
type and one of the other type of factor (e.g., two between-subjects fac-
tors and one within-subjects factor, or one between-subjects factor and 
two within-subjects factors). These designs are often called higher order 
mixed designs. Higher order mixed designs are specified by the number 
of between- and within-subjects factors they have. Generally, higher or-
der mixed designs would follow the conventions of adding extra be-
tween-subjects or within-subjects factors. 
 Pallant 2010; Sheskin 2011; Gamst et al. 2008; Page et al. 2003; Heiman 2011 

 
mixed factorial design 

another term for MIXED DESIGN  
 
mixed methods research  

also multitrait-multimethod research, multi-methodological research, 
mixed model study 
a research approach for collecting, analyzing, and mixing quantitative 
and qualitative data at some stage of the research process within a single 
study in order to understand a research problem more completely. In 
mixed methods research, a researcher collects both numeric information 
(for example, through CLOSED-RESPONSE ITEMs on QUESTIONNAIREs) 
and text (from FACE-TO-FACE INTERVIEWs, picture descriptions, and so 
on) to better answer a study’s research questions. The term mixing im-
plies that the data or the findings are integrated and/or connected at one 
or several points within the study. The goal of mixed methods research is 
not to replace qualitative or quantitative approaches but, rather, to com-
bine both approaches in creative ways that utilize the strengths of each 
within a single study. By mixing methods in ways that minimize weak-
nesses or ensure that the weaknesses of one approach do not overlap sig-
nificantly with the weaknesses of another, the study is strengthened. 
The most widely accepted notation system used in mixed methods de-
signs, uses a plus sign (+) to indicate that the data collection and analysis 
of methods occur at the same time. An arrow (→) indicates that data col-
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lection and analysis occur in sequence. The weight or importance of the 
methods within the study should be denoted by using uppercase letters 
for prominence and lowercase letters to indicate less dominant methods. 
There are no specific rules that determine appropriate proportions of 
qualitative and quantitative research in a mixed methods study. Some re-
searchers use parentheses to indicate methods that are embedded within 
other methods. The notation system rules are shown below: 
 
Weighting priority 
QUAL + QUAN (both are equally important) 
QUAN + qual (quantitative approach is dominant) 
QUAL + quan (qualitative approach is dominant) 
 
Timing  
QUAN → Qual (quantitative collection or analysis occurs first followed 
by qualitative collection/analysis) 
QUAL → Quan (qualitative collection or analysis occurs first followed 
by quantitative collection/analysis) 
 
Mixing  
QUAL (quan) 
QUAN (qual) 

 
Mixed methods research has defined procedures for collecting, analyz-
ing, and mixing quantitative and qualitative data in a study, based upon 
three main characteristics: (a) timing, (b) weighting, and (c) mixing. Tim-
ing refers to the sequence or order of the implementation of the quantita-
tive and qualitative data collection and analysis procedures in the study 
when one phase builds on another. The two possible timing options in-
clude:  
 
1) sequentially—collecting and analyzing the data one after the other 

(quantitative → qualitative, or qualitative → quantitative); or  
2) concurrently—collecting and analyzing both quantitative and qualita-

tive data at the same time (quantitative + qualitative). 
 
Weighting refers to the relative importance or priority given to each type 
of data. The two possible weighting options include giving equal weight 
to the quantitative (QUAN) and qualitative (QUAL) data, or giving one 
type greater emphasis—to quantitative data (QUAN + qual) or qualita-
tive data (QUAL + quan). When making the weighting decision, there 
are a number of things to consider: What is more strongly emphasized in 
the purpose statement, exploration (qualitative), or prediction (quantita-
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tive)? Which data collection process, quantitative or qualitative, is most 
central to the study? Which data analysis procedures, quantitative or 
qualitative, are more sophisticated, complex, and discussed more exten-
sively when the study is presented? 
Mixing refers to how the two methods, quantitative or qualitative, are in-
tegrated within the study. It is an essential component of mixed methods 
research. Mixing quantitative and qualitative data can occur at different 
stages in the study: during the data collection, the data analysis, or the in-
terpretation of results. Deciding on how to mix depends on the purpose 
of the study, its design, and the strategies used for data collection and 
analysis. If the purpose of the study is to explain quantitative results that 
were obtained first, qualitative data can be collected after quantitative da-
ta by interviewing (or administering an open-response questionnaire) to a 
small number of participants, based on these quantitative results. Mixing 
here occurs at two points: when selecting participants for interview and 
creating interview questions grounded in the statistical results (connect-
ing the quantitative and qualitative phases), and at the interpretation 
stage of the study, when discussing the results from the two phases. If the 
purpose of the study is to develop a closed-response questionnaire or 
SURVEY grounded in the views of the participants, first qualitative data is 
collected through interviews and then the questionnaire is developed; 
then quantitative data is collected using this questionnaire. Mixing here 
occurs while analyzing the qualitative data for codes and themes and 
transforming them into questionnaire items and scales. If the purpose of 
the study is to compare the quantitative and qualitative results, both 
quantitative and qualitative data are collected and analyzed separately. 
Mixing here occurs at the data interpretation stage, when the results from 
two data sets are compared.  
Several arguments have been put forward about the value of mixing 
methods. The most important ones are: 
 
1) Increasing the strengths while eliminating the weaknesses. The main 

attraction of mixed method research has been the fact that by using 
both qualitative and quantitative approaches researchers can bring out 
the best of paradigms, thereby combining qualitative and quantitative 
research strength. This is further augmented by the potential that the 
strengths of one method can be utilized to overcome the weaknesses 
of another method used in the study.  

2) Multi-level analysis of complex issues. It has been suggested that the 
researchers can gain a better understanding of a complex phenome-
non by converging numeric trends from quantitative data and specific 
details from qualitative data. Words can be used to add meaning to 
numbers and numbers can be used to add precision to words. It is 
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easy to think of situations in applied linguistics when the researchers 
are interested at the same time in both the exact nature (i.e., qualita-
tive) and the distribution (i.e., quantitative) of a phenomenon (e.g., 
why do some teenage boys consider modern language learning girlish 
and how extensive is this perception. Mixed methods research is par-
ticularly appropriate for such multi-level analyses because it allows 
investigators to obtain data about both the individual and the broader 
societal context. 

3) Improved validity. Mixed methods research has a unique potential to 
produce evidence for the validity of research outcomes through the 
convergence and correlation of the findings. Indeed improving the va-
lidity of research has been at the heart of the notion of triangulation. 
Corresponding evidence obtained through multiple methods can also 
increase the GENERALIZABILITY of the results.  

4) Reaching multiple audiences. A welcome benefit of combining quali-
tative and quantitative methods is that the final results are usually ac-
ceptable for a larger audience than those of a monomethod study 
would be. A well-executed mixed method study has multiple selling 
points and can offer something to everybody, regardless of the para-
digmatic orientation of the person. 

 
However, there are also a number of weaknesses. It is difficult for a sin-
gle researcher to carry out both quantitative and qualitative research. It is 
difficult to have equal skill sets in both methods, and especially if data 
are collected simultaneously, there is a great time commitment. The re-
searcher must be able to understand the complexities of both approaches 
so as to make wise decisions about how they can appropriately be mixed. 
Conducting a mixed methods study is likely to be more expensive than 
using a single approach. Quantitizing and qualitizing data can have its 
own problems. Also, interpreting conflicting results may be difficult.  
Although many models and designs have been discussed in the mixed 
methods literature, the four mixed methods designs most frequently used 
are EXPLANATORY DESIGN, EXPLORATORY DESIGN, TRIANGULATION DE-

SIGN, and EMBEDDED DESIGN.  
 Ridenour & Newman 2008; Dörnyei 2007; Heigham & Croker 2009; Ary et al. 2010 

 
mixed model study 

another term for MIXED METHODS RESEARCH 
 
mixed multivariate analysis of variance  

also mixed MANOVA, doubly-multivariate design 
an analysis with both multiple DEPENDENT VARIABLEs (DVs) and WITH-

IN-SUBJECTS FACTORs. Mixed multivariate analysis of variance (mixed 
MANOVA) is mixed because there is a BETWEEN-GROUPS INDEPENDENT 
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VARIABLE (e.g., gender) and a within-groups independent variable (e.g., 
time). It is MANOVA because these are two (or more) DVs. Mixed 
MANOVAs are one way to analyze experimental studies that have more 
than one DV. 
 Leech et al. 2005; Page et al. 2003 

 
mixed normal distribution 

also contaminated normal distribution 
a classic way of illustrating some of the more important effects of 
nonnormality. Consider a situation where we have two subpopulations of 
individuals or things. Assume each subpopulation has a NORMAL DISTRI-

BUTION but that they differ in terms of their MEANs or VARIANCEs or 
both. When we mix the two populations together we get what is called a 
mixed, or contaminated, normal. Generally, mixed normals fall outside 
the class of normal distributions.  
 

Normal curve
Mixed normal

 
     Figure M.2. An Example of Mixed Normal Distribution 

 
As shown in Figure M.2, when the two normals mixed together have a 
common mean but unequal variances, the resulting probability curve is 
again symmetric about the mean, but even then the mixed normal is not a 
normal curve. Very small departures from normality can greatly influ-
ence the value of the population variance. The contaminated normal il-
lustrates that two distributions can have substantially different variances 
even though their probability curves are very similar. 
 Wilcox 2003 

 
MLE 

an abbreviation for MAXIMUM LIKELIHOOD ESTIMATE 
 
Mo 

an abbreviation for MODE  
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mode 
also Mo 
a MEASURE OF CENTRAL TENDENCY which is the most frequently occur-
ring score in a DISTRIBUTION of scores. Mode simply indicates which 
score in the distribution occurs most often, or has the highest frequency. 
In the following distribution of scores the mode is 5, since it occurs two 
times, whereas all other scores occur only once: 0, 1, 2, 5, 5, 8, 10. When 
a polygon has one hump, such as on the NORMAL CURVE, the distribution 
is called unimodal, indicating that one score qualifies as the mode. A dis-
tribution with more than one mode is referred to as a multimodal distri-
bution. If it happens that two scores both occur with the highest frequen-
cy, the distribution would be described as a bimodal distribution (see 
Figure M.3), which represents one type of multimodal distribution. For 
example, consider the scores 2, 3, 4, 5, 5, 5, 6, 7, 8, 9, 9, 9, 10, 11, and 
12. Here two scores, 5 and 9, are tied for the most frequently occurring 
score. This distribution is plotted in Figure M.3. Such a distribution was 
called bimodal because it has two modes.  
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           Figure M.3. A Bimodal Distribution 

 
The mode(s) of a distribution can be pictured graphically as the peaks in 
the distribution. A NORMAL DISTRIBUTION has only one peak. A bimodal 
distribution has two distinct peaks, each reflecting relatively high-
frequency scores. When the frequencies of all scores are the same the 
distribution is called rectangular or flat, as shown in Figure M.4. Some-
times the term antimode is used to denote the opposite of a mode in the 
sense that it corresponds to a (local) minimum frequency. 
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Figure M.4. A Rectangular Distribution 
 

The mode is the appropriate indicator of grouping if the numbers we are 
describing constitute a NOMINAL SCALE. While it is relatively rare for 
test scores to be nominal, we sometimes use numbers to represent other 
variables that may be of interest to us, such as sex, native language, or 
group, as in particular class or section in multisection course. For varia-
ble such as these, the appropriate indicator of grouping is the mode, 
which is sometimes reported as a percentage of the total frequency. 
There are, however, two potential limitations with the mode. First, the 
distribution may contain many scores that are all tied at the same highest 
frequency. With more than two modes, we fail to summarize the data. In 
the most extreme case, we might obtain a rectangular distribution. A se-
cond problem is that the mode does not take into account any scores oth-
er than the most frequent score(s), so it may not accurately summarize 
where most scores in the distribution are located. 
see also MEAN, MEDIAN 
 Porte 2010; Bachman 2004; Sheskin 2011; Heiman 2011 

 
model 

a construct or formulation that provides a description of the assumed 
structure of a set of data. A model involves a set of assumptions about re-
lationships used to describe the data structure in a manner that may aid in 
understanding the process assumed to have generated the data. 
 Sahai & Khurshid 2001 

 
moderating variable 

another term for MODERATOR VARIABLE  
 
moderator variable  

also moderating variable 
a special type of INDEPENDENT VARIABLE (IV) that the researcher has 
chosen to determine how, if at all, the relationship between the inde-
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pendent and DEPENDENT VARIABLEs (DVs) is affected, or moderated, by 
the moderator variable. Thus, if an experimenter thinks that the relation-
ship between variables X and Y might be altered in some way by a third 
variable Z, then Z could be included in the study as a moderator variable. 
For example you may decide to study the degree to which the relation-
ship between one year of Spanish study (the IV) and proficiency in Span-
ish (the DV) differed for males and females (the moderator variable). 
The essential difference between IV and moderator variables lies in how 
the researcher views each in the study. For IVs, the concern is with their 
direct relationship to the DV, whereas for moderator variables, the con-
cern is with their effect on that relationship. 
see also INTERVENING VARIABLE, CATEGORICAL VARIABLE, CONTINU-

OUS VARIABLE, EXTRANEOUS VARIABLE, CONFOUNDING VARIABLE 
 Brown 1988; Fraenkel & Wallen 2009 

 
modernism  

the rejection of tradition and authority in favor of reason, science, and 
objectivity, closely associated with Western thought and the scientific 
method. From the point of view of POSTMODERNISM, modernism is not 
contemporary, but out of date. 
see also POSITIVISM 
 Richards & Schmidt 2010 

 
molar behavior 

see OBSERVATION 
 
molecular behavior 

see OBSERVATION 
 
monotonic regression 

a type of REGRESSION ANALYSIS that falls within the general category of 
nonparametric regression analysis. The latter type of analysis is based on 
the fact that if two variables (which are represented by interval/ratio da-
ta) are monotonically related to one another, the rankings on the varia-
bles will be linearly related to one another. 
see SPEARMAN RANK ORDER CORRELATION COEFFICIENT 
 Sheskin 2011 

 
monotonic relationship 

see SPEARMAN RANK ORDER CORRELATION COEFFICIENT  
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Monte Carlo method 
also Monte Carlo simulation 
a term that has most commonly been used in the solution of any mathe-
matical and statistical problem by performing sampling experiments in-
volving generation of random numbers from a given PROBABILITY DIS-

TRIBUTION. It provides an empirical method of finding solutions to many 
mathematical and statistical problems for which no simple analytical so-
lutions are available. Thus, any statistical test which is based on calculat-
ing the probability of a variety of outcomes consequent of randomly al-
locating a set of scores is a Monte Carlo method.  
see also BOOTSTRAP 
 Cramer & Howitt 2004; Sahai & Khurshid 2001; Everitt & Skrondal 2010 

 
Monte Carlo simulation 

another term for MONTE CARLO METHOD 
 
Mood’s median test 

another term for MEDIAN TEST 
 
Mood’s test 

another term for MEDIAN TEST 
 
mortality  

also participant mortality, attrition, subject attrition, dropout, experi-
mental mortality, differential attrition 
a threat to INTERNAL VALIDITY which refers to students who self-select 
themselves out of a group by dropping out of the study for any number 
of reasons, including transfer to another institution, serious illness or 
dropping out of school or universities. In essence, participants drop out 
of the study in a systematic and nonrandom way that can affect the origi-
nal composition of groups formed for the purposes of the study. The po-
tential net result of attrition is that the effects of the INDEPENDENT VARI-

ABLE might be due to the loss of participants and not to the manipulation 
of the independent variable. People who drop out of a study often differ 
from those who remain in ways that distort research findings. For exam-
ple, a researcher might lose some beginning-level second language 
learners from his/her sample because they lose interest and drop out. 
This might leave the study not only with proportionally more participants 
of higher ability levels, but with participants who have higher motiva-
tion. 
Sometimes researchers drop participants from groups to produce equal 
numbers in each group (see CELL). The reason they do this is that many 
statistical procedures are easier to interpret when there are equal cell siz-
es. However, you want to check whether participants are dropped ran-
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domly. If this is done, there is less chance that a BIAS may occur. Anoth-
er caveat is that, when dealing with smaller numbers of participants, the 
loss of even one participant can have a significant impact on the results. 
The conclusion is that when you read a research article, give attention to 
any irregularities in the sample. There should be clear documentation to 
show that the results of the study were not contaminated by any partici-
pant attrition. 
see also TESTING EFFECT, INSTRUMENTATION, DIFFERENTIAL SELECTION, 
HISTORY, MATURATION, STATISTICAL REGRESSION 
 Perry 2011 

 
Moses test  

a NONPARAMETRIC TEST for equal variability which can be employed in 
a HYPOTHESIS TESTING situation involving two INDEPENDENT SAMPLES. 
The Moses test is based on the following assumptions:  
 
a) each sample has been randomly selected from the population it repre-

sents;  
b) the two samples are independent of one another;  
c) the original scores obtained for each of the subjects are in the format 

of interval/ratio data, and the DEPENDENT VARIABLE is a CONTINU-

OUS VARIABLE; and  
d) the underlying populations from which the samples are derived are 

similar in shape. 
 
The major difference between the Moses test and the SIEGEL-TUKEY 

TEST is that the Moses test does not assume that the two populations 
from which the samples are derived have equal medians (which is an as-
sumption underlying the Siegel-Tukey test). Moses test is categorized as 
a test of ordinal data, by virtue of the fact that a ranking procedure con-
stitutes a critical part of the test protocol. 
see also KLOTZ TEST, ANSARI-BRADLEY TEST, CONOVER TEST 
 Sheskin 2011 

 
MR 

an abbreviation for MULTIPLE REGRESSION  
 
MRT 

an abbreviation for DUNCAN’S NEW MULTIPLE RANGE TEST 
 
MS 

an abbreviation for MEAN SQUARE  
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MSA 
an abbreviation for MEASURE OF SAMPLING ADEQUACY  

 
mu (µ) 

an abbreviation POPULATION MEAN 
 
multicollinearity  

also collinearity 
the presence of overlap or CORRELATION among the INDEPENDENT VAR-

IABLEs (IVs) or predictors. Multicollinearity creates common (shared) 
variance between IVs, thus decreasing the ability to predict the DEPEND-

ENT VARIABLE or criterion as well as ascertain the relative roles of each 
IV. As multicollinearity increases, the total variance explained decreases. 
Moreover, the amount of unique (separate) variance for the IVs is re-
duced to levels that make estimation of their individual effects quite 
problematic. The assumption of multicollinearity is a problem if the vari-
ables in a study are too highly interrelated. If there is multicollinearity it 
means that the variables are too closely related and thus both should not 
be entered into the study because they explain the same part of the vari-
ance. This assumption, often applied in statistical procedures which are 
based on correlation and prediction (e.g., MULTIPLE REGRESSION), can 
easily be checked by examining a CORRELATION MATRIX for each pair of 
variables in a study.  
Identifying multicollinearity can be a problem as, even if no two varia-
bles correlate highly multicollinearity can still be present because a com-
bination of predictor variables might account for the variance in one of 
the predictor variables. In order to detect multicollinearity, a number of 
statistics are available. Two common ones, which are directly related, are 
tolerance and variance inflation factor (VIF). Tolerance is the propor-
tion of variance in a predictor variable that is not predicted by the other 
predictor variables. It can be used to protect against multicollinearity. To 
find tolerance a multiple regression is conducted with the predictor vari-
able of interest treated as the dependent variable or criterion which is 
then regressed on the other predictor variables. The R SQUARE (R2) from 
that regression is put into the following equation: 
 

Tolerance = 1 - R2 

 
A tolerance of 0 means that the IV under consideration is a perfect linear 
combination of IVs already in the model. A tolerance of 1 means that an 
IV is totally independent of other variables already in the model. 
A second measure of multicollinearity is VIF, which is calculated simply 
as the inverse of the tolerance value. A large VIF suggests multicolline-
arity among the IVs. It is computed from the following equation: 
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Variance inflation factor = 1/tolerance 
 

Thus, instances of higher degrees of multicollinearity are reflected in 
lower tolerance values and higher VIF values. There are a number of 
ways in which multicollinearity can be dealt with. The simplest is to re-
move one or more of the offending variables and re-run the analysis. It is 
also possible to create composite predictor variables by combining the 
problematic predictor variables either by adding them or by using PRIN-

CIPAL COMPONENTS ANALYSIS. 
see also SINGULARITY 
 Larson-Hall 2010; Clark-Carter 2010; Kirk 2008; Hair et al. 2010 

 
multidimensional chi-square test 

another term for CHI-SQUARE TEST OF INDEPENDENCE 
 
multidimensional contingency table 

see CONTINGENCY TABLE 
 
multidimensional scaling  

also MDS 
a class of multivariate techniques involving a graphical representation of 
statistical similarities or differences with a view to trace a map of how in-
dividuals’ attitudes or characteristics cluster. The procedure consists of 
plotting pairs of values with highest CORRELATIONs closest together and 
those with the lowest correlations farther apart. Multidimensional scaling 
(MDS) provides useful methodology for portraying subjective judgments 
of diverse kinds. It is used when all the variables in a study are to be ana-
lyzed simultaneously and all such variables happen to be independent. 
The underlying assumption in MDS is that respondents perceive a set of 
objects as being more or less similar to one another on a number of di-
mensions (usually uncorrelated with one another) instead of only one. 
Through MDS techniques one can represent geometrically the locations 
and interrelationships among a set of points. In fact, these techniques at-
tempt to locate the points, given the information about a set of interpoint 
distances, in space of one or more dimensions such as to best summarize 
the information contained in the interpoint distances. The distances in the 
solution space then optimally reflect the distances contained in the input 
data. For instance, if objects, say X and Y, are thought of by the respond-
ent as being most similar as compared to all other possible pairs of ob-
jects, MDS techniques will position objects X and Y in such a way that 
the distance between them in multidimensional space is shorter than that 
between any two other objects. 
MDS can be considered to be an alternative to FACTOR ANALYSIS. In 
general, the goal of the analysis is to detect meaningful underlying di-
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mensions that allow the researcher to explain observed similarities or 
dissimilarities (distances) between the investigated objects. In factor 
analysis, the similarities between objects (e.g., variables) are expressed 
in the CORRELATION MATRIX. With MDS, you can analyze any kind of 
similarity or dissimilarity matrix, in addition to correlation matrices.  
Two approaches, the metric and the non-metric approach, are usually 
talked about in the context of MDS. The metric approach to MDS treats 
the input data as INTERVAL SCALE data and solves applying statistical 
methods for the additive constant which minimizes the dimensionality of 
the solution space. This approach utilizes all the information in the data 
in obtaining a solution. The data (i.e., the metric similarities of the ob-
jects) are often obtained on a bipolar similarity scale on which pairs of 
objects are rated one at a time. If the data reflect exact distances between 
real objects, their solution will reproduce the set of interpoint distances. 
But as the true and real data are rarely available, we require random and 
systematic procedures for obtaining a solution. Generally, the judged 
similarities among a set of objects are statistically transformed into dis-
tances by placing those objects in a multidimensional space of some di-
mensionality. 
The non-metric approach first gathers the non-metric similarities by ask-
ing respondents to rank order all possible pairs that can be obtained from 
a set of objects. Such non-metric data is then transformed into some arbi-
trary metric space and then the solution is obtained by reducing the di-
mensionality. In other words, this non-metric approach seeks a represen-
tation of points in a space of minimum dimensionality such that the rank 
order of the interpoint distances in the solution space maximally corre-
sponds to that of the data. This is achieved by requiring only that the dis-
tances in the solution be monotone with the input data. The non-metric 
approach has come into prominence during the sixties with the coming 
into existence of high speed computers to generate metric solutions for 
ordinal input data.  
The significance of MDS lies in the fact that it enables the researcher to 
study the perceptual structure of a set of stimuli and the cognitive pro-
cesses underlying the development of this structure. Psychologists, for 
example, employ MDS techniques in an effort to scale psychophysical 
stimuli and to determine appropriate labels for the dimensions along 
which these stimuli vary. The MDS techniques, in fact, do away with the 
need in the data collection process to specify the attribute(s) along which 
the several brands, say of a particular product, may be compared as ulti-
mately the MDS analysis itself reveals such attribute(s) that presumably 
underlie the expressed relative similarities among objects. Thus, MDS is 
an important tool in attitude measurement and the techniques falling un-
der MDS promise a great advance from a series of unidimensional meas-
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urements (e.g., a distribution of intensities of feeling towards single at-
tribute), to a perceptual mapping in multidimensional space of objects. In 
spite of all the merits stated above, the MDS is not widely used because 
of the computation complications involved under it. Many of its methods 
are quite laborious in terms of both the collection of data and the subse-
quent analyses. 
also PRINCIPLE COMPONENTS ANALYSIS 
 Kothari 2008; Hatch & Lazaraton 1991 

 
multifactor ANOVA 

another term for FACTORIAL ANOVA 
 
multifactor design 

another term for FACTORIAL DESIGN  
 
multilevel modeling 

see NESTED DESIGN 
 
multi-methodological research 

another term for MIXED METHODS RESEARCH 
 
multimodal distribution 

see MODE 
 
multinomial logistic regression 

see LOGISTIC REGRESSION 
 
multinomial variable 

see CATEGORICAL VARIABLE 
 
multi-phase sampling 

a type of PROBABILITY SAMPLING in which there is a single unifying 
purpose throughout the sampling. In a multi-phase sample, the purposes 
change at each phase, for example, at phase one the selection of the sam-
ple might be based on the criterion of geography (e.g., students living in 
a particular region); phase two might be based on an economic criterion 
(e.g., schools whose budgets are administered in markedly different 
ways); phase three might be based on a political criterion (e.g., schools 
whose students are drawn from areas with a tradition of support for a 
particular political party), and so on. What is evident here is that the 
sample population will change at each phase of the research 
 Cohen et al. 2011  
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multiple analysis of covariance 
another term for MULTIVARIATE ANALYSIS OF COVARIANCE 

 
multiple-baseline across-behaviors design 

see SINGLE-SUBJECT MULTIPLE-BASELINE DESIGN 
 
multiple-baseline across-participants design 

see SINGLE-SUBJECT MULTIPLE-BASELINE DESIGN 
 
multiple-baseline across-settings design 

see SINGLE-SUBJECT MULTIPLE-BASELINE DESIGN 
 
multiple baseline design 

another term for SINGLE-SUBJECT MULTIPLE-BASELINE DESIGN 
 
multiple case study 

see CASE STUDY 
 
multiple-choice item 

a CLOSED-FORM ITEM which is made up of an item stem, or the main part 
of the item at the top, a correct answer, which is obviously the choice 
(usually, a, b, c, or d) that will be counted correct, and the distractors, 
which are those choices that will be counted as incorrect. These incorrect 
choices are called distractors because they should distract, or divert re-
spondents’ attention away from the correct answer if they really do not 
know which is correct. The term options refers collectively to all the al-
ternative choices presented to the respondents including the correct an-
swer and the distractors. The following is an example: 
 
The box is heavier …………that one.                        stem 
                     
                                    a) than                              correct answer 
                options        b) to 
            (alternatives)   c) of        distractors 
                                    d) from  

 
The appropriate selection and arrangement of suitable multiple-choice 
items on a test can be best accomplished by measuring items against 
three indices: ITEM FACILITY, ITEM DISCRIMINATION, and DISTRACTOR 

ANALYSIS.  
see also DICHOTOMOUS QUESTION, RATIO DATA QUESTION, MATRIX 

QUESTIONS, CONSTANT SUM QUESTIONS, RANK ORDER QUESTION, CON-

TINGENCY QUESTION 
 Farhady et al. 1995; Brown 2005; Brown 2010 
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multiple coefficient of determination 
another term for COEFFICIENT OF MULTIPLE DETERMINATION 

 
multiple comparison test 

another term for POST HOC TEST 
 
multiple correlation 

another term for MULTIPLE CORRELATION COEFFICIENT 
 
multiple correlation coefficient 

also coefficient of multiple correlation, multiple correlation, multiple R, 
R 
a measure of the degree of linear association between multiple INDE-

PENDENT VARIABLEs or predictors, as a group, and the DEPENDENT VAR-

IABLE or criterion simultaneously. Multiple correlation is used in MULTI-

PLE REGRESSION. In multiple regression a criterion variable is predicted 
using a multiplicity of predictor variables. For example, in order to pre-
dict IQ, the predictor variables might be social class, educational 
achievement and gender. For every individual, using these predictors, it 
is possible to make a prediction of the most likely value of their IQ based 
on these predictors. Quite simply, the multiple correlation is the correla-
tion between the actual IQ scores of the individuals in the sample and the 
scores predicted for them by applying the multiple regression equation 
with these three predictors.  
The computed multiple correlation coefficient is represented by the nota-
tion R. A computed value of R must fall within the range 0 to +1. Unlike 
PEARSON r value which is computed for two variables, the multiple cor-
relation coefficient cannot be a negative number. The closer the value of 
R is to 1, the stronger the linear relationship between the criterion varia-
ble and the predictor variables, whereas the closer it is to 0, the weaker 
the linear relationship. Just as a PEARSON CORRELATION COEFFICIENT 
can be squared to indicate the percentage of variance in one variable that 
is accounted for by another (COEFFICIENT OF DETERMINATION), a multi-
ple correlation coefficient can be squared to show the percentage of vari-
ance in the criterion variable that can be accounted for by the set of pre-
dictor variables. This R2, (read as ‘R square’) which is the square of the 
multiple correlation coefficient, is referred to as the coefficient of multi-
ple determination (also called multiple coefficient of determination, 
squared multiple correlation). This proportion can be reexpressed as a 
percentage by multiplying the proportion by 100. It is commonly used in 
multiple regression to represent the proportion of variance in a criterion 
variable that is shared with or explained by two or more predictor varia-
bles. 
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see also CORRELATION, CORRELATION COEFFICIENT, PARTIAL CORRELA-

TION, CANONICAL CORRELATION, F RATIO 
 Cramer & Howitt 2004; Leary 2011 

 
multiple discriminant analysis 

see DISCRIMINANT FUNCTION ANALYSIS 
 
multiple-I design 

a variation of SINGLE-SUBJECT EXPERIMENTAL DESIGN in which several 
LEVELs of the INDEPENDENT VARIABLE (IV) are administered in succes-
sion, often with a baseline period between each administration. In such a 
design, the researcher obtains a baseline (A), then introduces one level of 
the IV (i.e., TREATMENT) (B) for a certain period of time. Then, this level 
is removed and another level of the IV is introduced (C). Of course, we 
could continue this procedure to create an ABCDEFG design. Often, re-
searchers insert a baseline period between each successive introduction 
of a level of the IV, resulting in an ABACA design. After obtaining a 
baseline (A), the researcher introduces one level of the IV (B), then 
withdraws it as in an ABA design. Then a second level of the IV is intro-
duced (C), then withdrawn (A). We could continue to manipulate the IV 
by introducing new levels of it, returning to baseline each time. Some-
times combinations of treatments are administered at each phase of the 
study.  
 Leary 2011; Ary et al. 2010 

 
multiple-occasions reliability 

another term for TEST-RETEST RELIABILITY 
 
multiple R 

another term for MULTIPLE CORRELATION COEFFICIENT 
 
multiple regression  

also MR 
a family of statistical techniques and an extension of SIMPLE REGRESSION 
which is employed to explore the relationship between one continuous 
DEPENDENT VARIABLE or criterion and a number of INDEPENDENT VARI-

ABLEs or predictors (usually continuous). Multiple regression (MR) is 
used for estimating or predicting a value for one criterion variable from 
two or more predictors. The researcher, thus, is concerned with multiple 
CORRELATION among a set of variables. The strength of the association 
between multiple predictor variables is determined by MULTIPLE CORRE-

LATION COEFFICIENT.  
MR analysis allows you to see: 
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a) how much the predictor variables, as a group, are related to the criteri-
on variable, 

b) the strength of the relationship between each predictor variable and 
the criterion variable while controlling for the other predictor varia-
bles in the model,  

c) the relative strength of each predictor variable, and  
d) whether there are INTERACTION EFFECTs between the predictor varia-

bles.  
 

However, you have to be cautious: Variables may interact with each other 
and may be intercorrelated (see MULTICOLLINEARITY). The Figure M.5 
shows graphically how, for example, the TOEFL score in English might 
be explained by ‘hours of study’, ‘Modern Language Aptitude Test 
(MLAT) score’, and ‘personality.’ What we see is that there are overlap-
ping areas of variance among the predictor variables as well as with the 
criterion variable (the TOEFL score). For example, the score on the 
MLAT may correlate in part with how many hours an individual studies 
per week as well as with some part of the personality measure. 
 

                               

TOEFL score

Hours of study

MLAT 
score

Personality

 
 

                                    Figure M.5. Schematic Representation 
    of Multiple Regression 

 
MR makes a number of ASSUMPTIONS about the data: It does not like 
MULTICOLLINEARITY or SINGULARITY, and these certainly do not con-
tribute to a good regression model; it is very sensitive to OUTLIERs (very 
high or very low scores); checking for extreme scores should be part of 
the initial DATA SCREENing process; others include NORMALITY, LINEAR-

ITY, and HOMOSCEDASTICITY. 
There are two main general uses to this test. One use is to determine the 
strength and the direction of the linear association between criterion and 
a predictor controlling for the association of the predictors with each oth-
er and the criterion. The strength of the association is expressed in terms 
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of the size of either the STANDARDIZED PARTIAL REGRESSION COEFFI-

CIENT or the unstandardized partial regression coefficient which is sym-
bolized by the small Greek letter β and its capital equivalent B respec-
tively. Another use of MR is to determine how much of the VARIANCE in 
the criterion is accounted for by particular predictors. A multiple correla-
tion coefficient (R) can be squared (i.e., R2) to show the percentage of 
variance in the criterion variable that can be accounted for by the set of 
predictor variables. 
Although MR analysis may result in a mechanism for reasonably 
accurate predictions, it does not provide sufficient control over the 
variables under study to allow a researcher to draw conclusions with 
regard to cause and effect. As is the case with bivariate correlation 
(correlation between two variables), multivariate correlation is not 
immune to the potential impact of EXTRANEOUS VARIABLEs that may be 
critical in understanding the causal relationship between the variables 
under study. It should be noted that there is a procedure called PATH 

ANALYSIS that employs correlational information to evaluate causal 
relationships between variables. Therefore, it is recommended that the 
resulting regression model be cross-validated. Minimally, this means 
replicating the results of the analysis on two subsamples, each 
representing a different half of the original SAMPLE. An even more 
desirable strategy is replicating the results on one or more INDEPENDENT 

SAMPLES that are representative of the POPULATION to which one wishes 
to apply the model. By cross-validating a model, one can demonstrate 
that it generates consistent results, and will thus be of practical value in 
making predictions among members of the reference population upon 
which the model is based. 
MR can be classified as an intermediate method, somewhere between the 
bivariate methods of correlation and simple regression and multivariate 
methods such as CANONICAL CORRELATION. It differs from correlation 
and simple regression in that MR has more than one IV. It differs from 
canonical correlation in that MR is limited to just a single outcome or 
DV. MR differs from other predictive methods of DISCRIMINANT 

FUNCTION ANALYSIS (DFA) and LOGISTIC REGRESSION (LR) because 
both DFA and LR are used with a categorical dependent variable. 
There are a number of different types of MR analyses that can be used, 
depending on the orders in which data on the independent variables can 
be entered into the analysis. The three main types of MR analyses are: 
STANDARD MULTIPLE REGRESSION, SEQUENTIAL MULTIPLE REGRESSION, 
and STATISTICAL MULTIPLE REGRESSION.  
 Cohen et al. 2011; Ho 2006; Urdan 200; Cramer & Howitt 2004; Sheskin 2011; 
Tabachnick & Fidell 2007; Pallant 2010; Harlow 2005  
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multiple time-series design 
another term for CONTROL GROUP TIME SERIES DESIGN 

 
multiple-treatment interaction 

a threat to EXTERNAL VALIDITY. Some studies expose participants to 
multiple TREATMENTs that are part of some overarching treatment or 
simply expose them to more than one treatment. When this occurs, it 
might be difficult to determine which treatment resulted in any differ-
ence that might be found. For example, a researcher conducts a study 
that hopes to determine the effect that attending a private school has on 
achievement. In reality, a private school might include many different 
treatment components, all of which could affect achievement. For exam-
ple, a private school might have much smaller class sizes and school uni-
forms. At the end of the study, the private school students seem to be 
outperforming their counterparts in public school classes. Could the re-
sults be generalizable to all private schools or just private schools with 
the same treatment components as the one under investigation? Multiple 
treatment interactions can be controlled by limiting the number of treat-
ments delivered or delivering different treatments at different times. If 
one treatment has many components, seek out comparison groups receiv-
ing different components. For example, one might compare private 
schools that have smaller class sizes with those that have school uni-
forms. 
see also SPECIFICITY OF VARIABLES, TREATMENT DIFFUSION, RESEARCH-

ER EFFECT, HALO EFFECT, HAWTHORNE EFFECT, NOVELTY EFFECT, PRE-

TEST-TREATMENT INTERACTION 
 Lodico et al. 2010 

 
multiple treatment interference 

another term for ORDER EFFECT 
 
multiple t-test 

a test which is used to compare two or more pairs of MEANs. One option 
a researcher has available after computing an OMNIBUS F TEST is to run 
multiple t-tests (specifically, INDEPENDENT SAMPLES t-TEST), in order to 
determine whether there is a significant difference between any of the 
pairs of means that can be contrasted. Multiple t-tests should only be 
employed for PLANNED COMPARISONs. Since multiple t-tests are only 
employed for planned comparisons, they can be conducted regardless of 
whether or not the omnibus F value is significant. Since multiple t-tests 
and FISHER’S LSD test are computationally equivalent, the term multiple 
t-tests/Fisher’s LSD test will refer to a computational procedure which
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can  be employed for  both  planned and  UNPLANNED COMPARISONs that 
does not adjust the value of FAMILYWISE ERROR RATE. 
 Sheskin 2011 

 
multistage random sampling 

see MULTISTAGE SAMPLING 
 
multistage sampling 

a type of PROBABILITY SAMPLING and a further development of CLUSTER 

SAMPLING in which an attempt is made to reduce the geographical area 
covered. In multistage sampling, the researchers sequentially sample 
clusters from within clusters before choosing the final sample of partici-
pants. That is, the researchers begin by sampling large clusters, then 
sample smaller clusters from within the large clusters, then sample even 
smaller clusters, and finally obtain their sample of participants. Multi-
stage sampling, in fact, involves selecting the sample in stages, i.e., tak-
ing samples from samples. This technique is applied in big inquiries ex-
tending to a considerably large geographical area like an entire country. 
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                                      Figure M.6. Schematic Representation  
                                                    of a Two-Stage Sampling 

 
Under multistage sampling the first stage may be to select large primary 
SAMPLING UNITs such as states, then cities, and then districts. In the next 
stage, we choose several particular schools from the selected districts. 
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We then select particular classrooms from the selected schools, and final-
ly randomly sample students from each classroom. For example, in a 
two-stage random sampling, rather than randomly selecting 100 students 
from a population of 3,000 high school students located in 100 classes, 
the researcher might decide to select 25 classes randomly from the popu-
lation of 100 classes and then randomly select 4 students from each class. 
This is much less time-consuming than visiting most of the 100 classes 
(see Figure M.6). If the technique of random-sampling is applied at all 
stages, the sampling procedure is described as multistage random sam-
pling. 
There are two advantages of this sampling design: (a) It is easier to ad-
minister than most single stage designs mainly because of the fact that 
SAMPLING FRAME under multistage sampling is developed in partial 
units; (b) a large number of units can be sampled for a given cost under 
multistage sampling because of sequential clustering, whereas this is not 
possible in most of the simple designs. 
 Cohen et al. 2011; Kothari 2008; Leary 2011 

 
multitrait-multimethod research 

another term for MIXED METHODS RESEARCH 
 
multivariable analysis 

see MULTIVARIATE ANALYSIS 
 
multivariate analysis 

a class of statistical methods and techniques which involve multiple IN-

DEPENDENT VARIABLEs (IVs) or DEPENDENT VARIABLEs (DVs) in a sin-
gle relationship or set of relationships. Multivariate analyses are complex 
group of statistical approaches and an extension of BIVARIATE ANALYSIS 
that are increasingly used for analyzing complicated data sets. They pro-
vide analysis when there are many IVs and/or many DVs, all correlated 
with one another to varying degrees. For example, if we were measuring 
a student’s language proficiency and tests were given for reading, writ-
ing, and grammar, the resulting information would be multivariate data 
because it is based on three separate scores (three variables). Sometimes, 
the term multivariable analysis is used in contradistinction to multivari-
ate analysis. When there are several IVs, but only a single DV, the term 
multiple or multivariable is preferable to multivariate. 
With multiple DVs, a problem of inflated error rate (see TYPE I ERROR) 
arises if each DV is tested separately. Further, at least some of the DVs 
are likely to be correlated with each other, so separate tests of each DV 
reanalyze some of the same variance. Thus, multivariate tests are used. 
A MULTIVARIATE ANALYSIS OF VARIANCE may be an appropriate way to 
analyze multivariate data. Other forms of multivariate analysis which are 
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useful if a researcher is interested in the wider perspective of how obser-
vations on several variables may be related include MULTIPLE REGRES-

SION, LOGISTIC REGRESSION, PRINCIPAL COMPONENT ANALYSIS, CANON-

ICAL CORRELATION, FACTOR ANALYSIS, DISCRIMINANT FUNCTION 
ANALYSIS, and CLUSTER ANALYSIS. In addition, a number of multivariate 
test criteria or statistics are available for testing significance of MAIN EF-

FECTs and INTERACTIONs across groups such as WILKS’ LAMBDA, HO-

TELLING’S TRACE CRITERION, PILLAI’S CRITERION, and ROY’S GCR CRI-

TERION. 
see also UNIVARIATE ANALYSIS 
 Cramer & Howitt 2004; Clark-Carter 2010; Peers 1996; Brown 1988; Sheskin 2011; 
Tabachnick & Fidell 2007; Harlow 2005; Everitt & Skrondal 2010; Hair et al. 2010 

  
multivariate analysis of covariance 

also multivariate ANCOVA, multiple analysis of covariance, MANCOVA 
a MANOVA with one or more COVARIATEs. Multivariate analysis of co-
variance (MANCOVA) is also the multivariate extension of ANCOVA. It 
is the same as ANCOVA except it has more than one DEPENDENT VARI-

ABLE (DV). It is carried out on multiple DVs (two or more DVs) at the 
same time and where the DVs are related to each other. For example, im-
agine we wish to compare the reading ability and the mathematical abil-
ity of children in three schools: all-girls, all-boys and co-educational. 
Thus, you have one INDEPENDENT VARIABLE (IV): school type, with 
three levels, and you have two DVs: reading ability and mathematical 
ability, while controlling, for example, for age. In this example, age is a 
covariate, meaning that its effect is subtracted or controlled for. When 
only one IV is included, the analysis is referred to as a one-way MAN-
COVA, and when two or more IVs are included, the analysis is referred to 
as a factorial MANCOVA or n-way MANOVA (e.g., two-way, three-way, 
or higher MANCOVA). 
Like MANOVA one advantage of this method is that the DVs analyzed 
together may be significant whereas the DVs analyzed separately may 
not be significant. When the combined or multivariate effect of the DVs 
is significant, it is useful to know which of the single or univariate ef-
fects of the DVs are significant. MANCOVA is also useful in the same 
ways as ANCOVA. First, in experimental work, it serves as a noise-
reducing device where variance associated with the covariate(s) is re-
moved from error variance; smaller error variance provides a more pow-
erful test of mean differences among groups. Second, in nonexperimental 
work, MANCOVA provides statistical matching of groups when random 
assignment to groups is not possible. Prior differences among groups are 
accounted for by adjusting DVs as if all subjects scored the same on the 
covariate(s). 
 Cramer & Howitt 2004; Perry 2011; Clark-Carter 2010; Tabachnick & Fidell 2007 
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multivariate analysis of variance  
also multivariate ANOVA, MANOVA, analysis of dispersion 
a generalization of ANALYSIS OF VARIANCE (ANOVA) to a situation in 
which there are several continuous DEPENDENT VARIABLEs (DVs). In 
MULTIVARIATE ANALYSIS OF VARIANCE (MANOVA), we ask whether 
there are significant group differences on the best linear combinations of 
our continuous DVs. As with ANOVA and ANALYSIS OF COVARIANCE 
(ANCOVA), MANOVA is a useful procedure whenever we have limited 
resources and want to identify which groups may need specific TREAT-

MENTs or interventions. MANOVA can be used to identify which and 
how groups differ as well as on which DVs. In ANOVA, we allow one 
or more categorical INDEPENDENT VARIABLEs (IVs), each with two or 
more levels (groups), and one continuous DV. With MANOVA, we al-
low the same structure of IVs and two or more DVs. Thus, MANOVA 
allows for a much more realistic appraisal of group differences than does 
ANOVA. MANOVA also can be extended to incorporate one or more 
COVARIATEs, essentially becoming an ANCOVA that allows for two or 
more (continuous) DVs (i.e., MANCOVA). MANOVA is somewhat simi-
lar to DISCRIMINANT FUNCTION ANALYSIS (DFA) and LOGISTIC REGRES-

SION (LR), in that all three methods include at least one major CATEGOR-

ICAL VARIABLE. In MANOVA, the major categorical variable is on the 
independent side, whereas with DFA and LR, the DV is categorical. 
MANOVA differs from purely correlational methods such as MULTIPLE 

REGRESSION and other correlational methods (i.e., CANONICAL CORRE-

LATION, PRINCIPAL COMPONENTS ANALYSIS, and FACTOR ANALYSIS) in 
that with MANOVA we are very interested in assessing the differing 
means between groups, whereas with the other methods the focus is not 
on the means but on correlations or weights between variables. 
MANOVA is conducted on two or more continuous DVs simultaneously 
and where the DVs are interrelated in some way, or there should be some 
conceptual reason for considering them together. In cases where a study 
has one or more IV (with two or more LEVELs) and more than one DV, 
the researcher can perform a separate univariate ANOVA on each DV or 
analyze everything all at once using MANOVA. For example, if we 
wanted to look at whether people from different cultural backgrounds 
(IV1) varied on reading (DV1) and writing (DV2) ability, we could do 
two separate ANOVAs for each DV or we could do one MANOVA that 
does both at once. The rationale behind this is that the two DVs in this 
case are often highly correlated, in that they are both reflective of verbal 
ability. The MANOVA model, thus, can be used to test the MAIN EF-

FECTs of the IVs, INTERACTIONs between the IVs, and the degree of rela-
tionship between the DVs. 
The ASSUMPTIONS of MANOVA include: INDEPENDENCE OF OBSERVA-

TIONS (each person’s scores are independent of every other person’s 
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scores), MULTIVARIATE NORMALITY, and HOMOGENEITY OF VARI-

ANCE/covariance matrices (variances for each IV are approximately 
equal in all groups and covariances between pairs of DVs are approxi-
mately equal for all groups). MANOVA is ROBUST to violations of mul-
tivariate normality and to violations of homogeneity of vari-
ance/covariance matrices if groups are of nearly equal size. 
Figure M.7 shows a set of hypothetical relationships between a single IV 
and four DVs. DV1 is highly related to the IV and shares some variance 
with DV2 and DV3. DV2 is related to both DV1 and DV3 and shares 
very little unique variance (the proportion of VARIANCE in the DV ex-
plained by an IV when controlling for all other IVs in the model) with 
the IV, although by itself in a univariate ANOVA might be related to the 
IV. DV3 is somewhat related to the IV, but also to all of the other DVs. 
DV4 is highly related to the IV and shares only a little bit of variance 
with DV3. Thus, DV2 is completely redundant with the other DVs, and 
DV3 adds only a bit of unique variance to the set. However, DV2 would 
be useful as a COVARIATE if that use made sense conceptually. DV2 re-
duces the total variance in DV1 and DV2, and most of the variance re-
duced is not related to the IV. Therefore, DV2 reduces the error variance 
in DV1 and DV3 (the variance that is not overlapping with the IV). 
 

IV
DV4

DV1

DV2

DV3

 
 

   Figure M.7. Hypothetical Relationships  
     among a Single IV and Four DVs 

 
In the univariate analysis of variance, F TESTs are used to assess the hy-
potheses of interest. In the multivariate case, no single test statistic can 
be constructed that is optimal in all situations. Several multivariate statis-
tics are available to test significance of main effects and interactions: 
WILKS’ LAMBDA, HOTELLING’S TRACE CRITERION, PILLAI’S CRITERION, 
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as well as ROY’S GCR CRITERION. Each of these four main indices has an 
associated F test for assessing whether group differences are significant-
ly different from chance. If an overall finding is statistically significant, 
it would suggest that somewhere in the analysis there is a significant dif-
ference. Probably the most common follow-up to a significant MANO-
VA is to conduct a separate ANOVA for each DV. Researchers would 
hope to find a significant F test for each DV, indicating that these varia-
bles each show significant differences across two or more groups. How-
ever, if the MANOVA is not significant, examining the individual DVs 
using ANOVAs would run the risk of increasing type I errors.  
Another follow-up, sometimes conducted in lieu of a set of ANOVAs, is 
to perform a separate ANCOVA for each DV, using the remaining DVs 
as covariates in each analysis. If these analyses revealed significant F 
tests, it would suggest that there were significant group differences on a 
DV after partialling out any overlapping variance among the remaining 
continuous DVs used in the MANOVA. Thus, we could examine group 
differences for the unique portion of each DV that is purged of any rela-
tionship with other DVs.  
Still another possible follow-up procedure after a significant F test with 
MANOVA, is to conduct a single DFA with the same variables that were 
used in the MANOVA except that the roles (independent or dependent) 
are reversed. Thus, a DFA would use each of the continuous (dependent) 
variables from a MANOVA as the continuous IVs. The categorical (in-
dependent) grouping variable from MANOVA would now become the 
categorical DV in DFA. The goal would be to assess how each of the 
continuous variables discriminated among the groups of the DFA out-
come variable. 
MANOVA is used in two general cases: when the IVs all measure as-
pects of the same general construct (and, thus, lend themselves to analy-
sis as a set), and when the researcher is concerned that performing sepa-
rate analyses on several DVs will increase the possibility of making a 
TYPE I ERROR. In either case, MANOVA creates a new composite DV—
a canonical variable—from the original DVs, then determines whether 
participants’ scores on this canonical variable differ across conditions.  
Mathematically speaking, there are no limits to the number of IVs or 
DVs that can be included in the analysis, and the IVs can be composed of 
two or more groups. When only one IV is included, the analysis is re-
ferred to as a one-way MANOVA, and when two or more IVs are includ-
ed, the analysis is referred to as a factorial MANOVA or n-way MANO-
VA (e.g., two-way, three-way, or higher MANOVA). In the special case 
of one IV with two levels, the analysis is often referred to as a HO-

TELLING’S T.   
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Regardless of the study design, the goal of the MANOVA is to determine 
if the IV groups differ in their means on at least one linear combination 
of the DVs. 
There is no nonparametric alternative to MANOVA 
see also PROFILE ANALYSIS 
 Salkind 2007; Cramer & Howitt 2004; Porte 2010; Bachman 2004; Perry 2011; Leary 
2011; Tabachnick & Fidell 2007; Harlow 2005; Everitt & Skrondal 2010; Upton & Cook 
2008 

 
multivariate ANCOVA 

another term for MULTIVARIATE ANALYSIS OF COVARIANCE 
 
multivariate ANOVA 

another term for MULTIVARIATE ANALYSIS OF VARIANCE  
 
multivariate F 

another term for WILKS’ LAMBDA 
 
multivariate normality 

the ASSUMPTION that each VARIABLE and all linear combinations of the 
variables in an analysis are normally distributed (see NORMALITY). As 
there are potentially a very large number of linear combinations, this as-
sumption is not easy to test. When the data are grouped as in MULTIVAR-

IATE ANALYSIS OF VARIANCE, the SAMPLING DISTRIBUTION of the 
MEANs of the DEPENDENT VARIABLEs in each of the CELLs has to be 
normally distributed as well as the variables’ linear combinations. With 
relatively large SAMPLE SIZEs, the CENTRAL LIMIT THEOREM states that 
the sampling distribution of means will be normally distributed. If there 
is multivariate normality, the sampling distribution of means will be 
normally distributed. When the data are ungrouped as in DISCRIMINANT 

FUNCTION ANALYSIS and STRUCTURAL EQUATION MODELING, if there is 
multivariate normality each variable will be normally distributed and the 
relationship of pairs of variables will be linear and homoscedastic (see 
HOMOSCEDASTICITY). 
 Cramer & Howitt 2004 

 
multi-way ANOVA  

another term for FACTORIAL ANOVA 
 
multi-way design 

another term for FACTORIAL DESIGN 
 



N 
 
n 

an abbreviation for number of cases (generally in a subsample) 
 
N 

an abbreviation for total number of cases 
 
naive realism  

also commonsense realism, descriptive realism, crude realism 
a viewpoint which asserts the ONTOLOGY that, under normal conditions, 
things are just as we perceive them to be and asserts the EPISTEMOLOGY 
that true knowledge can be identified through its correspondence with re-
ality. Arguably, it is the commonsense philosophy adopted tacitly in daily 
life. Naive realism is an unsuitable position for inquiry into things that 
are not directly perceptible, but in itself it is compatible with both quanti-
tative and qualitative methods and is drawn on within both positivist (see 
POSITIVISM) and postpositivist (see POSTPOSITIVISM) theories of science. 
see also REALISM, SCIENTIFIC REALISM, SUBTLE REALISM, ANALYTIC RE-

ALISM, CRITICAL REALISM 
 Given 2008 

 
narrative analysis 

a family of analytic methods for interpreting texts that have in common a 
storied form. As in all families, there is conflict and disagreement among 
those holding different perspectives. Analysis of data is only one compo-
nent of the broader field of NARRATIVE INQUIRY. Methods are case cen-
tered, and the cases that form the basis for analysis can be individuals, 
identity groups, communities, organizations, or even nations. Methods 
can be used to interpret different kinds of texts—oral, written, and visual.  
The term narrative is illusive, carrying many meanings and used in a va-
riety of ways by different scholars, often used synonymously with story. 
In the familiar everyday form, a speaker connects events to a sequence 
that is consequential for later action and for the meanings listeners are 
supposed to take away from the story. Events are perceived as important, 
selected, organized, connected, and evaluated as meaningful for a partic-
ular listener. The definition emphasizes the contextual nature of oral sto-
ries; they are told (indeed performed) with the active participation of an 
audience and are designed to accomplish particular aims. Oral stories are 
strategic, functional, and purposeful. Other forms of oral communication 
include chronicles, reports, arguments, and question and answer ex-
changes. 
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Among scholars working in the human sciences with personal (first-
person) accounts for research purposes, the narrative unit can differ, and 
its form is often linked to a discipline. In anthropology and social histo-
ry, narrative can refer to a life story that the researcher weaves from 
threads of INTERVIEWs, OBSERVATIONs, and documents. At the other end 
of the continuum lies the very restrictive definition of social linguistics. 
Here, narrative refers to a discrete unit of discourse, an extended answer 
by a research participant to a single question, topically centered and tem-
porally organized. Resting in the middle on a continuum of working def-
initions is research in psychology and sociology. Here, personal narrative 
encompasses long sections of talk—extended accounts of lives in context 
that develop over the course of single or multiple interviews or therapeu-
tic conversations. The diversity of working definitions underscores the 
absence of a single meaning or unit of analysis. The term is employed in 
our field to refer to texts at several levels that overlap: stories told by re-
search participants (stories, which are themselves interpretive), the inter-
pretive account an investigator develops based on interviews and field-
work observation (i.e., a story about stories), and even the interpretive 
narrative a reader constructs after engaging with the participant’s and in-
vestigator’s narratives. 
 Given 2008 

 
narrative inquiry 

also narrative research 
a QUALITATIVE RESEARCH approach for narratively inquiring into people 
and thus allowing for the intimate study of individuals’ experiences over 
time and in context. Beginning with a narrative view of experience, re-
searchers attend to place, temporality, and sociality, from within a meth-
odological three-dimensional narrative inquiry space that allows for in-
quiry into both researchers’ and participants’ storied life experiences. 
Within this space, each story told and lived is situated and understood 
within larger cultural, social, and institutional narratives. Narrative in-
quiry is marked by its emphasis on relational engagement between re-
searcher and research participants.  
Narrative inquiry involves working with people’s consciously told sto-
ries, recognizing that these rest on deeper stories of which people are of-
ten unaware. Participants construct stories that support their interpreta-
tion of themselves, excluding experiences and events that undermine the 
identities they currently claim. Whether or not they believe the stories 
they tell is relatively unimportant because the inquiry goes beyond the 
specific stories to explore the assumptions inherent in the shaping of 
those stories. No matter how fictionalized, all stories rest on and illus-
trate the story structures a person holds. As such, they provide a window 
into people’s beliefs and experiences. Narratives allow researchers to 
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present experience holistically in all its complexity and richness. They 
are therefore powerful constructions, which can function as instruments 
of social control as well as valuable teaching tools. 
In its fullest sense, narrative inquiry requires going beyond the use of 
narrative as rhetorical structure, that is, simply telling stories, to an ana-
lytic examination of the underlying insights and assumptions that the sto-
ry illustrates. Narrative inquiry is therefore rarely found in the form of a 
narrative. Hallmarks of the analysis are the recognition that people make 
sense of their lives according to the narratives available to them, that sto-
ries are constantly being restructured in the light of new events, and that 
stories do not exist in a vacuum but are shaped by lifelong personal and 
community narratives. 
Narrative inquiry, across various disciplines and multiple professional 
fields, aims at understanding and making meaning of experience through 
conversations, dialogue, and participation in the ongoing lives of re-
search participants. Each discipline and field of study brings slightly dif-
ferent ways of understanding and different contexts to the narrative study 
of experience that deepen the methodology of narrative inquiry. In the 
field of applied linguistics, researchers have made use of a variety of 
genres, including CASE STUDY, LIFE HISTORY RESEARCH, DIARY STUDY, 
BIOGRAPHICAL STUDY, autobiography, biography, and memoir.  
Any research method, of course, has its limitations, and narrative is not 
suitable for all inquiries. The time commitment required makes it unsuit-
able for work with a large number of participants. It also requires close 
collaboration with participants and a recognition that the constructed nar-
rative and subsequent analysis illuminates the researcher as much as the 
participant. Ethical issues are some of the most serious ones to be ad-
dressed. Exchanging stories is often understood within a larger story of 
friendship, so researchers may find disengagement difficult at the end of 
the research project. More seriously, when researchers take people’s sto-
ries and place them into a larger narrative, they are imposing meaning on 
participants’ lived experience. Although good practice demands that re-
searchers share their ongoing narrative constructions, participants can 
never be quite free of the researcher’s interpretation of their lives. The 
effects of this imposed restoring can be powerful. 
see also META-NARRATIVE 
 Given 2008; Bell 2002 

 
narrative interview 

an interview that is organized to facilitate the development of a text that 
can be interpreted through NARRATIVE ANALYSIS. Narrative analysis is 
guided by a theory of narrative, and these theories of narrative vary in 
the influence of the reader, the text, and the intent of the author on inter-
pretation. For this reason, the content and structure of a narrative inter-
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view will depend both on the theory of narrative being used in the analy-
sis and on the research question. That being said, there are some com-
monalities among all narratives that will facilitate interviews for use in 
narrative analysis. Informants often relate experiences in narrative for-
mat; that is, they select and order events in ways that both reflect their 
own meanings and convey those meanings to others. The content and 
structure of the narrative contains implied meanings that are as important 
to understanding the narrative as the overt meanings. Narrative inter-
views provide informants with many opportunities to select and order 
events themselves rather than to put events into a preordained structure. 
For this reason, narrative interviews are often organized temporally, in 
the manner of a life story or as in LIFE HISTORY RESEARCH. Questions 
such as, ‘When did you first notice?’, or ‘How did you begin?’ allow re-
spondents to set the perimeters of the temporal context they find rele-
vant. Decisions about relevant and irrelevant content are made during the 
course of the interview, both by the informant and in collaboration with 
the researcher, but no information is a priori ruled out, for any event or 
interpretation can contribute to the meaning of a story.  
Narrative interviews can use semi-structured or unstructured formats de-
pending upon the research question and the goal of the analysis. Ques-
tions should be sufficiently open-ended to encourage participants to ex-
plain themselves fully, but it is not necessary that every question elicit a 
story. Often narratives are constructed by the researcher from component 
parts offered by the informant across the interview or interviews. Ques-
tions that are closed (i.e., require a yes or no answer) or that offer a set of 
fixed choices (e.g., always, sometimes, never) do not facilitate the devel-
opment of narratives. However, questions that begin, for example, ‘Tell 
me a story about…’ may intimidate informants who do not normally 
think in those terms. Narrative interviews, thus, require artful design, 
with questions carefully ordered to build on previous questions. Narra-
tive interviews are also facilitated by the use of neutral PROBES that elicit 
information about actions and explanations. Questions such as, ‘How did 
it happen that…?’, or ‘What did you do then?’ elicit the thinking that un-
derlies the connection of the events or experiences selected for the in-
formants’ story. Revealing those connections is the primary goal of the 
narrative interview. 
see also ETHNOGRAPHIC INTERVIEW, NON-DIRECTIVE INTERVIEW, UN-

STRUCTURED INTERVIEW, SEMI-STRUCTURED INTERVIEW, STRUCTURED 

INTERVIEW, INFORMAL INTERVIEW, TELEPHONE INTERVIEW, FOCUS 

GROUP, INTERACTIVE INTERVIEW, CLOSED-FORM ITEM, OPEN-FORM ITEM 
 Given 2008 

 
narrative research 

another term for NARRATIVE INQUIRY  
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narrative text 
a form of discourse that has been fixed by writing. Some postmodern 
scholars have defined text to include anything that can be interpreted, 
from a photograph to a film score. Scholars of rhetoric divide texts into 
different types depending on the author’s intent. Narratives are character-
ized by temporal organization: beginning to middle to end. Events un-
folding over time constitute the plot. Other central features of narratives 
include characters, a setting for the plot, and a theme or message that is 
conveyed both by the words of the story and by the selection and order-
ing of events that are included within it. Narratives, as compared to ex-
pository texts, use voice to convey a particular point of view—all narra-
tives take a point of view, although the point of view may be that of an 
omniscient observer. Point of view is used to support the narratives 
theme by supporting the credibility or worthiness of the narrator. The 
purpose of a narrative text is to tell a story, usually the story of a resolu-
tion to a problem.  
In contrast, the purpose of expository texts is to explain, inform, or teach. 
The voice of expository texts is therefore neutral and objective. Recipes 
and textbooks are examples of expository texts. Research reports are of-
ten structured as expository texts, using language that minimizes the au-
thor’s voice and obscures the role of selection and exclusion of events or 
information in the development of a theme or message. Many QUALITA-

TIVE RESEARCHers have decried this approach and developed alternative 
forms of research representation, some of which include narrative ele-
ments such as the story of the research or the researcher.  
Both narrative and expository texts can be used as qualitative data. For 
example, interviewers may request expositions from informants, perhaps 
as journal entries or logs, or may elicit expositions in interviews and then 
fix those expositions as texts via transcription. Interviewers may also 
elicit narratives from informants, either in writing or as discourse. The 
boundary between expository and narrative texts is itself controversial. 
Some scholars contend that all texts are narrative because of the mean-
ings they convey and because of the deliberate selection or omission of 
events or information. This liminality is nowhere more apparent than in 
qualitative research reports in which the exposition of findings, the voice 
of the author, the context of the study, and the narratives of informants 
come together. 
 Given 2008 

 
naturalism  

an orientation which is concerned with the study of social life in real, 
naturally occurring settings; the experiencing, observing, describing, un-
derstanding and analyzing of the features of social life in concrete situa-
tions as they occur independently of scientific manipulation. It is the fo-
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cus on natural situations that leads to the sobriquet naturalism, and it is 
signified by attention to what human beings feel, perceive, think, and do 
in natural situations that are not experimentally contrived or controlled. 
These naturally occurring situations are also sometimes called face-to-
face situations, mundane interaction, micro-interaction or everyday life. 
Stress is laid on experiencing and observing what is happening naturally 
rather than hypothesizing about it beforehand, mostly by achieving first-
hand contact with it, although researchers minimize their effect on the 
setting as much as possible. Stress is also laid on the analysis of people’s 
meanings from their own standpoint, the feelings, perceptions, emotions, 
thoughts, moods, ideas, beliefs, and interpretative processes of members 
of society as they themselves understand and articulate them. Naturalism 
presents this as being true to the natural phenomena and from this is it 
easy to see why naturalism as a methodological position is partnered in 
research practice by a commitment to ETHNOGRAPHY and other QUALI-

TATIVE RESEARCH methods. 
There are ontological (see ONTOLOGY) and epistemological (see EPISTE-

MOLOGY) assumptions within this stance, which further highlight its con-
trast with POSITIVISM as a methodological position. Central to naturalism 
is the argument that human beings and social behavior are different from 
the behavior of physical and inanimate objects. People are meaning-
endowing, in that they have the capacity to interpret and construct their 
social world and setting rather than respond in a simplistic and automatic 
way to any particular stimuli. Moreover, people are discursive, in that 
they have the capacity for language and the linguistic formulation of 
their ideas, and possess sufficient knowledge about discourse in order to 
articulate their meanings. Society, thus, is seen as either wholly or par-
tially constructed and reconstructed on the basis of these interpretative 
processes, and people are seen as having the ability to tell others what 
they mean by some behavior, idea, or remark and to offer their own ex-
planation of it or motive for it. Society is not presented as a fixed and 
unchanging entity, out there somewhere and external to the person, but is 
a shifting, changing entity that is constructed or reconstructed by people 
themselves. People live in material and bounded structures and locations, 
and these contexts shape their interpretative processes, so that we are not 
free to define the social world as if we existed as islands each one inhab-
ited by ourselves alone. All social life is partially interdependent on the 
concrete situations and structures in which it exists, so society is not a 
complete invention (or reinvention) every time. But knowledge of the 
social world, in this methodological position, is inadequate if we do not 
also document, observe, describe, and analyze the meanings of the peo-
ple who live in it. The theory of knowledge within naturalism thus sees it 
as essential for understanding the freely constructed character of human 
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actions and institutions in the natural settings and contexts that influence 
and shape people’s meanings. Thus, knowledge must be inductive not 
deductive (see DEDUCTIVE REASONING, INDUCTIVE REASONING). Natu-
ralism is thus also closely associated with grounded theory as an analyti-
cal approach in the social sciences. 
The three essential tenets of naturalism are therefore clear. The social 
world is not reducible to that which can be externally observed, but is 
something created or recreated, perceived and interpreted by people 
themselves. Knowledge of the social world must give access to actors’ 
own accounts of it, among other things, at least as a starting point, and 
sometimes as the sole point. People live in a bounded social context, and 
are best studied in, and their meanings are best revealed in, the natural 
settings of the real world in which they live.  
What is relevant here is the impact of these theoretical ideas on research 
practice. Four imperatives or requirements for social research follow 
from this methodological position. Social researchers in the humanistic 
model of social research need to meet one or more of these:  
 
1) to ask people for their views, meanings and constructions;  
2) to ask people in such a way that they can tell them in their own 

words;  
3) to ask them in depth because these meanings are often complex, tak-

en-for-granted and problematic; and  
4) to address the social context which gives meaning and substance to 

their views and constructions.  
 
These research imperatives go toward defining the attitude and approach 
of naturalist social researchers, predisposing them to focus on topics that 
can be approached through the exploration of people's meaning and giv-
ing them a preference for data collection techniques that can access these 
meanings. 
 Miller & Brewer 2003 

 
naturalistic inquiry 

an approach to QUALITATIVE RESEARCH which is based on the underly-
ing assumptions that knowledge about reality is mind dependent not val-
ue free, that hypotheses are always working hypotheses, and that reality 
is not a single construct but multiple constructs. Naturalistic inquiry en-
deavors on how people behave in natural settings while engaging in life 
experiences. It is based on the notion that context is essential for under-
standing human behavior, and acquiring knowledge of human experience 
outside of its natural context is not possible. This type of inquiry stems 
from the naturalistic paradigm (see NATURALISM) that situates itself op-
posite the positivist paradigm (see POSITIVISM).  
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The goal of naturalistic inquiry is to describe and understand human be-
havior as it occurs in its natural contexts. The naturalistic paradigm that 
influences inquiry makes several claims about how researchers make 
sense of human interactions. Naturalistic researchers understand reality 
as multiple and socially constructed and therefore subjective. Context in-
teracts with human experience to create and shape human reality. Sepa-
rating knowledge from its natural context is impossible. In order to un-
derstand human phenomena, researchers must enter the environments of 
the people or phenomena they seek to understand. Working in the scene 
or field links the researcher with the researched; they are inseparable and 
influence researchers’ understanding of what they observe and how those 
observations are interpreted. Value-free inquiry is not possible because 
the researchers cannot separate their experiences from what they observe 
in the field. No researcher is neutral. These tenets of naturalistic inquiry 
influence how research is conducted and dictate the types of claims a re-
searcher may make about human phenomena. 
Several qualitative methodologies fall under the naturalistic umbrella. 
These methodologies rely primarily on some form of PARTICIPANT OB-

SERVATION, making the human researcher the instrument of data collec-
tion. Researchers need to purposively select the participants and scene 
necessary to respond to their interest in a topic or issue. Once in the field, 
researchers take fieldnotes documenting their observations. In addition to 
collecting data in the field, researchers may also conduct IN-DEPTH IN-

TERVIEWs with informants to substantiate or supplement observations. 
Research is collected until theoretical SATURATION is reached. 
Although situated in observations, study designs in naturalistic inquiry 
are emergent because human phenomena are unpredictable. In addition, 
this approach allows researchers the flexibility necessary to make ad-
justments to the focus of observations. Analysis of data uses GROUNDED 

THEORY, allowing researchers to situate findings and interpretation of 
those findings in the data. Findings are reported in a format that is con-
ducive for describing human behavior in rich terms. Interpretations of 
findings should represent the experience of participants. Therefore, re-
ports of a study’s findings should resonate with participants. Resonance 
should not, however, compromise ethics in a naturalistic study. The spirit 
of naturalistic inquiry requires researchers to pay special attention to 
their human subjects to gain understanding of human interactions and 
behavior while maintaining ethical mandates like confidentiality and pri-
vacy. 
The main kinds of naturalistic inquiry are: CASE STUDY, COMPARATIVE 

RESEARCH, RETROSPECTIVE INTERVIEW, LONGITUDINAL STUDY, ETH-

NOGRAPHY, GROUNDED THEORY, PHENOMENOLOGY, and BIOGRAPHICAL 

STUDY. The main methods for data collection in naturalistic inquiry are 
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participant observation, INTERVIEW and conversations, DOCUMENTs and 
FIELDNOTES, accounts, and notes and memos. 
 Given 2008; Ridenour & Newman 2008; Gray 2009; Cohen et al. 2011 

 
naturalistic observation 

an OBSERVATION which involves observing organisms in their natural 
settings, the researcher does not attempt to manipulate that setting in any 
way, and no constraints (e.g., predetermined categories) are placed on 
the outcome of the investigation. Naturalistic observation seeks to pro-
vide authentic, rich descriptions of the behavior of interest as it naturally 
exists and unfolds in its real context. It emphasizes understanding and 
describing social activities from the point of view of the participants 
themselves. For example, a researcher who wants to examine the sociali-
zation skills of children may observe them while they are at a school 
playground, and then record all instances of effective or ineffective so-
cial behavior.  
Data collection typically involves unstructured observation and informal 
interviewing, with note taking, audiorecording, and occasionally video-
recording use to record data. Particular attention is paid to what partici-
pants say as a way to understand the meanings they attach to events and 
activities. Naturalistic observation is also characterized by emergent re-
search design, PURPOSEFUL SAMPLING, and inductive data analysis. Be-
lieving that data must come from real life, researchers work to get as 
close to their data as possible. At the same time, investigators strive to be 
as unobtrusive as possible so as not to disrupt the natural setting being 
studied.  
The primary advantage of the naturalistic observation approach is that it 
takes place in a natural setting, where the participants do not realize that 
they are being observed. Consequently, the behaviors that it measures 
and describes are likely to reflect the participants’ true behaviors. The 
first and most fundamental principle is that of noninterference. Re-
searchers who engage in naturalistic observation must not disrupt the 
natural course of events that they are observing. By adhering to this prin-
ciple, researchers can observe events the way they truly happen. Second, 
naturalistic observation involves the observation and detection of invari-
ants, or behavior patterns or other phenomena that exist in the real world. 
For example, individuals may be found to engage in similar ways, on 
certain times or days, in certain contexts, or when in the company of cer-
tain people or groups. Third, the naturalistic observation approach is par-
ticularly useful for exploratory purposes, when we know little or nothing 
about a certain subject. In this vein, naturalistic observation can provide 
a useful but global description of the participant and a series of events as 
opposed to isolated ones. Finally, the naturalistic observation method is 
basically descriptive. Although it can provide a somewhat detailed de-
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scription of a phenomenon, it cannot tell us why the phenomenon oc-
curred. Determining causation is left to experimental designs.  
The major weakness of naturalistic observation is its potential for gener-
ating reactivity or OBSERVER EFFECT. This weakness may be addressed 
through the use of multiple observers and tests of INTERCODER RELIABIL-

ITY, although this strategy could result in even more reactivity in some 
settings, such as those involving only a few participants in a relatively 
small space. Member checking, while intrusive, is also helpful. Some re-
searchers employ covert observation to reduce reactivity, although this 
approach is not always seen as acceptable in that it violates the principle 
of informed consent. Closely related to the problem of observer effect is 
the problem of OBSERVER BIAS, the idea that data will be limited by the 
characteristics of the individual collecting those data. Naturalistic obser-
vation typically yields large amounts of textual data that require a lot of 
time to manage and analyze. Finally, naturalistic observation is not effec-
tive for studying infrequently occurring or unpredictable behaviors, as 
this would require inordinate amounts of time in the field. 
 Marczyk, DeMatteo & Festinger 2005; Given 2008; Cohen et al. 2011 

 
naturally occurring group design 

another term for QUASI-EXPERIMENTAL DESIGN 
 
negative case sampling 

see PURPOSIVE SAMPLING 
 
negative correlation 

see CORRELATION COEFFICIENT 
 
negatively skewed distribution 

see SKEWED DISTRIBUTION  
 
negative suppression 

see SUPPRESSOR VARIABLE 
 
NEGD 

an abbreviation for NONEQUIVALENT-GROUPS DESIGN 
 
negligent bias 

see BIAS 
 
nested variable 

another term for within-subjects factor  
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nested design 
also hierarchical design 
a design in which LEVELs of one or more FACTORs are nested within one 
or more other factors. More specifically, given two factors A and B, the 
levels of B are said to be nested within the levels of A if each level of B 
appears with only a single level of A in the observations. That is, the lev-
els of one factor do not occur at all levels of another factor. The 
FACTORIAL DESIGNs include all possible combinations of the levels of 
the independent variables (IVs). These designs are known as crossed or 
completely crossed factorial designs and allow researchers to examine 
the INTERACTION among the IVs or factors. Occasionally, however, 
researchers are unable or do not wish to employ a full factorial design. 
One instance of a design that is not a full factorial is the nested or 
hierarchical design. In BETWEEN-SUBJECTS DESIGNs, subjects are said to 
be nested within levels of the IV. That is, each subject is confined to only 
one level of each IV or combination of IVs. Nesting also occurs with IVs 
when levels of one IV are confined to only one level of another IV, 
rather than factorially crossing over the levels of the other IV. 
 

                             Teaching techniques
T 1 T2 T 3

Classroom 1 Classroom 2 Classroom 3
Classroom 4 Classroom 5 Classroom 6
Classroom 7 Classroom 8 Classroom 9

 
 

Table N.1. An Example of Nested Design 
 
Nested designs are commonly found where subjects form small groups 
or blocks (e.g., classrooms) and the particular treatment is given to all 
members of the block. In such a case, the classroom is said to be nested 
in the particular treatment being studied. Take the example where the IV 
is various levels of teaching methods. Children within the same 
classroom cannot be randomly assigned to different methods but whole 
classrooms can be so assigned. The design is ONE-WAY BETWEEN-
SUBJECTs where teaching methods is the IV and classrooms serve as 
subjects. For each classroom, the mean score for all children on the test 
is obtained, and the means serve as DEPENDENT VARIABLEs in ONE-WAY 

ANOVA. If the effect of classroom is also assessed, the design is nested or 
hierarchical, as shown in Table N.1. Classrooms are randomly assigned 
to and nested in teaching methods, and children are nested in classrooms. 
The ERROR TERM for the test of classroom is subjects within classrooms 
and teaching method, and the error term for the test of teaching method 
is classrooms within teaching technique. Nested models also are 
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analyzed through multilevel modeling. It is a somewhat complicated but 
increasingly popular strategy for analyzing data in these situations. 
Two important considerations concerning nested designs should be kept 
in mind: First, in a nested design it is not possible to investigate the A × 
B interaction effect because not all of the levels of factor B occur under 
all of the levels of factor A. Second, nested factors are typically random 
factors and therefore require a different error term in computing the F 

RATIO than fixed factors. 
 Tabachnick & Fidell 2007; Gamst et al. 2008 

 
net suppression 

another term for NEGATIVE SUPPRESSION 
 
network sampling 

another term for SNOWBALL SAMPLING  
 
Newman-Keuls test 

also NK test, Student-Newman-Keuls test, SNK test 
a POST HOC TEST which is used to determine whether three or more 
MEANs differ significantly in an ANALYSIS OF VARIANCE (ANOVA). 
Newman-Keuls (NK) test may be used regardless of whether the ANO-
VA is significant. It is based on the STUDENTIZED RANGE TEST. It as-
sumes EQUAL VARIANCE and is approximate for unequal group sizes. 
The NK is quite similar to TUKEY’S TEST with several notable excep-
tions. The NK procedure is a contrast-based method. The NK procedure 
is more liberal than the Tukey’s test as it has a higher family-wise error 
rate, a lower TYPE II ERROR rate, and therefore more power. The NK and 
Tukey’s test are post hoc procedures used for testing pairwise contrasts 
(a comparison involving only two means) with equal observations per 
group. The NK is a stepwise or sequential test which is similar to dun-
can’s new multiple range test (also called Duncan’s test, MRT)—a 
modified form of the Newman-Keuls test—in that the means are first or-
dered in size. However, it differs in the SIGNIFICANCE LEVEL used. For 
the NK test the significance level is the same no matter how many com-
parisons there are. Consequently, differences are less likely to be signifi-
cant for this test. Duncan’s test is more liberal than the NK in terms of 
the Type I error rate, but has a lower Type II error rate and thus is more 
powerful. 
 Cramer & Howitt 2004; Page et al. 2003; Lomax 2007 

 
NH 

an abbreviation for NULL HYPOTHESIS  
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noise 
see MEASUREMENT ERROR  

 
nominal data 

see NOMINAL SCALE 
 
nominal definition 

another term for CONCEPTUAL DEFINITION 
 
nominal group technique  

a small group discussion that is structured to maximize each group mem-
ber’s participation. Each group member is first asked to silently write 
down their thoughts about a question or topic and then group members 
go around one by one sharing their thoughts. This structure helps avoid 
the dominance of any group member and minimizes conflict among 
members, which are some of the drawbacks of more traditional small 
group discussions (e.g., FOCUS GROUPs). This technique is very useful in 
gathering data from individuals and putting them into some order which 
is shared by the group, e.g., of priority, of similarity and difference, of 
generality and specificity. It also enables individual disagreements to be 
registered and to be built into the group responses and identification of 
significant issues to emerge. Further, it gives equal status to all respond-
ents in the situation, for example, the voice of the new entrant to the 
teaching profession is given equal consideration to the voice of the 
headteacher of several years’ experience. The attraction of this process is 
that it balances writing with discussion, a divergent phase with a conver-
gent phase, space for individual comments and contributions to group in-
teraction. It is a useful device for developing collegiality. All participants 
have a voice and are heard.  
see also DELPHI TECHNIQUE  
 Cohen et al. 2011; Kalof et al. 2008 

 
nominal level of measurement 

another term for NOMINAL SCALE 
 
nominal scale 

also nominal level of measurement 
a type of MEASUREMENT SCALE which measure VARIABLEs that are cat-
egorical. In other words, nominal scales are appropriate when data are 
categorized into groups. These groupings might be natural or artificial. 
Naturally occurring nominal scales in language research would include 
gender (female/male), native language (Persian/German, etc.), academic 
status (under-graduate/graduate), and so forth. Artificial nominal scales 
might include groupings like assignment by a researcher to an EXPERI-
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MENTAL or CONTROL GROUP, groups of elementary-, intermediate-, or 
advanced-level students, and so forth. Data obtained by using nominal 
scales of measurement are called nominal data. 
Nominal scales are the least sophisticated type of measurement and are 
used only to qualitatively classify or categorize. They have no absolute 
zero point and cannot be ordered in a quantitative sequence, and there is 
no equal unit of measurement between categories. In other words, the 
numbers assigned to the variables are arbitrary and they have no mathe-
matical meaning beyond describing the characteristic or attribute under 
consideration—they do not imply amounts of an attribute or characteris-
tic. This makes it impossible to conduct standard mathematical opera-
tions such as addition, subtraction, division, and multiplication. Nominal 
scales provide information only about the distinctiveness of individuals 
on the attribute, and it is this property of numbers that enables us to dif-
ferentiate among values for a given attribute. A numerical example of a 
nominal scale is the set of numbers assigned to football players. Fre-
quently, these numbers have no meaning other than that they are conven-
ient labels to distinguish the players from one another. To put it another 
way, nominal data answer the question: ‘Are they different?’ 
see also ORDINAL SCALE, INTERVAL SCALE, RATIO SCALE, CATEGORICAL 

VARIABLE, CONTINUOUS VARIABLE 
 Marczyk et al. 2005; Urdan 2010; Bachman 2004; Bachman 1990; Howell 2010 

 
nominal variable 

another name for CATEGORICAL VARIABLE 
 
nondirectional hypothesis 

also two-tailed hypothesis, two-way hypothesis, bi-directional hypoth-
esis, two-sided hypothesis 
an ALTERNATIVE HYPOTHESIS that does not indicate the direction of the 
possible differences from the value specified by the NULL HYPOTHESIS. 
In other words, a nondirectional hypothesis, unlike a DIRECTIONAL HY-

POTHESIS, is chosen when if there is no reason to hypothesize that an ex-
isting relationship will be in one direction or the other, positive or nega-
tive. A nondirectional hypothesis is tested with a TWO-TAILED TEST and 
is stated in words that ‘A differs from B’. In Fact, the researcher may 
take the more conservative path of formulating a nondirectional hypothe-
sis which leaves open the possibility of the relationship being in either 
direction. It would be formulated like this: 

 
‘There is a difference in levels of educational attainment between 
male and female students.’ 
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What is not included in this hypothesis is any sense of whether it is be-
lieved that female attainment is likely to be higher than male attainment 
or vice versa; only that they will be different. In this sense there is no in-
dication as to what the direction of the difference is. This nondirectional 
hypothesis essentially says the same thing as the following two direc-
tional hypotheses, but much more efficiently: 

 
‘There is a positive relationship between the two variables.’ 
‘There is a negative relationship between the two variables.’ 

 
Thus, if a SAMPLE MEAN is observed that is either sufficiently greater or 
sufficiently less than the hypothesized value, the null hypothesis would 
be rejected. The direction of the difference is not important. However, if 
only one alternative to the null hypothesis is of interest, a directional hy-
pothesis is used. 
 Brown 1988; Clark-Carter 2010; Sahai & Khurshid 2001 

 
nondirectional test 

another term for TWO-TAILED TEST 
 
non-directive interview 

a research technique which derives from the therapeutic or psychiatric 
interview. The principal features of it are the minimal direction or con-
trol exhibited by the interviewer and the freedom the respondent has to 
express his/her subjective feelings as fully and as spontaneously as s/he 
chooses or is able. The respondent is encouraged to talk about the subject 
under investigation (usually himself) and to be free to guide the inter-
view. There are no set questions, and usually no predetermined frame-
work for recorded answers. The interviewer should prompt and probe, 
pressing for clarity and elucidation, rephrasing and summarizing where 
necessary and checking for confirmation of this, particularly if the issues 
are complex or vague. 
It is an approach especially to be recommended when complex attitudes 
are involved and when one’s knowledge of them is still in a vague and 
unstructured form.  
see also ETHNOGRAPHIC INTERVIEW, UNSTRUCTURED INTERVIEW, SEMI-
STRUCTURED INTERVIEW, STRUCTURED INTERVIEW, INTERVIEW GUIDE, 
INFORMAL INTERVIEW, TELEPHONE INTERVIEW, FOCUS GROUP 
 Cohen et al. 2011; Corbetta 2003 

 
nondirective question  

another term for OPEN-FORM ITEM  
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nonequivalent comparison-group design 
another term for NONEQUIVALENT CONTROL GROUP DESIGN 

 
nonequivalent control group design 

also nonequivalent comparison-group design, nonequivalent-groups 
design (NEGD), non-randomized control group design, nonequivalent 
groups pretest-posttest design, non-randomized control group pretest-
posttest design 
the most commonly used QUASI-EXPERIMENTAL DESIGN which is struc-
turally quite similar to the TRUE EXPERIMENTAL DESIGN, but it does not 
employ RANDOM ASSIGNMENT. In nonequivalent control group design, 
the DEPENDENT VARIABLE (DV) is measured both before and after the 
TREATMENT, as shown below (where NR = nonrandom assignment, O = 
pretest and posttest, and X = treatment): 

 
Experimental Group (NR ) O X O
Control Group (NR ) O O  

 
In this design, you most often use INTACT GROUPs that you think are sim-
ilar as the EXPERIMENTAL and CONTROL GROUPs; you might pick two 
comparable classrooms or schools; you try to select groups that are as 
similar as possible, so you can fairly compare the treated one with the 
comparison one; but you can never be sure the groups are comparable. 
Put another way, it is unlikely that the two groups would be as similar as 
they would if you assigned them through a random lottery.  
Perhaps the class designated the experimental group would have done 
better on the posttest without the experimental treatment. Thus, there is 
an initial SELECTION BIAS that can seriously threaten the INTERNAL VA-

LIDITY of this design. Any prior differences between the groups may af-
fect the outcome of the study. Under the worst circumstances, this can 
lead you to conclude that your study did not make a difference when in 
fact it did, or that it did make a difference when in fact it did not. The 
pretest, the design’s most important feature, provides a way to deal with 
this threat. The pretest enables you to check on the equivalence of the 
groups on the DV before the experiment begins. In other words, the use 
of a pretest allows you to measure between-group differences before ex-
posure to the intervention. This could substantially reduce the threat of 

selection bias by revealing whether the groups differed on the DV prior 
to the treatment. If there are no significant differences on the pretest, you 
can discount selection bias as a serious threat to internal validity and 
proceed with the study. If there are some differences, you can use AN-

COVA to statistically adjust the posttest scores for the pretest differences. 
Because both experimental and control groups take the same pretest and 
posttest, and the study occupies the same period of time, other threats to 
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internal validity, such as MATURATION, INSTRUMENTATION, HISTORY, 
and STATISTICAL REGRESSION should not be serious threats to internal 
validity. There are some possible internal validity threats, however, that 
this design does not control, namely threats resulting from an interaction 
of selection and some of the other common threats (e.g., interaction of 
selection and maturation, interaction of selection and statistical regres-
sion, and interaction of selection and instrumentation. 
In summary, nonequivalent control group design is a good choice when 
random assignment of subjects to groups is not possible. The more simi-
lar the experimental and the control groups are at the beginning of the 
experiment, and the more this similarity is confirmed by similar group 
means on the pretest, the more credible the results of the nonequivalent 
control group design become. If the pretest scores are similar and selec-
tion-maturation and selection-regression interactions can be shown to be 
unlikely explanations of posttest differences, the results of this quasi-
experimental design are quite credible. 
see also TIME-SERIES DESIGN, EQUIVALENT MATERIAL DESIGN, COUN-

TERBALANCED DESIGN, RECURRENT INSTITUTIONAL CYCLE DESIGN, 
SEPARATE-SAMPLE PRETEST-POSTTEST CONTROL GROUP DESIGN, SEPA-

RATE-SAMPLE PRETEST-POSTTEST DESIGN 
 Marczyk et al. 2005; Ary et al. 2010 

 
nonequivalent-groups design 

another term for NONEQUIVALENT CONTROL GROUP DESIGN 
 
nonequivalent groups pretest-posttest design 

another term for NONEQUIVALENT CONTROL GROUP DESIGN 
 
nonexperimental research 

a type of QUANTITATIVE RESEARCH in which the researcher identifies 
VARIABLEs and may look for relationships among them but does not ma-
nipulate the variables. Major forms of nonexperimental research are rela-
tionship studies including EX POST FACTO RESEARCH, CORRELATIONAL 

RESEARCH, and SURVEY RESEARCH. 
 Ary et al. 2010 

 
non-hierarchical clustering 

see CLUSTER ANALYSIS 
 
non-metric approach 

see MULTIDIMENSIONAL SCALING 
 
non-metric data 

another term for CATEGORICAL DATA  
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non-metric variable 
another term for CATEGORICAL VARIABLE 

 
nonorthogonal design 

another term for UNBALANCED DESIGN 
 
nonpairwise comparison 

also composite comparison, complex comparison 
a comparison which involves more than two MEANs. A nonpairwise 
comparison involves three or more groups, with these comparison groups 
divided into two subsets. The mean score for the data in each subset is 
then computed and compared. For example, suppose there are four com-
parison groups in a study: A, B, C, and D. The researcher might be inter-
ested in comparing the average of groups A and B against the average of 
groups C and D. This would be a nonpairwise comparison, as would a 
comparison between the first group and the average of the final two 
groups (with the second group omitted from the comparison). In contrast, 
a statistical comparison between two means is referred to as a pairwise 
comparison (also called simple comparison). The term pairwise simply 
means that groups are being compared two at a time. For example, pair-
wise comparisons among three groups labeled A, B, and C would in-
volve comparisons of A versus B, A versus C, and B versus C. With four 
groups in the study, a total of six pairwise comparisons would be possi-
ble.  
see also POST HOC TEST 
 Huck 2012; Larson-Hall 2010 

 
nonparametric procedure(s) 

another term for NONPARAMETRIC TEST(s) 
 
nonparametric test(s) 

also nonparametric statistic(s), distribution-free test(s), ranking 
test(s), nonparametric procedure(s) 
any of a large number of inferential techniques in statistics which do not 
involve assessing the characteristics of the POPULATION from character-
istics of the SAMPLE. Nonparametric tests work with frequencies and 
rank-ordered scales, or may involve re-randomization and other proce-
dures. Nonparametric tests are also well suited to small SAMPLE SIZEs, 
and rank tests are particularly helpful when OUTLIERs are present in a da-
ta set since ranks of raw scores are not affected by extreme values. Non-
parametric tests are also called distribution-free statistics because they 
do not require that the data be normally distributed. They do not assume 
a regular BELL-SHAPED CURVE of distribution in the wider population; 
indeed the wider population is perhaps irrelevant as these tests are de-
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signed for a given specific population, for example, a class in school. 
Because they make no ASSUMPTIONs about the wider population, the re-
searcher must work with nonparametric statistics appropriate to nominal 
and ordinal LEVELs OF MEASUREMENT. In other words, they are general-
ly used with NOMINAL and ORDINAL DATA or when the assumptions nec-
essary for PARAMETRIC TESTS cannot be met.  
The argument for using nonparametric tests is largely in terms of the in-
applicability of parametric statistics to much data. Parametric statistics 
assume a NORMAL DISTRIBUTION. Data that do not meet this criterion 
may not be effectively analyzed by some statistics. For example, the dis-
tribution may be markedly asymmetrical (skewed) which violates the as-
sumptions made when developing the parametric tests. The parametric 
tests may then be inappropriate. The other traditional argument for using 
nonparametric tests is that they use ordinal (rankable) data and do not re-
quire interval or ratio levels of measurement. This is an area of debate as 
some statisticians argue that it is the properties of the numbers which are 
important and not some abstract scale of measurement which is deemed 
to underlie the numbers. The general impression is that modern research-
ers err towards using parametric analyses as often as possible, resorting 
to nonparametric tests only when the distribution of scores is exception-
ally skewed. This allows them to use some of the most powerful statisti-
cal techniques. Once nonparametric tests had ease of calculation on their 
side. This no longer applies with the ready availability of statistical com-
puter packages.  
The nonparametric methods include the BINOMIAL TEST, RUNS TEST, 
KOLMOGOROV-SMIRNOV TWO-SAMPLE TEST, KOLMOGOROV-SMIRNOV 

TEST FOR ONE SAMPLE, MANN-WHITNEY U TEST, MOSES TEST, WILCOX-

ON SIGNED-RANK TEST, SIGN TEST, MCNEMAR’S TEST, KRUSKAL-WALLIS 

TEST, MEDIAN TEST, CHI-SQUARE TEST, FRIEDMAN’S TEST, MOOD’S TEST, 
and SPEARMAN RANK ORDER CORRELATION COEFFICIENT, among others. 
 Dörnyei 2007; Mackey & Gass 2005; Cramer & Howitt 2004; Cohen et al. 2011; Sa-
hai & Khurshid 2001; Everitt & Skrondal 2010; Hatch & Lazaraton 1991 

 
nonparametric statistic(s) 

another term for NONPARAMETRIC TEST(S) 
 
non-participant observer  

another term for COMPLETE OBSERVER 
 
nonprobability sample 

another term for NONPROBABILITY SAMPLING  
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nonprobability sampling 
also nonrandom sampling 
any sampling procedure in which the PROBABILITY of an element being 
included in the SAMPLE is not known. A sample selected in such a man-
ner is called a nonprobability sample (also called nonrandom sample). 
In nonprobability sampling, unlike PROBABILITY SAMPLING, researchers 
use preestablished criteria to select a sample. The selectivity which is 
built into a nonprobability sample derives from the researcher targeting a 
particular group, in the full knowledge that it does not represent the wid-
er POPULATION; it simply represents itself. This is frequently the case in 
small scale research, for example, as with one or two schools, two or 
three groups of students, or a particular group of teachers, where no at-
tempt to generalize is desired; this is frequently the case for some ETH-

NOGRAPHIC RESEARCH, ACTION RESEARCH, or CASE STUDY research. 
Small scale research often uses non-probability samples because, despite 
the disadvantages that arise from their non-representativeness, they are 
far less complicated to set up, are considerably less expensive, and can 
prove perfectly adequate where researchers do not intend to generalize 
their findings beyond the sample in question, or where they are simply 
piloting a QUESTIONNAIRE as a prelude to the main study.  
Just as there are several types of probability sampling, so there are sever-
al types of non-probability sampling: CONVENIENCE SAMPLING, QUOTA 

SAMPLING, DIMENSIONAL SAMPLING, PURPOSIVE SAMPLING, SEQUEN-

TIAL SAMPLING, VOLUNTEER SAMPLING, and SNOWBALL SAMPLING. 
Each type of sample seeks only to represent itself or instances of itself in 
a similar population, rather than attempting to represent the whole, undif-
ferentiated population.  
 Cohen et al. 2011; Sahai & Khurshid 2001 

 
nonproportional quota sampling 

see QUOTA SAMPLING 
 
non-randomized control group design 

another term for NONEQUIVALENT CONTROL GROUP DESIGN 
 
non-randomized control group pretest-posttest design 

another term for NONEQUIVALENT CONTROL GROUP DESIGN 
 
nonrandom error 

another term for SYSTEMATIC ERROR 
 
nonrandom sample 

see NONPROBABILITY SAMPLING  
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nonrandom sampling 
another term for NONPROBABILITY SAMPLING 

 
nonrecursive model 

see PATH ANALYSIS  
 
nonresponse bias 

another term for NONRESPONSE ERROR 
 
nonresponse error 

also nonresponse bias 
a SELECTION ERROR which is due to the fact that some subjects included 
in the SAMPLE either cannot be traced by the interviewer or refuse to re-
spond. Individuals who have randomly selected for inclusion in a sample 
have the right to decline. This is not necessarily problematic if the char-
acteristics of those who accept and those who decline are basically the 
same. But that is often not the case. For example, when it comes to SUR-

VEYs, you often find that those who are most interested in a topic will be 
the ones willing to participate. Or, you may offer an inducement that ap-
peals to those with a particular need for, or interest in, what is being of-
fered. In both cases your eventuating sample will not be representative of 
your population. 
see also COVERAGE ERROR, SAMPLING ERROR 
 Corbetta 2003; O’Leary 2004 

 
nonresponse rate 

see RESPONSE RATE  
 
normal curve 

another term for NORMAL DISTRIBUTION 
 
normal distribution 

also normal curve, bell-shaped curve, bell-shaped distribution, Gaussi-
an curve Gaussian distribution 
a DISTRIBUTION of data where the probability curve rises smoothly from 
a small number of results at both extremes (the tails) to a large number of 
cases in the middle. One useful feature of the normal distribution is that a 
certain percentage of scores always falls between the MEAN and certain 
distances above and below the mean. These distances are described as 
how many STANDARD DEVIATIONs (SDs) above or below the mean a 
score falls. Approximately 34 per cent (precisely, 34.13 per cent) of the 
scores fall between the mean and one SD above it. Similarly, approxi-
mately 34 per cent (precisely, 34.13 per cent) of the scores fall between 
the mean and one SD below it. So about two thirds (precisely, 68.26 per 
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cent) of the scores will be in the area between one SD above and one SD 
below the mean. Another 13.5 per cent (precisely, 13.59 per cent) of the 
scores will fall in the area that is more than one SD above the mean but 
less than two SDs above the mean. Similarly, 13.5 per cent (precisely, 
13.59 per cent) of the scores will fall in the area that is more than one SD 
below the mean but less than two SDs below the mean. Finally, another 
2.15 per cent (precisely, 2.15 per cent) of the scores are higher than two 
SDs above the mean. Similarly, 2.15 of the scores will fall below two 
SDs below the mean. Less than .26 per cent (precisely, .13 + .13) of the 
scores fall further than 3 SDs below or above the mean. Thus, about 95 
per cent (95.44 per cent) of measures lie between -2 and +2 SDs below 
and above the mean. About 99 per cent (99.74 per cent) of measures lie 
between -3 and +3 SDs below and above the mean. Figure N.1 illustrates 
the percentage of scores in each part of the normal curve.  
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     Figure N.1. Relationships among Different Types of Test Scores in a  
               Normal Distribution 

 
The first line under the curve shows standard deviations from -4 to +4. 
These are equivalent to Z SCOREs from -4 to +4 The CUMULATIVE PER-

CENTAGE line tells you that 15.9 percent of scores fall below -1 and 97.7 
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percent falls below +2, and so on. The line following cumulative per-
centage shows these cumulative percentage scores rounded to the nearest 
whole percentage. Multiplying each of these numbers by 100 gives you 
PERCENTILE RANK. 
Percentile equivalents or scores are shown on the next line, which also 
shows the first QUARTILE (Q1 sets off the lowest 25% of scores), the 
MEDIAN, and the third quartile (Q3 sets off the lower 75% or upper 25% 
of scores). Note how slowly the percentile equivalents change below Q1 
and above Q3 and how rapidly they change between these two points. 
The next line after percentile equivalents shows z scores, which are iden-
tical to the scores on the standard deviation line. Following the z score 
line are various STANDARD SCOREs transformed from z scores, including 
T SCORES, CEEB SCOREs, STANINEs, percent in stanine, WECHSLER 

SCALES, and Wechsler DEVIATION IQs. Note that 95 percent of the nor-
mal curve falls between plus and minus z = 1.96 and 99 percent falls be-
tween plus and minus z = 2.58. These boundaries become important 
when we discuss the use of the normal curve in INFERENTIAL STATIS-

TICS.  
There are many different normal distributions. Figure N.2 shows four 
normal distributions. Note that the two groups in Figure N.2a (Groups A 
and B) share the same mean, but Group A has a larger spread (i.e., Group 
A is more heterogeneous than Group B). Group B seems to be more ho-
mogeneous, and this group’s scores tend to cluster closer to the mean. 
Next, examine Figure N.2b. Notice that Group C and Group D have the 
same spread, or VARIABILITY, but Group D has a higher mean than 
Group C. A normal distribution with a mean of zero and a standard devi-
ation of one is called the standard normal distribution. 
 

Mean Mean Mean

A

B

C D

 
                  (a)                                                    (b) 

 

                                Figure N.2. Four Normal Distributions 
 

Normal distribution has three fundamental characteristics. First, it is a 
symmetrical distribution, meaning that the upper half and the lower half 
of the distribution are mirror images of each other. If you fold the normal 
curve in half, the right side would fit perfectly with the left side; that is, it 
is not skewed. Second, the mean, MEDIAN, and MODE are all in the same 
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place, in the center of the distribution (i.e., the top of the bell curve). Be-
cause of this second feature, the normal distribution is highest in the 
middle, it is unimodal, and it curves downward toward the top and bot-
tom of the distribution. The curve is neither too peaked nor too flat and 
its tails are neither too short nor too long; it has no KURTOSIS. Finally, 
the normal distribution is asymptotic, meaning that the upper and lower 
tails of the distribution never actually touch the baseline, also known as 
the X axis. 
see also BIVARIATE NORMAL DISTRIBUTION 
 Porte 2010; Lodico et al. 2010; Urdan 2010; Larson-Hall 2010; Wilcox 2003; Leary 
2011; Ravid 2011; Ary et al. 2010; Farhady 1995; Heiman 2011 

 
normality 

an ASSUMPTION denoting that the data or scores on each VARIABLE 
should be normally distributed. Many of the PARAMETRIC TESTS of 
significance require that the distribution of the POPULATION(s) involved 
be normal or nearly normal in shape (see NORMAL DISTRIBUTION). The 
simplest methods for detecting violation of the normality assumption are 
graphical methods, such as STEM-AND-LEAF PLOTs, BOXPLOTs, or HIS-

TOGRAMs, or statistical procedures such as the Shapiro-Wilk test. An-
other way to state this assumption is that neither of the two distributions 
should be skewed (see SKEWED DISTRIBUTION). Violations of this as-
sumption are less troublesome if the SAMPLE SIZEs are large, which is to 
say that it is more important to worry about violations of this assumption 
if sample sizes are small. Nonetheless, the researcher (and the reader) 
can check for serious violations of this assumption by careful examina-
tion of the DESCRIPTIVE STATISTICS for all groupings in a study. If the 
descriptive statistics for all LEVELs of all variables indicate that the dis-
tributions are normal, there is no need to worry about violations of this 
assumption. Essentially, the distribution can be taken as normal if there 
is room for two or three STANDARD DEVIATIONs on either side of the 
MEAN and if there are no OUTLIERs (extremely large or small values). 
see also INDEPENDENCE ASSUMPTION, HOMOGENEITY OF VARIANCE, 
LINEARITY, MULTICOLLINEARITY, HOMOSCEDASTICITY 
 Brown 1992; Brown 1988; Lomax 2007 

 
normative paradigm  

a framework which contains two major orienting ideas: First, that human 
behavior is essentially rule governed; and second, that it should be inves-
tigated by the methods of natural science. The interpretive paradigm, in 
contrast to its normative counterpart, is characterized by a concern for 
the individual. Whereas normative studies are positivist (see POSITIV-

ISM), all theories constructed within the context of the interpretive para-
digm tend to be anti-positivist. The central endeavor in the context of the 
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interpretive paradigm is to understand the subjective world of human ex-
perience. To retain the integrity of the phenomena being investigated, ef-
forts are made to get inside the person and to understand from within. 
The imposition of external form and structure is resisted, since this re-
flects the viewpoint of the observer as opposed to that of the actor direct-
ly involved. Two further differences between the two paradigms may be 
identified at this stage: the first concerns the concepts of behavior and 
action; the second, the different conceptions of theory. A key concept 
within the normative paradigm, behavior refers to responses either to ex-
ternal environmental stimuli (another person, or the demands of society, 
for instance) or to internal stimuli (the need to achieve, for example). In 
either case, the cause of the behavior lies in the past. Interpretive ap-
proaches, on the other hand, focus on action. This may be thought of as 
behavior-with-meaning; it is intentional behavior and as such, future ori-
ented. Actions are only meaningful to us in so far as we are able to ascer-
tain the intentions of actors to share their experiences. A large number of 
our everyday interactions with one another rely on such shared experi-
ences.  
As regards theory, normative researchers try to devise general theories of 
human behavior and to validate them through the use of increasingly 
complex research methodologies which, some believe, push them further 
and further from the experience and understanding of the everyday world 
and into a world of abstraction. For them, the basic reality is the collec-
tivity; it is external to the actor and manifest in society, its institutions 
and its organizations. The role of theory is to say how reality hangs to-
gether in these forms or how it might be changed so as to be more effec-
tive. The researcher’s ultimate aim is to establish a comprehensive ra-
tional edifice, a universal theory, to account for human and social behav-
ior.  
But interpretive researchers begin with individuals and set out to under-
stand their interpretations of the world around them. Theory is emergent 
and must arise from particular situations; it should be grounded on data 
generated by the research act. Theory should not precede research but 
follow it. Investigators work directly with experience and understanding 
to build their theory on them. The data thus yielded will include the 
meanings and purposes of those people who are their source. Further, the 
theory so generated must make sense to those to whom it applies. The 
aim of scientific investigation for the interpretive researcher is to under-
stand how this glossing of reality goes on at one time and in one place 
and compare it with what goes on in different times and places. Thus 
theory becomes sets of meanings which yield insight and understanding 
of people’s behavior. These theories are likely to be as diverse as the sets 
of human meanings and understandings that they are to explain. From an 
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interpretive perspective the hope of a universal theory which characteriz-
es the normative outlook gives way to multifaceted images of human be-
havior as varied as the situations and contexts supporting them. 
 Cohen et al. 2011 

 
norm-referenced test  

also NRT 
a test that is designed to measure the subjects’ global abilities (e.g., over-
all English proficiency, academic listening ability, reading comprehen-
sion). Each subject’s score on such a test is interpreted relative to the 
scores of all other subjects who took the test. Such comparisons are usu-
ally done with reference to the concept of NORMAL DISTRIBUTION. The 
purpose of norm-referenced test (NRT) is to spread students out along a 
continuum of scores so that those with low abilities in a general area such 
as reading comprehension are at one end of the normal distribution, while 
those with high abilities are at the other end (with the bulk of the subjects 
falling between the extremes). In addition, while students may know the 
general format of the questions on an NRT (e.g., multiple-choice, true-
false, dictation, or essay), they will typically not know before the test 
what specific content or skills will be covered by those questions. 
Unlike a CRITERION-REFERENCED TEST, a norm-referenced test can only 
provide the researcher with information on how well one subject has 
achieved in comparison with another, enabling rank orderings of perfor-
mance and achievement to be constructed. Hence a major feature of the 
norm-referenced test is its ability to discriminate between subjects and 
their achievements. 
see also ITEM ANALYSIS, ITEM SPECIfiCATIONS 
 Perry 2011; Cohen et al. 2011; Brown 2005 

 
novelty effect 

a threat to EXTERNAL VALIDITY. Often a new TREATMENT is more effec-
tive than an older approach simply because it is new and different. After 
a while, the novelty wears off, and the new treatment is no better than the 
older treatment. For example, say that a high school teacher decided to 
put on a hat each time s/he was introducing a new concept in class. S/he 
uses this treatment in two of his/her classes (the TREATMENT GROUP) for 
two weeks but not in two other classes randomly assigned to be her/his 
CONTROL GROUP. S/he finds that the treatment group shows better under-
standing of the concepts than the control group. However, the effect may 
simply show that students pay attention when something new is happen-
ing in class. If s/he continues the hat routine for two months, s/he may 
find that it is no longer effective. The novelty effect means that a treat-
ment is effective only when it is new or novel and that the treatment’s ef-
fectiveness will not generalize beyond this initial period of time. In a re-
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search study, reactive effects due to novelty are controlled for by extend-
ing the period of the study long enough 
so that any novelty effect will have worn off. 
see also PRETEST-TREATMENT INTERACTION, MULTIPLE-TREATMENT IN-

TERACTION, SPECIFICITY OF VARIABLES, TREATMENT DIFFUSION, RE-

SEARCHER EFFECT, HALO EFFECT, HAWTHORNE EFFECT 
 Lodico et al. 2010 

 
NRT  

an abbreviation for NORM-REFERENCED TEST  
 
ns 

an abbreviation for not statistically significant 
 
nu (ν) 

an abbreviation for DEGREES OF FREEDOM 
 
nuisance variable 

another term for EXTRANEOUS VARIABLE  
 
null hypothesis 

also zero hypothesis, H0, NH 
a HYPOTHESIS which assumes that no or zero difference exists between 
two VARIABLEs. The null hypothesis (symbolized by H0) is typically 
stated in words that ‘A equals B’ or ‘there is no CORRELATION between 
variable A and B’. In general, the null hypothesis can be considered the 
hypothesis of ‘no difference’ or, more correctly, the hypothesis that the 
observed difference is entirely due to SAMPLING ERROR, i.e., that it oc-
curred purely by chance. In a TEST OF SIGNIFICANCE, the rejection or ac-
ceptance of a null hypothesis is based on some LEVEL OF SIGNIFICANCE 
as a criterion. Whenever the PROBABILITY VALUE obtained under the null 
hypothesis is less than or equal to the predetermined level of signifi-
cance, the null hypothesis is rejected. That is, when the difference be-
tween A and B is not significant, the null hypothesis is not rejected; 
when the difference is significant, the null hypothesis is rejected. Note 
that the null hypothesis is never proven right or wrong, or true or false, 
but is only rejected or not rejected at the arbitrarily chosen level of 
significance, i.e., .05, .01, .1, etc. 
In addition to the null hypothesis, there is a hypothesis, termed alterna-
tive hypothesis (often represented by H1, Ha, or AH), that states another 
potential outcome. When the null hypothesis is rejected, there is evi-
dence in support of the alternative hypothesis. It is an opposite statement 
that the MEAN for group A is higher/lower than that for group B or there 
is a positive/negative correlation between variables A and B. If we ac-
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cept H0, then we are rejecting H1 and if we reject H0, then we are accept-
ing H1. Alternative hypotheses can be nondirectional or directional (see 
DIRECTIONAL HYPOTHESIS, NONDIRECTIONAL HYPOTHESIS). 
The null hypothesis is the stronger hypothesis, requiring rigorous evi-
dence not to support it. The alternative hypothesis is, perhaps, a fall-back 
position, taken up when the first—null—hypothesis is not confirmed. 
The latter is the logical opposite of the former. One should commence 
with the former and cast the research in the form of a null hypothesis, 
turning to the latter only in the case of finding the null hypothesis not to 
be supported. 
see also TYPE I ERROR 
 Porte 2010; Hatch & Farhady 1982; Brown 1988; Brown & Rodgers 2002; Richards 
& Schmidt 2010; Howell 2010; Sahai & Khurshid 2001 

 
numerator 

the number at the top of a fraction such a . The numerator in this case is 
4. The denominator is the bottom half of the fraction and so equals 7.  

 
numerical scale 

another term for ITEMIZED RATING SCALE 
 
numerical variable 

another term for QUANTITATIVE VARIABLE 
 
numeric item 

a CLOSED-FORM ITEM which is seemingly open-ended but is, in effect, 
closed-ended. These items ask for a specific numeric value, such as the 
respondent’s age in years, or the number of foreign languages spoken by 
a person. What makes these items similar to closed questions is that we 
can anticipate the range of the possible answers and the respondent’s task 
is to specify a particular value within the anticipated range. We could, in 
fact, list, for example for the age item, all the possible numbers (e.g., be-
tween 5 and 100) for the respondent to choose from (in a MULTIPLE-
CHOICE ITEM fashion) but this would not be space-economical. However, 
computerized, on-line QUESTIONNAIREs often do provide these options in 
a pull-down menu for the respondent to click on the selected answer.  
see also DICHOTOMOUS QUESTION, RATIO DATA QUESTION, MATRIX 

QUESTIONS, CONSTANT SUM QUESTIONS, RANK ORDER QUESTION, CON-

TINGENCY QUESTION, CHECKLIST 
 Dörnyei 2003 



O 
 
objectives-referenced test 

another term for CRITERION-REFERENCED TEST 
 
objectivism 

a notion that an objective reality exists and can be increasingly known 
through the accumulation of more complete information. Objectivism is 
thus an ONTOLOGY (the world exists, is real), and an EPISTEMOLOGY 
(knowledge can increasingly approximate the real nature, or quality, of its 
object—i.e., knowledge can become increasingly objective). Objectivist 
epistemology presupposes an objectivist ontology—to objectively know 
the world, there must be a real objective, definite world. (The inverse re-
lation is not necessary—it is theoretically possible that a real world exists 
but cannot be known objectively because human perception is biased, for 
example.) 
Positivists (see POSITIVISM) and many qualitative methodologists alike 
misconstrue objectivism as antithetical to QUALITATIVE RESEARCH meth-
odology. Positivists take this opposition as repudiating any value to quali-
tative methodology. Many qualitative methodologists applaud the opposi-
tion between qualitative methodology and objectivism because they re-
gard objectivism as an impersonal, reified, distorting concept that dis-
counts the subjectivity of subjects and researchers. In this view, validat-
ing people’s subjectivity requires eschewing objectivism.  
see also SUBJECTIVISM, CONSTRUCTIVISM 
 Given 2008 

 
objectivity 

a term that is commonly associated with QUANTITATIVE RESEARCH, 
broadly described as the extent to which research projects are undistorted 
by the biases of researchers. The VALIDITY, RELIABILITY, and GENERAL-

IZABILITY of most EMPIRICAL RESEARCH projects are described as being 
dependent upon their objectivity. Consequently, quantitative researchers 
actively seek to ensure objectivity through a variety of means, including 
the standardization of testing procedures and the minimization of flexible 
data analysis and interpretation. Research projects from this perspective 
should be untainted by researcher characteristics and therefore repeata-
ble. It is argued that only with such measures can the findings of studies 
be accurate and dependable. This view of objectivity as a necessary 
characteristic of research projects is usually associated with work that is 
rooted in the positivist (see POSITIVISM) or postpositivist (see POSTPOSI-

TIVISM) tradition. This paradigm suggests that there is a single, identifia-
ble truth that can be learned (or at least approached) through rigorous 
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scientific research. To this end, biases and personal viewpoints should be 
controlled for and as a result, irrelevant to the findings. 
QUALITATIVE RESEARCHers use the term CONFIRMABILITY to mean the 
same thing as objectivity.  
see also TRANSFERABILITY, DEPENDABILITY, CONFIRMABILITY, CREDI-

BILITY 
 Mackey & Gass 2005; Dörnyei 2007; Trochim & Donnelly 2007 

 
O’Brien test 

see BROWN-FORSYTHE TEST 
 
observation 

a data collection method of generating data which involve the researcher 
immersing him/herself in a research setting, and systematically observing 
dimensions of that setting, interactions, relationships, actions, events, 
etc., within it. When collecting data using observational techniques, re-
searchers aim to provide careful description of subjects’ activities with-
out unduly influencing the events in which the subjects are engaged. The 
distinctive feature of observation as a research process is that it offers an 
investigator the opportunity to gather live data from naturally occurring 
social situations. In applied linguistics, this can include a classroom or 
teachers’ room, or any environment where language use is being studied, 
such as a bilingual family home or a work environment that is bilingual 
or has nonnative speakers. In this way, the researcher can look directly at 
what is taking place in situ rather than relying on second-hand accounts. 
The use of immediate awareness, or direct cognition, as a principal mode 
of research thus has the potential to yield more valid or authentic data 
than would otherwise be the case with mediated or inferential methods.  
Observation can be of facts, such as the number of books in a classroom, 
the number of students in a class, the number of students who visit the 
school library in a given period. It can also focus on events as they hap-
pen in a classroom, for example, the amount of teacher and student talk, 
the amount of off-task conversation and the amount of group collabora-
tive work. Further, it can focus on behaviors or qualities, such as the 
friendliness of the teacher, the degree of aggressive behavior or the ex-
tent of unsociable behavior among students. 
Observations enable the researcher to gather data on:  
 
• the physical setting (e.g., the physical environment and its organiza-

tion); 
• the human setting (e.g., the organization of people, the characteristics 

and makeup of the groups or individuals being observed, for instance, 
gender, class); 
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• the interactional setting (e.g., the interactions that are taking place, 
formal, informal, planned, unplanned, verbal, non-verbal, etc.); and 

• the program setting (e.g., the resources and their organization, peda-
gogic styles, curricula and their organization).  

 
However, the lack of control in observing in natural settings may render 
observation less useful, coupled with difficulties in measurement, prob-
lems of small samples, difficulties of gaining access and negotiating en-
try, and difficulties in maintaining anonymity.  
Traditionally observation has been characterized as non-interventionist, 
where researchers do not seek to manipulate the situation or subjects, 
they do not pose questions for the subjects, nor do they deliberately cre-
ate new provocations. QUANTITATIVE RESEARCH tends to have a small 
field of focus, fragmenting the observed into minute chunks that can sub-
sequently be aggregated into a variable. QUALITATIVE RESEARCH, on the 
other hand, draws the researcher into the phenomenological complexity 
of participants’ worlds; here situations unfold, and connections, causes, 
and CORRELATIONs can be observed as they occur over time. The quali-
tative researcher aims to catch the dynamic nature of events, to see inten-
tionality, to seek trends and patterns over time.  
There are numerous ways in which observations can be classified. One 
kind of observation available to the researcher lies on a continuum from 
unstructured (informal or casual) to structured (formal or systematic). A 
highly structured observation will know in advance what it is looking 
for (i.e. pre-ordinate observation) and will have its observation categories 
worked out in advance. A semi-structured observation will have an 
agenda of issues but will gather data to illuminate these issues in a far 
less predetermined or systematic manner. An unstructured observation 
will be far less clear on what it is looking for and will therefore have to 
go into a situation and observe what is taking place before deciding on its 
significance for the research. A semi-structured and, more particularly, 
an unstructured observation, will be hypothesis-generating rather than 
HYPOTHESIS-TESTING. The semi-structured and unstructured observa-
tions will review observational data before suggesting an explanation for 
the phenomena being observed. The structured observation, takes much 
time to prepare but the data analysis is fairly rapid, the categories having 
already been established, whilst the less structured approach, is quicker 
to prepare but the data take much longer to analyze. A structured obser-
vation is very systematic and enables the researcher to generate numeri-
cal data from the observations. Numerical data, in turn, facilitate the 
making of comparisons between settings and situations, and frequencies, 
patterns and trends to be noted or calculated. The observer adopts a pas-
sive, non-intrusive role, merely noting down the incidence of the factors 
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being studied. Observations are entered on an OBSERVATIONAL SCHED-

ULE. In a nutshell, a structured observation will already have its hypothe-
ses decided and will use the observational data to confirm or refute these 
hypotheses.  
Another type of classification is based on the degree to which the ob-
server is part of the behavior being observed (see PARTICIPANT OBSER-

VATION). Another way in which types of observation are classified re-
lates to the level at which the behavior is being observed and recorded. 
Molar behavior refers to larger-scale behavior such as greeting a person 
who enters the room; this level of observation can involve interpretation 
by the observer as to the nature of the behavior. On the other hand, mo-
lecular behavior refers to the components that make up molar behavior, 
and is less likely to involve interpretation. For example, a molecular de-
scription of the behavior described earlier as greeting a person who en-
ters the room might be described thus: ‘extends hand to newcomer; grips 
newcomer’s hand and shakes it; turns corners of mouth up and makes 
eye-contact, briefly; let’s go of newcomer’s hand’. 
A final way to view types of observation is according to the theoretical 
perspectives of the researchers. Structured observation may use more in-
terpretation and observe more molar behavior. ETHNOGRAPHY may entail 
more casual observation and interpretation, as well as introspection (see 
INTROSPECTIVE METHOD) on the part of the observer. Those employing 
ecological observation will be interested in the context and setting in 
which the behavior occurred and will be interested in inferring the mean-
ings and intentions of the participants. 
None of these ways of classifying observation are mutually exclusive. 
Different ways are complementary and may be used by the same re-
searchers, in a form of TRIANGULATION. Alternatively, different ap-
proaches may form different stages in a single piece of research. 
 Cohen et al. 2011; Clark-Carter 2010 

 
observation checklist 

another term for OBSERVATION SCHEDULE 
 
observation schedule 

also observation scheme, observation checklist 
a form which is prepared prior to data collection that delineates the be-
havior and situational features to be observed and recorded during OB-

SERVATION. Observation schedules vary on a quantitative-qualitative 
continuum. More quantitative observation schedules sometimes referred 
to as observation checklists, use carefully and explicitly predefined cate-
gories of variables that can be counted and analyzed statistically. More 
qualitative observation schedules act as flexible guidelines for data col-
lection, listing topics of interest and providing space to record notes 
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about new themes that emerge during observation. Heavily structured 
observation schedules are best suited to contexts where more is known 
about the topic of interest; more flexible, less structured observation 
schedules are more effective in situations where less is known about the 
research questions.  
Observation schedules allow factual information to be recorded immedi-
ately. Factual data collected typically include some or all of relevant de-
mographic information (e.g., age, gender), the role of participants in the 
research setting (e.g., job title), counts of the number of individuals pre-
sent, and elements of the physical setting. Investigators also document 
what participants do (acts and activities) either by checking predeter-
mined categories or by making notes about what is observed. What peo-
ple say (words and the meanings ascribed to them) and relationships 
among participants are usually also of interest. In developing observation 
schedules, researchers attend to ease of use. More quantitative observa-
tion schedules will include explicitly defined categories that are exhaus-
tive and mutually exclusive and that, wherever possible, avoid subjective 
measures requiring judgment or inference. More qualitative observation 
schedules seek to list as many emerging themes of interest to the project 
as is possible. Observation schedules are well suited to tracking time and 
if designed to do so, can capture the frequency, sequence and duration of 
events observed. Most researchers recommend leaving space on observa-
tion schedules, including the most explicitly quantitative forms, for re-
cording data that do not fit into preselected categories and impressions 
and other more subjective data that may inform the study.  
 Given 2008 

 
observation scheme 

another term for OBSERVATION SCHEDULE 
 
observed frequencies  

see CHI-SQUARE TEST  
 
observed score 

see CLASSICAL TEST THEORY 
 
observed significance level 

another term for PROBABILITY VALUE 
 
observed variable 

another term for MANIFEST VARIABLE 
 
observer as participant 

a type of PARTICIPANT OBSERVATION which involves the researchers to 
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reveal the fact that they were observing but not participate directly in the 
action being observed and maybe have less extensive contact with the 
group. Researchers are more participant than observer and may interact 
with subjects enough to establish rapport but do not really become in-
volved in the behaviors and activities of the group. Their status as ob-
server/researcher is known to those under study. Their role is more pe-
ripheral rather than the active role played by the participant observer. For 
example, a researcher could focus on observing a vocational training 
class for welfare recipients. 
see also COMPLETE OBSERVER, PARTICIPANT AS OBSERVER, COMPLETE 

PARTICIPANT 
 Given 2008; Ary et al. 2010 

 
observer bias  

see PARTICIPANT OBSERVATION  
 
observer effect 

see PARTICIPANT OBSERVATION  
 
odds  

the PROBABILITY that an event will occur divided by the probability that 
it will not occur. Odds can also be expressed as the ratio of the frequency 
of an event occurring to the frequency of other events occurring. Sup-
pose, for example, that six out of nine students pass an exam. The proba-
bility of a student passing the exam is about .67 (6/9 = .667). The proba-
bility of a student failing the exam is about .33 (3/9 = .33 or 1 - .67 = 
.33). Consequently, the odds of a student passing the exam are about 2 
(.667/.333 = 2). This is the same as the number of students passing the 
exam divided by the number of students failing it (6/3 = 2). 
 Cramer & Howitt 2004 

 
odds ratio 

also OR 
the ratio of the ODDS for a BINARY VARIABLE in two groups of subjects, 
for example, males and females. Put differently, the odds ratio represents 
the ratio of the odds favoring the occurrence of an event to that of anoth-
er event. If the two possible states of the variable are labeled success and 
failure then the odds ratio is a measure of the odds of a success in one 
group relative to that in the other. In fact, it is a measure of association 
between two variables and can range from 0 upwards. An odds ratio of 1 
indicates that there is no relationship between the variables. An odds ra-
tio less than 1 indicates an inverse or negative relation and an odds ratio 
greater than 1 indicates a direct or positive relation. In a 2 × 2 (two-by-
two) CONTINGENCY TABLE it is calculated by the formula (ad)/(bc), 



    omnibus F test     423 
 

  

where a, b, c, and d are the appropriate cell counts. Although the odds ra-
tio can be extended beyond 2 × 2 tables, it becomes more difficult to in-
terpret with larger contingency tables. 
The odds ratio is a feature of LOGISTIC REGRESSION. 
see also EFFECT SIZE 
 Larson-Hall 2010; Sheskin 2011; Sahai & Khurshid 2001; Everitt & Skrondal 2010 

 
off-line outlier 

see OUTLIER  
 
ogive curve 

another term for CUMULATIVE FREQUENCY POLYGON 
 
OLS 

an abbreviation for ORDINARY LEAST SQUARES 
 
omega² (ω2) 

also omega squared 
the most commonly employed measure of TREATMENT EFFECT. Omega 
squared, symbolized by the notation ω2 (the lowercase Greek letter ome-
ga), represents the proportion of VARIABILITY on the DEPENDENT VARI-

ABLE that is associated with the INDEPENDENT VARIABLE in the underly-
ing POPULATION. ω2 is a relatively unbiased estimate of this proportion in 
the population. 
see also ETA² 
 Pagano 2009 

 
omega squared 

another term for OMEGA² (ω2) 
 
omnibus F test 

also overall F test, ANOVA F test 
a test which is used to determine whether three or more MEANs differ 
significantly from one another without being able to specify in advance 
of collecting the data which of those means differ significantly. It is the 
F RATIO in an ANALYSIS OF VARIANCE which determines whether the 
BETWEEN-GROUPS VARIANCE is significantly greater than the WITHIN-
GROUPS VARIANCE. If there are good grounds for predicting which 
means differ from each other, an A PRIORI TEST should be carried out to 
see whether these differences are found. If differences are not expected, 
POST HOC TESTs should  be  conducted to find out which means or com-
bination of means differ from each other.  
 Larson-Hall 2010; Cramer & Howitt 2004  
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one-factor ANOVA 
another term for ONE-WAY ANOVA 

 
one-factor between-subjects ANOVA 

another term for ONE-WAY ANOVA 
 
one-factor within-subjects ANOVA 

another term for ONE-WAY REPEATED MEASURES ANOVA 
 
one-group posttest-only design 

another term for ONE-SHOT DESIGN 
 
one-group pretest-posttest design 

also before-after design 
a PRE-EXPERIMENTAL DESIGN type which is similar to ONE-SHOT DE-

SIGN. The difference is that a pretest is given before the TREATMENT. 
Therefore, there are two tests: the pretest and the posttest (denoted by O). 
X is also used to symbolize the treatment in the following diagram of the 
design: 
 

Experimental Group O X O  
 
In one-group pretest-posttest design, the researcher gives a pretest (e.g., 
English vocabulary) to a group of students, provides some sort of treat-
ment to the group (e.g., classroom instruction in English vocabulary), 
then gives them a posttest. The pretest and posttest means are then com-
pared to determine whether learning took place.  
The pretest and posttest do not have to be TESTs. They can be OBSERVA-

TIONs. For example, you might observe the behavior of students using 
some OBSERVATION CHECKLIST before and after some special instruc-
tion. Test is just a cover term for all kinds of observations. 
This design is sometimes referred to a REPEATED MEASURES DESIGN be-
cause the subjects are observed or measured twice on the independent 
variable. This design is an improvement over the one-shot design be-
cause the researcher has measured the gains that the subjects have made 
rather than just looking at how well everyone did at the end. However, 
without a CONTROL GROUP, the researcher still cannot make justified 
claims about the effect of the treatment. There is no way of determining 
whether any observed gain in means was due to the treatment itself, to 
normal teaching, or perhaps even to the effect of having taken the test 
twice (see testing effect). Two obvious extraneous variables not con-
trolled in this design are HISTORY and MATURATION. Things happen be-
tween pretest and posttest, other than the experimental treatment, that 
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could affect learning. Between pretest and posttest, the subject grow 
mentally and physically, and they may learn experiences that could affect 
their achievement. History and maturation become more threatening to 
INTERNAL VALIDITY as the time between pre- and posttest increases. IN-

STRUMENTATION and STATISTICAL REGRESSION also present uncon-
trolled threats to internal validity of this design. Another weakness is that 
this design affords no way to assess the effect of the pretest. We know 
there is a PRACTICE EFFECT when subjects take a test a second time or 
even take an alternate form of the test—or they may learn something just 
from taking the test and will do better the second time. Without a control 
group to make a comparison possible, the results obtained in a one-group 
design are basically uninterpretable. 
 Campbell & Stanley 1963; Hatch & Farhady 1982; Cohen et al. 2011; Brown 1988; 
Seliger & Shohamy 1989; Sheskin 2011; Ary et al. 2010; Hatch & Lazaraton 1991 

 
one-group time-series design 

another term for SIMPLE INTERRUPTED TIME-SERIES DESIGN 
 
one-parameter model 

another term for RASCH MODEL 
 
one-sample Kolmogorov-Smirnov test 

another term for kolmogorov-smirnov test for one sample 
 
one-sample t-test  

also single-sample t-test  
the least common type of t-TEST which is used to compare a single group 
(a SAMPLE) to a larger group (a POPULATION). In order to carry out this 
kind of a study the researcher must know prior to the start of the study 
the mean value of the population. One-sample t-test is used in situations 
in which the STANDARD DEVIATION (σ) of the population is unknown. 
For example, we may use the Graduate Record Examination (GRE) 
scores of second language graduate students (the sample) to test whether 
they are significantly different from the overall mean GRE in the univer-
sity (the population). The purpose is to discover whether the sample can 
be regarded as being randomly selected from the specified population, or 
whether it is likely to have come from another population with a differ-
ent mean. 
 Ravid 2011; Larson-Hall 2010; Pagano 2009; Miller 1984 
 

one-sample z test 
also single-sample z test 
a PARAMETRIC TEST used in a one-sample experiment if (a) the popula-
tion contains interval or ratio scores and (b) the STANDARD DEVIATION 
(σ) of the population is known. In the event the value of σ is unknown, 
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the data should be evaluated with the ONE-SAMPLE t-TEST. Of course, if 
the sample size is very small, the one-sample t-test provides a more accu-
rate estimate of the underlying sampling distribution for the data. The 
single-sample z test is based on the following ASSUMPTIONS: a) the sam-
ple has been randomly selected from the population it represents (see 
PROBABILITY SAMPLING); and b) the distribution of data in the underly-
ing population the sample represents is normal (see NORMALITY). If ei-
ther of the aforementioned assumptions is saliently violated, the RELIA-

BILITY of the z test statistic may be compromised. 
 Sheskin 2011 

 
one-shot case design 

another term for ONE-SHOT DESIGN 
 
one-shot design 

also one-shot case design, one-group posttest-only design 
a PRE-EXPERIMENTAL DESIGN type has only one group, a TREATMENT, 
and a posttest. Because there is only one group, there is no RANDOM AS-

SIGNMENT, no measurement before the treatment and no CONTROL 

GROUP. Students are given some experimental instruction or treatment 
(labeled X) for a given period of time. At the end of the specific period of 
time, the students receive some sort of test (labeled O), on the treatment. 
For example, in many teaching programs, teachers (and administrators) 
want to know whether students meet the objectives set for the course. At 
the end of the course, students take a test. The schematic representation 
for this design is: 
 

Experimental Group X O  
 

Although it has some features of an experiment (an intervention and a 
posttest), the lack of a pretest, of a control group, of random allocation, 
and of controls, renders this a flawed methodology. The main problem 
with this design is that there is no way of knowing the characteristics of 
the group or individual before the treatment or experience. It is open to 
almost all sorts of questions of INTERNAL and EXTERNAL VALIDITY. The 
results of such a study are neither valid nor generalizable. However, the 
design is useful as a means of pinpointing what to avoid in experimental 
research. It can also be used for preliminary testing of instruments. 
 Campbell & Stanley 1963; Hatch & Farhady 1982; Cohen et al. 2011; Seliger & Sho-
hamy 1989; Hatch & Lazaraton 1991 

 
one-sided hypothesis 

another term for DIRECTIONAL HYPOTHESIS  
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one-sided test 
another term for ONE-TAILED TEST 

 
one-tailed hypothesis 

another term for DIRECTIONAL HYPOTHESIS 
 
one-tailed test 

also one-sided test, directional test 
a SIGNIFICANCE TEST for which the ALTERNATIVE HYPOTHESIS is direc-
tional. Put differently, a one-tailed test is a test of hypothesis in which the 
rejection of the NULL HYPOTHESIS occurs in only one tail of the SAM-

PLING DISTRIBUTION of the TEST STATISTIC. The CRITICAL REGION of a 
one-tailed test is located completely at one end of the distribution of the 
test statistic. A one-tailed test takes into account deviations in only one 
direction from the value stated under the null hypothesis, either those that 
are greater than it or those that are less than it. With a one-tailed test the 
critical or rejection region is in one tail of the distribution and so we are 
willing to accept a result as statistically significant as long as its probabil-
ity is .05 or less, on the predicted side of the distribution. In other words, 
5% of possible occurrences are within the rejection region. For a .05 
LEVEL OF SIGNIFICANCE, this region in a NORMAL CURVE is the point 
equal to z = 1.645. A z score of +1.645 leaves an area of .05 beyond it 
under the tail to the right of the distribution. A -1.645 z score leaves an 
area of .05 beyond it under the tail to the left of the distribution. These are 
the values needed for testing a one-tailed DIRECTIONAL HYPOTHESIS.  
For a one-tailed test, we do not, as we would in TWO-TAILED TESTs, di-
vide the 5 percent between the two sides of the curve. Rather, we place 
the whole 5 percent of chance error on one side of the curve. This means 
that the null hypothesis will be retained unless the observed difference is 
in the hypothesized direction. It is obvious that for rejecting a null hy-
pothesis at a given level, a one-tailed test requires a smaller Z VALUE than 
a two-tailed test (compare z = 1.645 with z = 1.96, the z value required for 
a two-tailed test). Therefore, a one-tailed test makes it easier to reject the 
null hypothesis and thus increases the probability that the null hypothesis 
will be rejected if the difference is in the hypothesized direction. 
In a positive directional hypothesis (see Figure O.1) we expect our group 
to perform better than normal for the POPULATION. For a positive direc-
tional (one-tailed) hypothesis we can reject the null hypothesis at the .05 
level if the scores fall in the shaded area. 
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5% (.05) 95%

z = + 1.645  
 

           Figure O.1. A One-Tailed Test for a  
          Positive Directional Hypothesis 

 
Conversely, with a negative directional (one-tailed) hypothesis (see Fig-
ure O.2), we expect our group to perform worse than the population. For 
a negative directional hypothesis we can reject the null hypothesis at the 
.05 level of significance if the scores fall in the shaded area. 

 

5% (.05) 95%

z = - 1.645
 

 

            Figure O.2. A One-Tailed Test for a 
             Negative Directional Hypothesis 

 
The one-tailed test is a stronger test than the two-tailed test as it makes 
assumptions about the population and the direction of the outcome (i.e., 
that one group will score more highly than another), and hence, if sup-
ported, is more powerful than a two-tailed test. 
 Sahai & Khurshid 2001; Brown 1988; Clark-Carter 2010; Lavrakas 2008; Ary et al. 
2010; Everitt & Skrondal 2010; Hatch & Lazaraton 1991  
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one-to-one administration 
a type of QUESTIONNAIRE administration which refers to a situation 
when someone delivers the questionnaire by hand to the designated per-
son and arranges the completed form to be picked up later (e.g., handing 
out questionnaires to colleagues at work). This is a much more personal 
form of administration than MAIL SURVEYs and therefore the chances for 
the questionnaires to be returned are significantly better. The personal 
contact also allows the questionnaire administrator to create rapport with 
the respondent, to explain the purpose of the enquiry, and to encourage 
cooperation. Furthermore, with young children (i.e., less than ten years 
old) the administrator can be present while they complete the question-
naire to be available if help is needed.  
see also GROUP ADMINISTRATION, SELF-ADMINISTERED QUESTIONNAIRE 
 Dörnyei 2003 

 
one-variable chi-square test 

another term for CHI-SQUARE GOODNESS-OF-FIT TEST 
 
 one-way ANCOVA 

an ANCOVA which involves one categorical INDEPENDENT VARIABLE 
(with two or more LEVELs or conditions), one continuous DEPENDENT 
VARIABLE (DV) (measured on INTERVAL or RATIO SCALEs), and one or 
more continuous COVARIATEs. One-way analysis of covariance is often 
used when evaluating the impact of an INTERVENTION or experimental 
manipulation, while controlling for pretest scores. All normal ONE-WAY 

ANOVA assumptions apply. These should be checked first. Additional 
ANCOVA assumptions are as follows: 

 
1) the covariate is measured prior to the intervention or experimental 

manipulation;  
2) the covariate is measured without error (or as reliably as possible);  
3) the covariates are not strongly correlated with one another;  
4) there is a linear relationship between the DV and the covariate for all 

groups (see LINEARITY); and 
5) the relationship between the covariate and DV is the same for each of 

the groups. 
 Pallant 2010 

 
one-way ANOVA 

also single-factor ANOVA, single-factor between-subjects ANOVA, one-
way between-subjects ANOVA, one-factor between-subjects ANOVA, 
one-factor ANOVA, one-way independent ANOVA, simple ANOVA 
a PARAMETRIC TEST which is used to compare the MEANs of two or more 
groups to see if the group means are significantly different from each 
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other. A one-way ANOVA examines whether the differences between 
mean scores of two or more INDEPENDENT GROUPS are so great that we 
could not just ascribe the differences to chance fluctuations in scores. It 
involves one continuous dependent variable (DV) and one categorical 
INDEPENDENT VARIABLE (IV) (referred to as a FACTOR), which has a 
number of different LEVELs. These levels correspond to the different 
groups or conditions. For example, if a researcher is interested in investi-
gating whether four ethnic groups (i.e., one categorical IV with four lev-
els: Japanese, Chinese, Indian, Iranian) differ in their IQ scores (i.e., one 
continuous DV), the one-way ANOVA can be used. It is called one-way 
because you are looking at the impact of only one IV on your DV. One-
way ANOVA is premised on the ASSUMPTIONS such as INDEPENDENCE 

OF GROUPS and OBSERVATIONS, NORMALITY, and HOMOGENEITY OF 

VARIANCE. 
Usually, one-way ANOVA is used to test whether differences exist be-
tween three or more means; however, it can be applied to situations in 
which there are only two means to be compared. In fact, if you want to 
compare the means of two independent groups on a single variable, you 
can use either an INDEPENDENT SAMPLES t-TEST or a one-way ANOVA. 
The results will be identical, except instead of producing a t-VALUE, the 
ANOVA will produce an F value, which is the ratio of the BETWEEN-
GROUPS VARIANCE (explained by the IV) to the WITHIN-GROUPS VARI-

ANCE (referred to as the ERROR TERM) in an ANOVA. Because the t-test 
and the one-way ANOVA produce identical results when there are only 
two groups being compared, most researchers use the one-way ANOVA 
only when they are comparing three or more groups. The problem with 
running separate t-tests is that each time we run a t-test, we must make a 
decision about whether the difference between the two means is mean-
ingful, or statistically significant. This decision is based on PROBABIL-

ITY, and every time we make such a decision, there is a slight chance we 
might be wrong. The more times we make decisions about the signifi-
cance of t-tests, the greater the chances are that we will be wrong. In oth-
er words, the more t-tests we run, the greater the chances become of de-
ciding that a t-test is significant (i.e., that the means being compared are 
really different) when it really is not. In still other words, running multi-
ple t-tests increases the likelihood of making a TYPE I ERROR (i.e., reject-
ing the NULL HYPOTHESIS when, in fact, it is true). A one-way ANOVA 
fixes this problem by adjusting for the number of groups being com-
pared. 
One-way ANOVA produces multiple comparisons in two steps. First an 
F value is computed and checked for significance. A large F ratio indi-
cates that there is more variability between the groups than there is with-
in each group. If the F value is significant, it means that there is at least 
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one significant difference amongst the group means. It does not, howev-
er, tell us which of the groups differ. In other words, because with more 
than two groups we have more than one contrast (i.e., with three 
groups—A, B, and C—we have three contrasts: A and B, B and C, or C 
and A), we need a second step to determine which contrast(s) is/are sig-
nificant. For this purpose we compute a POST HOC TEST, which compares 
all combinations of pairs of means. The alternative to conducting post 
hoc tests after obtaining a significant OMNIBUS F TEST is to plan your 
study to conduct only specific comparisons (referred to as PLANNED 

COMPARISONs). For example, in an experimental study with five differ-
ent interventions we may want to know whether intervention A is superi-
or to each of the other interventions. In that situation, we may not be in-
terested in comparing all the possible combinations of groups. If we are 
interested in only a subset of the possible comparisons, it makes sense to 
use planned comparisons, rather than post hoc tests, because of POWER 
issues. The choice of whether to use planned comparisons versus post 
hoc tests must be made before you begin your analysis. 
The striking advantage of one-way ANOVA is that it can be applied 
when there are more than two groups in the IV so that the means of 
three, four, or even more groups on a DV can be tested simultaneously 
for significant differences. The nonparametric alternative to a one-way 
ANOVA is the KRUSKALL-WALLIS TEST. 
see also ONE-WAY REPEATED MEASURES ANOVA 
 Brown 1988; Dörnyei 2007; Urdan 2010; Salkind 2007; Larson-Hall 2010; Ho 2006; 
Pallant 2010 

 
one-way between-subjects ANOVA 

another term for ONE-WAY ANOVA 
 
one-way between-subjects design 

see BETWEEN-SUBJECTS DESIGN 
 
one-way chi-square test 

another term for CHI-SQUARE GOODNESS-OF-FIT TEST 
 
one-way goodness-of-fit chi-square test 

another term for CHI-SQUARE GOODNESS-OF-FIT TEST 
 
one-way hypothesis 

another term for DIRECTIONAL HYPOTHESIS 
 

one-way independent ANOVA 
another term for ONE-WAY ANOVA  
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one-way MANCOVA 
see MULTIVARIATE ANALYSIS OF COVARIANCE 

 
one-way MANOVA 

see MULTIVARIATE ANALYSIS OF VARIANCE  
 
one-way repeated measures ANOVA 

also one-way within-subjects ANOVA, single-factor within-subjects 
ANOVA, one-factor within-subjects ANOVA 
a REPEATED-MEASURES ANOVA with a single WITHIN-SUBJECTS FACTOR 
in which all subjects are exposed to two or more different TREATMENT 
conditions, or measured on two or more occasions. That is, the same 
subjects are measured on all levels of the repeated measures 
INDEPENDENT VARIABLE (IV) or at different points in time. More 
specifically, one-way repeated measures ANOVA involves two varia-
bles: one categorical IV with two or more levels (e.g., Time 1, Time 2, 
Time 3, or Condition A, Condition B, Condition C); and one continuous 
DEPENDENT VARIABLE (e.g., scores on an achievement test). It can also 
be used to compare respondents’ responses to two or more different 
questions or items. These questions, however, must be measured using 
the same scale (e.g. 1 = strongly disagree, to 5 = strongly agree). 
For example, Table O.1 shows the representation of five subjects (S1, 
S2, S3, S4, S5) in a design with three time points (T1, T2, T3). Each 
participant produces three scores, one in each of the three occasions. The 
one-way repeated measures ANOVA makes it possible to make a direct 
comparison between each participant’s three scores in all the occasions 
to see if there is a significant difference somewhere among the obtained 
sets of scores. 

Time
Time 1 Time 2 Time 3

subject 1 subject 1 subject 1
subject 2 subject 2 subject 2
subject 3 subject 3 subject 3
subject 4 subject 4 subject 4
subject 5 subject 5 subject 5

 
 

 

                          Table O.1. One-Way Repeated Measures ANOVA 
 
This procedure is also sometimes called a treatment × subjects design 
because all of the levels of the IV are crossed with all of the subjects in 
the study. 
 Gamst et al. 2008; Salkind 2007; Pallant 2010 
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one-way within-subjects ANOVA 
another term for ONE-WAY REPEATED MEASURES ANOVA 

 
one-way within-subjects design  

see WITHIN-SUBJECTS DESIGN  
 
on-line outlier 

see OUTLIER  
 
ontology 

a theory which derives from the Greek words for thing and rational ac-
count. Ontology refers to the study of being or reality. In classical and 
speculative philosophy, ontology was the philosophical science of being. 
Its general aim was to provide reasoned, deductive accounts of the fun-
damental sorts of things that existed. It was not concerned with the spe-
cific nature of empirical entities, but rather with more basic questions of 
the universal forms of existence. Examples of classical ontological ques-
tions are as follows: ‘Are bodies the only things that exist, or are imma-
terial forms real? Is there a supreme intelligence in the universe, or is all 
activity reducible to mechanical motion? Are individuals alone real, or 
are collectivities independently real? Are there real objects of universal 
terms, or are universals simply names that humans give to mental ab-
stractions?’ The very generality of these questions means that they will 
always have some connection to the investigation of natural and social 
phenomena. In the contemporary era, however, it would be wrong to 
continue to think of ontology as a fundamental science given that hypo-
thetical-empirical methods of research have permanently displaced the 
deductive-rationalist methods of classical philosophy.  
see also EPISTEMOLOGY 
 Given 2008 

 
open coding 

see CODING 
 
open-ended item 

another term for OPEN-FORM ITEM 
 
open-ended question 

another term for OPEN-FORM ITEM 
 

open-ended response 
another term for OPEN-FORM ITEM  
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open-form item 
also open-ended response, open-response item, open-ended question, 
open question, open-form question, open-response question, free re-
sponse item, unrestricted question, nondirective question, open-ended 
item 
a type of item or question which allows participants to give their own an-
swers without restrictions. In open-form items, the actual question is not 
followed by response options for the respondent to choose from but ra-
ther by some blank space (e.g., dotted lines) for the respondent to fill. 
Open-form items provide participants of research with the opportunity to 
choose the terms with which to construct their descriptions and highlight 
the topics that are meaningful to them. The freedom on the part of re-
search participants to elaborate on self-selected aspects related to the re-
searcher’s topic of examination in response to open-form items contrasts 
with the kind of responses called for by CLOSED-FORM ITEMs. They ena-
ble respondents to answer as much as they wish, and are particularly 
suitable for investigating complex issues, to which simple answers can-
not be provided. Open-form items may be useful for generating items 
that will subsequently become the stuff of closed-form items.  
Open-form items provide a way to find out, in an unstructured manner, 
what people are thinking about a particular topic or issue. As such, they 
often serve as the basis for further, more structured research. Since open-
form items are primarily exploratory, they are commonly associated with 
QUALITATIVE RESEARCH, particularly CASE STUDY, ETHNOGRAPHY, AC-

TION RESEARCH, and MIXED METHODS RESEARCH, and often complement 
OBSERVATION, INTERVIEW, and DIARY STUDY. 
Open-response items can take many forms in applied linguistics studies 
because such items are often: (a) used for a variety of purposes (e.g., re-
search, curriculum development, course evaluation); (b) applied at vari-
ous levels (e.g., classroom, institutional, provincial, state, national, inter-
national); and (c) administered to various groups of people (e.g., stu-
dents, teachers, administrators, parents). The most common types of 
open-response items are FILL-IN and SHORT-ANSWER ITEMs. 
It is also important to understand what open-form items are not. They are 
not tests; they do not have good or bad answers. They seek information 
about respondents in a nonevaluative manner, without gauging their per-
formance against a set of criteria or against the performance of a norm 
group. Open-form items are also not DISCOURSE COMPLETION TASKs that 
require the informant to produce some form of authentic language for 
pragmatic or grammatical analysis. Thus, in qualitative research, open-
form items are used to collect data that will be analyzed for its content 
(see CONTENT ANALYSIS) and not for its language (or language analysis). 
Open-form items, however, can lead to irrelevant and redundant infor-
mation; they may be too open-ended for the respondent to know what 
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kind of information is being sought; they may require much more time 
from the respondent to enter a response (thereby leading to refusal to 
complete the item), and they may make the measure appear long and dis-
couraging. With regard to analysis, the data are not easily compared 
across participants, and the responses are difficult to code and to classify. 
Here is an example of an open-response item: ‘What types of classroom 
activities do you think are best for effective language learning?’ (fol-
lowed by a three-line blank). Such items explore an issue deeply by not 
restricting the respondents to a set of answers but asking them to express 
their own ideas more fully or inviting them to elaborate or explain their 
answers to closed-response items in their own words.  
 Given 2008; Dörnyei 2003; Best & Kahn 2006; Perry 2011 

 
open-form question 

another term for OPEN-FORM ITEM 
 
open question 

another term for OPEN-FORM ITEM 
 
open-response item 

another term for OPEN-FORM ITEM 
 
open-response question 

another term for OPEN-FORM ITEM 
 
operational definition 

defining a CONSTRUCT by specifying precisely how it is measured or 
manipulated in a particular study. An operational definition describes or 
defines a VARIABLE in terms of the operations or techniques used to 
make it happen or measure it. When researchers describe the variables in 
their study, they specify what they mean by demonstrating how they 
measured the variable. Such an operational definition should take a vari-
able out of the realm of theory and plant it squarely in concrete reality. 
Basically, it must be a definition that is based on observable, testable, or 
quantifiable characteristics. Demographic variables like age, gender, or 
ethnic group are usually measured simply by asking the participant to 
choose the appropriate category from a list. Likewise, abstract concepts 
like language proficiency, self-concept, intelligence, or motivation need 
to be defined operationally by spelling out in some detail how they were 
measured in a particular study. 
Operational definition is an important aspect of measurement. Research-
ers define key concepts and terms in the context of their research studies 
by using operational definitions. That is, researchers ensure that every-
one is talking about the same phenomenon. For example, if a researcher 
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wants to study the effects of exercise on stress levels, it would be neces-
sary for the researcher to define what exercise is. ‘Does exercise refer to 
jogging, weight lifting, swimming, jumping rope, or all of the above?’ 
By defining exercise for the purposes of the study, the researcher makes 
sure that everyone is referring to the same thing. Clearly, the definition 
of exercise can differ from one study to another, so it is crucial that the 
researcher define exercise in a precise manner in the context of his/her 
study. Having a clear definition of terms also ensures that the research-
ers’ study can be replicated by other researchers.  
Although researchers can certainly use the same operational definitions 
in different studies (which facilitates replication of the study results), dif-
ferent studies can operationally define the same terms and concepts in 
different ways. For example, in one study, a researcher may define gifted 
children as those children who are in advanced classes. In another study, 
however, gifted children may be defined as children with IQs of 130 or 
higher. There is no one correct definition of gifted children, but provid-
ing an operational definition reduces confusion by specifying what is be-
ing studied. 
Operational definition is contrasted with conceptual definition (also 
called theoretical definition, nominal definition, constitutive defini-
tion), which is an abstract, dictionary-type definition. A conceptual defi-
nition is more or less like the definition we might find in a dictionary. 
For example, intelligence may be defined as the ability to think abstract-
ly or the capacity to acquire knowledge. This type of definition helps 
convey the general meaning of a construct, but it is not precise enough 
for research purposes. The researcher needs to define constructs so that 
readers know exactly what is meant by the term and so that other investi-
gators can replicate the research. Although conceptual definitions are 
necessary, they are seldom specific enough for research purposes.  
 Marczyk et al. 2005; Morgan et al. 2004; Brown 1988 

 
opportunistic sampling  

also accidental sampling, haphazard sampling, incidental sampling 
a type of NON-PROBABILITY SAMPLING which involves the researcher 
taking advantage of unforeseen opportunities as they arise during the 
course of fieldwork, adopting a flexible approach to meld the sample 
around the fieldwork context as it unfolds. Opportunistic sampling is, in-
deed, an unplanned and potentially haphazard procedure in the sense that 
it is followed on the spur of the moment. While working in the field, the 
researcher sometimes comes across respondents who are too good to 
miss and a decision to include them on the spot. The problem is that they 
are not always exactly what is needed, yet their selection is very much in 
line with the emergent nature of the QUALITATIVE RESEARCH. 
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see also CONVENIENCE SAMPLING, QUOTA SAMPLING, DIMENSIONAL 

SAMPLING, PURPOSIVE SAMPLING, SNOWBALL SAMPLING, SEQUENTIAL 

SAMPLING, VOLUNTEER SAMPLING  
 Ritchie & Lewis 2003; Dörnyei 2003 

 
OR 

an abbreviation for ODDS RATIO 
 
order effect 

also multiple treatment interference, sequencing effect, carryover ef-
fect, accumulative treatment effect 
a source of threat to EXTERNAL VALIDITY which is the result of the ac-
cumulative effect due to the particular order in which TREATMENTs are 
presented. An order effect is where an obtained difference on the DE-

PENDENT VARIABLE is a direct result of the order of presentation of the 
experimental conditions, rather than being due to the INDEPENDENT VAR-

IABLE manipulated by the experimenter. For example, participants may 
become less interested the more tasks they carry out or they may become 
more experienced in what they have to do. When requiring participants 
to conduct more than one task, it may be important to determine whether 
the order in which they carry out the tasks has any effect on their per-
formance. The most common ways to control for the order effect are 
LATIN SQUARE DESIGN and COUNTER BALANCED DESIGN. If the number 
of tasks is very small, it is possible to have each task carried out in all 
possible orders. For example, with three tasks, A, B and C, there are six 
different orders: ABC, ACB, BAC, BCA, CAB and CBA. It assumes 
that by varying the order in such a systematic fashion, order effects are 
systematically cancelled out. If there are a large number of tasks, it may 
be useful to select a few of these either at random or on some theoretical 
basis to determine if order effects exist. Assessing order effects essential-
ly requires that comparisons are made according to the order of carrying 
out the tasks, not according to type of task. 
 Perry 2011; Cramer & Howitt 2004; Sheskin 2011 

 
ordinal data 

see ORDINAL SCALE 
 
ordinal level of measurement 

another term for ORDINAL SCALE 
 

ordinal scale 
also ordinal level of measurement, rank-order scale 
a type of MEASUREMENT SCALE which, unlike the NOMINAL SCALE, is 
characterized by the ability to measure a VARIABLE in terms of both 
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identity and magnitude. Ordinal data indicate order (‘high to low’, ‘first 
to last’, ‘smallest to largest’, ‘strongly disagree to strongly agree’, ‘not at 
all to a very great deal’). This makes it a higher level of measurement 
than the nominal scale because the ordinal scale allows for the categori-
zation of a variable and its relative magnitude in relation to other varia-
bles. In other words, ordinal data answer two questions: ‘are they differ-
ent?’ and ‘which is larger?’ For example, a researcher might want to use 
a scale that orders language learners from least to most proficient in their 
overall English. To do this, the investigator could use proficiency test 
scores to arrange the learners from low to high and then assign each a 
rank using simple ordinal numbers. The highest learner would be ‘first’, 
followed by the ‘second’ student, and so forth. Other examples of poten-
tial ordinal scales in language research may include the rankings of stu-
dents’ performances in a particular class, the ordering of teachers’ abili-
ties in a language program, and the achievement rankings of various sec-
tions of a course. Data which are obtained by using an ordinal level of 
measurement are called ordinal data. In addition, a variable which is 
measured on an ordinal scale is called ordinal variable. 
The important point is that ordinal scales rank people, objects, or con-
cepts, with each point on the scale being ‘more than’ and ‘less than’ the 
other points on the scale. But there is still an absence of a metric—a 
measure using calibrated or equal intervals (see INTERVAL SCALE). 
Therefore one cannot assume that the distance between each point of the 
scale is equal, i.e. the distance between ‘very little’ and ‘a little’ may not 
be the same as the distance between ‘a lot’ and ‘a very great deal’ on a 
RATING SCALE. One could not say, for example, that, in a 5-point rating 
scale (see LIKERT SCALE) (1 = strongly disagree; 2 = disagree; 3 = nei-
ther agree nor disagree; 4 = agree; 5 = strongly agree) point 4 is in twice 
as much agreement as point 2, or that point 1 is in five times more disa-
greement than point 5. However, one could place them in an order: ‘not 
at all’, ‘very little’, ‘a little’, ‘quite a lot’, ‘a very great deal’, or ‘strongly 
disagree’, ‘disagree’, ‘neither agree nor disagree’, ‘agree’, ‘strongly 
agree’, i.e., it is possible to rank the data according to rules of ‘lesser 
than’ of ‘greater than’, in relation to whatever the value is included on 
the rating scale.  
see also RATIO SCALE 
 Bachman 2004; Cohen et al. 2011; Brown 1992; Dörnyei 2007 

 
ordinal variable 

see ORDINAL SCALE 
 

ordinary least squares 
see LEAST SQUARES METHOD OF ANALYSIS  
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ordinate 
another term for VERTICAL AXIS 

 
orthogonal data 

another term for BALANCED DATA  
 
orthogonal design 

another term for BALANCED DESIGN 
 
orthogonality  

a perfect nonassociation (no CORRELATION) between VARIABLEs. If two 
variables are orthogonal, knowing the value of one variable gives no clue 
as to the value of the other; the CORRELATION between them is zero. 
 Tabachnick & Fidell 2007 

 
outcome evaluation 

another term for SUMMATIVE EVALUATION 
 
outcome variable 

another term for DEPENDENT VARIABLE 
 
outlier  

extreme scores that are so obviously deviant from the remainder of the 
data that one can question whether they belong in the data set at al. Many 
researchers consider a score to be an outlier if it is farther than three 
STANDARD DEVIATIONs from the mean of the data. Figure O.3 shows 
two kinds of outliers. Figure O.3a shows two on-line outliers. Two par-
ticipants’ scores, although falling in the same pattern as the rest of the 
data, are extreme on both variables. On-line outliers tend to artificially 
inflate CORRELATION COEFFICIENTs, making them larger than is warrant-
ed by the rest of the data. Figure O.3b shows two off-line outliers. Off-
line outliers tend to artificially deflate the value of r. The presence of 
even a few off-line outliers will cause r to be smaller than indicated by 
most of the data. 
The existence of such cases can have important repercussions on certain 
statistical tests and distort the interpretation of the data. There are basi-
cally two strategies that can be used in dealing with outliers. One strate-
gy is to develop and employ procedures for identifying outliers. Within 
the framework of this strategy, criteria should be established for deter-
mining under what conditions one or more scores that are identified as 
outliers should be deleted from a set of data. A second approach in deal-
ing with outliers is to develop statistical procedures that are not influ-
enced (or only minimally affected) by the presence of outliers (see RO-

BUST). 
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see also ACCOMMODATION, DATA TRANSFORMATION, INTERQUARTILE 

RANGE, BOX-AND-WHISKER PLOT 
 Porte 2010; Urdan 2010; Leary 2011; Sheskin 2011 
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Figure O.3. Schematic Representation of Outliers 
 
overall F test 

another term for OMNIBUS F TEST 



P 
 
p 

an abbreviation for PROBABILITY 
 
paired groups 

another term for DEPENDENT SAMPLES 
 
paired samples 

another term for DEPENDENT SAMPLES 
 
paired-samples t-test  

also repeated measures t-test, matched-samples t-test, matched t-test, 
matched-pairs t-test, dependent samples t-test, correlated t-test, re-
lated-samples t-test, within-subjects t-test, pairs t-test, related t-test 
a type of t-TEST used when we have only one group of participants and 
we collect data from them on two different occasions (e.g., Time A, 
Time B) or under two different conditions (e.g., Condition A, Condition 
B). A typical example is a comparison of pretest and posttest scores ob-
tained from one group of subjects. We assess each person on some con-
tinuous measure at Time A, and then again at Time B, after exposing 
them to some experimental manipulation or intervention. This approach 
is also used when we have matched pairs of subjects (i.e., each person is 
matched with another on specific criteria, such as age, sex, IQ, grades). 
One of the pair is exposed to intervention A and the other is exposed to 
Intervention B. Scores on a continuous measure are then compared for 
each pair. Paired-samples t-tests can also be used when we measure the 
same person in terms of his/her response to two different questions or 
items. Both questions, however, must be measured using the same scale 
(e.g., 1 = strongly disagree, to 5 = strongly agree). 
The most important requirement for conducting this t-test is that the two 
sets of scores are paired. It is also assumed that the samples were ran-
domly selected; the two sets of scores are normally distributed (see 
NORMALITY); and the two samples have equal population variances (see 
HOMOGENEITY OF VARIANCE). Like the INDEPENDENT t-TEST, the de-
pendent t-test is quite ROBUST to violation of the normality assumption. 
As the SAMPLE SIZE must be equal for the two samples due to the pairing 
of scores, the dependent t-test is also quite robust to violation of the ho-
mogeneity of variance assumption. With sample sizes of 30+, violation 
of normality is unlikely to cause any serious problems. 
The nonparametric alternative to a paired-sample t-test is the WILCOXON 

MATCHED-PAIRS SIGNED-RANKS TEST. 
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see also INDEPENDENT SAMPLES t-TEST, PARAMETRIC TEST(S), NONPAR-

AMETRIC TEST(S) 
 Dörnyei 2007, Mackey & Gass 2005; Larson-Hall 2010; Peers 1996; Ravid 2011; Pal-
lant 2010; Lomax 2007 

 
pairs t-test 

another term for PAIRED-SAMPLES t-TEST 
 
pairwise comparison 

see NONPAIRWISE COMPARISON 
 
panel conditioning  

see PANEL STUDY 
 
panel design 

another term for PANEL STUDY  
 
panel study  

also prospective longitudinal study, follow up study, panel design  
a type of LONGITUDINAL RESEARCH in which successive measures are 
taken at different points in time from the same respondents. In other 
words, the researcher observes exactly the same people, group, or organ-
ization periodically (across multiple time points). For example, research-
ers have studied how age affects IQ by measuring the same individuals 
as adolescents and when they were college-aged, middle-aged, and older. 
Because the same subjects are studied over time, researchers can see the 
changes in the individuals’ behavior and investigate the reasons for the 
changes.  
The main reason for the popularity of the panel study is the fact that it al-
lows us to collect information about change at micro level as it really 
happens. Panel studies offer a powerful nonexprimental method for ex-
amining development and causality. However, they are rather expensive 
and time consuming to run, and they also require a committed research 
team maintained over years. In addition, these designs also suffer from 
two serious problems to their validity: attrition (see MORTALITY) and 
panel conditioning. The usual pattern of participation in a long-term 
panel study is that an increasing number of participants drop out of the 
panel in the successive waves. There are multiple reasons for this attri-
tion; there may be, e.g., logistic ones (non-availability, changing address 
or telephone number, etc.), or panel members may become ill or simply 
unwilling to continue because of a lack of time or loss of interest. The 
second problem concerns the fact that when a group of people take part 
in a longitudinal study, there is a real danger that the regular meetings 
that the participants involves and the knowledge of being part of the 
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study can alter the panel members behavior and responses. They may al-
so behave differently because they want to please the researcher whom 
they are getting to know better and better. Thus, the resulting panel con-
ditioning effect can be seen as a combination of PRACTICE EFFECT and 
the HAWTHORNE EFFECT. 
see also TREND STUDY, RETROSPECTIVE LONGITUDINAL STUDY  
 Dörnyei 2007; Neuman 2007 

 
paper-and-pencil test 

see PERFORMANCE ASSESSMENT 
 
paradigm 

a term used very widely and loosely to refer to a conceptual framework 
of beliefs, theoretical assumptions, accepted research methods, and 
standards that define legitimate work in a particular science or discipline. 
Paradigms function as maps or guides for scientific communities, deter-
mining important problems or issues for its members to address and 
defining acceptable theories or explanations, methods and techniques to 
solve defined problems. 
Researchers, explicitly and implicitly, develop conceptual frameworks 
which fashion how they carry out their research. These frameworks are 
shaped by each researcher’s view of the world, and are also informed by 
how other academics conceptualize research. In the social sciences, a 
number of generally accepted models have been developed that articulate 
these conceptual frameworks and they are called paradigms. They are of-
ten distinguished by their beliefs about ONTOLOGY (‘What is reality?), 
epistemology (‘What is knowledge?) and AXIOLOGY (Is truth value-free 
or value-laden?). POSITIVISM and CONSTRUCTIVISM are two examples of 
paradigms. 
 Richards & Schmidt 2010; Heigham & Croker 2009; O’Donoghue 2007 

 
parallel-form reliability  

also equivalent-form reliability, alternate-form reliability, alternative-
form reliability 
an approach to estimating the RELIABILITY of a measuring instrument 
(e.g., a test). In this approach, two or more forms of a test (e.g., Form A 
and Form B) that are different but equivalent in content and difficulty are 
administered to the same group of test takers at essentially the same time 
(in immediate succession). Then a CORRELATION COEFFICIENT between 
the total scores of the alternate forms of the test is calculated. The result-
ing correlation coefficient is interpreted as a numerical index of the ex-
tent to which the alternate forms are equivalent to each other or con-
sistent in measuring test takers abilities. This measure reflects variations 
in performance from one specific set of items to another. It indicates 
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whether you can generalize a subject’s score to what the subject would 
receive if another form of the same test had been given. If subjects are 
tested with one form on one occasion and with an equivalent form on a 
second occasion and their scores on the two forms are correlated, the re-
sulting coefficient is called the coefficient of stability and equivalence. 
This coefficient reflects two aspects of test reliability: variations in per-
formance from one time to another and variations from one form of the 
test to another. A high coefficient of stability and equivalence indicates 
that the two forms are measuring the same construct and measuring con-
sistently over time.  
One major problem with this approach is that you have to be able to gen-
erate lots of items that reflect the same construct, which is often no easy 
feat. Furthermore, this approach makes the assumption that the randomly 
divided halves are parallel or equivalent. Even by chance, this will some-
times not be the case. In addition, since administering two alternate 
forms to the same group of individuals will necessarily involve giving 
one form first and the other second, there is a possibility that individuals 
may perform differently because of the order in which they take the two 
forms. That is, they may do better on the second form they take because 
of the PRACTICE EFFECT of having taken the first, thus confounding the 
relative equivalence of the forms with the test-retest effect. One way to 
minimize the possibility of an ordering effect is to use a COUNTER BAL-

ANCED DESIGN, in which half of the individuals take one form first and 
the other half take the other form first. The MEANs and STANDARD DEVI-

ATIONs for each of the two forms can then be computed and compared to 
determine their equivalence, after which the correlation between the two 
sets of scores (Form A and Form B) can be computed. This correlation is 
then interpreted as indicator of the equivalence of the two tests, or as an 
estimate of the reliability of either one. 
The parallel-forms approach is similar to the SPLIT-HALF RELIABILITY. 
The major difference is that parallel forms are constructed so that the two 
forms can be used independently of each other and considered equivalent 
measures. For practical reasons, however, this method of assessing test 
reliability is used less frequently than an INTERNAL CONSISTENCY RELI-

ABILITY approach. 
 Richards & Schmidt 2010; Trochim & Donnelly 2007; Ary et al. 2010 

 
parameter 

see STATISTIC 
 
parametric design 

a TRUE EXPERIMENTAL DESIGN in which participants are randomly as-
signed to groups whose parameters are fixed in terms of the LEVELs of 
the INDEPENDENT VARIABLE (IV) that each receives. For example, imag-
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ine that an experiment is conducted to improve the reading abilities of 
poor, average, good, and outstanding readers (four levels of the IV ‘read-
ing ability’). Four experimental groups are set up to receive the interven-
tion (i.e., the IV or TREATMENT), thus: EXPERIMENTAL GROUP one (poor 
readers); experimental group two (average readers), experimental group 
three (good readers and experimental group four (outstanding readers). 
The CONTROL GROUP (group five) would receive no intervention. The re-
searcher could chart the differential effects of the intervention on the 
groups, and thus have a more sensitive indication of its effects than if 
there was only one experimental group containing a wide range of read-
ing abilities; the researcher would know which group was most and least 
affected by the intervention.  
Parametric designs are useful if an IV is considered to have different lev-
els or a range of values which may have a bearing on the outcome or if 
the researcher wishes to discover whether different levels of an IV have 
an effect on the outcome. 
 Cohen et al. 2011 

 
parametric procedure(s) 

another term for PARAMETRIC TEST(s) 
 
parametric statistic(s)  

another term for PARAMETRIC TEST(S) 
 
parametric test(s) 

also parametric statistic(s), parametric procedure(s) 
a group of statistical procedures that should be used if their basic AS-

SUMPTIONS can be met. The word parametric comes from PARAMETER, 
or characteristic of a POPULATION. The parametric tests (e.g., t-TEST, 
ANALYSIS OF VARIANCE, and PEARSON-PRODUCT-MOMENT CORRELA-

TION COEFFICIENT) make assumptions about the population from which 
the sample has been drawn. These assumptions are based on the nature of 
the population distribution and on the way the type of SCALE is used to 
quantify the data. For example, for most parametric statistics the obser-
vations should be independent; that is, the scores on one measure do not 
influence scores on another measure, e.g., a score on an oral test at Time 
A does not bias the score on an oral test at time B; the data should be 
normally distributed (see NORMALITY); and the data are measured on an 
INTERVAL or RATIO SCALE. Nominal and ordinal measures do not quanti-
fy for parametric treatment.  
Parametric tests are, as a general rule, more powerful than NONPARA-

METRIC TESTs when assumptions underlying the procedures are met. In 
part this is because they are tests which utilize the most information. Al-
so, tests which require NORMAL DISTRIBUTION are more powerful be-
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cause characteristics of the normal distribution are known. Therefore, 
parametric tests should be the first choice if the assumptions of the par-
ticular procedure are met and if we feel confident about the measurement 
of the variables and if we have overcome the many threats to the validity 
of the study so that we can generalize our findings. In practice, however, 
the data collected may violate one or some of these assumptions. Yet, 
because parametric inference tests are thought to be ROBUST with regard 
to violations of underlying assumptions, researchers may use these tests 
even if the assumptions are not met. An alternative is to transform varia-
bles if their distribution is not normal (see DATA TRANSFORMATION). 
When the data collected flagrantly violate these assumptions, the re-
searcher must select an appropriate nonparametric test. Nonparametric 
inference tests have fewer requirements or assumptions about population 
characteristics. 
 Dörnyei 2007; Mackey & Gass 2005; Hatch & Lazaraton 1991 

 
Pareto chart 

also Pareto diagram, Pareto graph 
a graph that combines the properties of a BAR GRAPH, displaying FRE-

QUENCY and RELATIVE FREQUENCY, with a line displaying CUMULATIVE 

FREQUENCY. As shown in Figure P.1, the bar chart portion displays the 
number and percentage of cases, ordered in descending frequency from 
left to right (so the most common cause is the furthest to the left and the 
least common the furthest to the right). A cumulative frequency line is 
superimposed over the bars. 
 Boslaugh & Watters 2008 
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  Figure P.1. An Example of Pareto Chart  
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Pareto diagram 
another term for PARETO CHART 

 
Pareto graph 

another term for PARETO CHART 
 
part correlation  

a value that measures the strength of the relationship between a DEPEND-

ENT VARIABLE and a single INDEPENDENT VARIABLE (IV) when the pre-
dictive effects of the other IVs in the regression model are removed. The 
objective is to portray the unique predictive effect due to a single IV 
among a set of IVS. Part correlation differs from the PARTIAL CORRELA-

TION coefficient, which is concerned with incremental predictive effect. 
 Hair et al. 2010 

 
partial autocorrelation 

see AUTOCORRELATION 
 
partial correlation  

a type of CORRELATION which aims at establishing the degree of associa-
tion between two VARIABLEs (e.g., variable A and variable B) after the 
influence of a third variable (i.e., COVARIATE, e.g., variable C) has been 
controlled for or partialled out (see Figure P.2). By statistically removing 
the influence of this CONFOUNDING VARIABLE, you can get a clearer and 
more accurate indication of the relationship between your two variables. 
This relationship can be represented graphically as: 
 

C

A

B
 

 
P.2. Schematic Representation  

    of Partial Correlation 
 
In this case, variable A and variable B may look as if they are related, but 
in fact their apparent relationship is due, to a large extent, to the influ-
ence of C. If you were to statistically control for the variable C, then the 
correlation between variable A and variable B is likely to be reduced, re-
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sulting in a smaller correlation coefficient. For example, you may have 
noticed while administering a timed vocabulary test that your older stu-
dents struggled more with this than your younger students. You are actu-
ally interested in the relationship between amount of vocabulary 
knowledge and scores on a reading test, but you decide you need to fac-
tor the effect of age out of the relationship to get an accurate view of it. 
For this you would use a partial correlation. Consider, too, the relation-
ship between success in basketball and previous experience in the game. 
Suppose, also, that the presence of a third factor, the height of the players 
was known to have an important influence on the other two factors. The 
use of partial correlation techniques would enable a measure of the two 
primary variables to be achieved, freed from the influence of the second-
ary variable. The remaining correlation between two variables when their 
correlation with a third variable is removed is called a first-order partial 
correlation. Partial correlation may be used to remove the effect of more 
than one variable. However, because of the difficulty of interpretation, 
partial correlation involving the elimination of more than one variable is 
not often used.  
A partial correlation has the following attributes: 
 
• There are three or more variables, i.e., two variables that we wish to 

explore the relationship between and one or more variables that we 
wish to control for.  

• These variables do not have any LEVELs within them. 
• If you took averages of the variables, you would have three or more av-

erages. 
• All variables are continuous (measured on INTERVAL or RATIO 

SCALEs). 
• The variables cannot necessarily be defined as independent and de-

pendent (having a cause-and-effect structure), although they might be.  
 

Partial correlation is, in a way, the correlational counterpart of AN-
COVA. 
see also MULTIPLE CORRELATION, PART CORRELATION 
 Larson-Hall 2010; Pallant 2010 

 
partial eta squared 

an EFFECT SIZE statistics which indicates the proportion of VARIANCE of 
the DEPENDENT VARIABLE that is explained by the INDEPENDENT VARI-

ABLE. It is partial because it eliminates the influence of other factors in 
the design. Values can range from 0 to 1.  
see also ETA-SQUARED, OMEGA-SQUARED, PARTIAL OMEGA-SQUARED 
 Dörnyei 2007; Larson-Hall 2010; Pallant 2010  
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partial gamma 
a measure of PARTIAL ASSOCIATION between two ordinal variables con-
trolling for the influence of a third ordinal variable. Partial gamma is the 
number of concordant pairs minus the number of discordant pairs for the 
two variables summed across the different LEVELs of the third variable 
divided by the number of concordant and discordant pairs summed 
across the different levels of the third variable. A concordant pair is one 
in which the first case is ranked higher than the second case, while a dis-
cordant pair is the reverse, in which the first case is ranked lower than 
the second case. 
 Cramer & Howitt 2004 

 
partial omega-squared 

an EFFECT SIZE statistics which indicates the proportion of VARIANCE of 
the DEPENDENT VARIABLE that is explained by the INDEPENDENT VARI-

ABLE. Like PARTIAL ETA SQUARED, it removes the variance of other fac-
tors which are not currently of interest from the calculation. Values can 
range from 0 to 1.  
see also ETA-SQUARED, OMEGA-SQUARED 
 Larson-Hall 2010 

 
participant-as-observer  

a type of PARTICIPANT OBSERVATION which involves a researcher to be 
a part of the social life of participants and documents and records what is 
happening for research purposes. The researcher is more observer than 
participant and actively participates and becomes an insider in the event 
being observed so that s/he experiences events in the same way as the 
participants. The researcher’s role is known to the people being ob-
served. Anthropologists often are participant observers when they con-
duct a study of a particular culture. In applied linguistics research, how-
ever, it is difficult for the investigator to pretend to be a member of a 
group and play the same role as the subjects who are being studied. It 
might be possible for a young researcher to be accepted in a group of 
college freshman in order to gather data on the freshman experience but 
not to become a participating member of a junior high school club. 
see also COMPLETE OBSERVER, OBSERVER AS PARTICIPANT, COMPLETE 

PARTICIPANT 
 Given 2008; Ary et al. 2010 

 
participant feedback 

another name for MEMBER CHECKS 
 
participant mortality 

another term for MORTALITY   
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participant observation  
a method of data collection in which the researcher takes part in everyday 
activities related to an area of social life in order to study an aspect of that 
life through the OBSERVATION of events in their natural contexts. The 
purpose of participant observation is to gain a deep understanding of a 
particular topic or situation through the meanings ascribed to it by the in-
dividuals who live and experience it. Participant observation is regarded 
as being especially appropriate for studying social phenomena about 
which little is known and where the behavior of interest is not readily 
available to public view. Through its emphasis on firsthand access to the 
real world and its meanings it is effective in allowing understanding of 
the way of life of others. Participant observation is characterized by 
emergent design involving a variety of methods including direct observa-
tion of human behavior and the physical features of settings, informal in-
terviewing, and document analysis. Researchers adopt roles that have 
been described as varying along a continuum of participation ranging 
from COMPLETE OBSERVER, through PARTICIPANT AS OBSERVER, and OB-

SERVER AS PARTICIPANT, to a COMPLETE PARTICIPANT. The move is from 
complete detachment to complete participation. The mid-points of this 
continuum strive to balance involvement with detachment, closeness with 
distance, familiarity with strangeness. The observer must decide what de-
gree of participation will provide the most appropriate data.  
It is easier to ask questions and record observations if members of the 
group know your purpose; furthermore, it may be more ethical to make 
people aware of what is going on. Being open, however, may present 
problems. Knowing they are being observed, group members may behave 
differently from the way they usually do, or they may not be truthful 
when answering questions. This impact of the observer on the partici-
pants being studied is called observer effect and can result in an inaccu-
rate picture of the group and its interactions. There is a risk that the ob-
server will destroy the very naturalness of the setting that s/he wants. Ob-
server expectation may occur when the researcher knows the participants 
are associated with certain characteristics and may expect certain behav-
iors. In other words, expectations may cause you to see or interpret ac-
tions or events in a particular way. Another problem with observation as a 
data-gathering tool is the possible effect that the observer him- or herself 
might have on the results. Observer bias occurs when the observer’s per-
sonal attitudes and values affect the observation and/or the interpretation 
of the observation. In participant observation, there may be a problem of 
the observer’s getting emotionally involved in the group and hence losing 
objectivity. Furthermore, it is not well suited to the study of large groups 
or populations. Gaining access to social contexts of interest—in other 
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words, obtaining permission to collect data, establishing CREDIBILITY, 
and earning the trust of those being observed—can be very challenging.  
In participant observation data are typically recorded in the form of 
FIELDNOTES that, in order for the investigator to remain as unobtrusive as 
possible, are written up from memory either in secluded areas or at the 
end of the day. Participant observation usually entails prolonged engage-
ment in the field that allows for gathering more detailed and accurate in-
formation. For example, a researcher who observes a setting for several 
months can identify discrepancies between what people say and what 
they actually do.  
see also PARTICIPANTS AS CO-RESEARCHERS, INTERVIEW  
 Given 2008 

 
participants 

also subjects 
people from whom data are gathered. In the METHOD section of a RE-

SEARCH REPORT, the characteristics of the subjects or participants should 
be described. Appropriate identification of research participants is criti-
cal to the science and practice of applied linguistics research, particularly 
for generalizing (see GENERALIZABILITY) the findings, making compari-
sons across replications, and using the evidence in research syntheses 
and secondary data analyses. If humans participated in the study, report 
the eligibility and exclusion criteria, including any restrictions based on 
demographic characteristics. You should describe the SAMPLE adequate-
ly. Detail the sample’s major demographic characteristics, such as age; 
sex; ethnic and/or racial group; level of education; native language; level 
of proficiency, nationality; socioeconomic, generational, or immigrant 
status; disability status; gender identity; and language preference as well 
as important topic-specific characteristics. As a rule, you should describe 
the groups as specifically as possible, with particular emphasis on char-
acteristics that may have bearing on the interpretation of results. Often, 
participant characteristics can be important for understanding the nature 
of the sample and the degree to which results can be generalized.  
You should also describe the procedures for selecting participants, in-
cluding (a) the SAMPLING method, if a systematic sampling plan was 
used; (b) the percentage of the sample approached that participated; and 
(c) the number of participants who selected themselves into the sample. 
Describe the settings and locations in which the data were collected as 
well as any agreements and payments made to participants, agreements 
with the institutional review board, ethical standards met, and safety 
monitoring procedures.  
Along with the description of subjects, give the intended size of the sam-
ple and number of individuals meant to be in each CONDITION, if sepa-
rate conditions were used. You should state whether the achieved sample 
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differed in known ways from the target POPULATION. Conclusions and 
interpretations should not go beyond what the sample would warrant. 
State how this intended SAMPLE SIZE was determined. If interim analysis 
and stopping rules were used to modify the desired sample size, describe 
the methodology and results. 
see also MATERIALS, PROCEDURES, ANALYSES 
 American Psychological Association 2010 

 
participants as co-researchers  

a participatory method of research that situates participants as joint con-
tributors and investigators to the findings of a research project. This 
QUALITATIVE RESEARCH approach validates and privileges the experi-
ences of participants, making them experts and therefore co-researchers 
and collaborators in the process of gathering and interpreting data. Par-
ticipants have the opportunity to tell their own stories and give an insider 
perspective to the process of being the object or subject of research. Par-
ticipants are also able to offer their own interpretation of the researcher’s 
findings, voicing their opinion in response to the researcher, thereby giv-
ing voice to the community or group that is being researched. Together, 
the researcher and participant work to come to conclusions, engaging in 
dialogue and offering each other feedback. Additionally, utilizing partic-
ipants as coresearchers gives researchers the opportunity to use the expe-
riences and knowledge of participants to learn about and discuss the re-
search. Co-researchers contribute to the research by offering credibility 
to the findings and credibility to the researcher (within the community or 
organization). The involvement of an active participant encourages other 
participants to join the conversation and respond with their own interpre-
tations. This encouragement allows the researcher to take on the role of 
student, allowing the research process to be a learning event. 
The insider status of participants in research projects contributes to the 
benefit of insider status and, more generally, to the information gathered 
in the study. When participants are co-researchers, they share 
knowledge, access, and responsibility, which offers a perspective that 
would usually be unavailable to an outside researcher. Additionally, 
when participants take on a valid role in the research, they are further 
motivated to cooperate; that prompts others to become active participants 
as well. When participants are invited to be co-researchers in the process, 
they become equally invested in the success of the project. Participants 
become involved in the process of research from the initial inquiries of 
the investigation to findings and conclusions. Their feedback offers an 
opportunity to consider the perspective of the people being represented 
in the research. This method merges the experience of the participants 
with the research skills of the researcher. Participants as co-researchers 
transition from a role of being asked questions and being observed, to 
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asking questions and observing. Co-researchers, however, are not neces-
sarily credited as co-authors but rather as collaborators in the writing 
process.  
The original researcher remains individually responsible and accountable 
for the technical responsibilities of the research because participants 
turned co-researchers often are not familiar or comfortable with the con-
cept of fieldnotes, formal interviewing, transcribing, or writing, but they 
can offer their opinions, observations, and expertise, being involved in 
varying degrees over the course of the project. The theory development 
remains the responsibility of the first researcher, who is more familiar 
with the process of research; co-researchers contribute alternatives to the 
theory and responses and interpretations of events in their own words. 
In addition to the benefits of utilizing participants as co-researchers, 
there are also some disadvantages. Although inviting participants as co-
researchers allows the researcher the benefit of access and credibility, 
there is still a risk of misrepresentation. Researchers are likely able to in-
vite only one person or a small group of participants to be co-researchers, 
a restriction that means that only a limited perspective is being represent-
ed or considered in the research while many others remain marginalized. 
Co-researchers as participants as a method of participatory research of-
fers the opportunity for otherwise unidentifiable or unavailable themes 
and conclusions to be drawn; however, there is also the chance that more 
observable conclusions will be over-looked. The view of participants as 
co-researchers is limited to their perspective as insiders, a limitation that 
means that they may ignore important data that they have grown accus-
tomed to as participants.  
 Given 2008 

  
 participatory action research 

also collaborative research 
a type of ACTION RESEARCH which is a collaborative approach to re-
search that provides people with the means to take systematic action in 
an effort to resolve specific problems. Participatory action research en-
courages consensual, democratic, and participatory strategies to encour-
age people to examine reflectively problems affecting them. Further, it 
encourages people to formulate accounts and explanations of their situa-
tion, and to develop plans that may resolve these problems. 
Participatory action research, while sharing the focus on a specific local 
issue and on using the findings to implement action, differs in important 
ways from PRACTICAL ACTION RESEARCH. The first difference is that it 
has two additional purposes: to empower individuals and groups to im-
prove their lives and to bring about social change at some level—school, 
university, community, or society. Accordingly, it deliberately involves a 
sizable group of people representing diverse experiences and viewpoints, 
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all of whom are focused on the same problem. The intent is to have in-
tensive involvement of all these STAKEHOLDERs, who function as equal 
partners. Achieving this goal requires that the stakeholders, although 
they may not all be involved at the outset, become active early in the 
process and jointly plan the study. This includes not only clarifying pur-
poses but also agreeing on other aspects, including data collection and 
analysis, interpretation of data, and resulting actions. For this reason, 
participatory action research is often referred to as collaborative re-
search.  
Sometimes a trained researcher identifies a problem and brings it to the 
attention of the stakeholders. But it is essential that the researcher realize 
that the problem to be studied must be a problem that is important to the 
stakeholders, and not simply of interest to the researcher. The researcher 
and the stakeholders jointly formulate the research problem (often 
through brainstorming or by conducting focus groups). This approach 
contrasts with many of the more traditional investigations, in which the 
researchers formulate the problem by themselves. 
see also PRACTICAL ACTION RESEARCH 
 Fraenkel & Wallen 2009 

 
participatory pedagogy 

see CRITICAL PEDAGOGY 
 
path analysis 

also path modeling 
an analysis in which three or more VARIABLEs are ordered by the re-
searcher in terms of their presumed CAUSAL RELATIONSHIPs. Path analy-
sis allows researchers to look at the relationships between variables both 
directly and indirectly. Path analysis is not a statistical procedure in and 
of itself. Rather, it is an application of MULTIPLE REGRESSION techniques 
to the testing of causal models (i.e., a mathematical model describing 
causal relations among sets of exogenous and endogenous variables, de-
fined below). It allows you to test a model specifying the causal links 
among variables by applying simple multiple regression techniques. 
Whereas multiple regression looks at how well a set of INDEPENDENT 

VARIABLEs (IVs) can be used to predict a single DEPENDENT VARIABLE 
(DV), path analysis can have the same variable acting as a DV at one 
stage in the model and as an IV in another part of the model.  
There are a number of general assumptions in path analysis: 
 
1) The variables are linear, additive, and causal. This means that the data 

cannot be curvilinear (see CURVILINEARITY). Additivity means that 
the variables cannot be interactive (i.e., they should be independent of 
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each other). And finally, logic should argue that there is a causal di-
rection to the relationship. 

2) The data are normally distributed (see NORMALITY) and the variances 
are equal (see HOMOGENEITY OF VARIANCE). You know that one 
method of obtaining a normal distribution with equal variances is to 
increase the SAMPLE SIZE. This is not a small-sample technique. 

3) The RESIDUALs are not correlated with variables preceding them in 
the model nor among themselves. This implies that all relevant varia-
bles are included in the system. 

4) There is a one-way casual flow in the system. That is, the final goal 
(DV) cannot be seen as causal for the preceding IVs. 

5) The data are continuous. That is, the procedure is not appropriate for 
NOMINAL VARIABLEs. 

 
The heart of path analysis is developing a causal model and identifying 
causal relationships. A diagram which shows the presumed causal rela-
tionships between the variables is called a path diagram. Causal rela-
tionships among variables can take many forms. The simplest of these is 
shown in panel (a) of Figure P.3, where variable A (IV) causes changes 
in variable B (dependent variable). Another possible causal relationship 
is shown in panel (b). Here, two variables impinge on variable B. This 
model suggests that variation in the DV has multiple causes. These caus-
al variables can be uncorrelated as shown in panel (b). Panel (c) shows a 
situation in which two variables believed to cause changes in the DV are 
correlated. In Figure P.3 (and in path analysis, in general), straight ar-
rows denote causal relationships and are called paths. Curved, double-
headed arrows denote correlational relationships. 

A B

A

C

B

A

C

B

(a)

(b) (c)
 

Figure P.3. Three Possible Causal Relationships. (a) Variable A Causes Changes 
in B; (b) Uncorrelated Variables A and C Contribute to Changes in the Value of 

B; (c) Correlated Variables A and C Cause Changes in the Value of B. 
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The simple causal relationships just described can be combined to form 
more complex causal models. One such model is the causal chain in 
which a sequence of events leads ultimately to variation in the DV. To il-
lustrate a simple causal chain, consider an example in which you were 
trying to determine what variables correlated with second language ac-
quisition (SLA). Suppose you believe that parental education (PE) and 
student motivation (SM) relate to variation in SLA. You have reason to 
believe that a causal relationship exists. So you develop a causal model 
like the one illustrated in panel (a) of Figure P.4. Your model suggests 
that PE causes changes in SM, which then causes changes in SLA. No-
tice that you are proposing that PE does not directly cause changes in 
SLA but rather operates through SM. 

(a)

(b)

PE SM SLA

PE SM WH SLA

 
Figure P.4. (a) Three-Variable Causal Chain  

and (b) Four-Variable Causal Chain 
 
When developing simple causal chains (and more complex causal mod-
els), note that the VALIDITY of your causal model depends on how well 
you have conceptualized your model. Perhaps SM does not directly 
cause changes in SLA as conjectured but rather operates through yet an-
other variable, such as working hard (WH) in class. Panel (b) of Figure 
P.4 shows a causal chain including WH. If you excluded WH from your 
model, the causal relationships and the model you develop may not be 
valid. 
You can progress from simple causal chains to more complex models 
quite easily. Figure P.5 shows three examples of more complex causal 
models. In panel (a), the causal model suggests variables A and B are 
correlated (indicated with the curved arrow). Variable A is believed to 
exert a causal influence on Variable C, and B on D. Variable D is hy-
pothesized to cause changes in C, and both D and C are believed to cause 
changes in E. Variables A and B in panel (a) of Figure P.5 are called ex-
ogenous variables which are assumed to begin the causal sequence and 
the correlation between them is depicted by a curved line with two-
headed arrows. An exogenous variable is not explained by any other var-
iables in the analysis but which explains one or more other variables. As 
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a consequence, it has one or more arrows leading from it but none lead-
ing to it. Note that no causal paths lead to variable A or B. All the other 
variables in the model shown in panel (a) are endogenous variables. 
These DVs are internal to the model, and changes in them are believed to 
be caused or explained by other variables (i.e., exogenous variables) in 
the analysis. As a consequence they have one or more arrows leading ei-
ther directly or indirectly to them from other variables. Variables C, D, 
and E are all endogenous variables. Panel (b) of Figure P.5 shows essen-
tially the same model as panel (a), except that the two exogenous varia-
bles are not correlated in panel (b). 

 

(a)

(b)

(C)

A C

E

B D

A C

E

B D

A

D

B

C

 
 

         Figure P.5. Three Complex Causal Models 
 

The models in panels (a) and (b) are both known as recursive models. 
Notice that there are no loops of variables. That is, causal relationships 
run in only one direction (e.g., D causes C, but C does not cause D). In 
contrast, panel (c) of Figure P.5 shows a nonrecursive model, which has 
a causal loop. In this case, variable A is believed to be a cause of C (op-
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erating through B), but C also can cause A. In general, recursive models 
are much easier to deal with conceptually and statistically. 
After you have developed your causal models and measured your varia-
bles, you then obtain estimates of the causal relationships among your 
variables. These estimates are called path coefficients. Figure P.6 shows 
a causal model with the path coefficients indicated for each causal path. 

 

A C

E

B D

.21

.39

.68

.72

.12

.12

 
 

Figure P.6. Path Diagram Showing Path Coefficients 
 

Path coefficients are determined by using a series of multiple regression 
analyses. Each endogenous variable is used as a DV in the regression 

analysis. All the variables in the model that are assumed to impinge on 
the DV are used as predictors. For example, the path coefficients for A-C 
and D-C, in Figure P.6, are obtained by using C as the DV and A, B, and 
D as predictors. The path coefficients are the STANDARDIZED REGRES-

SION COEFFICIENTs (beta weights) from these analyses.  
A danger of path analysis is that researchers will forget what they have 
been told about correlational techniques, namely, that we cannot identify 
cause-and-effect relationships. There is a temptation to see the arrow in a 
path diagram as suggesting a direction of cause. As with regression, it is 
only telling you about the degree to which one variable can be used to 
predict another. 
see also MANIFEST VARIABLE, STRUCTURAL EQUATION MODELING 
 Cramer & Howitt 2004; Bachman 2004; Bordens & Abbott 2011; Hatch & Lazaraton 
1991 

 
path coefficient 

see PATH ANALYSIS 
 
path diagram 

see PATH ANALYSIS 
 
path modeling 

another term for PATH ANALYSIS  
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PCA 
an abbreviation for PRINCIPLE COMPONENTS ANALYSIS 

 
Pearson correlation coefficient 

another term for PEARSON PRODUCT-MOMENT CORRELATION COEFFI-

CIENT  
 
Pearson product-moment correlation coefficient  

also product moment correlation, Pearson correlation coefficient, Pear-
son r, r  
the most widely used measure of CORRELATION or association. It is a 
PARAMETRIC STATISTIC which indicates the strength and direction of the 
relationship between two CONTINUOUS VARIABLEs (i.e., measured on an 
INTERVAL or RATIO SCALEs). In evaluating the extent to which two vari-
ables covary (i.e., vary in relationship to one another), the Pearson prod-
uct-moment correlation coefficient (often referred to as Pearson r) de-
termines the degree to which a linear relationship exists between the var-
iables. One variable (usually designated as the X variable) is referred to 
as the INDEPENDENT VARIABLE or predictor and another variable, which 
is referred to as the DEPENDENT VARIABLE or criterion, is usually desig-
nated as the Y variable. The degree of accuracy with which a researcher 
will be able to predict a subject’s score on the criterion variable from the 
subject’s score on the predictor variable will depend upon the strength of 
the linear relationship between the two variables. The use of correlational 
data for predictive purposes is summarized under the general subject of 
REGRESSION. 
In order to appropriately use and interpret the Pearson product-moment 
correlation coefficient (r), the following ASSUMPTIONs need to be made 
about the data: 

 
1) for each subject in the study, there must be related pairs of scores, i.e., 

if a subject has a score on variable X, then the same subject must also 
have a score on variable Y; 

2) the relationship between the two variables is linear (the relationship 
can be characterized by a straight line); 

3)  both variables are continuous (measured on interval or ratio scales);  
4) The variability of scores on the Y variable should remain constant at 

all values of the X variable (also referred to as HOMOSCEDASTICITY); 
5) both variables are normally distributed (i.e., a BIVARIATE NORMAL 

DISTRIBUTION); and 
6) each pair of scores is independent from all other pairs. 
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If these assumptions are not met, or are violated in the data, then it is 
likely that the correlation coefficient we obtain will not give us an unbi-
ased estimate of the relationship between the two variables (see BIAS). 
Pearson correlation can be strongly affected by extreme scores or OUTLI-

ERs. Consequently, if the scores are not normally distributed, the scores 
can be ranked and the SPEARMAN RANK ORDER CORRELATION COEFFI-

CIENT (the nonparametric alternative to Pearson correlation coefficient) 
is used. 
see also NONPARAMETRIC TEST(S) 
 Urdan 2010; Richards & Schmidt 2010; Brown 1988; Sheskin 2011 

 
Pearson r 

another term for PEARSON PRODUCT-MOMENT CORRELATION COEFFI-

CIENT  
 
Pearson’s chi-square 

another term for CHI-SQUARE TEST 
 
peer debriefing 

another term for PEER REVIEW 
 
peer review 

also expert review, peer debriefing, independent scientific review, au-
diting 
a method used by administrators, funding officials, journal editors, and 
researchers to inform decision making and to improve the research pro-
cess and outcomes by engaging independent and qualified experts to 
provide critical and consultative evaluation of the merits of a research 
project or product, proposal. Depending on its environment, peer review-
ing can differ as to its purposes, participants, process, and product. For 
example, peer review may be used to improve a research proposal or pro-
ject’s trustworthiness. Researchers may call upon peers with relevant 
methodological and content area expertise and experience to scrutinize 
and critique a study’s procedures and outcomes. This type of peer review 
(sometimes called INVESTIGATOR TRIANGULATION) provides researchers 
with an objective source familiar with the research or the phenomenon 
being explored to review the study’s methodology, to analyze portions of 
data, and to critique findings. This peer reviewer can provide support and 
guidance, challenge researchers’ assumptions and findings, and help im-
prove the study’s rigor or trustworthiness. This support can be provided 
via formal, written reports or through informal conversations and emails. 
Peer reviewers can also improve data analysis and interpretation credibil-
ity by seeking the assistance of peer debriefers and using the feedback to 
reach consensus on the findings’ coherence and agreement as to the find-
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ings’ credibility or to generate additional reflections. Peer debriefing can 
also help prevent researchers from becoming overly intrusive in their re-
search participants’ lives, from going native, or becoming overly con-
nected with the research site and its inhabitants. The goal is to help re-
searchers become more aware of their work’s impact on themselves and 
other study participants. 
 Given 2008 

 
 percentage  

see PROPORTION 
 
percentage of the total frequency 

see MODE 
 
percentage variance effect size  

see EFFECT SIZE  
 
percent agreement 

another term for AGREEMENT COEFFICIENT 
 
percentile  

also percentile rank, percentile score 
a DISTRIBUTION which is divided into 100 equal parts, each of which 
contains 1% of total observations (see Table P.1). The MEDIAN is the 50th 
percentile, the first quartile is the 25th percentile, and the third quartile is 
the 75th percentile. A specific percentile value corresponds to the point 
in a distribution at which a given percentage of scores falls at or below. 
For example, if a given student’s score is at the 90th percentile, this 
means that 90 per cent of the students in the reference group scored equal 
or below her/her score. The term percentile rank is also employed to 
mean the same thing as a percentile; in other words, we can say that a 
score has a percentile rank of 84%. At times, a percentile rank is used to 
indicate the percentage of examinees that scored below that score (omit-
ting the word ‘at’). In practice, a percentile rank of 100 is not reported. 
We cannot say that a person with a certain raw score did better than 100 
percent of the people in the group, because that person has to be included 
in the group. Instead, 99 percent (or in some cases, 99.9 percent) is con-
sidered the highest percentile rank. A percentile band is also often used 
to provide an estimated range of the true percentile rank. The bands are 
used due to the fact that the tests are not completely reliable and include 
a certain level of error. 
The NORMAL CURVE can be used to calculate percentiles, assuming that 
the distribution of scores is normally distributed. For example, a Z SCORE 
of +1 corresponds to a percentile rank of 84.13 (or 84). We find that per-
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centile rank by adding up the percent of scores between the MEAN and a z 
score of +1 on the normal curve (it is 34.13 percent) to the percent of 
scores below the mean (50 percent). A z score of -2 corresponds to a per-
centile rank of 2 (the percent of area under the normal curve below a z 
score of -2). 

 

                           The data arranged in an increasing order of magnitude
1% 1% 1%                 . . . 1% 1% 1%

p1 p2 p3 p97 p98 p99  
 

Table P.1. Schematic Representation of Percentiles of a Data Set 
 

A number of considerations must be kept in mind when using percentile 
ranks. First, percentile ranks are specific to a particular level and form of 
a test or subtest. Second, percentile ranks, can be interpreted only with 
respect to the reference group or groups on which they are based. Final-
ly, the primary limitation in percentile ranks is that they provide only an 
ORDINAL SCALE, so that a difference in one percentile at different points 
in the scale may not correspond to the same difference in levels of abil-
ity. Specifically for percentile ranks, a difference of one percentile be-
tween scores in the middle of the distribution is much smaller than it is 
between scores at the extremes of the distribution. For this reason, differ-
ences in percentile ranks at the ends of the score distribution are more 
likely to be meaningful than similar differences in the middle of the 
score distribution. Furthermore, because percentile ranks constitute an 
ordinal scale, they should not be averaged arithmetically to obtain a 
mean; the median, or the 50th percentile, is the appropriate indicator of 
CENTRAL TENDENCY for percentile ranks.  
see also DECILE, QUARTILE QUINTILE 
 Bachman 2004; Sheskin 2011; Sahai & Khurshid 2001 

 
percentile band 

see PERCENTILE  
 
percentile rank 

another term for PERCENTILE  
 
percentile score 

another term for PERCENTILE  
 
per-comparison error rate 

another term for COMPARISONWISE ERROR RATE  
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per-experiment error rate 
another term for EXPERIMENTWISE ERROR RATE 

 
performance assessment 

also authentic assessment 
a popular alternative to traditional paper-and-pencil tests among educa-
tors, usually administered individually. The most common achievement 
tests are paper-and-pencil tests measuring cognitive objectives. This fa-
miliar format, usually administered to groups, requires individuals to 
compose answers or choose responses on a printed sheet. In some cases, 
however, a researcher may want to measure performance—what an indi-
vidual can do rather than what s/he knows. A performance test is a tech-
nique in which a researcher directly observes and assesses an individual’s 
performance of a certain task and/or judges the finished product of that 
performance. The test taker is asked to carry out a process such as pro-
ducing a product such as a written essay. The performance or product is 
judged against established criteria. An everyday example of a perfor-
mance test is the behind-the-wheel examination taken when applying for 
a driver’s license. A paper-and-pencil test covering knowledge of signs 
and rules for driving is not sufficient to measure driving skill. In investi-
gating a new method of teaching, for example, you would want to know 
the effect of the method not only on students’ cognitive behavior but also 
on their learning of various procedures and techniques teaching. In this 
case, the researcher’s test would require the students to perform a real 
teaching. Portfolios that contain a collection of student work such as po-
etry, essays, sketches, audiotapes of speeches, and diaries are popular in 
performance assessments. They provide an opportunity for teachers and 
researchers to gain a more holistic view of changes in students’ perfor-
mance over time. However, fewer tasks can be included given time con-
straints, creating agreed-upon criteria for scoring is time-consuming, and 
judgment of students’ work is highly subjective, all of which make per-
formance assessment expensive and open to bias. 
 Ary et al. 2010; Fernandez-Ballesteros 2003 

 
permutation 

a sequence of events in PROBABILITY. A permutation is all the possible 
ways elements in a set can be arranged. For instance, if a set consists of 
the elements (a, b, c), then the permutations of this set are (a, b, c), (a, c, 
b), (b, a, c), (b, c, a), (c, a, b), and (c, b, a). Note that the order of ele-
ments is important in permutations: (a, b, c) is a different permutation 
than (a, c, b). If we ignore sequence, then the different possibilities are 
known as combinations. Combinations are similar to permutations, with 
the difference that the order of elements is not significant in combina-
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tions: (a, b, c) is the same combination as (b, a, c). For this reason there 
is only one combination of the set (a, b, c). 
Permutations of outcomes such as taking a name from a hat containing 
initially six names can be calculated by multiplying the possibilities at 
each selection. So if we take out a name three times the number of dif-
ferent combinations is 6 × 5 × 4 =120. This is because for the first selec-
tion there are six different names to choose from, then at the second se-
lection there are five different names (we have already taken one name 
out) and at the third selection there are four different names. Had we re-
placed the name into the hat then the permutations would be 6 × 6 × 6. 
Combinations and permutations are used in statistics to calculate the 
number of ways a subset of specified size can be drawn from a set, which 
allows the calculation of the probability of drawing any particular subset. 
 Cramer & Howitt 2004; Boslaugh & Watters 2008 

 
personal interview 

another term for FACE-TO-FACE INTERVIEW 
 
phenomenology 

a school of thought and approach to QUALITATIVE RESEARCH which em-
phasizes a focus on people’s subjective experiences and interpretations 
of the world. That is, the phenomenologist wants to understand how the 
world appears to others. Phenomenology is the reflective study of prere-
flective or lived experience. A main characteristic of the phenomenolog-
ical tradition is that it is the study of the lifeworld as we immediately ex-
perience it, prereflectively, rather than as we conceptualize, theorize, cat-
egorize, or reflect on it. Indeed, it is the study of lived or experiential 
meaning and attempts to describe and interpret these meanings in the 
ways that they emerge and are shaped by consciousness, language, our 
cognitive and noncognitive sensibilities, and by our preunderstandings 
and presuppositions. It is a reaction against the empiricist conception 
(see EMPIRICISM) of the world as an objective universe of facts. Phenom-
enological studies attempt to capture the essence of the human experi-
ence. Like other qualitative researchers, phenomenologists are interested 
in recording the individual perspectives of the participants in the study. 
However, phenomenology stresses the importance of each individual and 
his/her respective view of reality. To encourage these perspectives to 
emerge, phenomenologists use open-ended INTERVIEWs as their primary 
data collection tool. The phenomenologist’s role is to give voice to those 
perspectives. Consider the following: Take a look at the person sitting 
next to you in class. You both are sitting in the same course, at the same 
college, with the same professor; yet, the way you perceive the reality of 
this graduate experience is quite different. You each bring a history of 
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personal experiences, attitudes, behaviors, and emotions, all of which 
will influence how you view this shared experience. 
Originally, phenomenology was the name for the major movement in 
philosophy and the humanities in continental Europe in the 20th century. 
More recently, the term has acquired a broader meaning as phenomenol-
ogy has been developed as a human science that is employed in profes-
sional disciplines such as education and applied linguistics. Phenome-
nology may explore the unique meanings of any human experience or 
phenomenon. For example, it may study what it is like to have a conver-
sation, how students experience difficulty in learning something, how 
pain is experienced in childbirth, what it is like to experience obsessive 
compulsions, how young people begin to experience secrecy and in-
wardness, and so forth. For example, a TESOL research project in this 
tradition might seek to understand the experience of being forced to learn 
a new language when the learner has strong negative feelings about this. 
The first step would be to identify a group of perhaps 10 to 20 students 
who have had this experience and to set up a series of IN-DEPTH INTER-

VIEWs, perhaps beginning with the general question, ‘What is it like hav-
ing to start learning a language when you feel a strong antipathy to this?’ 
The aim would then be to follow the procedures outlined above in order 
to understand the essence of this particular language-learning experience. 
There are two terms of fundamental importance in phenomenology, both 
related to the avoidance of contamination by outside prejudices and pre-
suppositions. The process of removing these from the research process, 
or setting them aside, in order to penetrate to the essence of the phenom-
enon, is known as bracketing. It involves the researcher intentionally set-
ting aside his/her own experiences, suspending his/her own beliefs in or-
der to take a fresh perspective based on data collected from persons who 
have experienced the phenomenon. The resulting suspension of such el-
ements and uncontaminated access to the essence of the phenomenon is 
known as epoche. A related concept sometimes referred to is ideation, 
where we try to go from the particular to the general: starting from what 
appears to consciousness; we try to acquire an understanding of the idea 
that determines its meaningfulness. 
see also ETHNOMETHODOLOGY, SYMBOLIC INTERACTIONISM 
 Given 2008; Ridenour & Newman 2008; Keith Richards 2003 

 
phi (φ) 

an abbreviation for PHI CORRELATION COEFFICIENT  
 
phi correlation coefficient  

also phi (φ) 
a measure of association between two genuinely dichotomous variables. 
The most common applications of Phi correlation coefficient are in cor-
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pie graph 
also pie chart, pie diagram 
a common way of presenting frequencies of categories of a VARIABLE. 
Pie graph looks like a circle that is divided into wedges, or segments. 
Each wedge represents a category or subgroup within that distribution. 
The size of each wedge indicates the percent of cases represented by that 
wedge. By inspecting the pie graph, we can readily see the proportion of 
each wedge to the total pie as well as the relationships among the differ-
ent wedges. The percentages represented by the different-sized wedge 
should add up to 100 percent (see Figure P.8). 

               
 

When drawing a pie graph, the different wedges of the pie should be 
identified, and numerical information, such as percentages, should be in-
cluded. This would allow easy and accurate interpretation of the graph. 
There should not be too many wedges in the pie circle. It is not uncom-
mon to see reports that include pie graphs with more than five wedges. 
 Ravid 2011 

 
Pillai-Bartlett trace 

another term for PILLAI’S CRITERION 
 
Pillai’s criterion 

also Pillai-Bartlett trace, V 
a test used in multivariate statistical procedures such as CANONICAL 

CORRELATION, DISCRIMINANT FUNCTION ANALYSIS, and MULTIVARIATE 

ANALYSIS OF VARIANCE to determine whether the means of the groups 
differ. This test is said to be more ROBUST than WILKS’ LAMBDA, HO-

TELLING’S TRACE CRITERION, and ROY’S GCR CRITERION. As sample size 
decreases and the assumption of HOMOGENEITY OF VARIANCE-
COVARIANCE MATRICES is violated, the advantage of Pillai's criterion in

20%

15%

25%

40%

Figure P.8. An Example of Pie Chart 
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terms of robustness is more important. When the research design is less 
than ideal, then Pillai's criterion is the criterion of choice.  
 Cramer & Howitt 2004; Tabachnick & Fidell 2007 

 
pilot study 

a small-scale trial of the proposed procedures, materials, and methods, 
and sometimes also includes coding sheets and analytic choices. The 
point of carrying out a pilot study is to test—often to revise—and then 
finalizes the materials and the methods. Pilot study is carried out to un-
cover any problems, and to address them before the main study is carried 
out. For example, you want to know whether participants understand the 
instructions they are given and whether your measures have FACE VALID-

ITY. A pilot study is an important means of assessing the feasibility and 
usefulness of the data collection methods and making any necessary re-
visions before they are used with the research participants. Without the 
information gained from a pilot study you may be presented with a di-
lemma if you discover flaws during the study: you can either alter the de-
sign midway through the study or you can plough on regardless with a 
poor design. Changing the design during the study obviously means that 
participants in the same condition are likely not to have been treated sim-
ilarly. This will mean that you are adding an extra source of variation in 
the results, which can be a problem for their interpretation. On the other 
hand, to continue with a design that you know is flawed is simply a 
waste of both your time and that of your participants. 
 Mackey & Gass 2005; Clark-Carter 2010 

 
planned comparison 

another term for A PRIORI TEST 
 
planned test 

another term for A PRIORI TEST  
 
planning-evaluation cycle 

see EVALUATION RESEARCH 
 
platykurtic 

see KURTOSIS  
 
point-biserial correlation coefficient  

also rpbis, rpbi, rpb 
a variant of the PEARSON PRODUCT MOMENT CORRELATION which is 
used as a measure of association between a CONTINUOUS VARIABLE and 
a genuinely dichotomous variable. For example, a researcher might want 
to investigate the degree of relationship between being male or female (a 
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naturally occurring dichotomy, or a true dichotomy) and achievement in 
Farsi (a continuous variable). The CATEGORICAL VARIABLE does not 
have to be normally distributed. For example, the number of male vs. 
female or foreign students vs. native speakers can have quite a SKEWED 

DISTRIBUTION.  
Point biserial correlations are frequently used in the area of test evalua-
tion, where answers are scored as either correct or incorrect. For exam-
ple, answers to a single test item are either right or wrong. This is a di-
chotomy where 1 might = wrong and 2 might = right. Thus, it is possible 
to run a correlation of the performance on a single test item with the total 
test score (minus that one item, of course). If there are several subtests 
within the test for, say, reading, grammar, vocabulary, listening compre-
hension, and so forth, it would be possible to correlate the single test 
item with each subtest score. The single test item should correlate most 
with the subtest in which it appears. In addition, those students who do 
well on the subtest should pass the item and those who fail the item 
should have lower subtest scores. If not, then it is probably a poor item to 
use to test that particular skill. That is, the point biserial correlation will 
tell you how well single items are related to, or fit with, other items 
which purport to test the same thing. 
In using the point-biserial correlation coefficient, it is assumed that the 
dichotomous variable is not based on an underlying continuous distribu-
tion. In fact, if the dichotomous variable is based on the latter type of dis-
tribution, the BISERIAL CORRELATION COEFFICIENT is the appropriate 
measure to employ. 
 Richards & Schmidt 2010; Hatch & Farhady 1982; Brown 1988; Sheskin 2011; Hatch 
& Lazaraton 1991 

 
point estimate 

a single numerical value that describes SAMPLE DATA used as an estimate 
of the value of a POPULATION PARAMETER. Put simply, when we calcu-
late a single statistic, such as the MEAN, to describe a SAMPLE, that is re-
ferred to as calculating a point estimate because the number represents a 
single point on the number line. The sample mean is a point estimate, and 
is a useful statistic as the best estimate of the population mean. The pro-
cess of estimation of a parameter in terms of a single numerical value is 
called a point estimation and the method of calculating a point estimate 
from the sample data is known as a point estimator. However, we know 
that the sample mean is only an estimate and that if we drew a different 
sample, the mean of the sample would probably be different. We do not 
expect that every possible sample we could draw will have the same 
sample mean. It is reasonable to ask how much the point estimate is like-
ly to vary by chance if we had chosen a different sample, and it has be-
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come common practice to report both point estimates and INTERVAL ES-

TIMATEs, which specifies a range of values. 
see also CONFIDENCE INTERVAL  
 Boslaugh & Watters 2008 

 
point estimation 

see POINT ESTIMATE 
 
point estimator 

see POINT ESTIMATE 
 
polychomous variable 

another term for MULTINOMIAL VARIABLE 
 
polynomial relationship 

see CURVILINEARITY 
 
polytomous variable 

another term for MULTINOMIAL VARIABLE 
 
pooled variances 

combined or averaged variances. Variances are pooled to provide a better 
population estimate in the INDEPENDENT SAMPLES t-TEST where the vari-
ances are equal but the number of cases is unequal in the two groups. 
 Cramer & Howitt 2004 

 
population  

a group you wish to generalize to in your study. This is the group you 
would like to sample from because this is the group you are interested in 
generalizing to (see Figure P.9). Let’s imagine that you want to general-
ize all second language (L2) learners between the ages of 15 and 18 in 
the United States. If that is the population of interest, you must develop a 
sampling plan. You are probably not going to find an accurate listing of 
this population, and even if you did, you would almost certainly not be 
able to mount a national sample across thousands L2 language learners. 
So you probably should make a distinction between the population you 
would like to generalize to, and the population that is accessible to you. 
The former is called the theoretical population and the latter the acces-
sible population. In this example, the accessible population might be L2 
language learners between the ages of 15 and 18 in six selected areas 
across the United States. 
After you identify the theoretical and accessible populations, you have to 
do one more thing before you can actually draw a sample: get a list of the 
members of the accessible population. The listing of the accessible popu-
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lation from which you will draw your sample is your SAMPLING FRAME. 
If you were doing a phone survey (see TELEPHONE INTERVIEW) and se-
lecting names from the telephone book, the phone book would be your 
sampling frame. That would not be a great way to sample because signif-
icant subportions of the population either do not have a phone or have 
moved in or out of the area since the last phone book was printed. Notice 
that in this case, you might identify the area code and all three-digit pre-
fixes within that area code and draw a sample simply by randomly dial-
ing numbers (known as random-digit-dialing). In this case, the sampling 
frame is not a list per se, but is rather a procedure that you follow as the 
actual basis for sampling. 

 

What do you want
to generalize to?

What population can 
you get access to?

How can you get 
access to them?

Who is in your study?

The theoretical 
population

The study      
population

The sampling
frame

The sample

 
 

Figure P.9. The Different Groups in the Sampling Model 
 

Finally, you actually draw your sample—using one of the sampling pro-
cedures (see PROBABILITY SAMPLING and NON-PROBABILITY SAMPLING). 
In most case, it is not possible for us to measure every individual in a 
population, and so we must rely on obtaining information from a smaller 
group of individuals who are similar to, or representative of, the individ-
uals in the population. This smaller group which is a portion of a popula-
tion is called sample, and if the individuals in the sample are representa-
tive of those in the population, we can use the scores from the sample to 
estimate the scores for the population. The individuals measured in a 
sample are called the participants (or sometimes, the subjects) and it is 
the scores from the sample(s) that constitute our data. The data obtained 
from a SAMPLE rather than from the entire population are called sample 
data (also called sample observations, sample values). 
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Notice that sample was not the group of people who are actually in your 
study. You may not be able to contact or recruit all of the people you ac-
tually sample, or some could drop out (see MORTALITY) over the course 
of the study. The group that actually completes your study is a subsample 
of the sample; it does not include nonrespondents or dropouts. 
At this point, you should appreciate that sampling is a difficult multistep 
process and that you can go wrong in many places. In fact, as you move 
from each step to the next in identifying a sample, there is the possibility 
of introducing error (see SAMPLING ERROR). For instance, even if you are 
able to identify perfectly the population of interest, you may not have ac-
cess to all of it. Even if you do, you may not have a complete and accu-
rate enumeration or sampling frame from which to select. Even if you 
do, you may not draw the sample correctly or accurately. And, even if 
you do, your participants may not all come and they may not all stay. 
 Trochim & Donnelly 2007; Bachman 2004; Fraenkel & Wallen 2009 

 
population mean 

also mu (µ) 
the MEAN value of some VARIABLE that is measured for all members of a 
possibly infinite POPULATION. If the value of the variable for a randomly 
chosen member of the population is denoted by X, then the population 
mean is the expectation of X and is usually denoted by µ (the lowercase 
Greek letter mu). If the data constitute a SAMPLE from a population, then 
mean may be referred to as the sample mean. It is an unbiased estimate 
of the population mean. 
see also POPULATION STANDARD DEVIATION, POPULATION VARIANCE 
 Sahai & Khurshid 2001; Sahai & Khurshid 2001 

 
population parameter 

see STATISTIC 
 
population standard deviation 

also sigma (σ) 
the most commonly used measure of DISPERSION or variability of a POP-

ULATION. 
see also VARIANCE, STANDARD DEVIATION 
 Sahai & Khurshid 2001 

 
population variance 

also sigma (σ2) 
a PARAMETER that measures the DISPERSION or variability of the charac-
teristics of a POPULATION (denoted σ2, lowercase Greek letter sigma 
squared). It is equal to the square of the POPULATION STANDARD DEVIA-

TION.  
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see also VARIANCE, STANDARD DEVIATION 
 Sahai & Khurshid 2001 

 
portfolio 

see PERFORMANCE ASSESSMENT 
 
portraiture  

a form of QUALITATIVE RESEARCH that seeks to join science and art in an 
attempt to describe complex human experiences within an organizational 
culture. The portrait is shaped by the dialogue between the researcher 
(portraitist) and the subject and attempts to reveal the essence of the sub-
ject and to tell the central story. Portraiture is a method framed by the tra-
ditions and values of the phenomenological paradigm, sharing many of 
the techniques, standards, and goals of ethnography. But it pushes against 
the constraints of those traditions and practices in its explicit effort to 
combine empirical and aesthetic description, in its focus on the conver-
gence of narrative and analysis, in its goal of speaking to broader audi-
ences beyond the academy. The goal of portraiture is to paint a vivid por-
trait or story that reflects meaning from the perspectives of both the par-
ticipants and the researcher. Data can be collected using in-depth inter-
views and observations over a period of time, which typically result in a 
personal relationship between the researcher and participants. 
 Lawrence-Lightfoot & Davis 1997; Ary et al. 2010 

 
positive correlation 

see CORRELATION COEFFICIENT 
 
positively skewed distribution 

see SKEWED DISTRIBUTION  
 
positivism 

a hugely influential philosophy of science associated with a 19th-century 
model of the physical sciences. Positivism asserts that the world exists of 
observables that are knowable through sensory experience, aspires to the 
discovery of universal causal laws through the identification of statistical 
regularities, and commits to value neutrality. It includes any philosophi-
cal system that confines itself to the data of experience, excludes a pri-
ori or metaphysical speculations, and emphasizes the achievements of 
science. It is the codeword for a package of philosophical ideas that most 
likely no one has ever accepted in its entirety. These ideas include a dis-
trust of abstraction, a preference for observation unencumbered by too 
much theory, a commitment to the idea of a social science that is not 
vastly different from natural science, and a profound respect for quantifi-
cation. Like EMPIRICISM, to which it is closely related and with which it 
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overlaps to a considerable degree, positivism is the label for a series of 
claims rather than any single claim. Like empiricism, then, positivism is 
a family of claims and concepts. It shares with empiricism a commitment 
to making experience the test of all knowledge and is skeptical about the 
idea of an unobservable reality that includes entities and forces not dis-
coverable in experience, a skepticism that extends even to laws of nature. 
In its later forms, positivism adds to empiricism an enthusiasm for statis-
tics—indeed, for quantification in general—and the assumption that if a 
statement is meaningful, then it can, by definition, be subject to scientific 
testing and verification. This specific type of positivism that rejects as 
meaningless all statements that cannot be empirically verified is called 
logical positivism. It is a system of philosophy that excludes everything 
from its consideration except natural phenomena and their interrelations. 
One of the major principles of logical positivism is the verifiability prin-
ciple, which states that something is meaningful if and only if it can be 
observed by human senses. This implies that what is claimed through 
human knowledge will not be meaningful unless it can be verified 
through direct observation of the world. According to the logical positiv-
ists, all statements were of one of three types, synthetic, analytic, or non-
sense. Synthetic statements are empirical ones such as grass is green; 
analytic statements are logical ones that are true by definition such as ‘all 
bachelors are unmarried’. Statements that are neither analytic nor syn-
thetic are nonsense. The nonsense category would include metaphysical 
statements and all others that were not verifiable empirically or demon-
strable logically.  
However, if there is an overlap with empiricism, there is also common 
ground with American PRAGMATISM, which had a similar preference for 
experience, verifiability, antirealism, and operationalism. It is noticeable, 
though, that the resonances of positivism, as well as its variety, are now 
often ignored. The term frequently signifies what is regarded as an exag-
gerated respect for the natural sciences and is inevitably associated with 
quantification. Moreover, it is usually assumed that positivists believed 
in a determinate reality and in the possibility of a correspondence be-
tween that reality and representations of it. This image of positivism, ap-
proaching a caricature, has been boosted by POSTMODERNISM, which 
portrays it as a reactionary force, committed to oppressive universal 
truths, a chimerical objectivity, and foundational narratives.  
Since positivists believe that there is only one, fixed, agreed-upon reality, 
research must strive to find a singular, universal truth. They see the 
world as real, as something that exists independently of themselves. 
They believe that this reality can be quantified, and that the purpose of 
research is to measure it as precisely as possible. They also presume that 
any truths they discover about that reality are equally applicable to other 
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groups or situations, regardless of the context. For researchers who take a 
positivist approach, one of the primary aims of investigation is therefore 
to formulate hypotheses that will allow them to make predictions about 
what will happen in the future, or inferences about other contexts. The 
purpose of research is to produce knowledge not contingent on the re-
searcher’s beliefs, desires, or biases According to the positivist school of 
thought, the role of the researcher is to be detached and objective both in 
the gathering of data and the interpretation of the findings. 
see also OBJECTIVISM, SUBJECTIVISM, CONSTRUCTIVISM, POSTPOSITIV-

ISM 
 Given 2008; Richards & Schmidt 2010; Farhady 1995; Heigham & Croker 2009; Ri-
denour & Newman 2008; O’Leary 2004 

 
postal survey 

also mail survey 
a type of QUESTIONNAIRE administration in which the researcher has no 
contact with the respondents except for a COVER LETTER s/he has written 
to accompany the questionnaire. Postal surveys can reach a large number 
of people, gather data at comparatively low cost and quite quickly, and 
can give assurances of CONFIDENTIALITY. Similarly they can be complet-
ed at the respondents’ own convenience and in their preferred surround-
ings and own time; this will enable them to check information if neces-
sary (e.g., personal documents) and think about the responses. As stand-
ardized wording is used, there is a useful degree of comparability across 
the responses, and, as no interviewer is present, there is no risk of inter-
viewer bias (which occurs when the interviewer’s own feelings and atti-
tudes or the interviewer’s gender, race, age, and other characteristics in-
fluence the way questions are asked or interpreted). Further, postal ques-
tionnaires enable widely scattered populations to be reached. 
On the other hand, postal surveys typically suffer from a poor RESPONSE 

RATE, and, because one does not have any information about the non-
respondents, one does not know whether the sample is representative of 
the wider population. In addition, respondents may not take the care re-
quired to complete the survey carefully and, indeed, may misunderstand 
the questions. There is no way of checking this. 
see also ONE-TO-ONE ADMINISTRATION, GROUP ADMINISTRATION 
 Dörnyei 2003; Cohen et al. 2011 

 
post hoc comparison 

another term for POST HOC TEST 
 
post hoc contrast 

another term for POST HOC TEST  
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post hoc fallacy 
see EX POST FACTO RESEARCH 

 
post hoc test 

also a posteriori test, unplanned test, post hoc contrast, post hoc 
comparison, unplanned comparison, follow-up test, multiple compari-
son test 
a test, comparison, or contrast which is used after the data have been ana-
lyzed and examined, and the researcher simply looks at any or all combi-
nation of MEANs in order to compare them. More specifically, a post hoc 
test is a follow-up statistical test which is performed after a comparison 
of more than two groups (e.g., ANOVA) shows a significant F RATIO (in-
dicating that there are differences among your groups), without a priori 
hypotheses about which group differences might be causing that effect. If 
an ANOVA reveals a significant effect for an INDEPENDENT VARIABLE 

(IV) that has only two LEVELs, no further statistical tests are necessary. 
The significant F ratio tells us that the two means differ significantly, 
and we can inspect the means to understand the direction and magnitude 
of the difference between them. However, If your overall F ratio is sig-
nificant for an IV that has more than two levels, you can then go on and 
perform additional tests to identify where these differences occur. Sup-
pose an ANOVA reveals a significant MAIN EFFECT that involves an IV 
that has three levels. The significant main effect indicates that a differ-
ence exists between at least two of the three groups means, but it does 
not indicate which means differ from which. To identify which means 
differ significantly, researchers use post hoc tests (e.g., does Group 1 dif-
fer from Group 2 or Group 3, do Group 2 and Group 3 differ). Thus, the 
post hoc test is a way of pinpointing where between which groups or 
tests, the significant difference lies. Note that post hoc is conducted if 
and only if the initial F ratio for the ANOVA was statistically significant.  
There is a variety of post hoc tests which is rather bewildering. They are 
designed to control the FAMILYWISE ERROR RATE due to the large num-
ber of different comparisons being made. However, they differ in how 
much control they put over the familywise error rate. There is a lack of 
consensus about where and when to apply the different measures. A rea-
sonable recommendation is to do a range of post hoc tests. Where they 
all indicate the same conclusions then clearly there is no problem. If they 
indicate very different conclusions for a particular set of data, then the 
reasons and importance of this have to be assessed. Some most common-
ly used post hoc tests are FISHER’S LEAST SIGNIFICANT DIFFERENCE, 
BONFERRONI ADJUSTMENT, NEWMAN-KEULS TEST, DUNCAN’S NEW 

MULTIPLE RANGE TEST, TUKEY’S TEST, DUNNETT’S TEST, and SCHEFFÉ 

TEST. 
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 Kirk 1995; Dörnyei 2007; Mackey & Gass 2005; Cramer & Howitt 2004; Pallant 
2010; Heiman 2011; Larson-Hall 2010 

 
postmodernism 

an ideological perspective that questions the early twentieth-century em-
phasis on science and technology, rationality, reason, and POSITIVISM. In 
this postmodern world, everything is contested. Multiple interpretations 
of the same phenomenon are possible, depending upon where one is 
standing. There are no absolutes, and no single theoretical framework for 
examining social and political issues; rather, diversity and plurality 
should be celebrated, and no one element privileged or considered more 
powerful than another. Postmodernism is a view whose ideas are includ-
ed under the umbrella of QUALITATIVE RESEARCH, yet its basic assump-
tions are significantly different from the CONSTRUCTIVISM.  
Most postmodernists do not talk about methodology and the literature 
provides only the vaguest indication of what ideals of multiple voices 
mean concretely in empirical studies. Indeed, it would be congruent with 
this worldview to not come up with a singular approach to doing re-
search. Instead, postmodern research is highly experimental, playful, 
creative, and no two postmodern studies look alike. The broad topic of 
the hegemony of English as a world language provides a rich environ-
ment for postmodern researchers in applied linguistics. 
 Heigham & Croker 2009 

 
postpositivism 

an approach to knowledge and an assessment of the nature of reality. 
Postpositivism is both an epistemological (see EPISTEMOLOGY) and an 
ontological (see ONTOLOGY) position. It may be simplistically defined 
postpositivism as those approaches that historically succeeded positiv-
ism, but more rigorously, it may be understood as a critique of positivist 
epistemology and ontology in which positivist claims concerning both 
the objective nature of reality and the ability of science to discern that re-
ality are rejected. Postpositivists believe that the world may not be 
knowable. They see the world as infinitely complex and open to interpre-
tation. Postpositivists see the world as: ambiguous—science may help us 
to someday explain what we do not know, but there are many things that 
we have gotten wrong in the past and many things that we may never be 
able to understand in all their complexity; variable—the world is not 
fixed, truth can depend on the limits of our ability to define shifting phe-
nomena; and multiple in its realities—what might be truth for one person 
or cultural group may not be truth for another.  
For postpositivists, reflexive research demands that understandings of the 
scientific endeavor begin to shift. While research can be based on the 
senses, it can also be: intuitive—hunches, metaphorical understandings, 
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and the creative are all legitimized as appropriate ways of knowing and 
exploring the world; and holistic—research needs to explore systems be-
cause the whole is often seen as more than the sum of the parts.  
Postpositivists believe that the traditional gap between the researcher and 
the researched is one that can (and should) be diminished. Postpositivists 
researchers can act in ways that are: participatory and collaborative—
rather than research focusing solely on a particular group, postpositivist 
researchers can also work both for and with participants; and subjec-
tive—researchers acknowledge being value-bound. They admit to biases 
that can affect their studies. The question for postpositivist researchers is 
how to recognize and manage, and in some situations, even-value and 
use subjectivities endemic to the research process. 
For postpositivists, methods often reject or expand upon the rules of SCI-

ENTIFIC METHOD. Methods are often: inductive—the process moves from 
specific observations to broader generalizations and theories; dependa-
ble—while RELIABILITY in method may not be possible, postpositivists 
attempt to use systematic and rigorous approaches to research; and au-
ditable—the context-specific nature of researching may not lend itself to 
reproducibility, but research should be verifiable through full and trans-
parent explication of method. 
Postpositivists recognize the uniqueness of situations and/or cultural 
groups, but can still seek broader value in their findings. They seek find-
ings that are: idiographic—(unique) may not be able to be generalized, 
yet have their own intrinsic worth—or are transferable—the lessons 
learned from one context are applicable to other contexts; valuable—
postpositivist researchers are often interested in both the production of 
social knowledge and contributions to change; and qualitative—findings 
are often represented through imagery. 
see also REALISM, RELATIVISM, SUBTLE REALISM, ANALYTIC REALISM, 
CRITICAL REALISM, STRUCTURALISM, CONSTRUCTIVISM, POSTSTRUC-

TURALISM  
 Given 2008; O’Leary 2004 

 
poststructuralism  

a range of theoretical perspectives that can be seen to move away from 
the tenets of STRUCTURALISM. Poststructuralism is a broad term, but 
generally focuses on exploring concepts such as relativity, plurality, 
fragmentation, and anti-foundationalism (i.e., any philosophy which 
does not believe that there is some fundamental belief or principle being 
the basic ground or foundation of inquiry and knowledge). Comprehen-
sive and prescriptive ideological frames or meta-narratives that clearly 
define and place boundaries around certain forms of knowledge are re-
jected. Poststructuralist perspectives tend to concentrate on the operation 
of language, the production of meaning, and the ways in which 
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knowledge and power combine to create accepted or taken-for-granted 
forms of knowledge and social practices. Meaning can be produced only 
by the ongoing juxtaposition of the signified (meaning) and signifier 
(sound or written image) in discursive contexts. This concept has influ-
enced poststructuralist perspectives in that meaning can never be regard-
ed as being fixed or stable, but has always to be seen as ever changing 
and fluid. Meaning can be produced and temporarily fixed only in specif-
ic contexts. In relation to research, words and temporary meanings ac-
quire a particular significance and are open to constant and continuing 
interrogation and analysis. 
Poststructuralist analyses are used to critique notions of experience 
where experience is viewed in an essentialist manner and where experi-
ence is associated with individuals accessing the truth of a situation. 
Poststructural analysts are concerned with the detailed examination of 
texts, with a very broad definition being given to what is meant by a text. 
As high-lighted, particular attention is paid to language, meaning, power-
knowledge frames, discursive interplays, and constructions of self, alt-
hough other areas can also be the subject of detailed interrogation. Dif-
ferent researchers place emphasis on different areas. However, the inte-
gral association of linguistic practices with social practices can be seen to 
be a common feature, with the study of these connections facilitating the 
mapping out of interpretative repertoires or discourses. Meanings are al-
so related to specific contexts. However, one area of difference is that for 
some researchers linguistic form would have a greater relevance than 
linguistic context. For other researchers this ordering would be reversed 
and for others still, both areas would be emphasized. Linguistic form 
concentrates on aspects such as grammar, cohesions, style(s), and the 
linguistic resources utilized. Rhetorical devices and the ways in which 
particular constructions have been used to create legitimacy are also at-
tended to. Analyses that focus on content and form rather than on form 
and content pay attention to language to the extent that the significance 
given within the text to experiences and events within the text are social-
ly and culturally available linguistic resources and practices. However, 
the main aspect of the analysis is not to concentrate on a repertoire, 
CONVERSATION ANALYSIS, or the operation of discourse in grammar, but 
to critically interrogate social relationships and social practices. 
The use of poststructuralist analytical processes and techniques will pro-
duce many different readings of the texts. These readings will variously 
concentrate on recurring themes, contradictions, and the identification of 
patterns in the ways in which participant experiences are articulated. 
Readings will also place emphasis on absences, avoidances, inconsisten-
cies, and contradictions. Some readings will demonstrate a concern with 
function and consequence and will focus on formulating hypotheses 
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about the function and effect of what has been said in the text. Such hy-
potheses will then be tested by searching for further textual material. If 
supported, these hypotheses will continue to be built upon; if not sup-
ported, they will be disregarded.  
In any research project, the question of SAMPLE SIZE has to be carefully 
considered. RESEARCH DESIGNs utilizing quantitative orientations and 
SURVEY or experimental research approaches rely for their RELIABILITY, 
VALIDITY, and GENERALIZABILITY on the statistically amenable way in 
which the sample has been formed. However, the situation with regard to 
poststructuralist forms of deconstructive textual or discourse analysis is 
somewhat different. The aim is to generate enough texts to address the 
research question or the area of focus, and emphasis may be placed on a 
poststructuralist deconstructive interrogation of just one text. Methodo-
logical rigor is attended to by considering the positioning of the re-
searcher, the provision of ongoing detail about the analytical process, 
and the posing of different textual readings. In relation to matters con-
cerned with representativeness, it has to be borne in mind that the site of 
the analytical investigation is the textual frame within which the partici-
pants speak, rather than the participants themselves.  
 Given 2008 

 
posttest 

see PRETEST  
 
posttest-comparison-group design 

another term for STATIC-GROUP COMPARISON DESIGN 
 
posttest control and experimental group design 

another term for POSTTEST-ONLY CONTROL GROUP DESIGN 
 
posttest-only control group design 

also two-group posttest-only design, randomized two-group posttest 
only design, posttest control and experimental group design, posttest-
only equivalent-groups design, randomized subjects posttest-only con-
trol group design, two-group posttest-only randomized experimental 
design 
a TRUE EXPERIMENTAL DESIGN in which there are two groups: an EXPER-

IMENTAL GROUP which receives the special TREATMENT (denoted by X), 
and a CONTROL GROUP which does not. In this design, initial differences 
between the groups are controlled for by the RANDOM SELECTION and 
RANDOM ASSIGNMENT of the subjects (symbolized by R). Posttests (la-
beled O) are also administered for final measurement of groups. Thus, 
the design can be diagramed as follows: 
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Experimental Group (R ) X O
Control Group (R ) O  

The students are randomly assigned to one or other group, and the deci-
sion as to which group will be the experimental group is also decided 
randomly. In this design, initial differences between the groups are con-
trolled for by the random selection and random assignment of the sub-
jects. Because individual characteristics are assumed to be equally dis-
tributed through randomization, there is theoretically no real need for a 
pretest to assess the comparability of the groups prior to the intervention 
or treatment. In this design, random assignment ensures, to some degree, 
that the two groups are equivalent before treatment so that any post-
treatment differences can be attributed to the treatment.  
The focus of study is usually performance and not developmental. This 
design encompasses all the necessary elements of a true randomized ex-
periment: (1) random assignment, to distribute extraneous differences 
across groups; (2) intervention and control groups, to determine whether 
the treatment had an effect; and (3) observations following the treatment. 
If the obtained means of the two groups differ significantly (i.e., more 
than would be expected on the basis of chance alone), the experimenter 
can be reasonably confident that the experimental treatment is responsi-
ble for the observed result. 
This design controls for the main effects of HISTORY, MATURATION, 
STATISTICAL REGRESSION, and pretesting; because no pretest is used, 
there can be no interaction effect of pretest and treatment. Thus, this de-
sign is especially recommended for research on changing attitudes. It is 
also useful in studies in which a pretest is either not available or not ap-
propriate, such as in studies with, for example, primary grades, where it 
is impossible to administer a pretest because the learning is not yet mani-
fest. Another advantage of this design is that it can be extended to in-
clude more than two groups if necessary. Possible threats to INTERNAL 

VALIDITY are subject effects (e.g., HAWTHORNE EFFECT, JOHN HENRY 

EFFECT, DEMORALIZATION) and RESEARCHER EFFECT. 
The posttest-only control group design does not permit the investigator 
to assess change. If such an assessment is desired, then a design that uses 
both a pretest and a posttest should be chosen (e.g., PRETEST-POSTTEST 

CONTROL GROUP DESIGN). Because of the lack of a pretest, MORTALITY 
could be a threat. Without having pretest information, preferably on the 
same DEPENDENT VARIABLE used as the posttest, the researcher has no 
way of knowing if those who dropped out of the study were different 
from those who continued. 
 Hatch & Farhady 1982; Neuman 2007; Ary et al. 2010; Shadish et al.2002  
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posttest-only equivalent-groups design 
another term for POSTTEST-ONLY CONTROL GROUP DESIGN 

 
posttest-only nonequivalent group design 

another term for STATIC-GROUP COMPARISON DESIGN 
 
posttest two experimental groups design 

also posttest two treatment design 
a TRUE EXPERIMENTAL DESIGN in which participants are randomly as-
signed to each of two EXPERIMENTAL GROUPs. As shown in the follow-
ing notation, in this design, experimental group 1 receives TREATMENT 1 
(labeled X1) and experimental group 2 receives treatment 2 (labeled X2). 
As shown below, only posttests (O) are conducted on the two groups for 
final measurement. 
 Cohen et al. 2011 

 

Experimental Group1 (R ) X 1 O
Experimental Group2 (R ) X 2 O  

 
posttest two treatment design 

another term for POSTTEST TWO EXPERIMENTAL GROUPS DESIGN 
 
power 

the number of times that a quantity or number is multiplied by itself. It is 
usually written as an EXPONENT. For example, the exponent 2 in the ex-
pression 32 indicates that the quantity 3 is raised or multiplied to the se-
cond power or the power of 2, which is 3 × 3. The exponent 3 in the ex-
pression 33 indicates that the quantity 3 is raised to the third power or the 
power of 3, which is 3 × 3 × 3. The number which is raised by the expo-
nent is called the base. So 3 is the base in 32 and 5 is the base in 52. 
 Cramer & Howitt 2004 

 
power 

another term for STATISTICAL POWER 
 
power of a test 

another term for STATISTICAL POWER 
 
power test 

see SPEED TEST 
 
practical action research  

a type of ACTION RESEARCH which is intended to address a specific prob-
lem within a classroom, school, university, or other community. Practical 
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action research can be carried out in a variety of settings, such as educa-
tional, social service, or business locations. Its primary purpose is to im-
prove practice in the short term as well as to inform larger issues. It can 
be carried out by individuals, teams, or even larger groups, provided the 
focus remains clear and specific. To be maximally successful, practical 
action research should result in an action plan that, ideally, will be im-
plemented and further evaluated.  
 Fraenkel & Wallen 2009 

 
practical significance 

a term which is used in contrast to STATISTICAL SIGNIFICANCE to empha-
size the fact that the observed difference is something meaningful in the 
context of the subject matter under investigation and not simply that it is 
unlikely to be due to chance alone. In other words, practical significance 
is a means of assessing multivariate analysis results based on their sub-
stantive findings rather than their statistical significance. Whereas statis-
tical significance determines whether the result is attributable to chance, 
practical significance assesses whether the result is useful (i.e., substan-
tial enough to warrant action) in achieving the research objectives. For 
example, with a large SAMPLE very small differences with no practical 
importance whatsoever may turn out to be statistically significant. The 
practical significance implies importance of research finding for theory, 
policy, or explanation. The use of CONFIDENCE INTERVALs can often help 
to assess the practical significance of study results. 
 Sahai & Khurshid 2001; Hair et al. 2010 

 
practice effect 

the effect of previous practice on later performance. For example, in test-
ing how much grammar improvement had occurred in students after a 
grammar course, if the same items appeared on a pretest and a posttest 
(see PRETEST), students might perform better on the posttest simply be-
cause they had already had practice on the items during the pretest, rather 
than because of what they had learned from the course. 
 Richards & Schmidt 2010 

 
practitioner research 

another term for ACTION RESEARCH 
 
pragmatism 

a philosophy that insists on an intimate connection between theory and 
practice, and in which the meaning of a concept is best articulated as its 
conceivable practical consequences. For some this is a theory of mean-
ing, and for others a theory of truth. Whichever line is taken, pragmatists 
are generally empiricists (see EMPIRICISM) who believe that there is no 
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division between the mind and the world, and that the meaning (or truth) 
of a claim lies in its utility in getting along with the world. Data from the 
world, and our perceptions of it in theory, are therefore interconnected 
and real, and essential to our understanding of any reality—including the 
VALIDITY of a test. 
Pragmatism is a perspective in social research that encompasses both 
QUALITATIVE and QUANTITATIVE RESEARCH. It is not concerned with 
whether research is describing either a real or socially constructed world. 
Instead, for pragmatists, research simply helps us to identify what works. 
Of course, we might ask our pragmatists what they mean by what works. 
They are likely to reply that knowledge arises from examining problems 
and determining what works in a particular situation. It does not matter if 
there is a single reality or multiple realities as long as we discover an-
swers that help us do things that we want to do. A pragmatist might insist 
that a good theory is one that helps us accomplish a specific goal (or set 
of goals) or one that reduces our doubt about the outcome of a given ac-
tion. Most pragmatic researchers use a mixed-methods approach to re-
search (see MIXED METHODS RESEARCH); for example, they use both 
qualitative and quantitative methods to answer their research questions. 
Pragmatic researchers propose that even within the same study, quantita-
tive and qualitative methods can be combined in creative ways to more 
fully answer research questions. Pragmatic frameworks are used by both 
professional researchers and researchers who are primarily practitioners 
(e.g., teachers, counselors, administrators, school psychologists). 
 Lodico et al. 2010; Fulcher & Davidson 2007 

 
prediction matrix 

another term for CLASSIFICATION MATRIX 
 
predictive discriminative analysis 

see DISCRIMINANT ANALYSIS 
 
predictive validity 

see CRITERION-RELATED VALIDITY  
 
predictor variable 

another term for INDEPENDENT VARIABLE 
 
pre-experimental design 

the least effective of EXPERIMENTAL RESEARCH design which provides 
either no CONTROL GROUP or no way of equating the groups that are 
used. Put simply, studies using pre-experimental designs either do not 
use control groups or, when such groups are used, no pretest is adminis-
tered. Thus, researchers cannot confirm that changes observed on the 
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posttest are truly due to the INTERVENTION. Pre-experimental designs are 
not really considered model experiments because they do not account for 
EXTRANEOUS VARIABLEs which may have influenced the results. Thus, 
the INTERNAL VALIDITY of such a design is also questionable. However, 
they are easy, useful ways of getting introductory information on re-
search questions. They are often used in preliminary research to provide 
direction and focus for further research using experimental designs, or 
when circumstances exclude more controlled research design.  
There are a few pre-experimental methods which are common in applied 
linguistics, especially in language research. The three most commonly 
used pre-experimental designs are the ONE-SHOT DESIGN, ONE-GROUP 

PRETEST-POSTTEST DESIGN, and STATIC-GROUP COMPARISON DESIGN. 
see also EX POST FACTO DESIGN, QUASI-EXPERIMENTAL DESIGN 
 Porte 2010; Campbell & Stanley 1963; Hatch & Farhady 1982; Best & Kahn 2006 

 
prestige bias 

another term for SOCIAL DESIRABILITY BIAS 
 
prestige question 

see SOCIAL DESIRABILITY BIAS 
  
pretest  

a measurement stage preceding the administration of the EXPERIMENTAL 

TREATMENT. Pretest provides a BASELINE MEASUREMENT against which 
change due to the experimental treatment can be assessed. Without a pre-
test , it is not possible to know whether scores have increased, stayed the 
same or reduced. It also shows whether the MEANs of the groups are sim-
ilar prior to the subsequent measurement. If the pretest means differ sig-
nificantly and if the pretest is correlated with the posttest (the measure-
ment made immediately after the experimental treatment or the control 
for the experimental treatment has been made), these pretest differences 
need to be taken into account when examining the posttest differences. 
The recommended statistical test for doing this is ANALYSIS OF COVARI-

ANCE.  
Research designs involving pretests are not without their problems. For 
one thing, the pretest may sensitize the participants and affect the degree 
of influence of the experimental treatment. For example, if the study is 
about changing attitudes, forewarning participants by giving them a pre-
test measure of their attitudes may make them realize that their suscepti-
bility to influence is being assessed. Consequently, they may try their 
hardest not to change their attitude under the experimental treatment. 
Hence, sometimes a pretest design also includes additional groups which 
are not pretested to see whether the pretest may have had an influence. 
 Cramer & Howitt 2004 
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pretest-posttest control and experimental group design 
another term for PRETEST-POSTTEST CONTROL GROUP DESIGN 

 
pretest-posttest control group design 

also randomized two-group pretest-posttest design, pretest-posttest 
control and experimental group design, pretest-posttest equivalent-
groups design, randomized subjects pretest-posttest control group de-
sign 
a TRUE EXPERIMENTAL DESIGN type which is the same as the POSTTEST-
ONLY CONTROL GROUP DESIGN except that a pretest is administered be-
fore the TREATMENT (labeled X). In this design, like posttest only control 
group, initial differences between the groups are controlled for by the 
RANDOM SELECTION and RANDOM ASSIGNMENT of the subjects (labeled 
R). In the following notation, O denotes pretests and posttests: 
 

Experimental Group (R ) O X O
Control Group (R ) O O  

 
The addition of a pretest has several important benefits. First, it allows 
the researcher to compare the groups on several measures following ran-
domization to determine whether the groups are truly equivalent. Alt-
hough it is likely that randomization distributed most differences equally 
across the groups, it is possible that some differences still exist (see 
RANDOMIZATION CHECK). The second major benefit of a pretest is that it 
provides baseline information that allows researchers to compare the par-
ticipants who completed the posttest to those who did not. Accordingly, 
researchers can determine whether any between-group differences found 
at the end of the study are due to the treatment (i.e., the INDEPENDENT 

VARIABLE). This design, thus, controls most of the extraneous variables 
that pose a threat to INTERNAL VALIDITY. For example, the effects of 
HISTORY and MATURATION are experienced in both groups; therefore, 
any difference between the groups on the posttest measure could proba-
bly not be attributed to these factors. Differential selection of subjects 
and statistical regression are also controlled through the randomization 
procedure. There is one internal validity issue, however. Although both 
groups take the pretest and may experience the sensitizing effect, the pre-
test can cause the experimental subjects to respond to the treatment in a 
particular way just because of their increased sensitivity. The result is a 
difference on the posttest that could mistakenly be attributed to the effect 
of the treatment alone. 
The main concern in using this design is EXTERNAL VALIDITY. Ironical-
ly, the problem stems from the use of the pretest, an essential feature of 
the design. There may be, however, an interaction between the pretest 
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and the treatment so that the results are generalizable (see GENERALIZA-

BILITY) only to other pretested groups. The responses to the posttest may 
not be representative of how individuals would respond if they had not 
been given a pretest. If the pretest influences the posttests of both the ex-
perimental and control groups, it becomes a threat to the external validity 
or generalizability of a study’s findings. This is because the posttest will 
no longer reflect how participants would respond if they had not received 
a pretest.  
The recommended statistical procedure to use with the pretest-posttest 
control group design is an ANALYSIS OF COVARIANCE with posttest 
scores as the dependent variable and pretest scores as the COVARIATE to 
control for initial differences on the pretest.  
 Cohen et al. 2011; Ary et al. 2010; Hatch & Lazaraton 1991 

 
pretest-posttest equivalent-groups design 

another term for PRETEST-POSTTEST CONTROL GROUP DESIGN 
 
pretest-posttest two experimental groups design 

also pretest-posttest two treatment design 
a TRUE EXPERIMENTAL DESIGN in which participants are randomly as-
signed (labeled R) to each of two EXPERIMENTAL GROUPs. Experimental 
group 1 receives TREATMENT 1 (labeled X1) and experimental group 2 
receives treatment 2 (labeled X2). Pretests and posttests (labeled O) are 
also conducted to measure changes in individuals in the two groups. 

 

Experimental Group1 (R ) O X 1 O
Experimental Group2 (R ) O X 2 O  

 
The true experiment can also be conducted with one CONTROL GROUP 
and two or more experimental groups. So, for example, the design might 
be: 
 

Experimental Group1 (R ) O X 1 O
Experimental Group2 (R ) O X 2 O
Control Group (R ) O O  

 
This can be extended to the posttest control and experimental group de-
sign and the posttest two experimental groups design, and the pretest-
posttest two treatment design. 
 Cohen et al. 2011  
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pretest-posttest two treatment design 
another name for PRETEST-POSTTEST TWO EXPERIMENTAL GROUPS DE-

SIGN 
 
pretest-treatment interaction 

a threat to EXTERNAL VALIDITY which is a problem only when a pretest 
is used in a study. Using a pretest may increase or decrease the experi-
mental subjects’ sensitivity or responsiveness to the experimental varia-
ble and thus make the results obtained for this pretested population un-
representative of effects of the experimental variable on the unpretested 
population from which the experimental subjects are selected. In this 
case, you could generalize to pretested groups but not to unpretested 
ones. Consider the following: You are conducting a study where the ex-
perimental treatment is a workshop designed to improve students’ sensi-
tivity toward diversity. Your pretest is a measure of student awareness of 
their personal attitudes toward diversity. The pretest itself may make 
them more aware of the issues of diversity and its importance in their 
lives. If at the end of the study the EXPERIMENTAL GROUP is more sensi-
tive to issues of diversity, could your results be generalizable to all other 
groups receiving the training, or would the findings be generalizable only 
to groups that received the pretest on attitudes toward diversity? One 
way to control for pretest treatment interaction is to use a pretest that 
does not increase participants’ awareness of what behaviors you are try-
ing to change. Some researchers use designs that include treatment 
groups that are not pretested to control for pretest-treatment interaction. 
see also MULTIPLE-TREATMENT INTERACTION, SPECIFICITY OF VARIA-

BLES, TREATMENT DIFFUSION, RESEARCHER EFFECT, HALO EFFECT, 
HAWTHORNE EFFECT, NOVELTY EFFECT 
 Lodico et al. 2010; Ary et al. 2010 

 
primary research 

see SECONDARY RESEARCH 
 
primary variance 

another term for SYSTEMATIC VARIANCE 
 

principle components analysis 
also PCA, component analysis 
a multivariate analysis which allows you to explore the interrelationships 
between a number of VARIABLEs to see whether there are a smaller num-
ber of higher-order factors (or components) that account for the pattern 
of intercorrelations between a set of OBSERVED VARIABLEs. In other 
words, principle components analysis (PCA) allows you to see whether 
the pattern of responses of participants suggests that certain variables are 
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measuring a similar factor or LATENT VARIABLE, while other variables 
are measuring other factors.  
There are at least two uses of PCA, both of which involve explaining the 
variance among a set of observed variables. One use is to produce a set 
of components (or latent or unobserved variables) which can account for 
all the variance in the set of observed variables. The advantage of using 
the components over the original variables is that the components will be 
orthogonal (not correlated) and so will not produce a problem of MULTI-

COLLINEARITY if used in analyses such as MULTIPLE REGRESSION. For 
all the variance in the original set of variables to be accounted for by the 
set of components, there will need to be as many components as there 
were observed variables.  
 

 

      English

         Age

         SES

          IQ

Component
1

 
 

           Figure P.10. Principle Components Analysis 
 
As an example, if we conducted a PCA on the data where there were four 
PREDICTOR VARIABLEs—ability in English, age, socio-economic status 
(SES) and IQ—we would produce the relationship shown in Figure P.10 
between the first component and the observed variables. Thus, we have a 
regression with the first component as the CRITERION VARIABLE and the 
observed variables as the predictors. Just as with regression, the PCA 
will provide coefficients which could be used to find an individual’s 
score on a given component, if we knew his/her English ability, age, SES 
and IQ. Each observed variable will contribute to predicting the value of 
each component, using a different set of coefficients for the relationship 
between the observed variables and each component. In the current ex-
ample, the four components could now be entered as predictor variables 
in a multiple regression with mathematical ability as the criterion varia-
ble and there would be no problem of multicollinearity among the set of 
predictor variables. 
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A more frequent use of PCA can be to produce a smaller set of compo-
nents which accounts for most of the variance in the original set of ob-
served variables. If we had a large set of variables and PCA showed that 
most of the variance in the set could be accounted for by a small set of 
components, then the components could be used in a multiple regression 
and increase the POWER of the test by having reduced the number of pre-
dictor variables. 
Like FACTOR ANALYSIS (FA), the specific goals of PCA are to summa-
rize patterns of CORRELATIONs among observed variables, to reduce a 
large number of observed variables to a smaller number of factors, to 
provide an OPERATIONAL DEFINITION for an underlying process by using 
observed variables, or to test a theory about the nature of underlying pro-
cesses. However, PCA, unlike FA, maintains the information such that 
the correlations between the original variables can be completely recon-
structed from the interrelationships among the factors. It includes all the 
variance in the scores, including that which is unique to a variable and 
ERROR VARIANCE. As such, it is summarizing the variance in the varia-
bles into a (possibly smaller) set of components. FA, on the other hand, 
only attempts to account for variance that is shared between variables, 
under the assumption that such variables are indicators of latent variables 
or factors. Theoretically, the difference between FA and PCA lies in the 
reason that variables are associated with a factor or component. PCA is 
more mathematically precise. FA is more conceptually realistic. Both 
PCA and FA solutions can be rotated to increase interpretability. 
PCA and FA differ from most multivariate methods in that only a single 
set of measured variables is analyzed. PCA and FA are similar to other 
correlation methods that focus on the nature of the relationship among 
variables (e.g., MULTIPLE REGRESSION (MR), CANONICAL CORRELATION 
(CC)). In contrast to group-difference methods (e.g., ANALYSIS OF CO-

VARIANCE, MULTIVARIATE ANALYSIS OF VARIANCE), PCA and FA do 
not focus on the MEANs for a set of variables. With PCA and FA, as with 
several other methods (e.g., MR, DISCRIMINANT FUNCTION ANALYSIS, 
LOGISTIC REGRESSION, CC), we are much more interested in interpreta-
ble weights that link variables to underlying dimensions or linear combi-
nations. 
see also MULTIDIMENSIONAL SCALING  
 Clark-Carter 2010; Harlow 2005 

 
probability 

also p 
the mathematical chance or likelihood that a particular outcome will oc-
cur. Probability is expressed in terms of the ratio of a particular outcome 
to all possible outcomes. Thus, the probability of a coin landing heads is 
1 divided by 2 (the possible outcomes are heads or tails). If the probabil-
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ity of an event is 0, that means there is no chance that it will occur, while 
if the probability of an event is 1, that means it is certain to occur. It is 
conventional in mathematics to specify probability using decimals, so we 
say that the probability of an event is between 0 and 1, but it is equally 
acceptable (and more common in everyday speech) to speak in terms of 
percentages, so it is equally correct to say that the probability of an event 
is always between 0% and 100%. To move from decimals to percent, 
multiply by 100 (per cent = per 100), so a probability of .4 is also a prob-
ability of 40% (.4 × 100 = 40) and a probability of .85 may also be stated 
as 85% probability. 
The commonest use of probabilities is in significance testing. In re-
search, when a HYPOTHESIS is offered for testing, an educated guess is 
being made about what is or is not probable. A hypothesis is tested by 
finding out the PROBABILITY VALUE of the result which is, once calculat-
ed, the proportion of times a particular outcome would happen if the re-
search were repeated ad infinitum. 
see also PROBABILITY SAMPLING, NONPROBABILITY SAMPLING 
 Cramer & Howitt 2004; Porte 2010; Boslaugh & Watters 2008 

 
probability density curve 

see PROBABILITY DISTRIBUTION 
 
probability distribution 

a description of the possible values of a VARIABLE, and of the probabili-
ties of occurrence of these values. For a discrete RANDOM VARIABLE, 
probability distribution is a mathematical formula that gives the PROBA-

BILITY of each value of the variable. BINOMIAL DISTRIBUTION is an ex-
ample. For a continuous random variable, it is a curve described by a 
mathematical formula which specifies, by way of areas under the curve, 
the probability that the variable falls within a particular interval. An ex-
ample is the NORMAL DISTRIBUTION. A curve describing a continuous 
probability distribution is called probability density curve (also called 
density curve), which includes a finite area between itself and the HORI-

ZONTAL AXIS. 
see also CONTINUOUS VARIABLE, CATEGORICAL VARIABLE 
 Upton & Cook 2008; Everitt 2001; Everitt & Skrondal 2010; Sahai & Khurshid 2001 

 
probability sample 

see PROBABILITY SAMPLING 
 
probability sampling 

also random sampling 
a SAMPLING procedure wherein every member of the overall POPULA-

TION has a fixed and known PROBABILITY or chance of being included in 



492     probability sampling  
 

 

the sample. A sample obtained in such a manner is called a probability 
sample (also called a random sample). Because probability sampling 
draws randomly from the wider population, it will be useful if the re-
searcher wishes to make generalizations. Probability sampling, unlike 
NON-PROBABILITY SAMPLING, also permits TWO-TAILED TESTs to be ad-
ministered in statistical analysis of quantitative data. For QUANTITATIVE 

RESEARCH, probability samples have two main advantages. First, they al-
low statistical statements about the accuracy of the sample’s numerical 
results. Second, they are necessary for tests of STATISTICAL SIGNIFI-

CANCE. For example, the results from a SURVEY may show that the 
scores for men and women are so far apart that there is only a 5% chance 
that the difference is due to having drawn an unusual sample. These 
statements about a 5% chance of error or 95% degree of confidence ex-
plicitly recognize that probability samples are not always accurate. In-
stead, they make it possible to say precisely how likely it is that the sam-
ple does accurately represent the population. The results are thus general-
izable within statistically well-defined limits. 
For QUALITATIVE RESEARCH, probability samples typically require in-
formation that is not likely to be available in most studies. In particular, 
if there is no way to count all the members of the original population, 
then there is no way to know what proportion of the total population is 
represented by any given sample. And even if the population size is 
known, there may not be any realistic way to give every member of that 
population a known probability of being included in the sample. As a 
further limitation, an accurate probability sampling requires a relatively 
large SAMPLE SIZE, and the accuracy of generalizations from probability 
samples declines rapidly for small samples. 
For quantitative research, the statistical analyses that are possible only 
with probability samples justify the demands of knowing the population 
size, determining the probability of selection for each sample member, 
and gathering large samples. In contrast, for qualitative research, statisti-
cal analyses are not only of little interest but also are largely impractical 
due to the small sample sizes in those studies. Instead, most qualitative 
research concentrates on pairing purposive selection procedures (see 
PURPOSIVE SAMPLING) to define the population of interest with nonprob-
ability techniques to select the actual data sources for any given study. 
There are several types of probability samples: SIMPLE RANDOM SAM-

PLING, SYSTEMATIC SAMPLING, STRATIFIED SAMPLING, CLUSTER SAM-

PLING, AREA SAMPLING, MULTI-PHASE SAMPLING, and MULTISTAGE 

SAMPLING. They all have a measure of randomness built into them and 
therefore have a degree of GENERALIZABILITY. 
 Cohen et al. 2011; Dörnyei 2007; Given 2008; Everitt & Skrondal 2010; Sahai & 
Khurshid 2001  
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probability value 
also p-value, significance probability, observed significance level 
a statistic which is used in QUANTITATIVE RESEARCH to determine 
whether the result found was due to chance or due to a true relationship 
or difference in groups. Statistical tests provide probabilities or p-values 
for test statistics. These probabilities indicate the likelihood that obtained 
results are chance differences or are significant differences. In the major-
ity of tests, the p-value is compared with the ALPHA LEVEL (represented 
as α) of significance, chosen by the researcher before the statistical HY-

POTHESIS is tested. If the obtained p-value for the statistical test is less 
than or equal to the chosen alpha level then the NULL HYPOTHESIS is re-
jected and the results are said to be statistically significant at the chosen 
alpha level. That is, if the null hypothesis were to be rejected at the .05 
alpha level, this would be reported as p < .05. Small p-values suggest 
that the null hypothesis is unlikely to be true. The smaller it is, the more 
convincing is the rejection of the null hypothesis in favor of the ALTER-

NATIVE HYPOTHESIS. 
p-values often are reported in the literature for ANALYSIS OF VARIANCE, 
REGRESSION and CORRELATION COEFFICIENTs, among other statistical 
techniques.  
 Porte 2010; Peers 1996; Lavrakas 2008 

 
probe 

a technique employed in interviewing to solicit a more complete answer 
to a question. Probe is a nondirective phrase or question used to encour-
age a respondent to elaborate on an answer. Examples include ‘Anything 
more?’ and ‘How is that?’ The aim of probe is always to obtain greater 
clarity, detail or depth of understanding—for instance to elicit further de-
scription, an example, an explanation, and so on. Its key feature is that it 
relates directly to what has already been said by the interviewee, often 
referring to the exact phrase or term that they have used. Probes are a 
crucial element of any IN-DEPTH INTERVIEW. 
 Ritchie & Lewis 2003; Babbie 2011 

 
procedures 

a subsection in the METHOD section of a RESEARCH REPORT which tells 
you exactly how the materials and instruments were used. What did the 
subjects do in the study, or what was done to them? In detail, how were 
the materials prepared, administered, and scored? What were the envi-
ronmental conditions like during the experiment? Were they the same for 
all the subjects involved? How long did the process take? Did any of the 
subjects drop out? The answers to these questions and many other poten-
tial questions should make it possible for the reader to understand exactly 
how the study was conducted.  
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see also PARTICIPANTS, MATERIALS, ANALYSES 
 Brown 1988  

 
process evaluation 

another term for FORMATIVE EVALUATION 
 
productive response item 

another term for CONSTRUCTED-RESPONSE ITEM 
 
product moment correlation 

another term for PEARSON PRODUCT-MOMENT CORRELATION COEFFI-

CIENT  
 
proficiency test 

a test that measures how much of a language someone has learned. Profi-
ciency test assess the general knowledge or skills commonly required or 
prerequisite to entry into (or exemption from) a group of similar institu-
tions. One example is the Test of English as a foreign language (TOEFL), 
which is used by many American universities that have English language 
proficiency prerequisite in common. Understandably, such tests are very 
general in nature and cannot be related to the goals and objectives of any 
particular language program.  
see also ACHIEVEMENT TEST 
 Brown 2005; Richards & Schmidt 2010 

 
profile analysis 

also repeated-measures MANOVA 
a multivariate approach to REPEATED MEASURES DESIGNs. Profile analy-
sis is a special application of MULTIVARIATE ANALYSIS OF VARIANCE 
(MANOVA) to a situation where there are several DEPENDENT VARIA-

BLEs (DVs), all measured on the same SCALE. The set of DVs can either 
come from one DV measured several different times, or several different 
DVs all measured at one time. There is also a popular extension of the 
analysis where several different DVs are measured at several different 
times, called the doubly-multivariate design. The more common appli-
cation is in research where subjects are measured repeatedly on the same 
DV. For example, second language (L2) achievement tests are given at 
various points during a semester to test the effects of alternative educa-
tional programs such as traditional classroom vs. computer-assisted in-
struction. Used this way, profile analysis offers a multivariate alternative 
to the univariate F VALUE for the within-subjects effect and its interac-
tions. The choice between profile analysis and univariate REPEATED-
MEASURES ANOVA depends on SAMPLE SIZE, STATISTICAL POWER, and 
whether statistical ASSUMPTIONS of repeated-measured ANOVA are met.  
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Rapidly growing in popularity is use of repeated-measures MANOVA 
for doubly-multivariate designs where several DVs, not all measured on 
the same scale, are measured repeatedly. For example, L2 language 
competence is measured several times during a semester, each time by 
both a grade on a language test (one DV) and a scale of language anxiety 
(a second DV).  
The term profile analysis is also applied to techniques for measuring re-
semblance among profile patterns through CLUSTER ANALYSIS. 
 Tabachnick & Fidell 2007 

 
projective hypothesis 

the thesis that an individual supplies structure to unstructured stimuli in a 
manner consistent with the individual’s own unique pattern of conscious 
and unconscious needs, fears, desires, impulses, conflicts, and ways of 
perceiving and responding. 
see PROJECTIVE TECHNIQUES 
 Cohen & Swerdlik 2010 

 
projective techniques 

measures in which an individual is asked to respond to an ambiguous or 
unstructured stimulus. They are called projective because a person is ex-
pected to project into the stimulus his/her own needs, wants, fears, inten-
tions, motives, urges, beliefs, anxieties, and experiences. In projective 
techniques the respondent in supplying information tends unconsciously 
to project his/her own attitudes or feelings on the subject under study. 
Projective techniques play an important role in motivational researches or 
in attitude SURVEYs. The use of these techniques requires intensive spe-
cialized training. In such techniques, the individual’s responses to the 
stimulus-situation are not taken at their face value. The stimuli may 
arouse many different kinds of reactions. The nature of the stimuli and 
the way in which they are presented under these techniques do not clearly 
indicate the way in which the response is to be interpreted. The stimulus 
may be a photograph, a picture, an inkblot and so on. Responses to these 
stimuli are interpreted as indicating the individual’s own view, his/her 
personality structure, his/her needs, tensions, etc. in the context of some 
pre-established psychological conceptualization of what the individuals 
responses to the stimulus mean. 
Some important projective techniques are as follows: 
 
1) Word association tests: These tests are used to extract information re-

garding such words which have maximum association. In this sort of 
test the respondent is asked to mention the first word that comes to 
mind, ostensibly without thinking, as the interviewer reads out each 
word from a list. If the interviewer says cold, the respondent may say 
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hot and the like. The general technique is to use a list of as many as 50 
to 100 words. Analysis of the matching words supplied by the re-
spondents indicates whether the given word should be used for the 
contemplated purpose. This technique is quick and easy to use, but 
yields reliable results when applied to words that are widely known 
and which possess essentially one type of meaning. 

2) Sentence completion tests: These tests happen to be an extension of 
the technique of word association tests. This technique permits the 
testing not only of words (as in case of word association tests), but of 
ideas as well and thus, helps in developing hypotheses and in the con-
struction of QUESTIONNAIREs. This technique is also quick and easy to 
use, but it often leads to analytical problems, particularly when the re-
sponse happens to be multidimensional. 

3) Story completion tests: Such tests are a step further wherein the re-
searcher may contrive stories instead of sentences and ask the inform-
ants to complete them. The respondent is given just enough of story to 
focus his/her attention on a given subject and s/he is asked to supply a 
conclusion to the story. 

4) verbal projection tests: These are the tests wherein the respondent is 
asked to comment on or to explain what other people do. For example, 
‘Why do some people tend to learn an additional language?’ Answers 
may reveal the respondent’s own motivations. 

5) quizzes, tests, and examinations: This is also a technique of extracting 
information regarding specific ability of candidates indirectly. In this 
procedure both long and short questions are framed to test through 
them the memorizing and analytical ability of candidates. 

6) SOCIOMETRY 
7) pictorial techniques: There are several pictorial techniques. The im-

portant ones are: THEMATIC APPERCEPTION TEST, ROSENZWEIG TEST, 
RORSCHACH TEST, HOLTZMAN INKBLOT TEST, and TOMKINS-HORN 

PICTURE ARRANGEMENT TEST. 
 Kothari 2008; Ary et al. 2010 

 
prompt 

any material presented to respondents which is designed to stimulate re-
sponse (such as a piece of writing or oral production). A prompt may 
consist of a set of instructions and a text, a title, a picture or a set of pic-
tures, diagrams, table, chart, or other data, and may be presented orally 
or in graphic form. The information provided on the purpose of the re-
sponse or the intended audience may also be considered to be part of the 
prompt, although this is more properly termed TEST RUBRIC. 
see also ITEM SPECIFICATIONS, ELICITATION, PROBE, OPEN-FORM ITEM, 
INTERVIEW 
 Mousavi 2012  
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proportion 
the FREQUENCY of cases in a category divided by the total number of 
cases. A proportion is a decimal number between 0 and 1 that indicates a 
fraction of the total. To transform a number to a proportion, simply di-
vide the number by the total. If 4 out of 10 people pass an exam, then the 
proportion of people passing the exam is 4/10, which equals .4. Or, if 
you score 6 correct on a test out of a possible 12, the proportion you have 
corrected is 6/12, which is .5. We can also work in the opposite direction 
from a known proportion to find the number out of the total it represents. 
Here, multiply the proportion times the total. Thus, to find how many 
questions out of 12 you must answer correctly to get .5 correct, multiply 
.5 times 12, and the answer is 6. We can also transform a proportion into 
a percent or percentage. A percent is a proportion multiplied by 100. 
Above, your proportion correct was .5, so you had (.5) (100) or 50% cor-
rect. Altogether, to transform the original test score of 6 out of 12 to a 
percent, first divide the score by the total to find the proportion and then 
multiply by 100. Thus, (6/12) (100) equals 50%. To transform a percent 
back into a proportion, divide the percent by 100 (above, 50/100 equals 
.5). Altogether, to find the test score that corresponds to a certain per-
cent, transform the percent to a proportion and then multiply the propor-
tion times the total number possible. Thus, to find the score that corre-
sponds to 50% of 12, transform 50% to the proportion, which is .5, and 
then multiply .5 times 12. Thus, 50% of 12 is equal to (50/100)(12), 
which is 6. 
 Heiman 2011 
 

proportional quota sampling 
see QUOTA SAMPLING  

 
proportional stratified sampling 

see STRATIFIED SAMPLING 
 
prospective cohort study 

see COHORT STUDY  
 
prospective longitudinal study 

another term for PANEL STUDY  
 
protected t-test 

another term for FISHER’S LEAST SIGNIFICANT DIFFERENCE 
 

proximal similarity model 
an approach to GENERALIZABILITY. Proximal similarity model was sug-
gested as an appropriate relabeling of the term EXTERNAL VALIDITY. 
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With proximal similarity, you begin by thinking about different generali-
zability contexts and developing a theory about which contexts are more 
like your study and which are less so. For instance, you might imagine 
several settings that have people who are more similar to the people in 
your study or people who are less similar. This process also holds for 
times and places. When you place different contexts in terms of their rel-
ative similarities, you can call this implicit theoretical dimension a gradi-
ent of similarity. After you develop this proximal similarity framework, 
you can generalize. You can generalize the results of your study to other 
persons, places, or times that are more like (i.e., more proximally similar 
to) your study. Notice that here, you can never generalize with certainty; 
these generalizations are always a question of more or less similar. 
 Trochim & Donnelly 2007 

 
proxy respondent 

a respondent’s report on the properties or activities of another person or 
group of persons. Proxy responses are used only when there is a particu-
lar reason that the targeted person cannot report. Since a proxy response 
is treated the same as a self-reported response, an obvious benefit of al-
lowing proxy responses is to increase the RESPONSE RATE. Some SURVEY 
items do not lend themselves to proxy responding because MEASURE-

MENT ERROR is apt to be particularly great. A noteworthy case is attitudi-
nal items. Even if the proxy respondent knows the targeted person ex-
tremely well, the attitudes of the proxy respondent will likely be con-
founded with the attitudes of the targeted person in the responses. 
 Lavrakas 2008 

 
pseudo R square 

a value of overall model fit that can be calculated for LOGISTIC REGRES-

SION. It is comparable to the R SQUARE (R2) measure used in MULTIPLE 

REGRESSION. 
 Hair et al. 2010 
 

psychological constructivism  
a theory which addresses the epistemological (see EPISTEMOLOGY) ques-
tions of CONSTRUCTIVISM and is especially relevant to education as it 
deals with how people learn and, thereby, how instruction should be car-
ried out. Essentially, knowledge is not acquired but rather is made or 
constructed. The learner is an active participant in building knowledge, 
not a passive recipient of information.  
 Given 2008 

 
psychometrics 

the science of measuring psychological abilities, attributes, and 
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characteristics. Modern psychometrics is embodied by standardized 
psychological tests. However, psychometrics has come to mean more 
than just the tests themselves; it also encompasses the mathematical, 
statistical, and professional protocols that underpin tests—how tests are 
constructed, used, scored, and indeed, how they are evaluated.   
With the onset of the psychometric-structuralist movement of language 
testing, tests typically set out to measure the discrete structural points 
(see DISCRETE-POINT TEST) being taught in the audio-lingual and related 
teaching methods of the time. Like the language teaching methods, these 
tests were influenced by behavioral psychology. The psychometric-
structuralist movement saw the rise of the first carefully designed and 
standardized tests like the Test of English as a Foreign Language, the 
Michigan Test of English Language Proficiency: Form A, Modern Lan-
guage Association Foreign Language Proficiency Tests for Teachers and 
Advanced Students (ETS), Comprehensive English Language Test for 
Speakers of English as a Second Language, and others. Such tests, usual-
ly in MULTIPLE-CHOICE ITEM format, are easy to administer and score 
and are carefully constructed to be objective, reliable (see RELIABILITY), 
and valid (see VALIDITY). Thus, they were felt to be an improvement on 
the test design and scoring practices of the prescientific movement (char-
acterized by translation and essay tests). 
The psychometric-structuralist movement is important because, for the 
first time, language test development follows scientific principles. In ad-
dition, psychometric-structuralist test development is squarely in hands of 
trained linguists and language testes. As a result, statistical analyses are 
used for the first time. Psychometric-structuralist tests are still very much 
in evidence around the world, but have been supplemented by what la-
beled integrative tests. 
 Fulcher & Davidson 2007; Everitt & Howell; Brown 2005 

 
psychometric-structuralist movement 

see PSYCHOMETRICS 
 
pure research 

another term for BASIC RESEARCH 
 
purposeful sampling 

another term for PURPOSIVE SAMPLING 
 
purposive sampling 

also purposeful sampling, judgmental sampling, deliberate sampling, 
criterion-based sampling 
a type of NON-PROBABILITY SAMPLING and a feature of QUALITATIVE 

RESEARCH in which researchers handpick the cases to be included in the 
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sample on the basis of their judgment of their typicality (see Figure 
P.11). Purposive sampling is different from convenience sampling in that 
researchers do not simply study whoever is available but rather use their 
judgment to select a sample that they believe, based on prior information, 
will provide the data they need. In this way, they build up a sample that 
is satisfactory to their specific needs. For example, a group of disaffected 
second language (L2) students may be selected because they might indi-
cate most distinctly the factors which contribute to L2 students disaffec-
tion; or, one class of L2 students may be selected to be tracked through-
out a week in order to report on the curricular and pedagogic diet which 
is offered to them so that other teachers in the school might compare 
their own teaching to that reported. Whilst it may satisfy the researchers’ 
needs to take this type of sample, it does not pretend to represent the 
wider POPULATION; it is deliberately and unashamedly selective and bi-
ased.  
There are a range of different approaches to purposive sampling, de-
signed to yield different types of sample composition depending on the 
study’s aims and coverage. These have been described as follows: 

 
• Comprehensive sampling. In comprehensive sampling, every unit is 

included in the sample. For example, a study of physically disabled 
students in a high school would include all such students in the school. 
Comprehensive sampling is used when the number of units is small. 

• Homogeneous sampling. This method of sampling is chosen to give a 
detailed picture of a particular phenomenon, for example, individuals 
who belong to the same subculture or have the same characteristics. 
This allows for detailed investigation of social processes in a specified 
context.  

• Maximum variation sampling (also called heterogeneous sampling). 
In maximum variation sampling there is a deliberate strategy to include 
phenomena which vary widely from each other; the researcher selects 
cases with markedly different forms of experience. For example, a 
study of U.S. high school students might include students from schools 
that differ in location, student characteristics, parental involvement, and 
other factors. This process will allow the researchers to explore the var-
iation within the respondents and it will also underscore any common-
alities that they find; if a pattern holds across the sampled diversity, the 
researchers can assume that it is reasonably stable. 

• Extreme (deviant, or unique) case sampling. In extreme case sam-
pling, units or cases are chosen because they are unusual or special and 
therefore potentially enlightening. The researcher selects the most ex-
treme cases (e.g., the most motivated and demotivated learners). On the 
one hand, this allows the researchers to find the limits of the experi-



 purposive sampling     501 
 

 

ence; on the other hand, if even such cases share common elements, 
they are likely to be real core components of the experience. 

• Intensity sampling. Intensity sampling employs similar logic to ex-
treme or deviant case sampling but focuses on cases which strongly 
represent the phenomena of interest rather than unusual cases. The re-
searcher would select several cases at each of several levels of variation 
of the phenomenon. For example, the researcher may select some high-
achieving, average-achieving, and low-achieving students. 

• Negative (discrepant) case sampling. This method of sampling selects 
units that are examples of exceptions to expectations. The researcher 
would intentionally look for examples that appear not to confirm the 
theory being developed. This strategy is also called confirming and 
disconfirming sampling. 

• Typical case sampling. In this method of sampling, the researcher se-
lects participants whose experience is typical with regard to the re-
search focus (e.g., they all study a foreign language as a school subject 
at an intermediate level with moderate success). This strategy assumes 
that the researcher has a profile of the targeted attributes possessed by 
an average learner. Although the researcher cannot generalize from the 
results because s/he cannot claim that everybody will have the same 
experience, s/he can list the typical or normal features of the experi-
ence. This approach highlights what is normal or average. 

• Criterion sampling. A sampling strategy through which the researcher 
selects participants who meet some specific predetermined criteria, e.g., 
company executives who failed an important language exam. 

• Stratified purposive sampling. A hybrid approach in which the aim is 
to select groups that display variation on a particular phenomenon but 
each of which is fairly homogeneous, so that subgroups can be com-
pared. 

• Random purposeful sampling. When the potential purposeful sample is 
too large (e.g., when resources are limited), the credibility of the study 
can be enhanced by randomly selecting participants or sites from the 
larger group. 

• Critical case sampling. A sampling strategy through which the re-
searcher deliberately targets cases which offer a dramatic or full repre-
sentation of the phenomenon, either by their intensity or by their 
uniqueness (e.g., in a language attrition study examining people who 
have completely forgotten an L2 they used to speak). Their case may 
be taken as the most salient or comprehensive manifestation of the 
phenomenon under scrutiny; in such situations researchers are not only 
interested in what they find but also in what they do not, because some-
thing that does not occur in such salient cases is unlikely to happen 
elsewhere.  
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Figure P.11. Schematic Representation  
       of Purposive Sampling 

 
see also CONVENIENCE SAMPLING, QUOTA SAMPLING, DIMENSIONAL 

SAMPLING, SNOWBALL SAMPLING, SEQUENTIAL SAMPLING, VOLUNTEER 

SAMPLING, OPPORTUNISTIC SAMPLING  
 Dörnyei 2007; Cohen et al. 2011; Mackey & Gass 2005; Ritchie & Lewis 2003; Ary 
et al. 2010 

 
PV 

an abbreviation for PERCENTAGE VARIANCE EFFECT SIZE 
 
p-value 

another term for PROBABILITY VALUE 
 
Pygmalion effect 

another term for EXPERIMENTER BIAS 



Q 
 
q  

an abbreviation for STUDENTIZED RANGE TEST 
 
Q 

an abbreviation for TUKEY’S TEST  
 
q index 

see EFFECT SIZE 
 
Q methodology  

a technique for investigating individuals’ subjective attitudes and beliefs 
on a topic for the purpose of identifying differing perspectives; can be 
used to identify both what discourses exist within a community and who 
subscribes to or rejects these discourses. 
 Kalof et al. 2008 

 
Q-Q plot  

an abbreviation for QUANTILE-QUANTILE PLOT  
 
qualitative research 

a RESEARCH METHODOLOGY that places primary importance on studying 
small samples of purposely chosen individuals; not attempting to control 
contextual factors, but rather seeking, through a variety of methods, to 
understand things from the informants’ points of view; and creating a 
rich and in-depth picture of the phenomena under investigation. There is 
less of an emphasis on statistics (and concomitant attempts to generalize 
the results to wider populations) and more of an interest in the individual 
and his/her immediate context. By definition, qualitative research is syn-
thetic or holistic (i.e., views the separate parts as a coherent whole), heu-
ristic (i.e., discovers or describes the patterns or relationships), with little 
or no control and manipulation of the research context, and uses data col-
lection procedures with low explicitness. 
Qualitative research has roots in a number of different disciplines, prin-
cipally ANTHROPOLOGY, sociology, and philosophy, and is now used in 
almost all fields of social science inquiry, including applied linguistics. 
Qualitative research is the primary example of HYPOTHESIS-GENERATING 

RESEARCH. That is, once all the data are collected, hypothesis may be de-
rived from those data. The ultimate goal of qualitative research is to dis-
cover phenomena such as patterns of behavior not previously described 
and to understand them from the perspective of participants in the activi-
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ty. Detailed definitions of qualitative research usually include the follow-
ing characteristics: 
 
1) Rich description: The aims of qualitative researchers often involve 

the provision of careful and detailed descriptions as opposed to the 
quantification of data through measurements, frequencies, scores, and 
ratings;  

2) Natural and holistic representation: Qualitative researches aim to 
study individuals and events in their natural settings, i.e., rather than 
attempting to control and manipulate contextual factors through the 
use of laboratories or other artificial environments, qualitative re-
searchers tend to be more interested in presenting a natural and holis-
tic picture of the phenomena being studied. In order to capture a suf-
ficient level of detail about the natural context, such investigations are 
usually conducted through an intense and prolonged contact with, or 
immersion in, the research setting;  

3) Few participants: Qualitative researchers tend to work more inten-
sively with fewer participants, and are less concerned about issues of 
GENERALIZABILITY. Qualitative research focuses on describing, un-
derstanding, and clarifying a human experience and therefore qualita-
tive studies are directed at describing the aspects that make up an idi-
osyncratic experiences rather than determining the most likely, or 
mean experience, within a group. Accordingly, at least in theory, 
qualitative inquiry is not concerned with how representative the re-
spondent sample is or how the experience is distributed in the popula-
tion. Instead, the main goal of sampling is to find individuals who can 
provide rich and varied insights into the phenomenon under investiga-
tion. This goal is best achieved by means of some sort of PURPOSIVE 

SAMPLING;  
4) Emic perspective (or participant or insider point of view): Qualitative 

researchers aim to interpret phenomena in terms of the meanings peo-
ple attach to them, i.e., to adopt an emic perspective, or the use of 
categories that are meaningful to members of the speech community 
under study. An emic perspective requires one to recognize and ac-
cept the idea of multiple realities. Documenting multiple perspectives 
of reality in a given study is crucial to an understanding of why peo-
ple think and act in the different ways they do. Emic perspectives can 
be distinguished from the use of etic perspective (or researcher or 
outsider point of view), which is an outsider’s understanding of a cul-
ture or group that is not their own. Etic perspectives are more com-
mon in QUANTITATIVE RESEARCH;  

5) Cyclical and open-ended processes: Qualitative research is often pro-
cess-oriented or open ended, with categories that emerge. The re-
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search often follows an inductive path that beings with few perceived 
notions, followed by a gradual fine tuning and narrowing of focus. 
Ideally, qualitative researchers enter the research process with a com-
pletely open mind and without setting out to test preconceived hy-
potheses. This means that the research focus is narrowed down only 
gradually and the analytic categories and concepts are defined during, 
rather than prior to, the process of the research. Thus, qualitative re-
searchers tend to approach the research context with the purpose of 
observing whatever may be present there, and letting further ques-
tions emerge from the context;  

6) Possible ideological orientations: Whereas most quantitative re-
searchers consider impartiality to be a goal of their research, some 
qualitative researchers may consciously take ideological positions. 
This sort of research is sometimes described as critical, meaning that 
the researcher may have particular social or political goals, e.g., CRIT-

ICAL DISCOURSE ANALYSIS, a form of qualitative research, is a pro-
gram of social analysis that critically analyzes discourse, (i.e., lan-
guage in use), as a means of addressing social change;  

7) Interpretive analysis: Qualitative research is fundamentally interpre-
tive, which means that the research outcome is ultimately the product 
of the researcher’s subjective interpretation of the data. Several alter-
native interpretations are possible for each data set, and because qual-
itative studies utilize relatively limited standardized instrumentation 
or analytical procedures, in the end it is the researcher who will 
choose from them. The researcher is essentially the main measure-
ment device in the study. Accordingly, in qualitative research, the re-
searcher’s own values, personal history, and position on characteris-
tics such as gender, culture, class, and age become integral part of the 
inquiry; and 

8) The nature of qualitative data: Qualitative research works with a wide 
range of data including recorded INTERVIEWs, various types of texts 
(e.g., FIELDNOTES, JOURNAL and diary entries (see DIARY STUDY), 
DOCUMENTs, and images (photos or videos). During data processing 
most data are transformed into a textual form (e.g., interview record-
ings are transcribed) because most qualitative data analysis is done 
with words. 

 
While the description of qualitative research stands in contrast with that 
presented for quantitative research (with its emphasis on RANDOMIZA-

TION, STATISTICS, and generalizability), it should be understood that 
quantitative and qualitative approaches are not polar opposites (as the 
traditional labels of positivistic (see POSITIVISM) and interpretivist (see 
INTERPRETIVE PARADIGM) for quantitative and qualitative research, re-
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spectively, sometimes imply. It should also be kept in mind that, as it is 
not the case that certain methods (e.g., QUESTIONNAIREs, interviews, 
TESTs) are inherently either qualitative or quantitative. Questionnaire re-
sults, for example, can be analyzed quantitatively by determining what 
percentage of respondents answered in a particular manner, or qualita-
tively, by examining in detail the exact responses individuals provided 
and using them to triangulate (see TRIANGULATION) other data from 
those same participants. It is the researcher’s approach to the data collec-
tion and analysis task that may be considered qualitative or quantita-
tive—not the methods themselves. 
A plethora of research designs has been developed within qualitative re-
search, including NATURALISTIC INQUIRY, NARRATIVE INQUIRY, CASE 

STUDY, ETHNOGRAPHY, ACTION RESEARCH, PHENOMENOLOGY, CON-

VERSATION ANALYSIS, LIFE HISTORY RESEARCH, and GROUNDED THEO-

RY. These approaches use a wide variety of data collection methods, 
such as OBSERVATION, interview, open-response questionnaire items, 
VERBAL REPORT, diary study, and DISCOURSE ANALYSIS. And within 
each of these research approaches and methods, a number of research 
techniques and strategies have been developed to help qualitative re-
searchers do their day-to-day work—conceptualizing the research pro-
ject, collecting and analyzing data, and writing up findings. 
 Mackey & Gass 2005; Dörnyei 2007; Perry 2011; Brown 2003; Seliger & Shohamy 
1989; King & Hornberger 2008 

 
qualitative variable  

see CATEGORICAL VARIABLE 
 
quantile 

also fractile 
a general term for the n - 1 partitions that divide a FREQUENCY or PROB-

ABILITY DISTRIBUTION into n equal parts. In a probability distribution, the 
term is also used to indicate the value of the RANDOM VARIABLE that 
yields a particular PROBABILITY. PERCENTILE, QUARTILE, QUINTILE, and 
DECILE are the most common examples of quantile. 
 Sheskin 2011; Howell 2010 

 
quantile-quantile plot  

also Q-Q plot  
a SCATTERPLOT that plots the QUANTILEs of the data under consideration 
against the quantiles of the NORMAL DISTRIBUTION. If a MEDIAN divides 
the distribution up at its halfway point, a quantile divides the data up the 
same way at a variety of points. For example, the 25th quantile notes the 
point at which 25% of the data are below it and 75% are above it. To plot 
two sets of quantiles against each other we put the expected quantiles on 



 quantile-quantile plot     507 
 

  

the Y axis and the obtained quantiles on the X axis. If the distribution is 
normal the plot should form a straight line running at a 45 degree angle. 
These plots are illustrated in Figure Q.1 for a set of data drawn from a 
normal distribution and in Figure Q.2 for a set drawn from a decidedly 
nonnormal distribution. In Figure Q.1 you can see that for normal data 
the Q-Q plot shows that most of the points fall nicely on a straight line. 
They depart from the line a bit at each end, but that commonly happens 
unless you have very large SAMPLE SIZEs.  
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            Figure Q.1. Q-Q Plot for Normal Sample 
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            Figure Q.2. Q-Q Plot for Nonnormal Sample 
 

For the nonnormal data, as shown in Figure Q.2, however, the plotted 
points depart drastically from a straight line. At the lower end where we 
would expect quantiles of around -1, the lowest obtained quantile was 
actually about -2. In other words the distribution was truncated on the 
left. At the upper right of the Q-Q plot where we obtained quantiles of 
around 2, the expected value was at least 3. In other words the obtained 
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data did not depart enough from the mean at the lower end and departed 
too much from the mean at the upper end. 
 Larson-Hall 2010; Howell 2010 

 
quantitative reductionism 

see REDUCTIONISM 
 
quantitative research 

a RESEARCH METHODOLOGY that stresses the importance of large groups 
of randomly selected participants, manipulating VARIABLEs within the 
participants’ immediate environment, and determining whether there is a 
relationship between the manipulated (independent) variable and some 
characteristic or behavior of the participants (the DEPENDENT VARIA-

BLE). Statistical procedures are used to determine whether the relation-
ship is significant—and when it is significant, the results are typically 
generalized to a larger population beyond the immediate group of partic-
ipants. At best, the quantitative research is systematic, rigorous, focused, 
and tightly controlled, involving precise measurement and producing re-
liable and replicable data that is generalizable to other contexts. Quanti-
tative research is the primary example of hypothesis-testing research (see 
HYPOTHESIS TESTING), which begins with a question or hypothesis to be 
investigated through data quantification and numerical analyses. 
Main characteristics of quantitative research are listed as follows: 
 
1) Using numbers: the single most important feature of quantitative re-

search is, naturally, that it is centered around numbers. This both 
opens up a range of possibilities and sets some limitations for re-
searchers. Numbers are powerful. Yet numbers are also rather power-
less in themselves because in research context they do not mean any-
thing without contextual backing, i.e., they are faceless and meaning-
less unless we specify exactly the category that we use the specific 
number for, and also the different values within the variable. Thus, 
for numbers to work, the researcher need precise definitions of the 
content and the boundaries of the variables s/he uses and exact de-
scriptors for the range of values that are allowed within the variable;  

2) A priori categorization: because the use of numbers already domi-
nates the data collection phase, the work requires specifying the cate-
gories and values needed to be done prior to the actual study. If, e.g., 
respondents are asked to encircle figures in a questionnaire item, they 
have to know exactly what those figures represent, and in order to 
make sure that each respondent gives their numerical answer based on 
the same understanding, the definitions and value descriptors need to 
be unambiguous;  
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3) Variables rather than cases: quantitative researchers are less interest-
ed in individuals than in the common features of groups of people. 
Therefore, it is centered around the study of variables that capture 
these common features and which are quantified by counting, scaling, 
or by assigning values to CATEGORICAL DATA. All the various quanti-
tative methods are aimed at identifying the relationships between var-
iables by measuring them and often also manipulating them. There-
fore, specifying the relationships amongst variables as the defining 
feature of quantitative social research;  

4) Statistics and the language of statistics: this is undoubtedly the most 
salient quantitative feature statistical analyses can range from calcu-
lating the average (the MEAN) of several figures on a pocket calcula-
tor to running complex multivariate analyses on a computer. Because 
of the close link of quantitative research and statistics, much of the 
statistical terminology has become part of the quantitative vocabu-
lary, and the resulting unique quantitative language adds further pow-
er to the quantitative paradigm;  

5) Standardized procedures to assess objective reality: the general quan-
titative aspiration is to eliminate any individual-based subjectivity 
from the various phases of the research process by developing sys-
tematic canons and rules for every facet of data collection and analy-
sis. Quantitative methodology has indeed gone a long way towards 
standardizing research procedures to ensure that they remain stable 
across investigators and subjects. This independence of idiosyncratic 
human variability and bias has been equated with OBJECTIVITY by 
quantitative researchers;  

6) Quest for GENERALIZABILITY and universal laws: numbers, variables, 
standardized procedures, statistics, and scientific reasoning are all 
part of the ultimate quantitative quest for facts that are generalizable 
beyond the particular and add up to wide-ranging, ideally universal, 
laws. However, QUALITATIVE RESEARCHers often view quantitative 
research as overly simplistic, decontextualized, reductionist in terms 
of its generalizations, and failing to capture the meanings that actors 
attach to their lives and circumstances. 

 
The difference between quantitative and qualitative research is often seen 
as quite fundamental, leading people to talk about paradigm wars in 
which quantitative and qualitative research are seen as belligerent and in-
compatible factions. Many researchers define themselves as either quanti-
tative or qualitative. This idea is linked to what are seen as the different 
underlying philosophies and worldviews of researchers in the two para-
digms. According to this view, two fundamentally different worldviews 
underlie quantitative and qualitative research. The quantitative view is 
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described as being realist (see REALISM) or sometimes positivist (see POS-

ITIVISM), while the worldview underlying qualitative research is viewed 
as being subjectivist (see INTERPRETIVE PARADIGM).  
The term qualitative and quantitative were originally introduced to de-
note in antagonistic standpoint and this initial conflicting stance was giv-
en substance by the contrasting patterns of the two research paradigms 
in: (a) categorizing the world (quantitative: predetermined numerical cat-
egory system; qualitative: emergent, flexible verbal coding); (b) perceiv-
ing individual diversity (quantitative: using large samples to iron out any 
individual idiosyncrasies; qualitative: focusing on the unique meaning 
carried by individual organisms); and (c) analytical data (quantitative: re-
lying on the formalized system of statistics; qualitative: relying on the re-
searcher’s individual sensitivity.  
In short, quantitative research was seen to offer a structured and highly 
regulated way of achieving a macro-perspective of the overarching 
trends in the world, whereas qualitative research was perceived to repre-
sent a flexible and highly context-sensitive micro-perspective of the eve-
ryday realities of the world. Although the two paradigms represent two 
different approaches to EMPIRICAL RESEARCH, they are not necessarily 
exclusive. They are not extremes but rather form a continuum that has 
led to an emerging third research approach, i.e., MIXED METHODS RE-

SEARCH. 
Quantitative research can be classified into one of the two broad research 
categories: EXPERIMENTAL RESEARCH, and NONEXPERIMENTAL RE-

SEARCH. 
 Dörnyei 2007; Mackey & Gass 2005; Muijs 2004; Lavrakas 2008; King & Hornberger 
2008 

 
quantitative variable 

see CONTINUOUS VARIABLE 
 
quartile 

a DISTRIBUTION which is divided into four quarter or blocks, each of 
which contains 25 per cent of the observed values. The 25th percentile, 
50th percentile, and 75th percentile are the same as the first, second, and 
third quartiles, respectively (see Table Q.1) More specifically, the first 
quartile (denoted by Q1) is the point below which 25 per cent of the 
scores occur; the second quartile (denoted by Q2) is the point below 
which 50 per cent of the scores occur; and the third quartile (denoted by 
Q3) is the point below which 75 per cent of the scores occur. The first 
and third quartiles are often called the lower and the upper quartiles and 
the second quartile is known as MEDIAN. Thus, a score that corresponds 
to the 25th percentile falls at the upper limit of the first quartile of the 
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distribution. A score that corresponds to the 50th percentile falls at the 
upper limit of the second quartile of the distribution, and so on. 
see also INTERQUARTILE RANGE, DECILE, PERCENTILE, QUINTILE 
 Sheskin 2011; Sahai & Khurshid 2001 
 

     The data arranged in an increasing order of magnitude
25% 25% 25% 25%

Q1 Q2 Q3  
 

Table Q.1. Schematic Representation of Quartiles of a Data Set 
 
quartile deviation 

another term for SEMI-INTERQUARTILE RANGE 
 
quasi-experimental design 

also naturally occurring group design 
an EXPERIMENTAL RESEARCH design in which the researcher cannot as-
sign participants randomly to conditions and/or manipulate the INDE-

PENDENT VARIABLE (IV); instead, comparisons are made between groups 
that already exist or within a single group before and after a quasi-
experimental TREATMENT has occurred. Quasi-experimental designs are 
practical compromise designs that are recommended where better de-
signs, (e.g., TRUE EXPERIMENTAL DESIGNs) are not feasible. In quasi-
experimental design an IV is manipulated like in an experiment (it may 
look as if it is an experiment but it is not a true experimental design, only 
a variant on it), but the CONTROL and EXPERIMENTAL GROUPs are not 
equivalent. That is, subjects have not normally been randomly selected 
nor randomly assigned to these groups; individuals naturally belong to 
one group or the other. Instead the comparisons depend on non-
equivalent groups that differ from each other in many ways other than 
the presence of a treatment whose effects are being tested. This would be 
the case, for example, in comparing the performance of students in natu-
rally occurring classrooms. 
While quasi-experimental research is subject to threats of INTERNAL VA-

LIDITY, it is more likely to have EXTERNAL VALIDITY because it is con-
ducted closer to those normally found in educational contexts. Further-
more, since these designs are less intrusive and disruptive than others, it 
is easier to gain access to subject populations and thus easier to conduct 
such research. For these reasons, quasi-experimental designs are also 
ideal for teacher-conducted research and for pilot studies, in which the 
exploration of a research idea is the primary goal. 
At best, quasi-experimental designs may be able to employ something 
approaching a true experimental design in which they have control over 
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what researchers refer to as ‘the who and to whom of measurement’ but 
lack control over ‘the when and to whom of exposure’, or the randomiza-
tion of exposures. These situations are quasi-experimental and the meth-
odologies employed by researchers are termed quasi-experimental de-
signs.  
Quasi-experimental designs can be divided into several major categories 
as follows: NONEQUIVALENT CONTROL GROUP DESIGN, TIME-SERIES DE-

SIGN, EQUIVALENT MATERIAL DESIGN, COUNTERBALANCED DESIGN, RE-

CURRENT INSTITUTIONAL CYCLE DESIGN, SEPARATE-SAMPLE PRETEST-
POSTTEST CONTROL GROUP DESIGN, and SEPARATE-SAMPLE PRETEST-
POSTTEST DESIGN. 
 Campbell & Stanley 1963; Cook & Campbell 1966; Marczyk et al. 2005; Cohen et al. 
2011; Brown 1988; Best & Kahn 2006; Seliger & Shohamy 1989; Leary 2011 

 
questionnaire 

a research instrument that presents respondents with a series of questions 
or statements to which they are to react either by writing out their an-
swers or selecting them among existing answers. Questionnaires are used 
primarily in SURVEY RESEARCH but also in experiments, FIELD RE-

SEARCH, and other modes of observation. The popularity of question-
naires is due to the fact that they are easy to construct, extremely versa-
tile, and uniquely capable of gathering a large amount of information 
quickly in a form that is readily processable. Broadly speaking, ques-
tionnaires can yield three types of data about the respondent: factual, be-
havioral, and attitudinal. (1) Factual questions (also called classification 
questions or subject descriptors) are used to find out about who the re-
spondents are. They typically cover demographic characteristics (e.g., 
age, gender, and race), residential location, marital and socioeconomic 
status, level of education, religion, occupation, as well as any other 
background information that may be relevant to interpreting the findings 
of the survey. Such additional data in second language (L2) studies, for 
example, often include facts about the learner’s language learning histo-
ry, amount of time spent in an L2 environment, level of parents L2 profi-
ciency, or the L2 coursebook used. (2) Behavioral questions are used to 
find out what the respondents are doing or have done in the past. They 
typically ask about people’s actions, life-styles, habits, and personal his-
tory. Perhaps the most well-known questions of this type in L2 studies 
are the items in language learning strategy inventories that ask about the 
frequency one has used a particular strategy in the past. (3) Attitudinal 
questions are used to find out what people think. This is a broad catego-
ry that concerns attitudes, opinions, beliefs, interests, and values.  
The main attraction of questionnaires is their unprecedented efficiency in 
terms of (a) researcher time, (b) researcher effort, and (c) financial re-
sources. By administering a questionnaire to a group of people, one can 
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collect a huge amount of information in less than an hour, and the per-
sonal investment required will be a fraction of what would have been 
needed for, say, interviewing the same number of people. Furthermore, if 
the questionnaire is well constructed, processing the data can also be fast 
and relatively straightforward, especially by using some modern comput-
er software. These cost benefit considerations are very important, partic-
ularly for all those who are doing research in addition to having a full-
time job. Cost-effectiveness is not the only advantage of questionnaires. 
They are also very versatile, which means that they can be used success-
fully with a variety of people in a variety of situations targeting a variety 
of topics.  
However, questionnaires have some serious limitations and some of the-
se have led certain researchers to claim that questionnaire data are not re-
liable (see RELIABILITY) or valid (see VALIDITY). But there is no doubt 
that it is very easy to produce unreliable and invalid data by means of ill-
constructed questionnaires. Some major problem sources include: sim-
plicity and superficiality of answers, respondent literacy problems, little 
or no opportunity to correct the respondents’ mistakes, SOCIAL DESIRA-

BILITY BIAS, SELF-DECEPTION, ACQUIESCENCE BIAS, FATIGUE EFFECT, 
and HALO EFFECT. 
Although questionnaires are often very similar to written TESTs, there is 
a basic difference between the two instruments types. A test takes a sam-
ple of the respondent’s behavior/knowledge for the purpose of evaluating 
the individual’s more general underlying competence/abilities/skills 
(e.g., overall L2 proficiency). Thus, a test measures how well someone 
can do something. In contrast, questionnaire items do not have good or 
bad answers; they elicit information about the respondents in a non-
evaluative manner, without gauging their performance against a set of 
criteria. 
With regard to the items (i.e., questions or statements) in a questionnaire, 
there are two broad types: OPEN-FORM ITEMs and CLOSED-FORM ITEMs. 
 see also POSTAL SURVEY, ONE-TO-ONE ADMINISTRATION, GROUP AD-

MINISTRATION, SELF-ADMINISTERED QUESTIONNAIRE, DISCOURSE COM-

PLETION TASK 
 Dörnyei 2003, 2007; Brown 2001; Heigham & Croker 2009; Dörnyei & Taguchi 2010 

 
quintile 

a DISTRIBUTION which is divided into five equal parts, each of which con-
tains 20% of the total observations. As shown in Table Q.2, the percentile 
points at the 20th, 40th, 60th, and 80th intervals are the same as the first 
quintile, second quintile, third quintile, and fourth quintile respectively.  
see also DECILE, PERCENTILE, QUARTILE 
 Sahai & Khurshid 2001  
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         The data arranged in an increasing order of magnitude 
20% 20% 20% 20% 20%

1st
quintile

2nd
quintile

3rd
quintile

4th
quintile                 

Table Q.2. Schematic Representation of Quintiles of a Data Set 
 
quota sampling  

a type of SAMPLING in which you select people nonrandomly according 
to some fixed quota. Quota sampling is a type of NON-PROBABILITY 
SAMPLING in which a specific number of cases (the quota) is selected 
from each stratum. Like a STRATIFIED SAMPLING, a quota sampling 
strives to represent significant characteristics (strata) of the wider POPU-

LATION; unlike stratified sampling, it sets out to represent these in the 
proportions in which they can be found in the wider population. The two 
types of quota sampling are proportional and nonproportional. In propor-
tional quota sampling, you want to represent the major characteristics of 
the population by sampling a proportional amount of each. For instance, 
if you know the population has 40 percent women and 60 percent men, 
and that you want a total SAMPLE SIZE of 100, you should continue sam-
pling until you get those percentages and then stop. So, if you already 
have the 40 women for your sample, but not the 60 men, you would con-
tinue to sample men but even if legitimate women respondents come 
along, you would not sample them because you have already met your 
quota. The problem here (as in much PURPOSIVE SAMPLING) is that you 
have to decide the specific characteristics on which you will base the 
quota. ‘Will it be by gender, age, education, race, or religion, etc.?’  
Nonproportional quota sampling is less restrictive. In this method, you 
specify the minimum number of sampled units you want in each catego-
ry. Here, you are not concerned with having numbers that match the pro-
portions in the population. Instead, you simply want to have enough to 
assure that you will be able to talk about even small groups in the popu-
lation.  
This method is the nonprobabilistic analogue of stratified sampling in 
that it is typically used to assure that smaller groups are adequately rep-
resented in your sample. 
see also CONVENIENCE SAMPLING, QUOTA SAMPLING, DIMENSIONAL 

SAMPLING, PURPOSIVE SAMPLING, SEQUENTIAL SAMPLING, VOLUNTEER 

SAMPLING, and SNOWBALL SAMPLING 
 Trochim & Donnelly 2007; Cohen et al. 2011 



R 
 
r 

an abbreviation for PEARSON PRODUCT-MOMENT CORRELATION COEFFI-

CIENT  
 
r2 

an abbreviation for COEFFICIENT OF DETERMINATION 
 
rb 

an abbreviation for BISERIAL CORRELATION COEFFICIENT 
 
rbis 

an abbreviation for BISERIAL CORRELATION COEFFICIENT 
 
rpbi 

an abbreviation for POINT-BISERIAL CORRELATION COEFFICIENT  
 
rpbis  

an abbreviation for POINT-BISERIAL CORRELATION COEFFICIENT  
 
rs 

another term for SPEARMAN RANK ORDER CORRELATION COEFFICIENT 
 
rtet 

an abbreviation for TETRACHORIC CORRELATION COEFFICIENT 
 
rxx 

an abbreviation for RELIABILITY COEFFICIENT 
 
R 

an abbreviation for MULTIPLE CORRELATION COEFFICIENT 
 
R2 

an abbreviation for COEFFICIENT OF MULTIPLE DETERMINATION 
 
r × c contingency table 

another term for CONTINGENCY TABLE 
 
r × c table 

another term for CONTINGENCY TABLE 
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random allocation 
another term for RANDOM ASSIGNMENT 

 
random assignment 

also random allocation, randomization  
the most effective method of assigning participants to groups within a re-
search study. The philosophy underlying random assignment is similar to 
the philosophy underlying RANDOM SELECTION. Random assignment in-
volves assigning participants to groups within a research study in such a 
way that each participant has an equal probability of being assigned to 
any of the groups within the study. It ensures that, within the limits of 
chance variation, the EXPERIMENTAL and CONTROL GROUPs are similar at 
the beginning of the investigation. It randomization eliminates bias in the 
assignment of TREATMENTs and provides the sound basis for statistical 
analysis. Although there are several accepted methods that can be used to 
effectively implement random assignment, it is typically accomplished 
by using a TABLE OF RANDOM NUMBERS that determines the group as-
signment for each of the participants. By using a table of random num-
bers, participants are assigned to groups within the study according to a 
predetermined schedule. In fact, group assignment is determined for each 
participant prior to his/her entrance into the study. More specifically, 
random assignment is a dependable procedure for producing equivalent 
groups because it evenly distributes characteristics of the SAMPLE among 
all of the groups within the study. For example, rather than placing all of 
the participants over age 20 into one group, random assignment would, 
theoretically at least, evenly distribute all of the participants over age 20 
among all of the groups within the research study. This would produce 
equivalent groups within the study, at least with respect to age. By using 
random assignment, the researcher distributes EXTRANEOUS VARIABLEs 
unsystematically across all of the groups.  
When subjects have been randomly assigned to groups, the groups can 
be considered statistically equivalent. Statistical equivalence does not 
mean the groups are absolutely equal, but it does mean that any differ-
ence between the groups is a function of chance alone and not a function 
of experimenter bias, subjects’ choices, or any other factor. A subject 
with high aptitude is as likely to be assigned to treatment A as to treat-
ment B. The same is true for a subject with low aptitude. For the entire 
sample, the effects of aptitude on the dependent variable will tend to bal-
ance or randomize out. In the same manner, subjects’ differences in 
viewpoints, temperament, achievement motivation, socioeconomic level, 
and other characteristics will tend to be approximately equally distribut-
ed between the two groups. The more subjects in the original sample, the 
more likely that random assignment will result in approximately equiva-
lent groups. When random assignment has been employed, any pretreat-
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ment differences between groups are nonsystematic—that is, a function 
of chance alone. Because these differences fall within the field of ex-
pected statistical variation, the researcher can use INFERENTIAL STATIS-

TICS to determine how likely it is that posttreatment differences are due 
to chance alone. 
see also RANDOMIZED MATCHING, HOMOGENEOUS SELECTION 
 Kazdin1992; Marczyk et al. 2005; Cramer & Howitt 2004; Ary et al. 2010 

 
random-digit-dialing 

see POPULATION 
 
random effects  

those effects where you want to generalize beyond the parameters that 
constitute the VARIABLE. Random effects do not have informative FAC-

TOR levels, and the factor LEVELs do not exhaust the possibilities. You 
want to generalize beyond the levels in your study if you have a random 
effect. A subject term is clearly a random effect, because you want to 
generalize the results of your study beyond those particular individuals 
who took the test. Other examples of random effects are the particular 
words or sentences used in a study, the classroom, or the school test.  
see also FIXED EFFECT 
 Larson-Hall 2010 

 
random error 

see MEASUREMENT ERROR  
 
randomization  

another term for RANDOM ASSIGNMENT 
 
 randomization check 

the process of examining the overall effectiveness of RANDOM ASSIGN-

MENT. The goal of this process is to determine whether random assign-
ment resulted in nonequivalent groups. In performing randomization 
checks, researchers compare study groups or conditions on a number of 
pretest variables. These typically include demographic variables such as 
age, gender, level of education, and any other variables that are measured 
or available prior to the INTERVENTION. Importantly, randomization 
checks should look for between-group differences on the BASELINE 

MEASUREMENTs of the DEPENDENT VARIABLEs because they are likely 
to have the most impact on outcomes. Generally, randomization checks 
involve the use of statistical analyses that can examine differences be-
tween groups. If differences are found on certain variables, the research-
er should determine whether they are correlated with the outcomes. Any 
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such, variables that are correlated with outcomes should be controlled for 
in the final analyses. 
 Marczyk et al. 2005 

 
randomized block design  

a TRUE EXPERIMENTAL DESIGN which is constructed to reduce the effects 
of ERROR VARIANCE in the data. Randomized block design requires you 
to divide the SAMPLE into relatively homogeneous subgroups or blocks 
(analogous to strata in STRATIFIED SAMPLING). Typically, you divide the 
pool of subjects into blocks on the basis of some VARIABLE whose ef-
fects are not of primary interest to you, such as gender or ability level. 
Then, the design you want to apply is implemented within each block or 
homogeneous subgroup. The key idea is that the VARIABILITY within 
each block is less than the variability of the entire sample. Thus each es-
timate of the treatment effect within a block is more efficient than esti-
mates across the entire sample. When you pool these more efficient es-
timates across blocks, you should get a more efficient estimate overall 
than you would without blocking. 
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    Figure R.1. A Randomized Block Design 
 
Figure R.1 shows a simple example, where R = randomly assigned 
group, X = treatment, and O = posttest. Suppose that you originally in-
tended to conduct a simple TWO-GROUP POSTTEST-ONLY RANDOMIZED 

EXPERIMENTAL DESIGN; but you recognized that your sample has several 
intact or homogeneous subgroups. For instance, in a study of second lan-
guage college students, you might expect that students are relatively ho-
mogeneous with respect to class or year. So, you decide to block the 
sample into four groups: freshman, sophomore, junior, and senior. If 
your hunch is correct—that the variability within class is less man the 
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variability for the entire sample—you will probably get more powerful 
estimates of the treatment effect within each block. Within each of your 
four blocks, you would implement the simple post-only randomized ex-
periment. 
A MATCHED SUBJECTS DESIGN and a WITHIN-SUBJECTS DESIGN are 
sometimes categorized as a randomized-blocks design. 
 Trochim & Donnelly 2007; Sheskin 2011 

 
randomized experimental design 

another term for TRUE EXPERIMENTAL DESIGN 
 
randomized-groups design 

another term for BETWEEN-SUBJECTS DESIGN 
 
randomized matched subjects posttest-only control group design 

another term for MATCHED SUBJECTS DESIGN 
 
randomized matching 

also matching 
when RANDOM ASSIGNMENT is not feasible, researchers sometimes select 
pairs of individuals with identical or almost identical characteristics and 
randomly assign one member of the matched pair to TREATMENT A and 
the other to treatment B. This procedure is called randomized matching. 
Note that randomized matching requires that the subjects be matched on 
relevant VARIABLEs first and then randomly assigned to treatments. The 
researcher first decides what variables to use for matching. These may be 
IQ, mental age, socioeconomic status, age, gender, reading, pretest score, 
or other variables known to be related to the DEPENDENT VARIABLE of the 
study. If the groups are adequately matched on the selected variable(s), 
the resulting groups are reasonably equivalent. The major limitation of 
matching is that it is almost impossible to find subjects who match on 
more than one variable. Subjects are lost to the experiment when no 
match can be found for them. This loss, of course, reduces the SAMPLE 

SIZE and introduces SAMPLING BIAS into the study. Subjects for whom 
matches cannot be found are usually those with high or low scores. 
Therefore, these subjects would be underrepresented. 
see also HOMOGENEOUS SELECTION 
 Ary et al. 2010 

 
randomized subjects pretest-posttest control group design 

another term for PRETEST-POSTTEST CONTROL GROUP DESIGN 
 
randomized subjects posttest-only control group design 

another term for POSTTEST-ONLY CONTROL GROUP DESIGN  
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randomized two-group posttest only design 
another term for POSTTEST-ONLY CONTROL GROUP DESIGN 

 
randomized two-group pretest-posttest design 

another term for PRETEST-POSTTEST CONTROL GROUP DESIGN 
 
random-numbers table 

another term for TABLE OF RANDOM NUMBERS 
 
random purposeful sampling 

see PURPOSIVE SAMPLING 
 
random sample 

another term for PROBABILITY SAMPLE 
 
random sampling 

another term for PROBABILITY SAMPLING 
 
random score 

see ERROR SCORE 
 
random selection 

a method of selecting a SAMPLE wherein each element of the POPULA-

TION has the equal PROBABILITY or chance of selection for constituting a 
sample independent of any other element in the selection process, i.e., 
the choice of one individual is in no way tied with other. Random selec-
tion is free from subjective factor or personal error or bias and prejudices 
or imagination of the investigator. It ensures that the sample formed by 
this method may be representative of the population. PROBABILITY SAM-

PLING enhances the likelihood of accomplishing this aim and also pro-
vides methods for estimating the degree of probable success. 
Flipping a coin is the most frequently cited example: Provided that the 
coin is perfect (that is, not biased in terms of coming up heads or tails), 
the selection of a head or a tail is independent of previous selections of 
heads or tails. No matter how many heads turn up in a row, the chance 
that the next flip will produce heads is exactly 50-50. Rolling a perfect 
set of dice is another example.  
see also RANDOM ASSIGNMENT, NON-PROBABILITY SAMPLING 
 Sahai & Khurshid 2001; Babbie 2011 

 
random variable 

a VARIABLE where the researcher has randomly selected the LEVELs of 
that variable from a larger set of possible levels. Thus, if you had a com-
plete list of all the possible methods for teaching reading and had picked 
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three randomly from the list to include in your study, teaching method 
would now be a random variable. Or, age is a random variable if you 
simply select people regardless of what age they are. The opposite of a 
random variable is a fixed variable for which particular values have been 
chosen. For example, we may select people of particular ages who lie 
within particular age ranges.  
Another meaning of the term is that it is a variable with a specified 
PROBABILITY DISTRIBUTION, i.e., the values of which occur according to 
some specified probability distribution. In this sense, the value of a ran-
dom variable is determined by a random experiment and thus depends on 
chance or RANDOM ERROR and cannot be predicted with certainty. It is 
also called a chance variable or stochastic variable. 
The decision as to whether to use fixed or random variables has two con-
sequences. Firstly, the use of a fixed variable prevents researchers from 
trying to generalize to other possible levels of the INDEPENDENT VARIA-

BLE, while the use of a random variable allows more generalization. Sec-
ondly, the statistical analysis can be affected by whether a fixed or a ran-
dom variable was used. 
 Cramer & Howitt 2004; Clark-Carter 2010; Sahai & Khurshid 2001; Everitt & Skron-
dal 2010 

 
random variation 

another term for RANDOM ERROR 
 
range 

the simplest possible MEASURE OF VARIABILITY or dispersion and is de-
fined as the difference between the highest and lowest scores of a DIS-

TRIBUTION. To determine the range, simply subtract the lowest score 
from the highest score: 
 

Range = highest score - lowest score 
 

For example, the scores of 0, 2, 6, 10, 12 have a range of 12 - 0 = 12. 
The less variable scores of 4, 5, 6, 7, 8 have a range of 8 - 4 = 4. The per-
fectly consistent sample of 6, 6, 6, 6, 6 has a range of 6 - 6 = 0. 
For GROUPED DATA (see also GROUPED FREQUENCY DISTRIBUTION), be-
cause we do not know the individual measurements, the range is taken to 
be the difference between the upper limit of the last interval and the low-
er limit of the first interval. Range gives researchers a quick sense of 
how spread out the scores of a distribution are, but it is not a particularly 
useful statistic because it can be quite misleading. A great deal of infor-
mation is ignored, since only the largest and the smallest data values are 
considered. It also follows that the range will be greatly influenced by 
the presence of just one unusually large or small value in the sample (i.e., 
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OUTLIER). Researchers tend to look at the range when they want a quick 
snapshot of a distribution, such as when they want to know whether all 
of the response categories on a survey question have been used (i.e., ‘Did 
people use all 5 points on the 5-point LIKERT SCALE?’) or they want a 
sense of the overall balance of scores in the distribution. As such, range 
is mostly used as a rough measure of variability and is not considered as 
an appropriate measure in serious research studies. 
see also VARIANCE, STANDARD DEVIATION  
 Porte 2010; Ott & Longnecker 2010 

 
rank correlation 

another term for RANK CORRELATION COEFFICIENT 
 
rank correlation coefficient 

also rank correlation 
a nonparametric method for assessing association between two ORDINAL 

VARIABLEs. A rank correlation is interpreted the same way as the PEAR-

SON PRODUCT-MOMENT CORRELATION COEFFICIENT. However, a rank 
correlation measures the association between the ranks rather than the 
original values. Two of the most commonly used methods of rank corre-
lation are KENDALL’S RANK-ORDER CORRELATION COEFFICIENT and 

SPEARMAN RANK ORDER CORRELATION COEFFICIENT. 
 Sahai & Khurshid 2001 

 
ranking question 

another term for RANK ORDER QUESTION 
 
ranking test(s) 

another term for NONPARAMETRIC TEST(S) 
 
rank order question 

also ranking question 
a CLOSED-FORM ITEM which is akin to the MULTIPLE-CHOICE ITEM in 
that it identifies options from which respondents can choose, yet it 
moves beyond multiple choice items in that it asks respondents to identi-
fy priorities. This enables a relative degree of preference, priority, inten-
sity etc. to be charted. In the rank ordering exercise a list of factors is set 
out and the respondent is required to place them in a rank order. The fol-
lowing is an example: 

 
Instructions: Please place these in rank order of the most to the least important, 
by putting the position (1-5) against each of the following statements, number 1 
being the most important and number 5 being the least important. 
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Students should enjoy school [   ]
Teachers should set less homework [   ]
Students should have more choice of subjects in school [   ]
Teachers should use more collaborative methods [   ]
Students should be tested more, so that they work harder [   ]  

 

Rankings are useful in indicating degrees of response. They are treated 
as ORDINAL DATA. 
see also DICHOTOMOUS QUESTION, RATIO DATA QUESTION, MATRIX 

QUESTIONS, CONSTANT SUM QUESTIONS, CONTINGENCY QUESTION, 
CHECKLIST, NUMERIC ITEM 
 Cohen et al. 2011 

 
rank-order scale 

another term for ORDINAL SCALE 
 
rank sums test 

another term for MANN-WHITNEY U TEST 
 
Rasch model 

also one-parameter model 
the most popular of a family of ITEM RESPONSE THEORY models. Rasch 
model assumes that a response to a test item is a function of just two var-
iables: the difficulty of the test item and the ability of the test taker. ITEM 

DIFFICULTY and test taker ability can be calculated on a single scale of 
measurement, so that when a test taker’s ability is the same as the diffi-
culty of the item, the probability of getting the item correct will be 50 per 
cent. Thus, the model is based only on the difficulty of a set of items.  
 Fulcher & Davidson 2007; Bachman 2004 

 
rating error 

a judgment that results from the intentional or unintentional misuse of a 
RATING SCALE. Two types of rating error are generosity error (also 
called leniency error) and severity error. A generosity error is an error by 
a rater due to that rater’s general tendency to be lenient or insufficiently 
critical. When raters are not sure, they tend to rate people favorably. In 
fact they give subjects the benefit of any doubt. In contrast, the severity 
error is a tendency to rate all individuals too low on all characteristics. 
The tendency to avoid either extreme and to rate all individuals in the 
middle of the scale is referred to as the error of central tendency. For ex-
ample, the ratings that teachers of English give their students have been 
found to cluster around the mean, whereas mathematics teachers’ ratings 
of students show greater variation. 
see also HALO EFFECT 
 Ary et al. 2010; Cohen & Swerdlik 2010  
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rating scale 
a scale which is used for qualitative description of a limited number of 
aspects of a thing or of traits of a person. When we use rating scales, we 
judge an object in absolute terms against some specified criteria i.e., we 
judge properties of objects without reference to other similar objects. 
These ratings may be in such forms as ‘like-dislike’, ‘above average, av-
erage, below average’, or other classifications with more categories such 
as ‘like very much—like somewhat—neutral—dislike somewhat—
dislike very much’; ‘excellent—good—average—below average—poor’, 
‘always—often—occasionally—rarely—never’, and so on. There is no 
specific rule whether to use a two-point scale, three-point scale or scale 
with still more points. In practice, three to seven points scales are gener-
ally used for the simple reason that more points on a scale provide an 
opportunity for greater sensitivity of measurement. Rating scale may be 
either graphic or itemized. The graphic rating scale (see Figure R.2) is 
quite simple and is commonly used in practice. Under it the various 
points are usually put along the line to form a continuum and the re-
spondent indicates his/her rating by simply making a mark (such as ) at 
the appropriate point on a line that runs from one extreme to the other. 
Scale-points with brief descriptions may be indicated along the line, their 
function being to assist the respondent in performing his/her job. The fol-
lowing is an example of five-points graphic rating scale when we wish to 
ascertain people’s likes or dislikes: 
 

      

       How do you like to talk like English native speakers?

Not at
all

Very litle A little Quite a lot A very great 
deal

 
Figure R.2. An Example of a Graphic Rating Scale 

 
This type of scale has several limitations. The respondents may check at 
almost any position along the line which fact may increase the difficulty 
of analysis. The meanings of the terms like ‘very much’ and ‘somewhat’ 
may depend upon respondent’s frame of reference so much so that the 
statement might be challenged in terms of its equivalency. Several other 
rating scale variants (e.g., boxes replacing line) may also be used. 
The itemized rating scale (also called numerical scale) presents a series 
of statements from which a respondent selects one as best reflecting 
his/her evaluation. These statements are ordered progressively in terms 
of more or less of some property. An example of itemized scale can be 
given to illustrate it. Suppose we wish to inquire as how well does a stu-
dent get along with his/her fellow students? In such a situation, we may 
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ask the respondent to select one, to express his/her opinion, from the fol-
lowing: 

 
• He is almost always involved in some friction with a fellow student. 
• He is often at odds with one or more of his/her fellow students. 
• He sometimes gets involved in friction. 
• He infrequently becomes involved in friction with others. 
• He almost never gets involved in friction with fellow students. 

 
The chief merit of this type of scale is that it provides more information 
and meaning to the rater, and thereby increases RELIABILITY. This form 
is relatively difficult to develop and the statements may not say exactly 
what the respondent would like to express. 
The most commonly used rating scales are LIKERT SCALE, SEMANTIC 

DIFFERENTIAL SCALE, DIFFERENTIAL SCALE, CUMULATIVE SCALE, and 

ARBITRARY SCALE. 
 Dörnyei 2003; Kothari 2008 

 
ratio 

a value which is obtained by dividing one quantity by another. It is used 
to show the magnitude of one quantity relative to the magnitude of anoth-
er. It is calculated by an expression of the form a/b in which the NUMER-

ATOR is not a component of the DENOMINATOR. Thus, in a ratio, the nu-
merator and the denominator usually are separate and distinct quantities. 
The dimensions of the numerator and denominator may be different so 
that the ratio has dimensions. 
 Sahai & Khurshid 2001 

 
ratio data 

see RATIO SCALE 
 
ratio data question 

a CLOSED-FORM ITEM which deals with CONTINUOUS VARIABLEs where 
there is a true zero, for example: 
 

• How much money do you have in the bank? ……………….. 
• How many times have you been late for your classes? ……………….. 
• How many marks did you score in the grammar test? ……………….. 
• How old are you (in years)? ……………….. 

 
Here no fixed answer or category is provided, and the respondent puts in 
the numerical answer that fits his/her exact figure, i.e., the accuracy is 
higher, much higher than in categories of data. This enables MEANs, 
STANDARD DEVIATIONs, RANGE, and high-level statistics to be calculat-
ed, e.g., REGRESSION, FACTOR ANALYSIS, and STRUCTURAL EQUATION 
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MODELING. An alternative form of ratio scaling (Table R.1) is where the 
respondent has to award marks out of, say, ten, for a particular item  
 

Please give a mark from 1 to 10 for the following statements, with 10 being excellent and 1 being very poor. 
Please circle the appropriate number for each statement.

Teaching and learning Very poor      Excellent
1 The attention given to teaching and learning at the school 1 2 3 4 5 6 7 8 9 10
2 The quality of the lesson preparation 1 2 3 4 5 6 7 8 9 10
3 How well learners are cared for, guided and 1 2 3 4 5 6 7 8 9 10
4 How effectively teachers challenge and engage learners 1 2 3 4 5 6 7 8 9 10
5 The educators’ use of assessment for maximizing learners’ learning 1 2 3 4 5 6 7 8 9 10
6 How well students apply themselves to learning 1 2 3 4 5 6 7 8 9 10
7 Discussion and review by educators of the quality of teaching and learning 1 2 3 4 5 6 7 8 9 10

 
 

 Table R.1. A 10-Point Marking Scale in a Questionnaire 
 

This kind of question is often used in TELEPHONE INTERVIEWs, as it is 
easy for respondents to understand.  
see also DICHOTOMOUS QUESTION, MULTIPLE-ITEMS, MATRIX QUES-

TIONS, CONSTANT SUM QUESTIONS, RANK ORDER QUESTION, CONTIN-

GENCY QUESTION 
 Cohen et al. 2011 

 
ratio level of measurement 

another term for RATIO SCALE 
 
rationalism  

see EMPIRICISM 
 
ratio scale 

also ratio level of measurement 
a type of MEASUREMENT SCALE whose characteristics are identical to 
those of the INTERVAL SCALE, but in addition, ratio scale has an absolute 
or true zero, rather than arbitrary zero and the points on the scale are pre-
cise multiples, or ratios, of other points on the scale. Comparing two 
people in terms of a ratio scale, then, allows us to determine (1) that they 
are different (or the same), (2) that one is more than the other, (3) how 
much they differ, and (4) the ratio of one to another. 
Ratio scale is the highest level of measurement and allows for the use of 
sophisticated statistical techniques. Because there is an absolute zero, all 
of the arithmetical processes of addition, subtraction, multiplication, and 
division are possible. Numerous examples of ratio scale data exist in our 
daily lives. Money is a pertinent example. It is possible to have no (or ze-
ro) money—a zero balance in a checking account, for example. Or, the 
zero point on a centimeter scale indicates the complete absence of length 
or height. Other examples include things like subjects’ ages, the number 
of pages per book in a library, and the number of students enrolled in a 
language program. These are ratio scales because it makes sense to refer 
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to zero (i.e., zero years, zero pages, or zero students) and because ratios 
on the scales make sense (i.e., 20 years old is twice as old as 10; 300 
pages is three times as many as 100; and 400 students is two times as 
many as 200; ten dollars is 10 times more than 1 dollar, and 20 dollars is 
twice as much as 10 dollars. If we have 100 dollars and give away half, 
we are left with 50 dollars, which is 50 times more than 1 dollar.). In 
contrast, an interval scale like TOEFL scores has no true zero (the score 
obtained by guessing is 200), and ratios between points on the scale are 
not exact (Is a student with 600 on the TOEFL exactly twice as proficient 
as one with 300?).  
Data which are obtained using ratio scale of measurement are called ra-
tio data. Likewise, a CONTINUOUS VARIABLE measured on a ratio scale 
is called a ratio variable. 
see also NOMINAL SCALE, ORDINAL SCALE 
 Marczyk et al. 2005; Bachman 2004; Brown 1992; Babbie 2011 

 
ratio variable 

see RATIO SCALE 
 
raw data 

another term for RAW SCORE 
 
raw score 

also crude score, raw data 
a score that is presented in terms of its original numerical value, not con-
verted into some other value. It may be the total number of items an in-
dividual gets correct or answers in a certain way on a test, the number of 
times a certain behavior is tallied, the rating given by a teacher, and so 
forth. Taken by itself, an individual raw score is difficult to interpret, 
since it has little meaning. What, for example, does it mean to say a stu-
dent received a score of 62 on a test if that is all the information you 
have? Even if you know that there were 100 questions on the test, you 
don’t know whether 62 is an extremely high (or extremely low) score, 
since the test may have been easy or difficult. We often want to know 
how one individual’s raw score compares to those of other individuals 
taking the same test, and (perhaps) how s/he has scored on similar tests 
taken at other times. This is true whenever we want to interpret an indi-
vidual score. Because raw scores by themselves are difficult to interpret, 
they often are converted to what are called derived scores in order to 
make them more comparable and easier to interpret. Derived scores are 
obtained by taking raw scores and converting them into more useful 
scores on some type of standardized basis. They indicate where a par-
ticular individual’s raw score falls in relation to all other raw scores in 
the same distribution. They enable a researcher to say how well the indi-
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vidual has performed compared to all others taking the same test. Exam-
ples of derived scores are PERCENTAGEs, PERCENTILEs, ranks, and 
STANDARD SCOREs. 
see also CLASSICAL TEST THEORY, ERROR SCORE 
 Richards & Schmidt 2010; Fraenkel & Wallen 2009 

 
realism 

an overarching philosophical doctrine which accords to the objects of 
human knowledge an existence that is independent of whether they are 
being perceived or thought about. Realism refers to a range of ontologi-
cal (see ONTOLOGY) and epistemological (see EPISTEMOLOGY) positions 
within which research may be conducted. Realist ontologies (assump-
tions about the nature of reality) range from the view that the world of 
objects and social structures exists independent of human experience to 
the idea that, although the world exists independent of any one person, 
human perception is such that our reality is a preinterpreted one. Realist 
epistemologies (theories about what counts as knowledge) range from 
the view that the world can be known directly through the senses to the 
idea that internally consistent interpretations of reality can count as 
knowledge if bounded by, and revisable in light of, interactions with the 
world. Holding a realist ontology does not always commit a researcher to 
a realist epistemology. Realism has often been associated with quantifi-
cation, but it is compatible with many QUALITATIVE RESEARCH methods 
and is the position of choice of many qualitative researchers.  
NAIVE REALISM, SCIENTIFIC REALISM, SUBTLE REALISM, ANALYTIC RE-

ALISM, and CRITICAL REALISM are different forms of realism. 
 Given 2008 

 
realist ethnography 

see ETHNOGRAPHY 
 
recall bias 

see RETROSPECTIVE LONGITUDINAL STUDY 
 
receptive response item 

another term for SELECTED-RESPONSE ITEM 
 
reciprocal suppression 

see SUPPRESSOR VARIABLE 
 
reciprocal transformation 

also inverse transformation 
a DATA TRANSFORMATION method which may be useful when the square 
of the mean is proportional to the STANDARD DEVIATION (i.e., the pro-
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portion between the square of the MEAN of a TREATMENT and the stand-
ard deviation of a treatment is approximately the same for all of the 
treatments). Under such circumstances the reciprocal transformation can 
be effective in normalizing distributions (see NORMALITY) that have a 
moderate positive skew (see SKEWED DISTRIBUTION), as well as making 
the treatment variances more homogeneous. Reciprocal transformation 
may result in a reversal in the direction of the scores. In other words, if 
we have two scores ‘a’ and ‘b’ with a > b, if we obtain the reciprocal of 
both, the reciprocal of ‘b’ will be greater than the reciprocal of ‘a’. The 
process of reversing the direction to restore the original ordinal relation-
ship between the scores is called reflection. Reflection can also be used 
to convert negatively skewed data into positively skewed data. 
see also SQUARE ROOT TRANSFORMATION, LOG TRANSFORMATION 
 Marczyk et al. 2005; Sheskin 2011 

 
recruitment log 

one of the key elements of the data tracking system. The recruitment log 
is a comprehensive record of all individuals approached about participa-
tion in a study. The log can also serve to record the dates and times that 
potential participants were approached, whether they met eligibility crite-
ria, and whether they agreed and provided INFORMED CONSENT to partic-
ipate in the study. Importantly, for ethical reasons (see ETHICS), no iden-
tifying information should be recorded for individuals who do not con-
sent to participate in the research study. The primary purpose of the re-
cruitment log is to keep track of participant enrollment and to determine 
how representative the resulting COHORT of study participants is of the 
POPULATION that the researcher is attempting to examine.  
 Marczyk et al. 2005 

 
rectangular distribution  

another term for FLAT DISTRIBUTION 
 
recurrent institutional cycle design 

a QUASI-EXPERIMENTAL DESIGN which is actually more of a concept 
than a specific design. Recurrent institutional cycle design is appropriate 
in situations where a TREATMENT is repeatedly being applied, on a cycli-
cal basis, to a new group of respondents. What you basically do is fine-
tune the design on subsequent cycles to investigate questions raised on 
previous cycles. Here are three examples: In design A, the experimental 
treatment is applied to an incoming class (Class A). The posttest is ad-
ministered at the same time a pretest is administered to the next incom-
ing class (Class B). Class B then receives the experimental treatment and 
then a posttest. Comparing O1 and O2 is similar to comparing a treated 
population with an untreated population (though not as confidently). 
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Comparing O2 with O3 helps to answer questions about gain or loss due 
to the experimental treatment, and comparing O3 to O1 provides infor-
mation about the possible effect of the pretest on posttest scores.  
In the following notations, NR = nonrandom assignment, R = random as-
signment, X = treatment, and O = pretest and posttest. 

 

Class A (NR ) X O 1

Class B (NR ) O 2 X O 3  
 

(Design A) 
 

Class A (NR ) X O 1

Class B1 (R ) O 2 X O 3

Class B2 (R ) X O 4

Class C (NR ) O 5 X  
 

(Design B) 
 

Class A (NR ) X O 1

Class B1 (R ) O 2 X O 3

Class B2 (R ) X O 4

Class C (NR ) O 5 X  
 

(Design C) 
 

Designs B and C may be useful if you have the luxury of being able to 
randomize a group into two groups, one pretested and one not. Note that 
the only difference in these two designs is that:  

 
• O1 and O2 occur at the same time in design B but at different times in 

design C (and on a different group of participants).  
• O3, O4, and O5 occur at the same time in design B, but in design C O5 

occurs in a subsequent cycle (and on a different group of participants). 
 
see also NONEQUIVALENT CONTROL GROUP DESIGN, TIME-SERIES DE-

SIGN, EQUIVALENT MATERIAL DESIGN, COUNTERBALANCED DESIGN, 
SEPARATE-SAMPLE PRETEST-POSTTEST CONTROL GROUP DESIGN, SEPA-

RATE-SAMPLE PRETEST-POSTTEST DESIGN 
 Campbell & Stanley 1963; Cook & Campbell 1966  
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recursive model 
see PATH ANALYSIS  

 
reductionism 

a viewpoint that regards one phenomenon as entirely explainable by the 
properties of another phenomenon. The first can be said to be reducible 
to the second. It is a mere epiphenomenon of the second. It is really just 
another name for the second. Reductionism has no distinctive properties 
that require a distinctive theory or methodology.  
For example, biological reductionism claims that the mind is explained 
entirely by physical properties of the brain, that the mind is physical, that 
what we call mental is really just another term for the brain, that men-
tal/mind is actually only an epiphenomenon of the brain, that it can and 
should be studied by neurophysiologists, that there is nothing distinctive-
ly psychological about the mind, and that treating the mind as having 
properties distinct from those of the brain is an illusion.  
An opposite form of reductionism is sociological reductionism. This re-
duces psychological phenomena to epiphenomena of social factors. In 
this view, psychology is determined entirely by nationality or social 
class. There is nothing to psychology besides the properties it acquires 
from ones nationhood or class. In this view, one may speak of U.S. psy-
chology as a homogeneous phenomenon or lower-class psychology as a 
homogeneous phenomenon because no other factors determine psychol-
ogy; it is reducible to social state or social class.  
Another form of reductionism that bears directly on qualitative method-
ology is quantitative reductionism. The claim here is that qualitative 
characteristics of personality, emotions, and reasoning are entirely ex-
pressible in quantitative terms. An example is the notion of intelligence. 
IQ is construed as an entirely quantitative dimension. IQ can range from 
low to high. The only meaningful way to discuss IQ is in terms of its 
quantitative amount. IQ is reducible to quantity. Psychologists are con-
cerned with operationalizing intelligence and measuring it, not with dis-
cussing theories about what it is.  
Reductionism denies complex multiplicity and heterogeneity in favor of 
a single kind of phenomenon or factor. For example, biological reduc-
tionism construes the mind as continuous with the single realm of neuro-
physiology. It does not recognize the mind as a complication of neuro-
physiology that introduces a new kind of phenomenon. Quantitative re-
ductionism similarly simplifies psychology by recognizing only one or-
der of reality, the quantitative order. Qualitative complexity and multi-
plicity is reduced to simple quantitative differences.  
There are two alternatives to reductionism. Both of them emphasize that 
there is more than one order of phenomena. Dualism postulates separate 
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orders of phenomena. The postulating of a mind that is separate from the 
body is the classic dualistic alternative to reductionism. In this case, a 
separate realm of the mental stands apart from the physical body. In this 
view, the mind cannot be reduced to the body or be explained in physical 
terms. Studying the mind requires special theories and methodologies 
that are different from those that are applicable to physical phenomena. 
Dialectical emergence is a second alternative to reductionism. It also 
recognizes that phenomena are complex, multifaceted, and heterogene-
ous. They are not reducible to single properties and processes. However, 
it postulates that these distinctive characteristics are related to others. 
They are not independent as in dualism. The classic example of emer-
gence is the relation of water to its elements, oxygen and hydrogen. Wa-
ter is composed of these elements; it is not independent of them. Yet ox-
ygen and hydrogen are gaseous molecules, whereas water is a liquid. 
Although water depends on its constituents, it has a qualitatively new 
property—liquid—that cannot be understood in terms of its gaseous 
components. A new field of study is necessary to study the distinctive 
emergent liquid quality of water. 
In analogous fashion, an emergent conception of the mind argues that it 
is grounded in neurophysiological processes; however, it emerges from 
them and is a distinctive form of them with distinctive properties. The 
mind is capable of willing action, thinking, predicting, comprehending, 
and even controlling the brain and the body. These are acts that are quali-
tatively different from their constituent neurons, just as water is qualita-
tively different from hydrogen and oxygen. A special field of psychology 
to study these emergent, distinctive mental qualities is warranted. 
Qualitative research overcomes the simplification of POSITIVISM by ac-
knowledging that psychological phenomena are qualitatively different in 
different individuals and cultures. Shame, introversion, attachment, intel-
ligence, depression, love, memory, self-concept, and reasoning are not 
single, simple, invariant quantitative dimensions. 
 Given 2008 

 
references  

a section of a RESEARCH REPORT which is used for citing all the books, 
journal articles, reports, websites, etc., used in the study. Only those 
sources that are actually referenced in the report should be cited, not all 
those that you read but did not necessarily use. If you want to refer to 
documents that you are not referencing but which readers might find use-
ful, then place these in a bibliography section.  
see also TITLE, ABSTRACT, INTRODUCTION, METHOD, RESULTS, DISCUS-

SION, APPENDIXES 
 Gray 2009  
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reflection 
see RECIPROCAL TRANSFORMATION 

 
refusal rate 

the extent to which participants may refuse to take part in a research 
study at all or refuse to take part in aspects of the research (e.g., they 
may be happy to answer any question but the one to do with their age). 
Researchers should keep a record of the persons approached and as much 
information as possible about their characteristics. Rates of refusal 
should be presented and any comparisons possible between participants 
and refusers identified. Some forms of research have notoriously high re-
fusal rates such as telephone interviews and QUESTIONNAIREs sent out by 
post. RESPONSE RATEs as low as 15% or 20% would not be unusual. Re-
fusal rates are a problem because of the (unknown) likelihood that they 
are different for different groupings of the sample. Research is particular-
ly vulnerable to refusal rates if its purpose is to obtain estimates of POP-

ULATION PARAMETERs from a sample. High refusal rates are less prob-
lematic when one is not trying to obtain precise population estimates. 
Experiments, for example, may be less affected than some other forms of 
research such as SURVEYs. Refusal rates are an issue in interpreting the 
outcomes of any research and should be presented when reporting find-
ings. 
see also MORTALITY, MISSING VALUES 
 Cramer & Howitt 2004 

 
region of acceptance 

the range of possible values of the area in the SAMPLING DISTRIBUTION of 
a test statistic that does not lead to rejection of the NULL HYPOTHESIS. In 
other words, it is the region comprising the set of values of a test statistic 
for which the null hypothesis is accepted. 
see also REJECTION REGION 
 Sahai & Khurshid 2001; Upton & Cook 2008 

 
regression  

another term for REGRESSION ANALYSIS 
 
regression analysis 

also regression  
a statistical technique for estimating or predicting a value for a single 
DEPENDENT VARIABLE or criterion from one or a set of INDEPENDENT 

VARIABLEs or predictors. Regression analysis can be described as a form 
of modeling because a mathematical model of the relationship between 
variables is created.  
A regression analysis has the following attributes: 
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• It has two or more variables. 
• For each subject in the study, there must be related pairs of scores, i.e., 

if a subject has a score on variable X, then the same subject must also 
have a score on variable Y. 

• These variables do not have any LEVELs within them. 
• If you took averages of the variables, you would have three or more av-

erages. 
• All variables are continuous (measured on INTERVAL OR RATIO 

SCALEs). 
• The relationship between the two variables must be linear (i.e., the rela-

tionship can be most accurately represented by a straight line). 
• The variability of scores on the Y variable should remain constant at all 

values of the X variable (This assumption is called HOMOSCEDASTICI-

TY). 
 
Regression and CORRELATION are closely related. Both techniques in-
volve the relationship between two variables, and they both utilize the 
same set of paired scores taken from the same subjects. However, where-
as correlation is concerned with the magnitude and direction of the rela-
tionship, regression focuses on using the relationship for prediction. In 
terms of prediction, if two variables were correlated perfectly, then 
knowing the value of one score permits a perfect prediction of the score 
on the second variable. Generally, whenever two variables are signifi-
cantly correlated, the researcher may use the score on one variable to 
predict the score on the second. For example, if a student scored 60% on 
a test of reading comprehension and 70% in a grammar test (the inde-
pendent variables), regression analysis could be used to predict his/her 
likely score on a test of language proficiency (the dependent variable). 
There are two basic types of regression analysis: SIMPLE REGRESSION 
and MULTIPLE REGRESSION.  
 Larson-Hall 2010; Perry 2011; Richards & Schmidt 2010; Marczyk et al. 2005; Wal-
liman 2006; Cohen et al. 2011; Ho 2006; Urdan 2010; Cramer & Howitt 2004 

 
regression coefficient 

also regression weight 
a measure of the relationship between each INDEPENDENT VARIABLE or 
predictor and the DEPENDENT VARIABLE or criterion. No sign means that 
the association is positive with higher scores on the predictor being 
associated with higher scores on the criterion. A negative sign shows that 
the association is negative with higher scores on the predictor being 
associated with lower scores on the criterion. In SIMPLE REGRESSION, 
this is also the SLOPE of the regression line. In MULTIPLE REGRESSION, 
the various regression coefficients combine to create the slope of the re-
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gression line. Regression coefficients are reported in a standardized and 
unstandardized beta forms (i.e., β and B) (see STANDARDIZED PARTIAL 

REGRESSION COEFFICIENT) 
 Urdan 2010; Larson-Hall 2010; Cramer & Howitt 2004 

 
regression equation 

an algebraic equation relating the INDEPENDENT VARIABLE(s) or predic-
tor(s) to the expected value of the DEPENDENT VARIABLE or criterion. A 
regression equation summarizes the relationship between a response vari-
able and one or more predictor variables. The regression equation allows 
you to draw a REGRESSION LINE through the SCATTERPLOT and to use the 
relationship with X to predict any individual’s Y score. The position of 
the line is determined by the SLOPE (the angle) and the INTERCEPT (the 
point where the line intersects the vertical axis, Y). The slope is repre-
sented by the letter ‘b’, and the intercept is represented by the letter ‘a’. 
The slope may also be referred to as the coefficient, and the intercept may 
be referred to as the constant. When inspecting regression lines, we can 
see that the higher the value of b, the steeper the line, and the lower the 
value of b, the flatter the line. 
 Ravid 2011; Heiman 2011; Sahai & Khurshid 2001 

 
regression line 

see SIMPLE REGRESSION 
 
regression sum of squares 

another term for SUM OF SQUARES REGRESSION 
 
regression toward the mean 

another term for STATISTICAL REGRESSION 
 
regression weight 

another term for REGRESSION COEFFICIENT 
 
rejection level 

another term for SIGNIFICANCE LEVEL 
 
rejection region 

also region of rejection, critical region 
the range of possible values of the area in the SAMPLING DISTRIBUTION of 
a TEST STATISTIC that lead to rejection of NULL HYPOTHESIS. The value 
of the test statistic must fall in this region in order for the null hypothesis 
to be rejected. The size of the critical region is determined by the desired 
SIGNIFICANCE LEVEL of the test, often denoted by ALPHA (α). The smaller  
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the significance level, the smaller the critical region.  
see also REGION OF ACCEPTANCE 
 Upton & Cook 2008; Sahai & Khurshid 2001 

 
related design 

another term for WITHIN-SUBJECTS DESIGN 
 
related groups 

another term for DEPENDENT SAMPLES 
 
related samples 

another term for DEPENDENT SAMPLES 
 
related-samples t-test 

another term for PAIRED-SAMPLES t-TEST 
 
related subjects design 

another term for WITHIN-SUBJECTS DESIGN 
 
related t-test 

another term for paired-samples t-tests  
 
relationship index 

see EFFECT SIZE 
 
relative frequency 

also rel.f 
the proportion of time a value or a score occurs. To compute relative fre-
quency (rel.f), we divide the frequency (f) by the total number of scores 
(N) (see Table R.2). For example, if a score occurred four times (f) in a 
SAMPLE of 10 scores (N), then the score has a relative frequency of .40, 
meaning that the score occurred .40 of the time in the sample.  

Score f rel.f
6 1 .05
5 0 .00
4 2 .10
3 3 .15
2 10 .50
1 4 .20

   Total: 20 1.00 = 100%
 

 

            Table R.2. An Example of Relative Frequency Distribution 



 relativism     537 
 

  

Sometimes we transform relative frequency to percent. Converting rela-
tive frequency to percent gives the percent of the time that a score oc-
curred. To transform relative frequency to percent or percentage, multi-
ply the rel.f times 100. Above, the rel.f was .40, so (.40)(100) = 40%. 
Thus, 40% of the sample had this score. A distribution showing the 
relative frequency of all scores is called a relative frequency 
distribution. It can be presented in a table or graph. 
 Heiman 2011  

 
relative frequency distribution 

see RELATIVE FREQUENCY 
 
relativism 

any view that maintains that the truth or falsity of statements of a certain 
class depends on the person making the statement or upon his/her cir-
cumstances or society. Relativism does not refer to a unitary doctrine but 
rather announces a cluster of viewpoints. There are, however, two deeply 
interrelated points central to all discussions of relativism. The first is the 
claim that our experiences, moral judgments, claims to knowledge, and 
so on can be understood only relative to something else such as particu-
lar languages and particular social and cultural practices. The second is 
the denial that there can be any universal or apodictic truths. In the philo-
sophical literature on relativism, various terms are used to broadly denote 
two different types or categories of relativism. The first type is most 
commonly described using the paired terms descriptive-normative, cog-
nitive-ethical, and epistemological-moral, all of which refer to basically 
the same differentiation. Normative, ethical, and moral relativism state 
that what we accept as morally correct or incorrect varies from society to 
society and even within different segments of a society. There are no 
moral/ethical principles that are accepted by all people across societies or 
even by all members of any particular society. The validity and force of 
ethical and moral injunctions are context dependent, and there are not, 
and cannot be, any enduring universal ethical and moral strictures. This 
form of relativism does not allow for the possibility of an objectivist ba-
sis for moral/ethical judgment. Moreover, moral relativism obviously 
stands in conflict with the moral absolutes associated with religious doc-
trines. 
The second type of relativism, cognitive or epistemological relativism, 
holds that there are no universal truths or truths about the world that 
stand outside our use of language; that is, there are no extra-linguistic 
truths. This claim is based on the idea that although we may accept that 
there is a world out there independent of our interests and purposes, as 
per common sense, the languages we use to depict that world are not out 
there independent of us. Relativists argue that because truth can be un-
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derstood only within a language, there are no inherent or given character-
istics of the world and, as such, there can be no ultimate fact of the mat-
ter. All that can be said about the world is that there are different ways of 
interpreting it—interpretations that are time and place contingent or, put 
differently, are relative to time and place. Although epistemological rela-
tivism is less widely held than is moral relativism, it recently has gained 
increased attention from, most especially, social researchers. As the im-
plications of the idea of no theory-free knowledge have been more fully 
realized, arguments over epistemological relativism have become far 
more common in the philosophy of social research literature. 
The most important issue that discussions of relativism have brought to 
the forefront for social researchers, most especially QUALITATIVE RE-

SEARCHErs, is that of how to judge the quality of research and how to ad-
judicate among different claims to knowledge. For quantitative research-
ers, given their empiricist (see EMPIRICISM) and realist (see REALISM) 
philosophical dispositions, there has been a general agreement that there 
is a two-stage process appropriate for judging the quality of research. 
Judgments about good versus bad research are based on whether or not 
the researcher employed the proper methods; this judgment is then fol-
lowed by a judgment as to the value of the findings in a practical and/or 
theoretical sense. Relativists argue that although judgments cannot be 
grounded extra-linguistically, this does not allow that researchers are ex-
empt from engaging each other in open and unconstrained conversation 
in the attempt to justify claims to knowledge. They add that researchers 
have a moral obligation, in their attempts to persuade others to accept 
their knowledge claims and define the quality of research the way they 
do, to be open to having themselves persuaded by others. The idea that 
researchers must learn to live with uncertainty and the absence of the 
possibility for final vindications does not mean that judgment is to be 
abandoned.  
 Given 2008 

 
rel.f 

an abbreviation for RELATIVE FREQUENCY 
 
reliability 

the consistency of data, scores, or observations obtained using measure-
ment instruments, which can include a range of tools from standardized 
tests to tasks completed by participants in a research study. In other 
words, reliability indicates the extent to which measurement methods 
and procedures yield consistent results in a given POPULATION in differ-
ent circumstances. For example, if a person takes an intelligence test 
several times, and each time the test produces a similar intelligence test 
score, that intelligence test has high reliability. Contrary to much of the 
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usage in the methodological literature, it is not the test or the measuring 
instrument that is reliable. Reliability is a property of the scores on a test 
for a particular population of test-takers. The most common index used 
to indicate reliability is referred to as RELIABILITY COEFFICIENT.  
When talking about measurement in the context of research, there is an 
important distinction between being valid (see VALIDITY) and being reli-
able. Validity refers to whether the measurement is correct; whereas reli-
ability refers to whether the measurement is consistent. Validity is a 
more important and comprehensive characteristic than reliability. Validi-
ty is not obtained as directly as reliability. Assessing validity involves 
accumulating a great deal of evidence to support the proposed interpreta-
tions of scores. The conceptual framework indicates the kinds of evi-
dence that you need to collect to support the meaning and interpretation 
of test scores. You must answer questions about the appropriateness of 
test content, the adequacy of criteria, the definitions of human traits, the 
specification of the behavioral domain, the theory behind the test con-
tent, and so forth. All these matters involve judgment and the gathering 
of data from many sources.  
Reliability, in contrast, can be investigated directly from the test data; no 
data external to the measure are required. The basic issues of reliability 
lend themselves easily to mathematical analysis, and reasonable conclu-
sions about the amount of error can be stated in mathematical terms. If a 
measure is to yield valid score-based interpretations, it must first be reli-
able. The reliability of an instrument determines the upper limit of its va-
lidity. Scores on a test with zero reliability are entirely random and there-
fore cannot correlate with any criterion. The possible correlation of an 
instrument with a criterion (i.e., VALIDITY COEFFICIENT) increases as the 
reliability of the instrument increases. 
As shown in Figure R.3, when throwing darts at a dart board, validity re-
fers to whether the darts are hitting the bull’s eye (an valid dart thrower 
will throw darts that hit the bull’s eye). Reliability, on the other hand, re-
fers to whether the darts are hitting the same spot (a reliable dart thrower 
will throw darts that hit the same spot), regardless of where the darts hit. 
Therefore, an valid and reliable dart thrower will consistently throw the 
darts in the bull’s eye—as shown in target (e). As may be evident, how-
ever, it is possible for the dart thrower to be reliable, but not valid—as 
shown in target (d). For example, the dart thrower may throw all of the 
darts in the same spot (which demonstrates high reliability), but that spot 
may not be the bull’s eye (which demonstrates low validity). If the data 
are unreliable, they cannot lead to valid (legitimate) inferences—as 
shown in target (a). As reliability improves, validity may improve, as 
shown in target (b), or it may not, as shown in target (c). In QUALITATIVE 

RESEARCH, reliability depends on what is termed DEPENDABILITY.  
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Figure R.3. Schematic Representation of the Relationship between 
 Reliability and Validity  

 
There are two major ways of estimating reliability: rater reliability and 
instrument reliability. Not only do we have to make sure that our raters 
are judging what they believe they are judging in a consistent manner, 
but also we need to ensure that our measurement instrument is reliable. 
The methods of estimating rater reliability are INTERRATER and INTRA-
RATER RELIABILITY and methods of estimating instrument reliability are 
TEST-RETEST, PARALLEL-FORM, and INTERNAL CONSISTENCY RELIABIL-

ITY. 
 Perry 2011; VanderStoep & Johnston 2009; Cohen et al. 2011; McKay 2006; Marczyk 
et al. 2005; Ary et al. 2010; Fraenkel & Wallen 2009 

 
reliability coefficient 

also rxx 
a CORRELATION COEFFICIENT which is used to indicate RELIABILITY. Re-
liability coefficients range between 0 and +1. A coefficient of 0 means 
there is no reliability in the measurement. That is, if we were to make 
multiple measurements of a particular VARIABLE, a coefficient of 0 
would mean that the measurements were inconsistent. Conversely, a co-
efficient of 1 indicates that there is perfect reliability or consistency. This 
means that the measurement procedure gives the same results regardless 
of who or what makes the measurement. Seldom, if ever, do reliability 
coefficients occur at the extreme ends of the continuum (i.e., 0 or 1). The 
higher the better, but better depends on the nature of the measurement 
procedure being used. Researchers using observation techniques are hap-
py with reliability coefficients anywhere from .80 on up. Yet ACHIEVE-

MENT and APTITUDE TESTs should have reliabilities in the .90s. Other in-
struments such as interest inventories and attitude scales tend to be lower 
than achievement or aptitude tests. Generally speaking, reliabilities fall-
ing below 60 are considered low no matter what type of procedure is be-
ing used.  
The interpretation of a reliability coefficient should be based on a num-
ber of considerations. Certain factors affect reliability coefficients, and 
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unless these factors are taken into account, any interpretation of reliabil-
ity will be superficial: 
 
1) The reliability of a measuring instrument such as a test is in part a 

function of the length of the test. Other things being equal, the longer 
the test, the greater its reliability. A test usually consists of a number 
of sample items that are, theoretically, drawn from a universe of test 
items. Like SAMPLING that the greater the SAMPLE SIZE, the more rep-
resentative it is expected to be of the POPULATION from which it is 
drawn, the greater the number of items included in the test, the more 
representative it should be of the TRUE SCOREs of the people who take 
it. Because reliability is the extent to which a test represents the true 
scores of individuals, the longer the test, the greater its reliability, 
provided that all the items in the test belong in the universe of items. 

2) Reliability is in part a function of group heterogeneity. The reliability 
coefficient increases as the spread, or heterogeneity, of the subjects 
who take the test increases. Conversely, the more homogeneous the 
group is with respect to the trait being measured, the lower will be the 
reliability coefficient. One explanation of reliability is that it is the ex-
tent to which researchers can place individuals, relative to others in 
their groups, according to certain traits. Such placement is easier 
when you are dealing with individuals who are more heterogeneous 
than homogeneous on the trait being measured. Thus, the heteroge-
neity of the group with whom a measuring instrument is used is a fac-
tor that affects the reliability of that instrument. The more heteroge-
neous the group used in the reliability study, the higher the reliability 
coefficient.  

3) The reliability of a test is in part a function of the ability of the indi-
viduals who take that test. A test may be reliable at one level of abil-
ity but unreliable at another level. The questions in a test may be dif-
ficult and beyond the ability level of those who take it—or the ques-
tions may be easy for the majority of the subjects. This difficulty lev-
el affects the reliability of the test. When a test is difficult, the sub-
jects are guessing on most of the questions and a low reliability coef-
ficient will result. When it is easy, all subjects have correct responses 
on most of the items, and only a few difficult items are discriminating 
among subjects. Again, we would expect a low reliability.  

4) Reliability is in part a function of the specific technique used for its 
estimation. Different procedures for estimating the reliability of tests 
result in different reliability coefficients. The PARALLEL-FORM RELI-

ABILITY with time lapse technique gives a lower estimation of relia-
bility than either TEST-RETEST or SPLIT-HALF RELIABILITY estimates 
because in this technique form-to-form as well as time-to-time fluctu-



542     repeated cross-sectional study  
 

 

ation is present. The split-half method, in contrast, results in higher 
reliability coefficients than do its alternatives because of the speed el-
ement in most tests.  

5) Reliability is in part a function of the nature of the variable being 
measured. Some variables of interest to researchers yield consistent 
measures more often than do other variables. For instance, because 
academic achievement is relatively easy to measure, most established 
tests of academic achievement have quite high reliability (coefficients 
of .90 or higher). Aptitude tests that are designed to predict future be-
havior—a more difficult task—have somewhat lower reliability (.80 
or lower). Reliable measures of personality variables are most diffi-
cult to obtain; thus, these measures typically have only moderate reli-
ability (.60 to .70) 

6) Reliability is influenced by the objectivity of the scoring. Inconsistent 
scoring introduces error that reduces the reliability of a test. The po-
tential unreliability of the scoring of essay tests, for example, means 
that essay tests are generally considered to be not as reliable as multi-
ple-choice and other types of selected-response tests. 

 
The degree of reliability you need in a measure depends to a great extent 
on the use you will make of the results. The need for accurate measure-
ment increases as the consequences of decisions and interpretation be-
come more important. If the measurement results are to be used for mak-
ing a decision about a group or for research purposes, or if an erroneous 
initial decision can be easily corrected, scores with modest reliability 
(coefficients in the range of .50 to .60) may be acceptable. However, if 
the results are to be used as a basis for making decisions about individu-
als, especially important or irreversible decisions (e.g., rejection or ad-
mission of candidates to a professional school/university or the place-
ment of children in special education classes), only instruments with the 
highest reliability are acceptable. Measurement experts state that in such 
situations a reliability of .90 is the minimum that should be tolerated, and 
a reliability of .95 should be the desired standard. 
see also STANDARD ERROR OF MEASUREMENT  
 Ary et al. 2010 

 
repeated cross-sectional study 

another term for TREND STUDY 
 
repeated-measures ANCOVA 

also within-subjects ANCOVA, RM ANCOVA, within-groups ANCOVA 
an extension of REPEATED-MEASURES ANOVA with the COVARIATE(s). In 
this way, the researcher can examine the effects of the desired variables 
and their interaction knowing that the effects of the covariates have been 
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mathematically factored out. For example, we may want to investigate 
whether learners of Japanese progress more in their reading development 
in a situation of intensive immersion (where they do not leave the coun-
try where their first language (L1) is spoken) or in a study abroad context 
living in Japan, over the course of a semester. Each of the two groups 
will be tested at two times, necessitating a repeated-measures ANOVA. 
In addition, because previous studies have shown that L1 and second 
language (L2) reading ability affect reading development, measures of 
these constructs will be also included in the analysis as covariates. We 
want to know whether two groups differ in their scores over time on a 
self-assessment task when two variables shown to affect reading devel-
opment are factored out (the covariates). This is a 2 (context) × 2 (time 
of test) repeated-measures ANCOVA, controlling for reading ability in 
L1 and L2 (i.e., L1 and L2 are partialled out).  
 Larson-Hall 2010 

 
repeated-measures ANOVA 

also RM ANOVA, within-subjects ANOVA, within-groups ANOVA 
a PARAMETRIC TEST for designs in which the same participants are tested 
on more than one occasion (e.g., Time 1, Time 2, Time 3), or participat-
ed in more than one experimental condition (e.g., Condition 1, Condition 
2, Condition 3). In other words, we cannot assume the independence of 
scores in the design because the same people were tested more than once. 
The ASSUMPTIONS for a repeated-measures ANOVA test are similar to 
those of other parametric tests (e.g., NORMALITY, HOMOGENEITY OF 

VARIANCE), but also include the assumption of SPHERICITY. 
Like an ANOVA design, a repeated-measures (RM) ANOVA has one 
continuous DEPENDENT VARIABLE (i.e., measured on INTERVAL or RATIO 

SCALEs) and at least one categorical INDEPENDENT VARIABLE (IV) with 
two or more LEVELs. The difference with RM ANOVA is that one or 
more of the IVs must be a WITHIN-GROUPS FACTOR. If it is a within-
groups IV, then each participant will be included in all of the levels of 
the variable. For example, in a pretest/posttest situation the same person 
will have both a pretest and a posttest score.  
The variation in any ANOVA can be divided into variation between 
groups (explained by the IV) and variation within groups (cannot be ex-
plained by the IV). With FACTORIAL ANOVA, we account only for BE-

TWEEN-GROUP VARIABILITY. There is an ERROR TERM into which we 
sweep all of the variance that we cannot explain. A lot of this variance is 
due to the fact that people are just different, and so may respond differ-
ently. However, with RM ANOVA, because it looks at the same individ-
uals with at least two different measures, we can account for some of the 
WITHIN-GROUP VARIABILITY as well. This reduces the amount of error, 
and thus increases POWER OF A TEST. 
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RM ANOVAs, like ANOVA, may be called ONE-WAY REPEATED 

MEASURES ANOVA, TWO-WAY REPEATED MEASURES ANOVA, THREE-
WAY REPEATED MEASURES ANOVA, or higher depending on how many 
IVs are included. RM ANOVAs, with two or more IVs are called re-
peated-measures factorial ANOVA (also called within-subjects factorial 
ANOVA). 
 Porte 2010; Mackey & Gass 2005; Larson-Hall 2010; Greene & Oliveira 2005 

 
repeated-measures design 

another term for WITHIN-SUBJECTS DESIGN 
 
repeated-measures factor 

another term for WITHIN-GROUPS FACTOR 
 
repeated-measures factorial ANOVA 

see REPEATED-MEASURES ANOVA 
 
repeated-measures MANOVA 

another term for PROFILE ANALYSIS 
 
repeated measures t-test 

another term for PAIRED-SAMPLES t-TEST 
 
replication  

repetition of an experiment with different subjects, and frequently with a 
different experimenter and different location. There are three types of 
replications: Literal replication (also called exact replication) is the ex-
act duplication of a previous methodologically sound study whereby the 
methods and conditions are repeated to confirm the original findings; 
approximate replication (also called systematic replication) involves 
the duplication of the methods of the original study as closely as possible 
but altering some non-major variable; and constructive replication (or 
conceptual replication) means beginning with a similar problem state-
ment as the original study but creating a new means or design to verify 
the original findings. 
 Hinkel 2011 

 
representative sample 

a SAMPLE that is similar in terms of characteristics of the POPULATION to 
which the findings of a study are being generalized. A representative 
sample is not biased and therefore does not display any patterns or trends 
that are different from those displayed by the population from which it is 
drawn. It is rather difficult and often impossible to obtain a representative 
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sample. NONRANDOM SAMPLEs usually tend to have some kind of bias. 
The use of a RANDOM SAMPLE usually leads to a representative sample. 
 Sahai & Khurshid 2001 

 
reputational sampling 

another term for SNOWBALL SAMPLING  
 
resampling 

the technique of selecting a SAMPLE many times and computing the sta-
tistic of interest with reweighted sample observations. To put it another 
way, resampling is the use of the scores obtained in a study to produce a 
SAMPLING DISTRIBUTION of the possible outcomes of the study based on 
that data. Take the simple example of a study comparing two groups (A 
and B) on the variable C. If the NULL HYPOTHESIS were true (that there is 
no difference between group A and group B), then the distribution of 
scores between group A and group B is just haphazard. If this is so, then 
what we can do is to collect together the scores for group A and group B 
and then randomly allocate each score to either group A or group B. This 
will produce two samples which can be compared. Repeating the process 
will produce increasing numbers of pairs of samples each of which are 
easily compared. So, based on the data above, it is possible to produce a 
sampling difference between all of the possible combinations of scores in 
the table. This, in fact, is like any other sampling distribution except that 
it is rigidly limited by the scores in the data. They are the same scores but 
resampling assigns them to group A and group B differently. There are a 
number of statistical techniques which employ such procedures. Their 
major difficulty is that they require computer software capable of gener-
ating the random sampling distribution. 
There are a number of statistical techniques which employ such proce-
dures. Their major difficulty is that they require computer software capa-
ble of generating the random sampling distribution. Some commonly 
used resampling techniques include BOOTSTRAP, JACKKNIFE, and their 
variants. 
 Cramer & Howitt 2004; Upton & Cook 2008 

 
research  

a systematic process of collecting and analyzing data that will investigate 
a research problem or question, or help researchers obtain a more com-
plete understanding of a situation. The goal of research is to describe, 
explain, or predict present or future phenomena.  
More specifically, research should be: 
 
1) Systematic: A study has a clear structure with definite procedural 

rules that must be followed. There are rules for designing a study, for 
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controlling different problems that may adversely influence the study, 
and for choosing and applying statistics (if necessary). It is these rules 
that make such studies systematic and that can help us read, interpret, 
and critique studies. It is these rules that underlie the logic of re-
search. 

2) Logical research: The rules and procedures underlying these studies 
form a straightforward, logical pattern—a step-by-step progression of 
building blocks, each of which is necessary for the logic to succeed. If 
the procedures are violated, one or more building blocks may be 
missing and the logic will break down like any other logic. 

3) Tangible research: Research is tangible in that it is based on the col-
lection (and sometimes manipulation) of data from the real world. 
The set of data may take the form of scores, subjects’ ranks on course 
grades, the number of language learners who have certain characteris-
tics, and so forth. It is the manipulation, or processing, of these data 
that links the study to the real world.  

4) Research should also be replicable: The researcher’s proper presenta-
tion and explanation of the system, logic, data collection, and data 
manipulation in a study should make it possible for the reader to rep-
licate the study (see REPLICATION). If the study is clearly explained 
and if we can understand it well enough to replicate it, then we prob-
ably have enough information to judge its quality. Perhaps then, we 
should consider replicability to be one of the first yardstick when cri-
tiquing any such article.  

5) Reductive research: Research can reduce the confusion of facts that 
language and language teaching, for example, frequently present, 
sometimes on a daily basis. Through doing or reading such studies, 
we may discover new patterns in the facts. Or through these investi-
gations and the eventual agreement among many researchers, general 
patterns and relationships may emerge that clarify the field as a 
whole.  

see also QUALITATIVE RESEARCH, QUANTITATIVE RESEARCH 
 Brown 1988 

 
research design 

also study design 
the architectural plan of a research project. Decisions regarding what, 
where, when, how much, by what means concerning an inquiry or a 
research study constitute a research design. A research design is the 
arrangement of conditions for collection and analysis of data in a manner 
that aims to combine relevance to the research purpose. In fact, the 
research design is the conceptual structure within which research is 
conducted; it constitutes the blueprint for the collection, measurement, 
and analysis of data. As such, the design includes an outline of what the 



 researcher effect     547 
 

  

researcher will do from the formulation of the research questions and 
hypotheses to reporting the research findings. In designing any research 
study, the researcher should be familiar with the basic steps of the 
research process that guide all types of research designs. Also, the 
researcher should be familiar with a wide range of research designs in 
order to choose the most appropriate design to answer the research 
questions and hypotheses of interest. Quantitative researchers maintain 
that once the research plan is set forth, it must be followed. 
Unhypothesized observed relationships among variables may be reported 
and proposed as topics for future research, but they should not replace 
the original intent of the study. In qualitative research, the design is 
flexible and may change during the investigation if appropriate. The 
design of qualitative research is thus often described as emergent. 
Generally, the research designs can be classified into three broad re-
search categories: (1) QUANTITATIVE RESEARCH designs, (2) QUALITA-

TIVE research designs, and (3) MIXED METHODS RESEARCH designs. 
see also EXPERIMENTAL DESIGN 
 Kothari 2008; Lavrakas 2008; Ary et al. 2010 

 
researcher bias 

see RESEARCHER EFFECT 
 
researcher effect 

also experimenter effect 
a source for data distortion which in turn weakens the EXTERNAL VALID-

ITY of the results. Researcher effect occurs when data are distorted by 
some characteristic of the researcher either in administering the TREAT-

MENT or collecting the data. Good experimental researchers are careful 
about their own influence on the research they are conducting. Note that 
in QUANTITATIVE RESEARCH, the researcher maintains an independent 
and separate role. However, there are times when the researcher may ex-
ert unintentional influence on the outcome of the study. These influences 
can be the result of the personal attributes of the researcher or may occur 
because the researcher’s expectations affect his/her behavior and the per-
formance of the participants. Personal attributes include gender, race, 
age, or emotional disposition. Researcher influence due to expectations 
that affect the behavior of research participants (sometimes called exper-
imenter bias, researcher bias, Pygmalion effect) can occur if the re-
searcher, hoping to obtain a difference between the experimental and 
control groups, gives the experimental group any unintended advantage 
(more testing time, slower instructions, more attention, positive feedback 
for correct responses, etc.). Note that bias can occur unintentionally and 
even unconsciously, especially if researchers have strong expectations 
regarding which group will do better. For instance, if the data collector 
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thinks that the participants they are observing are high-ability students, 
they might be more lenient (or demanding) in their observations than if 
they thought the participants were low ability. Any time participants 
have been divided into ability groups such as high/middle/low second 
language language proficiency and the data collector is aware of this, 
there is a danger of this effect. The danger is even greater if the type of 
data collected requires any form of qualitative judgment on the part of 
the data collector. The researcher needs to take precautions that the data 
collectors are unaware of the ability level of the participants they are ob-
serving and clearly state what precautions s/he has taken in his/her re-
port. When bias is present, GENERALIZABILITY is limited because other 
researchers may not obtain similar results.  
Perhaps the most effective way to eliminate experimenter effects is to 
use a double-blind technique. With a double-blind procedure, neither the 
participants nor the experimenters (hence the term double) who interact 
with them know which experimental condition a participant is in at the 
time the study is conducted. The experiment is supervised by another re-
searcher, who assigns participants to conditions and keeps other experi-
menters in the dark. This procedure ensures that the experimenters who 
interact with the participants will not subtly and unintentionally influence 
participants to respond in a particular way. 
see also HALO EFFECT, HAWTHORNE EFFECT, NOVELTY EFFECT, PRE-

TEST-TREATMENT INTERACTION, MULTIPLE-TREATMENT INTERACTION, 
SPECIFICITY OF VARIABLES, TREATMENT DIFFUSION 
 Lodico et al. 2010; Perry 2011; Leary 2011 

 
research method  

a systematic and rigorous way of collecting and analyzing information. 
QUANTITATIVE RESEARCHers use a wide variety of instruments to gather 
data, including TEST, QUESTIONNAIRE, and RATING SCALE. In QUALITA-

TIVE RESEARCH this includes, for example, PARTICIPANT OBSERVATION, 
INTERVIEW, VERBAL REPORT, DIARY STUDY, and DISCOURSE ANALYSIS.  
 Heigham & Croker 2009 

 
research methodology 

a theory of how inquiry should occur. Research methodology defines the 
kinds of problems that are worth investigating and frames them, deter-
mines what research approaches and research methods to use, and also 
how to understand what constitutes a legitimate and warranted explana-
tion. Research methodology involves such general activities as identify-
ing problems, review of the literature, formulating hypotheses, procedure 
for testing hypotheses, measurement, data collection analysis of data, in-
terpreting results, and drawing conclusions. Researchers need to under-
stand the assumptions underlying various techniques and they need to 
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know the criteria by which they can decide that certain techniques and 
procedures will be applicable to certain problems and others will not. For 
example, an architect, who designs a building, has to consciously evalu-
ate the basis of his/her decisions, i.e., s/he has to evaluate why and on 
what basis s/he selects particular size, number and location of doors, 
windows and ventilators, uses particular materials and not others and the 
like. Similarly, in research you have to expose the research decisions to 
evaluation before they are implemented. You have to specify very clearly 
and precisely what decisions you select and why you select them so that 
they can be evaluated by others too. 
Research methodology has many dimensions and RESEARCH METHODs 
do constitute a part of the research methodology. The scope of research 
methodology is wider than that of research methods. Thus, when we talk 
of research methodology we not only talk of the research methods but al-
so consider the logic behind the methods we use in the context of our re-
search study and explain why we are using a particular method or tech-
nique and why we are not using others so that research results are capa-
ble of being evaluated either by the researcher himself or by others. Why 
a research study has been undertaken, how the research problem has 
been defined, in what way and why the HYPOTHESIS has been formulat-
ed, what data have been collected and what particular method has been 
adopted, why particular technique of analyzing data has been used and a 
host of similar other questions are usually answered when we talk of re-
search methodology concerning a research problem or study. Thus, re-
search methodology consists of all general and specific activities of re-
search. 
 Kothari 2008; Heigham & Croker 2009 

 
research problem 

a problem that someone would like to research. A problem can be any-
thing that a person finds unsatisfactory or unsettling, a difficulty of some 
sort, a state of affairs that needs to be changed, anything that is not work-
ing as well as it might. Problems involve areas of concern to researchers, 
conditions they want to improve, difficulties they want to eliminate, ques-
tions for which they seek answers. 
 Porte 2010 

 
research question 

a specific question asked in the course of investigation to which a specif-
ic answer or set of answers is sought. Very often the researcher’s prior 
study of the field and REVIEW OF THE LITERATURE will have exposed a 
need to explore, describe, or explain further a particular phenomenon 
through research questions, before arriving at possible hypotheses (see 
HYPOTHESIS). It will be useful for the reader to predict the nature of the 
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study suggested by the particular research question as part of the valua-
ble practice of progressively building up a critical response to what s/he 
is being told. In this way, we can begin to envisage outcomes and per-
haps already consider possible problems or drawbacks in the RESEARCH 

DESIGN. 
see also HYPOTHESIS 
 Porte 2010 

 
research report 

a formal report in which the findings from research are presented. 
Whether the research is quantitative or qualitative in nature, the research 
report needs to consist of a number of sections which deal with the differ-
ent stages of, and rationale behind, the research process. Journal articles 
or theses may have a predetermined list of headings which have to be ad-
hered to, but regardless of the precise wording of the headings, the same 
elements will need to be included. A research report normally consists of 
the following sections: 

 
• TITLE  
• ABSTRACT  
• INTRODUCTION  
• METHOD  
• RESULTS 
• DISCUSSION 
• REFERENCES  
• APPENDIXES 

 
This is the basic, standard structure which underlies the majority of re-
search reports. However, sometimes other sections are included where 
appropriate. Similarly, sometimes sections of the report are merged. 
 Howitt & Cramer 2011 

  
resentful demoralization 

another term for DEMORALIZATION 
 
residual 

also residual effect, residual error term 
an error in prediction. Residual is the difference between the actual value 
of a DEPENDENT VARIABLE or criterion and its predicted value. Put dif-
ferently, residual is the portion of the score on the dependent variable 
which is not explained by INDEPENDENT VARIABLEs. Larger differences 
or residuals imply that the predictions are less accurate. The concept is 
commonly used to indicate the disparity between the data and the statis-
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tical model for that data. It has the big advantage of simplicity. Careful 
scrutiny of the residuals will help a researcher identify where the model 
or statistic is especially poor at predicting the data. The variance of the 
residual (scores) is quite simply the residual variance. 
see also SIMPLE REGRESSION, HOMOSCEDASTICITY  
 Cramer & Howitt 2004; Urdan 2010; Sahai & Khurshid 2001 

 
residual effect 

another name for RESIDUAL 
 
residual error 

another name for ERROR TERM 
 
residual error term 

another name for RESIDUAL 
 
residual sum of squares 

another name for ERROR SUM OF SQUARES 
 
residual variable 

in PATH ANALYSIS, an unmeasured VARIABLE that is posited to cause the 
VARIANCE in the DEPENDENT VARIABLE not explained by the path model. 
 Sahai & Khurshid 2001 

 
residual variance 

see RESIDUAL 
 
respondent fatigue 

a well-documented phenomenon that occurs when SURVEY participants 
become tired of the survey task and the quality of the data they provide 
begins to deteriorate. Respondent fatigue occurs when survey partici-
pants’ attention and motivation drop toward later sections of a QUES-

TIONNAIRE. Tired or bored respondents may more often answer ‘don’t 
know,’ engage in ‘straight-line’ responding (i.e., choosing answers down 
the same column on a page), give more perfunctory answers, or give up 
answering the questionnaire altogether. Thus, the causes for, and conse-
quences of, respondent fatigue, and possible ways of measuring and con-
trolling for it, should be taken into account when deciding on the length 
of the questionnaire, question ordering, survey design, and interviewer 
training. Generally speaking, as (a) the survey is more time consuming, 
(b) the questions are boring and complicated, (c) more OPEN-ENDED 

QUESTIONs are asked, (d) the interviewer does not motivate adequate an-
swers, and (e) the issue of the survey is mundane or repetitive, respond- 
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ents’ motivation may decrease and fatigue effects may arise. 
 Lavrakas 2008 

 
respondent validation 

another name for MEMBER CHECKS 
 
response rate  

the proportion of the selected sample that agrees to be interviewed or re-
turns a completed QUESTIONNAIRE. With INTERVIEWs, response rates are 
very high—perhaps 90 percent or better. Personal contact increases the 
likelihood that the individual will participate and will provide the desired 
information. With mailed questionnaires, the personal contact is missing, 
and people are more likely to refuse to cooperate. This results in many 
nonreturns (people who do not complete and return the questionnaire). 
The proportion of individuals that fail to provide the relevant information 
being sought by the investigator is referred to as nonresponse rate. The 
low response rate typical for a mailed questionnaire (less than 30 percent 
is common) not only reduces the SAMPLE SIZE but also may bias the re-
sults. However, an interviewer can get an answer to all or most of the 
questions. Missing data represent a serious problem for the mailed ques-
tionnaire. 
see also REFUSAL RATE 
 Ary et al. 2010; Sahai & Khurshid 2001 

 
response variable 

another term for DEPENDENT VARIABLE 
 
restricted question 

another term for CLOSED-FORM ITEM 
 
restricted range  

confining scores to a narrow range of possible scores. The restricted 
range weakens the scores which may cause the researcher to misinterpret 
the data. More specifically, a common problem concerns restrictions on 
the range over which X and Y vary. The effect of such range restrictions is 
to alter the CORRELATION between X and Y from what it would have been 
if the range had not been so restricted. Depending on the nature of the da-
ta, the correlation may either rise or fall as a result of such restriction, alt-
hough most commonly correlation is reduced. With the exception of very 
unusual circumstances, restricting the range of X will increase correlation 
only when the restriction results in eliminating some curvilinear relation-
ship (see CURVILINEARITY). For example, if we correlated reading ability 
with age, where age ran from 0 to 70 years, the data would be decidedly 
curvilinear (flat to about age 4, rising to about 17 years of age and then 
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leveling off) and the correlation, which measures linear relationships (see 
LINEARITY), would be relatively low. If, however, we restricted the range 
of ages to 5 to 17 years, the correlation would be quite high, since we 
would have eliminated those values of Y that were not varying linearly as 
a function of X. The more usual effect of restricting the range of X or Y is 
to reduce the correlation. This problem is especially pertinent in the area 
of test construction, since here criterion measures (Y) may be available 
for only the higher values of X.  
We must take into account the effect of range restrictions whenever we 
see a CORRELATION COEFFICIENT based on a restricted SAMPLE. The co-
efficient might be inappropriate for the question at hand. Essentially, 
what we have done is to ask how well a standardized test predicts a per-
son’s suitability for college, but we have answered that question by refer-
ring only to those people who were actually admitted to college. 
 Howell 2010 

 
results 

also findings 
a section of a RESEARCH REPORT which contains summaries of the data 
that focus on the main findings of the research. For clarity, it helps if data 
can be presented in the form of tables or graphs. Note that the results sec-
tion should concentrate precisely on this and not discuss the findings (see 
DISCUSSION). 
see also TITLE, ABSTRACT, INTRODUCTION, METHOD, REFERENCES, AP-

PENDIXES 
 Perry 2011; Gray 2009 

 
résumé 

a document used by individuals to present their background and skills. It 
usually includes one’s educational background, work experience, and ref-
erences. Résumés can be used for a variety of reasons but most often to 
secure new employment. A typical résumé contains a summary of rele-
vant job experience and education. In many contexts, a résumé is short 
(usually one to three pages), and directs a reader's attention to the aspects 
of a person’s background that are directly relevant to a particular posi-
tion.  
While formats vary considerably, all follow one of three patterns: 
 
• Chronological organization: Experiences are listed beginning with the 

earliest; the most recent experiences appear last. 
• Reverse chronological organization: The most recent experiences ap-

pear first. 
• Experiences grouped in relation to the job currently sought: Little effort 

is made to show time relationships, but dates are included. 
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No matter its format, a resume will include these common characteristics: 
 
• One’s name, mailing address, e-mail address, phone numbers, and fax 

number, if you have one, 
•  the position for which a person is applying, 
• One’s experience, including places, dates of employment, and responsi-

bilities or duties held, 
• One’s education and special training, 
• References  
 
It is important to know the difference between a Curriculum Vitae (CV), 
and résumé. A résumé generally outlines a person’s key qualifications 
(including education, work experience, and skills) in one to three pages. 
A curriculum vitae is a form of résumé; however, it is much more ex-
haustive and can encompass many pages. CVs are generally used in aca-
demic settings and include degrees earned, teaching and research experi-
ence, publications, and presentations. 
The following is an example of résumé: 
 
Jenifer Roberts 
1320 Forest Drive 
Palo Alto, CA94309 
Email: Jeniffer@mailbox.com 
Telephone: (650) 498-129 

 
Objectives:              To obtain a position as a full-time Persian-English translator, 

in which I can contribute my skills and many years of expe-
rience to the success of ABC Company 

 
Education 
2000-2002                Master of Arts in Translation, Stanford University 
1994-1998                Bachelor of Arts in English language teaching, Georgetown 

University 
 

Experience 
2002-present            Freelance technical translator, Persian-English, mostly for hi-

tech industries in California 
2000-2002                Teaching assistant (Persian), Standford University 
1998-2000                English teacher, Cambridge Institute, Heidelberg, Germany 

 
Languages              Fluent English, Conversational Spanish 

 
Personal                  Interests include Ping-Pong, playing the guitar, cooking 

 
References              Dr. M Rosen, Chair, Dep. of Modern Language, Standford 

University, Palo Alto, CA94305 
 
 Sorenson 2010  
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retrospective cohort study 
see COHORT STUDY  

 
retrospective longitudinal study 

a type of LONGITUDINAL RESEARCH which differs from PANEL STUDY 
and TREND STUDY in that the data are gathered during a single investiga-
tion in which respondents are asked to think back and answer questions 
about the past. A major deterrent of both panel and trend studies is the 
fact that the researchers have to wait a considerable period of time before 
they can see the results. Retrospective longitudinal studies offer a way 
around this delay, although not without a cost. This may sound like a 
straightforward idea that can save us a lot of time and money but past 
retrospective research has revealed that the quality of the recollected data 
can be very uneven: as much 50 per cent of the responses may be incor-
rect or inaccurate in some way; the retrospective accounts can be simpli-
fied or selective, with some important details omitted, suppressed, or 
simply wrong. Furthermore, by looking at the past through tinted glass 
the reconstruction of the participants’ experiences might be distorted and 
past feelings and events might be reinterpreted to match subsequent 
events or the respondents’ current perception, or simply to fit some co-
herent storyline. If there is a long gap in time between the study and the 
events in question, then recall bias may influence the results. On the oth-
er hand, if the study focuses on a relatively short period (two weeks or 
months rather than years), a retrospective design may be appropriate, es-
pecially if the data concerns primarily events or behavior rather than atti-
tudes or beliefs.  
see also SIMULTANEOUS CROSS-SECTIONAL STUDY 
 Dörnyei 2007; Ruspini 2002 

 
retrospective protocol 

see VERBAL REPORT 
 
reversal time-series design 

another term for EQUIVALENT TIME-SAMPLES DESIGN 
 
reverse causality 

see EX POST FACTO RESEARCH 
 
reverse scoring  

a process of reversing the scores of a VARIABLE, while retaining the dis-
tributional characteristics, to change the relationships (CORRELATIONs) 
between two variables. Reverse scoring is used in SUMMATED SCALE 
construction to avoid  a canceling out between variables with positive and 
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negative FACTOR LOADINGS on the same factor. 
 Hair et al. 2010 

 
reversion line 

another term for REGRESSION LINE 
 
review of the literature 

another term for LITERATURE REVIEW 
 
r family of effect size  

another term for RELATIONSHIP INDEX  
 
rho (ρ) 

an abbreviation FOR SPEARMAN RANK ORDER CORRELATION COEFFICIENT 
 
RM ANCOVA 

an abbreviation for REPEATED-MEASURES ANCOVA 
 
RM ANOVA 

an abbreviation for REPEATED-MEASURES ANOVA  
 
robust 

a property which refers to some statistical procedures which are not over-
ly dependent on critical ASSUMPTIONS regarding an underlying POPULA-

TION distribution. A robust statistics provides reliable information in 
spite of the fact that one or more of its assumptions have been violated. It 
means that a significant relationship will be found to be statistically sig-
nificant when there is such a relationship even when the assumptions un-
derlying the test about the distribution of the data are not met. It does not 
mean robust ESTIMATORs are totally immune to such violations, but 
merely that they are less sensitive to deviations from the assumptions. 
For example, one assumption of the t-TEST and ANOVA is that the DE-

PENDENT VARIABLE is normally distributed for each group (see NORMAL-

ITY). Statisticians who have studied these statistics have found that even 
when data are not normally distributed (e.g., skewed a lot), they still can 
be used under many circumstances. 
Robust methods were developed in response to the realization that even 
small deviations from a normal distribution could cause the classical 
PARAMETRIC STATISTICs to fail. In other words, classical procedures 
were not robust (did not perform well) in the face of some kinds of viola-
tions of assumptions. Robust methods will result in the objective elimi-
nation of OUTLIERs. Robust methods are a more principled and powerful 
way to both identify and eliminate outliers. These statistics will be more 
powerful (i.e., they will be more likely to find differences if they exist) 
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and more accurate (i.e., they will estimate more precise confidence inter-
vals) than parametric statistics if the data is not normally distributed. 
One strategy within the context of employing a robust statistical proce-
dure is described as ACCOMMODATION. 
 Larson-Hall 2010; Marczyk et al. 2005; Cramer & Howitt 2004; Morgan et al. 2004 

 
rorschach test 

a PROJECTIVE TECHNIQUE which consists of ten cards having prints of 
inkblots. The design happens to be symmetrical but meaningless. The re-
spondents are asked to describe what they perceive in such symmetrical 
inkblots and the responses are interpreted on the basis of some pre-
determined psychological framework. This test is frequently used but the 
problem of VALIDITY still remains a major problem of this test.  
see also SOCIOMETRY, THEMATIC APPERCEPTION TEST, ROSENZWEIG 

TEST, HOLTZMAN INKBLOT TEST, TOMKINS-HORN PICTURE ARRANGE-

MENT TEST 
 Kothari 2008 

 
rosenzweig test 

a PROJECTIVE TECHNIQUE which uses a cartoon format wherein we have 
a series of cartoons with words inserted in balloons above. The respond-
ent is asked to put his/her own words in an empty balloon space provided 
for the purpose in the picture. From what the respondents write in this 
fashion, the study of their attitudes can be made. 
see also SOCIOMETRY, THEMATIC APPERCEPTION TEST, RORSCHACH 

TEST, HOLTZMAN INKBLOT TEST, TOMKINS-HORN PICTURE ARRANGE-

MENT TEST 
 Kothari 2008 

 
rotating panels 

a type of LONGITUDINAL MIXED DESIGN in which a new group of indi-
viduals chosen via PROBABILITY is added to the SAMPLE at each succes-
sive wave to correct distortions due to ATTRITION or to match the sample 
to the changing POPULATION. The idea is to keep samples of changing 
populations up-to-date. SAMPLE SIZE is controlled by stipulating the peri-
od of time any subject will be included in the survey, i.e. there is a limit 
on the time each subject will participate in the panel (e.g., two years). 
Such rotation serves both as a good method for maintaining the original 
characteristics of the sample and reduces the distortion which would oth-
erwise be created by natural loss of subjects. This refreshing of the sam-
ple has the advantage that subjects will develop survey boredom less eas-
ily, that there will be fewer testing and learning effects, and that there 
will be less panel mortality. Thus, rotating panel surveys combine the 
features of both PANEL STUDY and TREND STUDY.  
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see also SPLIT PANELS, LINKED PANELS, COHORT STUDY, ACCELERATED 

LONGITUDINAL DESIGN, DIARY STUDY 
 Ruspini 2002 

 
rotation experiment 

another term for COUNTER BALANCED DESIGN 
 
rounding decimal places 

the process by which long strings of decimals are shortened. To avoid 
systematic biases in reporting findings (albeit very small ones in most 
terms), there are rules in terms of how decimals are shortened. These in-
volve checking the decimal place after the final decimal place to be re-
ported. If that extra decimal place has a numerical value between 0 and 4 
then we simply report the shortened number by deleting the extra deci-
mals. Thus: 

 
17.632 = 17.63 (to two decimal places) 
103.790 = 103.79 (to two decimal places) 
12.5731 = 12.573 (to three decimal places) 

 
However, if the additional decimal place is between 5 and 9 then the last 
figure reported in the decimal is increased by 1. For example, 

 
17.639 is reported as 17.64 (to two decimal places) 
103.797 is reported as 103.80 (to two decimal places) 
12.5738 is reported as 12.574 (to three decimal places 

 
We add zeroes to the right of the decimal point to indicate the level of 
precision we are using. For example, rounding 4.996 to two decimal 
places produces 5, but to show we used the precision of two decimal 
places, we report it as 5. 
 Cramer & Howitt 2004; Heiman 2011 

 
roy’s gcr criterion 

also Roy’s largest root criterion, roy’s greatest characteristic root crite-
rion 
a test used in multivariate statistical procedures such as CANONICAL 

CORRELATION, DISCRIMINANT FUNCTION ANALYSIS, and MULTIVARIATE 

ANALYSIS OF VARIANCE to determine whether the MEANs of the groups 
differ. As the name implies, it only measures differences on the greatest 
or the first canonical root or discriminant function (i.e., a function of a set 
of variables used to classify an object or event). 
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see also WILKS’ LAMBDA, HOTELLING’S TRACE CRITERION, PILLAI’S CRI-

TERION 
 Cramer & Howitt 2004; Tabachnick & Fidell 2007  

 
roy’s greatest characteristic root criterion 

another term for ROY’S GCR CRITERION 
 
Roy’s largest root criterion 

another term for ROY’S GCR CRITERION 
 
row sum of squares 

another term for SUM OF SQUARES FOR ROWS 
 
r square 

another term for COEFFICIENT OF DETERMINATION 
 
R square 

another term for COEFFICIENT OF MULTIPLE DETERMINATION 
 
runs test  

a NONPARAMETRIC TEST which is designed to test whether a categorical 
LEVEL of your VARIABLE (with only two levels) is randomly distributed 
in your data. For example, you could use the runs test to see whether 
males and females were randomly distributed in your SAMPLE. 
 Larson-Hall 2010 



S 
 
s 

an abbreviation for SAMPLE STANDARD DEVIATION 
 
s2 

an abbreviation for SAMPLE VARIANCE 
 
SD 

an abbreviation for STANDARD DEVIATION  
 
SE 

an abbreviation for STANDARD ERROR  
 
SEM 

an abbreviation for STANDARD ERROR OF MEASUREMENT. Also an ab-
breviation for STRUCTURAL EQUATION MODELING 

 
SS 

an abbreviation for SUM OF SQUARES 
 
SSBG 

an abbreviation for SUM OF SQUARES BETWEEN GROUPS  
 
SSR 

an abbreviation for REGRESSION SUM OF SQUARES 
 
SSres 

an abbreviation for RESIDUAL SUM OF SQUARES 
 
SST 

an abbreviation for SUM OF SQUARES FOR TOTAL 
 
SSWG 

an abbreviation for SUM OF SQUARES WITHIN GROUPS 
 
sample  

see POPULATION 
 
sample data 

see POPULATION  
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sample mean 
see POPULATION MEAN 

 
sample observations 

another term for SAMPLE DATA 
 
sample size 

the number of subjects to be selected from the POPULATION to constitute 
a SAMPLE. Sample size is usually denoted by the letter n. The size of 
sample should neither be excessively large, nor too small. It should be 
optimum. An optimum sample is one which fulfills the requirements of 
efficiency, representativeness, RELIABILITY, and flexibility. While decid-
ing the size of sample, researcher must determine the desired precision as 
also an acceptable confidence level for the estimate. The importance of 
sample size in determining the accuracy of the results is the reason that 
larger samples generate more precise estimates and smaller samples pro-
duce less accurate estimates—regardless of the size of the larger popula-
tion. 
There are a number of issues that need to be taken into account in deter-
mining sample size:  
 
• The heterogeneity of the population—if the population is known to be 

very diverse in nature in relation to the subject of enquiry, then this is 
likely to increase the required sample size. Conversely if the population 
is reasonably homogeneous, then a smaller sample will include all the 
internal diversity that is needed.  

• The number of selection criteria—the number of criteria that are felt to 
be important in designing the sample will influence the sample size—
the more there are, the larger the sample.  

• The extent to which nesting of criteria is needed—if criteria need to be 
interlocked or nested (that is, controlling the representation of one cri-
terion within another) for reasons of interdependency or because of the 
requirement for diversity, then this will increase the sample size.  

• Groups of special interest that require intensive study—if groups with-
in the study population require intensive study, they will need to be in-
cluded with sufficient symbolic representation and diversity. This will 
require a larger overall sample.  

• Multiple samples within one study—it is sometimes necessary to have 
more than one sample within a study for reasons of comparison or con-
trol, and this will have a significant impact on the number of cases that 
need to be covered.  

• Type of data collection methods—the overall sample size will be in-
creased depending on whether the methods of data collection involve 
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(roughly in ascending order) single interviews, paired interviews, small 
or average size group discussions.  

• The budget and resources available—each sample unit will need inten-
sive resources for data collection and analysis. The scale of the budget 
available will therefore place some limits on sample size. This may 
mean that the scope and focus of the study needs to be reviewed. 
 Given 2008; Kothari 2008; Ritchie & Lewis 2003 

 
sample standard deviation 

also estimated standard deviation 
the most commonly used estimate of the POPULATION STANDARD DEVIA-

TION. When the standard deviation of a SAMPLE (denoted by s) is being 
used to estimate the standard deviation of the POPULATION, the sum of 
squared deviations is divided by the number of cases minus one: (N - 1). 
In tests of statistical inference, the estimated standard deviation rather 
than the standard deviation is used. 
see also STANDARD DEVIATION 
 Sahai & Khurshid 2001; Cramer & Howitt 2004 

 
sample statistic 

see STATISTIC 
 
sample values 

another term SAMPLE DATA 
 
sample variance 

also variance estimate, estimated variance, s2 
the most commonly used estimate of the POPULATION VARIANCE. Sam-
ple variance or variance estimate (symbolized by s2) is equal to the 
square of the SAMPLE STANDARD DEVIATION. The larger the VARIANCE 
is, the more the scores differ from the MEAN. The sample variance is the 
sum of the squared difference or deviation between the mean score and 
each individual score which is divided by the number of scores minus 
one. The variance estimate differs from the VARIANCE in that the sum is 
divided by one less than the number of scores rather than the number of 
scores. This is done because the variance of a sample is usually less than 
that of the population from which it is drawn. In other words, dividing 
the sum by one less than the number of scores provides a less biased es-
timate of the population variance. The variance estimate rather than vari-
ance is used in many PARAMETRIC STATISTICS as these tests are designed 
to make inferences about the population of scores from which the sam-
ples have been drawn.  
see also STANDARD DEVIATION 
 Cramer & Howitt 2004; Sahai & Khurshid 2001  
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sampling 
the process of choosing actual data sources from a larger set of possibili-
ties. This overall process actually consists of two related elements: (1) 
defining the full set of possible data sources—which is generally termed 
the POPULATION, and (2) selecting a specific SAMPLE of data sources 
from that population. In other words, it is the procedure through which 
the researcher picks out, from a set of units that make up the object of 
study (the population), a limited number of cases (sample) chosen ac-
cording to criteria that enable the results obtained by studying the sample 
to be extrapolated to the whole population. The QUANTITATIVE and 
QUALITATIVE RESEARCH differ greatly in how they approach participant 
sampling. In quantitative studies the principle is straightforward: The re-
searchers need a sizeable sample to be able to iron out idiosyncratic indi-
vidual differences. Qualitative research, on the other hand, focuses on 
describing, understanding, and clarifying a human experience and there-
fore qualitative studies are directed at describing the aspects that make 
up an experience, within a group. Accordingly, at least in theory, qualita-
tive inquiry is not concerned with how representative the respondent 
sample is or how the experience is distributed in the population. Instead 
the main goal of sampling is to find individuals who can provide rich and 
varied insights into phenomenon under investigation so as to maximize 
what the researchers can learn. The goal is best achieved by means of 
some sort of PURPOSIVE SAMPLING. 
Broadly speaking, sampling procedures can be divided into two groups: 
(1) scientifically sound PROBABILITY SAMPLING, which involves com-
plex and expensive procedures that are usually well beyond the means of 
applied linguists, and (2) NON-PROBABILITY SAMPLING, which consists 
of a number of strategies that try to achieve a tradeoff, that is, a reasona-
bly representative sample using resources that are within the means of 
the ordinary researcher.  
 Given 2008; Mackey & Gass 2005; Dörnyei 2007; Best & Kahn 2006 

 
sampling bias 

another term for SAMPLING ERROR 
 
sampling distribution 

a theoretical PROBABILITY DISTRIBUTION of a STATISTIC which is calcu-
lated from a RANDOM SAMPLE of a particular size from a POPULATION. It 
is a distribution that describes the variation in the values of a statistic over 
all possible samples. Different SAMPLE SIZEs will produce different dis-
tributions (see STANDARD ERROR OF THE MEAN). Different population 
distributions will also produce different sampling distributions. The dis-
tribution of the MEANs of samples, for example, can be plotted on a HIS-

TOGRAM. This distribution in the histogram illustrates the sampling dis-
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tribution of the mean. Sampling distribution is most usually associated 
with testing the NULL HYPOTHESIS. 
 Cramer & Howitt 2004; Sahai & Khurshid 2001; Everitt & Skrondal 2010; Upton & 
Cook 2008 

 
sampling error 

also sampling variability, sampling uncertainty, sampling bias  
the VARIABILITY of SAMPLEs from the characteristics of the POPULATION 
from which they come. Sampling error is the difference between the data 
obtained on a specific sample selected for a study and the data that would 
have been obtained if the entire population had been studied. When we 
use information from a sample to make inferences or estimates about a 
population PARAMETER, we lose accuracy. This is because we are esti-
mating the value for the entire population on the basis of incomplete in-
formation from a sample, and the accuracy of our estimate will depend 
upon which particular sample we base our estimates on. If many samples 
are taken from the same population, it is unlikely that they will all have 
characteristics identical with each other or with the population. Sample 
statistics, therefore, will vary from one sample to another, simply as a 
matter of chance differences in the characteristics of individuals in the 
different samples. For example, if we take a large number of samples 
from the population and measure the MEAN value of each sample, then 
the sample means will not be identical. Some will be relatively high, 
some relatively low, and many will cluster around an average or mean 
value of the samples. This is true even if we follow careful sampling 
procedures to assure that our samples are representative of the popula-
tion. However, the more representative the samples are of the population, 
the smaller the chance differences are likely to be.  
The amount of sampling error in sample statistics will depend upon not 
only the representativeness of our samples, but also their size (see SAM-

PLE SIZE). As the size of a RANDOM SAMPLE increases, there is less fluc-
tuation from one sample to another in the value of the mean. In other 
words, as the size of a sample increases, the expected sampling error de-
creases. Small samples produce more sampling error than large ones. 
You would expect the means based on samples of 10 to fluctuate a great 
deal more than the means based on samples of 100. Intuitively, it is clear 
that the average score of a single classroom would be a better estimate of 
the average of the school to which it belongs than of all the fourth grad-
ers in the district, or of all the fourth graders in an entire country. This is 
partly because we would expect to find lots of variation in performance 
from school to school in a district and from district to district within a 
country. This is also due to fact that a single class is a much larger sam-
ple, relative to its population, from a single school, where it might repre-
sent twenty per cent of the population, if there were five fourth grade 
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classes, than it is from an entire district or country, where it might repre-
sent less than one per cent of the total population of fourth graders. For 
these reasons, sampling errors are likely to be relatively large when our 
estimates, or INFERENTIAL STATISTICS, are based on small samples. To 
put it another way, we are likely to obtain more accurate estimates of 
population parameters when these are based on relatively large and rep-
resentative samples of the populations from which they are taken. 
Sampling error is also a direct function of the STANDARD DEVIATION of 
the population. The more spread, or variation, there is among members 
of a population, the more spread there will be in sample means. 
see also COVERAGE ERROR, NONRESPONSE ERROR, MARGIN OF ERROR, 
STANDARD ERROR OF THE MEAN 
 Cohen et al. 2011; Richards & Schmidt 2010; Bachman 2004; Ary et al. 2010 

 
sampling frame 

also source list 
a list of the POPULATION from which the SAMPLE will be drawn—in the 
sense of drawing a boundary or frame around those cases that are ac-
ceptable for inclusion in the sample. Sampling frame is usually defined 
by geographic listings, maps, directories, administrative records, mem-
bership lists or from telephone or other electronic formats. If the sam-
pling frame is not available, researcher has to prepare it. Such a list 
should be comprehensive, correct, reliable, and appropriate. It is ex-
tremely important for the sampling frame to be as representative of the 
population as possible. This terminology is most common in survey 
SAMPLING, where it is associated with a countable listing of all the data 
sources in the population that are accessible for sampling. For example, a 
sampling frame might be all the public schools in a city. The actual sam-
ple would then be drawn from the population defined by this frame.  
 Given 2008; Kothari 2008; Ritchie & Lewis 2003 

 
sampling plan 

see POPULATION  
 
sampling statistics 

another term for INFERENTIAL STATISTICS  
 
sampling uncertainty 

another term for SAMPLING ERROR 
 
sampling unit 

a unit that is included in, or excluded from, an analysis. Sampling units 
are units of selection. It is not necessarily the unit of observation or 
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study. A decision has to be taken concerning a sampling unit before se-
lecting SAMPLE. There are five kinds of sampling units:  
 
• physical units (e.g., time, place, size); 
• syntactical units (words, grammar, sentences, paragraphs, chapters, se-

ries etc.); 
• categorical units (members of a category have something in common);  
• propositional units (delineating particular constructions or proposi-

tions);  
• thematic units (putting texts into themes and combinations of catego-

ries). 
 
The researcher will have to decide one or more of such units that s/he has 
to select for his/her study.  
 Cohen et al. 2011 

 
sampling variability 

another term for SAMPLING ERROR 
 
sampling without replacement 

another term for SIMPLE RANDOM SAMPLING 
 
sampling with replacement 

another term for SIMPLE RANDOM SAMPLING 
 
SAQ 

an abbreviation for SELF-ADMINISTERED QUESTIONNAIRE 
 
SAS 

an abbreviation for ‘Statistical Analysis Software’. It is one of several 
widely used statistical packages for manipulating and analyzing data. 
see also SPSS 
 Cramer & Howitt 2004 

 
satisficing  

a term that is a blend of satisfy and suffice. In SURVEY RESEARCH re-
spondents must execute four stages of cognitive processing to answer 
survey questions optimally. Respondents must (1) interpret the intended 
meaning of the question, (2) retrieve relevant information from memory, 
(3) integrate the information into a summary judgment, and (4) map the 
judgment onto the response options offered. When respondents diligently 
perform each of these four steps, they are said to be optimizing. However, 
instead of seeking to optimize, respondents may choose to perform one or 
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more of the steps in a cursory fashion, or they may skip one or more steps 
altogether. 
Respondents who devote less-than-optimal effort to the task of answering 
questions can engage in weak or strong satisficing. Weak satisficing oc-
curs when a respondent performs all four cognitive steps but performs 
one or more of these less carefully or attentively than is needed to opti-
mize. A respondent implementing weak satisficing may be less thought-
ful in inferring the intended meaning of a question, less thorough in 
searching memory for all relevant information, less balanced in integrat-
ing the retrieved information into a summary judgment, and more hap-
hazard in selecting the appropriate response option from the list offered. 
Strong satisficing occurs when a respondent skips the retrieval and judg-
ment steps altogether and seeks merely to identify a plausible answer 
based on cues provided by the question, without reference to any internal 
psychological cues directly relevant to the attitude, belief, or event of in-
terest to the researcher. If no cues pointing to such an answer are imme-
diately evident in a question, a satisficing respondent may choose a re-
sponse at random. Strong satisficing allows a respondent to provide a rea-
sonable and seemingly defensible answer while applying very little effort. 
An individual’s response to any given question can fall somewhere along 
a continuum ranging from optimizing at one end to strong satisficing at 
the other. 
The likelihood a survey respondent will satisfice is a function of the re-
spondent’s ability to perform the cognitive tasks of optimizing, the re-
spondent’s motivation to perform the tasks, and the difficulty of the tasks. 
Satisficing should be more common when the respondent has less ability 
to optimize, when the respondent is less motivated to optimize, and when 
the tasks are more difficult. 
 Lavrakas 2008 

 
saturation 

(in QUALITATIVE  RESEARCH) the point when additional data do not seem 
to develop the concepts any further but simply repeat what previous in-
formation have already revealed. In other words, saturation is the point 
when the researcher becomes empirically confident that s/he has all the 
data needed to answer the research question. In practice, however, re-
searchers usually decide when to stop adding cases to a study based on a 
combination of theoretical saturation and pragmatic considerations such 
as available time and money.  
see also ITERATION 
 Dörnyei 2007 

 
scale 

another term for MEASUREMENT SCALE  
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scale analysis 
see CUMULATIVE SCALE 

 
scale of measurement 

another term for MEASUREMENT SCALE 
 
scalogram analysis 

see CUMULATIVE SCALE 
 
scatter diagram 

another term for SCATTERPLOT 
  
scattergram 

another term for SCATTERPLOT 
 
scatterplot 

also scattergram, scatter diagram, bivariate distribution 
a graphic representation of the data along two dimensions in which the 
values of one VARIABLE are represented on the vertical axis (sometimes 
called Y axis) and the values of the other are represented on the horizon-
tal axis (sometimes called X axis). In fact, the scores on one variable are 
plotted against scores on a second variable. Each value computed con-
tributes one point to the scatterplot, on which points are plotted but not 
joined. The resulting pattern indicates the type and strength of the rela-
tionship between the two variables. The scatterplot will give you an indi-
cation of whether your variables are related in a linear (straight-line) (see 
LINEARITY) or curvilinear (see CURVILINEARITY) fashion. Only linear re-
lationships are suitable for CORRELATION analyses. If the resulting plot-
ted points appear in a scattered and random arrangement, then no associ-
ation is indicated. If, however, they fall into a linear arrangement, a rela-
tionship can be assumed, either positive or negative. The closer the 
points are to a perfect line, the stronger the association. When the rela-
tionship can be characterized by a straight line (REGRESSION LINE), it is 
called a linear correlation or relationship. Whereas the SLOPE of the re-
gression line indicates whether a computed r value is a positive or nega-
tive number, the magnitude of r reflects how close the data points (i.e., 
dots on the graph) fall in relation to the regression line. When r = +1 or r 
= -1, all of the data points fall on the regression line. As the value of r 
deviates from 1 and moves toward 0, the data points deviate further and 
further from the regression line. Figure S.1 depicts a variety of hypothet-
ical regression lines, which are presented to illustrate the relationship be-
tween the sign and value of r and the regression line. In Figure S.1 the 
regression lines (a), (b), (c), and (d) are positively sloped, and are thus 
associated with a positive correlation. Lines (e), (f), (g), and (h), on the 
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other hand, are negatively sloped, and are associated with a negative cor-
relation. Note that in each graph, the closer the data points are to the re-
gression line, the closer the value of r is to one. Thus, in graphs (a)-(h), 
the strength of the correlation (i.e., maximum, strong, moderate, weak) is 
a function of how close the data points are to the regression line. Graphs 
(i) and (j) in Figure S.1 depict data which result in a correlation of zero, 
since in both instances the distribution of data points is random and, con-
sequently, a straight line cannot be used to describe the relationship be-
tween the two variables with any degree of accuracy. Whenever the r 
equals zero, the regression line will be parallel to either the X axis (as in 
Graph (i)) or the Y axis (as in Graph (j)), depending upon which regres-
sion line is drawn. Two other instances in which the regression line is 
parallel to the X axis or the Y axis are depicted in Graphs (k) and l). Both 
of these graphs depict data for which a value of r cannot be computed. 
The data depicted in graphs (k) and l) illustrate that in order to compute a 
coefficient of correlation, there must be variability on both the X and the 
Y variables. Specifically, in Graph (k) the regression line is parallel to the 
X axis. The configuration of the data upon which this graph is based in-
dicates that, although there is variability with respect to subjects’ scores 
on the X variable, there is no variability with respect to their scores on 
the Y variable—i.e., all of the subjects obtain the identical score on the Y 
variable. As a result of the latter, the computed value for the estimated 
population variance for the Y variable will equal zero. 
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Maximum
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correlation

(b)
r = .80
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positive 
correlation

(c)
r = .50
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correlation
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Figure S.1. Scatterplots and Correlations 
 

Since a scatterplot is a useful summary of a set of data from two varia-
bles, it gives a good visual picture of the relationship, and aids the inter-
pretation of the CORRELATION COEFFICIENT or REGRESSION model. Scat-
terplots should be presented when the relationship between two variables 
is of interest.  
see also LINEARITY, CORRELATION 
 Porte 2010; Cramer & Howitt 2004; Larson-Hall 2010; Walliman 2006; Leary 2011; 
Sheskin 2011 

 
Scheffé test 

a POST HOC TEST which is used to compare three or more MEANs follow-
ing a significant F TEST in an ANALYSIS OF VARIANCE (ANOVA). The 
Scheffé test helps the researcher identify whether there are significant 
differences in the means of different groups and pinpoint where those 
differences are really located. The test is very conservative. That is, it has 
enormous protection against TYPE I ERRORs, because it was designed for 
the situation where the researcher wishes to make all possible PAIRWISE 

COMPARISONs plus all possible NONPAIRWISE COMPARISONs. It is suffi-
ciently conservative that there is no point in conducting it if the original 
F RATIO was not statistically significant. Scheffé test is equally applica-
ble with both equal and unequal SAMPLE SIZEs. It can accommodate une-
qual sample sizes and is quite ROBUST with respect to violations of the 
ASSUMPTIONS underlying the ANOVA (i.e., HOMOGENEITY OF VARI-

ANCE and NORMALITY of the underlying POPULATION distributions). 
 Porte 2010; Huck 2012  
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school survey 
an assessment and evaluation study which is used to gather detailed in-
formation for judging the effectiveness of instructional facilities, curricu-
lum, learning process, teaching and supervisory personnel, and financial 
resources in terms of best practices and standards in education. Some 
SURVEYs are concerned with legal, administrative, social, or physical set-
tings for learning. Information can be obtained around the characteristics 
of teachers, supervisors, administrators, and students. Factors such as 
motivation, attitude, educational background, socio-economic status, and 
life conditions can be included in school surveys. Furthermore, the char-
acteristics of the educational process including curriculum planning, 
methods and strategies of teaching, materials development, and textbook 
evaluation can be researched through school surveys.  
 Farhady 1995; Best & Kahn 2006 

 
scientific method 

a methodological and systematic approach to the acquisition of new 
knowledge. The scientific method is founded on direct observation and 
driven by the formulation of research questions, the collection of data, 
and the analysis and interpretation of data within a theoretical frame-
work. In other words, scientific method is based on objective data that 
were reliably and validly obtained in the context of a carefully designed 
research study. Some versions of the scientific method include prediction 
in the form of a research HYPOTHESIS which is put to a test through pre-
diction and experimentation. Others explore some phenomena prior to 
the development of any hypothesis and seek to answer research questions 
without testing any hypothesis. 
see also INDUCTIVE REASONING, DEDUCTIVE REASONING, QUALITATIVE 

RESEARCH, QUANTITATIVE RESEARCH 
 Ridenour & Newman 2008; Richards & Schmidt 2010 

 
scientific realism 

a term applied to the framework used by most researchers who take a 
purely quantitative approach to research (see QUANTITATIVE RESEARCH). 
Scientific realists strive to establish cause-and-effect relationships where 
possible, using data collection methods such as QUESTIONNAIREs, TESTs, 
and observational CHECKLISTs to produce quantitative data. The philo-
sophical underpinnings of the scientific realism approach can be found in 
the positivist arguments (see POSITIVISM) developed primarily to de-
scribe knowledge generation in the physical sciences. The first assump-
tion made by scientific realists is that there is a real social and psycho-
logical world that can be accurately captured through research. Put an-
other way, there is an objective reality that research aims to describe. 
Scientific realists further assume that the social and psychological world 
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can be studied in much the same way as the natural world by breaking 
complex phenomena and problems into smaller parts (CONSTRUCTs and 
VARIABLEs). The major job for the researcher is to identify the most im-
portant parts or variables and accurately describe how these are related to 
each other in the real world.  
However, because humans are fallible and social scientists study human 
characteristics, reporting that reality must be done with a certain degree 
of probability. Scientific realists see knowledge as conjectural and there-
fore subject to possible revision. All hypotheses are tested using statisti-
cal tests that establish the level of confidence that one can have in the re-
sults obtained. Scientific realists do recognize that because educators 
study human behaviors and characteristics, research may be influenced 
by the investigator. For an investigator to maintain clear objectivity, s/he 
must play a detached role, where there is little opportunity for interaction 
with the participants under study. Scientific realists believe that inquiry 
can be value-free and that a researcher who strives to eliminate any per-
sonal bias can reliably determine findings. Although they borrow rigor-
ous scientific techniques from the natural sciences, they recognize that in 
education and psychology, true scientific experiments are not always 
possible. Scientific realists concede that different persons might have dif-
ferent perceptions of reality; however, they assume that experiences 
overlap to a large degree and that a good researcher can take these differ-
ent perceptions into account in providing the best possible explanation of 
reality.  
see also SUBTLE REALISM, ANALYTIC REALISM, CRITICAL REALISM, NA-

IVE REALISM  
 Lodico et al. 2010 

 
scree diagram 

also scree plot 
a diagram (see Figure S.2) which is used in the PRINCIPAL COMPONENTS 

ANALYSIS to provide a visual aid for determining the number of factors 
that explain most of the variability in the data set. The following diagram 
shows the percentage of total variance which is accounted for by each of 
nine successively extracted factors. 
 Sahai & Khurshid 2001  
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            Figure S.2. An Example of a Scree Diagram  
 

scree plot 
another term for SCREE DIAGRAM 

 
secondary research 

also library research 
a type of research which is based on sources or data that are one step re-
moved from the original information, i.e., they refer to the sources and 
data which have already been collected and analyzed by someone else. 
When the researcher utilizes secondary data, then s/he has to look into 
various sources from where s/he can obtain data. Secondary data may ei-
ther be published data or unpublished them. Usually published data are 
available in: (a) various publications of the central, state are local gov-
ernments; (b) various publications of foreign governments or of interna-
tional bodies and their subsidiary organizations; (c) technical and trade 
journals; (d) books, magazines and newspapers; (e) reports and publica-
tions of various associations connected with business and industry, 
banks, stock exchanges, etc.; (f) reports prepared by research scholars, 
universities, economists, etc. in different fields; and (g) public records 
and statistics, historical documents, and other sources of published in-
formation. The sources of unpublished data are many; they may be found 
in diaries, letters, unpublished biographies and autobiographies and also 
may be available with scholars and research workers, trade associations, 
labor bureaus and other public/private individuals and organizations. 
By way of caution, the researcher, before using secondary data, must see 
that they possess following characteristics: 
 
1) Reliability of data: The reliability can be tested by finding out such 

things about the said data: (a) Who collected the data? (b) What were 
the sources of data? (c) Were they collected by using proper methods 
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(d) At what time were they collected? (e) Was there any bias of the 
compiler? (f) What level of accuracy was desired? Was it achieved? 

2) Suitability of data: The data that are suitable for one enquiry may not 
necessarily be found suitable in another enquiry. Hence, if the availa-
ble data are found to be unsuitable, they should not be used by the re-
searcher. In this context, the researcher must very carefully scrutinize 
the definition of various terms and units of collection used at the time 
of collecting the data from the primary source originally. Similarly, 
the object, scope and nature of the original enquiry must also be stud-
ied. If the researcher finds differences in these, the data will remain 
unsuitable for the present enquiry and should not be used. 

3) Adequacy of data: If the level of accuracy achieved in data is found 
inadequate for the purpose of the present enquiry, they will be con-
sidered as inadequate and should not be used by the researcher. The 
data will also be considered inadequate, if they are related to an area 
which may be either narrower or wider than the area of the present 
enquiry. 

 
Secondary research is often contrasted with primary research, which is a 
type of research in which researchers gather original data (primary data) 
to answer a particular research question. When researchers gather first-
hand data, the outcome is knowledge nobody had before.  
see also PRIMARY RESEARCH 
 Mckay 2006; Kothari 2008; Trochim & Donnelly 2007; Dörnyei 2007 

 
secondary variance 

another term for ERROR VARIANCE 
 
selected-response item 

also receptive response item 
a type of test item or test task that requires test takers to choose answers 
from a ready-made list rather than providing an answer. The most com-
monly used types of selected-response items include MULTIPLE-CHOICE 

ITEMs, TRUE/FALSE ITEMs, and MATCHING ITEMs. 
see also CONSTRUCTED-RESPONSE ITEM 
 Richards & Schmidt 2010; Cohen & Swerdlik 2010; Brown 2005 

 
selection bias 

another term for DIFFERENTIAL SELECTION 
 
selection error 

an error that arises when the research is carried out on a SAMPLE of sub-
jects rather than an entire POPULATION. Three types of selection error can 
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be distinguished: COVERAGE ERROR, SAMPLING ERROR, and NONRE-

SPONSE ERROR. 
 Corbetta 2003; O’Leary 2004 

 
selection-maturation interaction 

a threat to INTERNAL VALIDITY which is the result of some of the threats 
that may interact to affect internal validity. For example, DIFFERENTIAL 

SELECTION and MATURATION may interact in such a way that the combi-
nation results in an effect on the DEPENDENT VARIABLE that is mistaken-
ly attributed to the effect of the experimental treatment. Such interaction 
may occur in a QUASI-EXPERIMENTAL DESIGN in which the EXPERI-

MENTAL and CONTROL GROUPs are not randomly selected but instead are 
preexisting INTACT GROUPs, such as classrooms. Although a pretest may 
indicate that the groups are equivalent at the beginning of the experi-
ment, the experimental group may have a higher rate of maturation than 
the control group, and the increased rate of maturation accounts for the 
observed effect. If more rapidly maturing students are selected into the 
experimental group, the selection-maturation interaction may be mistak-
en for the effect of the experimental variable. 
Selection-maturation interaction can be a particularly difficult problem 
when volunteers are compared with nonvolunteers. For example, sup-
pose you offer an after-school reading improvement program to those 
who wish it. Reading pretest means show no difference between those 
who volunteer for the after-school program and those who do not. If the 
posttreatment scores show greater gain for the treatment group than for 
the control group, you cannot confidently attribute the greater gain to the 
treatment. It is quite possible that students who were willing to partici-
pate in the after-school program were more concerned about their read-
ing or their parents were more concerned about their reading and they 
were therefore more likely to show greater gain in reading whether they 
received treatment or not. 
 Cook & Campbell 1979, Ary et al. 2010 

 
selection-treatment interaction 

a major threat to EXTERNAL VALIDITY of experiments is the possibility of 
interaction between subject characteristics and TREATMENT so that the re-
sults found for certain kinds of subjects may not hold for different sub-
jects. This interaction occurs when the subjects in a study are not repre-
sentative of the larger POPULATION to which one may want to generalize. 
When two experimentally accessible populations are not representative of 
the same target population, seemingly similar studies can lead to entirely 
different results. For example, teaching method A may produce better re-
sults than method B in inner-city high schools, whereas method B is su-
perior in affluent suburban high schools. Or, the best method for teaching 
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second language vocabulary among fourth-graders may be the worst 
method among first-graders. As the old saying goes, ‘One man’s meat is 
another man’s poison.’ Again, a thorough description of the accessible 
population will help other researchers judge whether a particular treat-
ment is likely to be ‘meat or poison’ for their populations of interest. 
 Cook & Campbell 1979, Ary et al. 2010 

 
selective coding 

see CODING 
 
self-administered questionnaire 

also SAQ 
a QUESTIONNAIRE that has been designed specifically to be completed by 
a respondent without intervention of the researchers collecting the data. A 
self-administered questionnaire (SAQ) is usually a stand-alone question-
naire though it can also be used in conjunction with other data collection 
modalities directed by a trained interviewer. Traditionally the SAQ has 
been distributed by mail (see MAIL SURVEY) or in person to large groups, 
but now SAQs are being used extensively for WEB SURVEYs. Because the 
SAQ is completed without ongoing feedback from a trained interviewer, 
special care must be taken in how the questions are worded as well as 
how the questionnaire is formatted in order to avoid measurement error. 
 Lavrakas 2008 

 
self-deception 

a problem to QUESTIONNAIRE which is related to SOCIAL DESIRABILITY 

BIAS but in this case respondents do not deviate from the truth conscious-
ly but rather because they also deceive themselves (and not just the re-
searcher). Human defense mechanisms cushion failures, minimize faults, 
and maximize virtues so that we maintain a sense of personal worth. 
People with personality problems might simply be unable to give an ac-
curate self-description, but the problem of self-delusion may be present 
on a more general scale, though to a lesser degree, affecting many other 
people. 
 Dörnyei 2003 

 
semantic differential scale 

also SD scale, bipolar scale 
a variation of a RATING SCALE which asks respondents to choose be-
tween two opposite positions. Semantic differential (SD) scale operates 
by putting an adjective at one end of a scale and its opposite at the other 
(Table. S.1). For example, for the following item respondents indicate 
their opinion by putting a mark on that position on the scale which most 
represents what they feel. 
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   Research methodology texts are: 
Very Much Somewhat Neither Somewhat very much

Teacher-centered      Learner-centerd

Informative      Uninformative

Traditional      Modern

Enjoyable      Unenjoyable

Cheap      Expensive

Simple      Complex

Useful      Useless
 

 

Table S.1. An Example of Semantic Differential Scale 
 

The SD scale is an attempt to measure the psychological meanings of an 
object to an individual. This scale is based on the presumption that an 
object can have different dimensions of connotative meanings which can 
be located in multidimensional property space, or what can be called the 
semantic space in the context of SD scale. These are very useful in that 
by using them we can avoid writing statements (which is not always 
easy); instead, respondents are asked to indicate their answers by mark-
ing a continuum between two bipolar adjectives on the extremes. These 
scales are based on the recognition that most adjectives have logical op-
posites and where an opposing adjective is not obviously available, one 
can easily be generated with ‘in-’ or ‘un-’ or by simply writing ‘not’. 
Although the scope of SD scales is more limited than that of LIKERT 

SCALEs, the ease of their construction and the fact that the method is eas-
ily adaptable to study virtually any concept, activity, or person, may 
compensate for this. By their more imaginative approach, such scales can 
be used to cover aspects that respondents can hardly put into words, 
though they do reflect an attitude or feeling. An additional bonus of SD 
scales is that because they involve little reading, very little testing time is 
required.  
SD scales are similar to Likert scales in that several items are used to 
evaluate the same target, and multi-item scores are computed by sum-
ming up the individual item scores. An important technical point con-
cerning the construction of such bipolar scales is that the position of the 
negative and positive poles, if they can be designated as such, should be 
varied (i.e., the positive pole should alternate between being on the right 
and the left sides) to avoid superficial responding or a position response 
set.  
The general conclusion is that there are three major factors of meaning 
involved in SD scales:  
 
• evaluation, referring to the overall positive meaning associated with the 

target (e.g., good-bad, wise-foolish, honest-dishonest);  
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• potency, referring to the targets overall strength or importance (e.g., 
strong-weak, hard-soft, useful-useless); and 

• activity, referring to the extent to which the target is associated with ac-
tion (active-passive, tense-relaxed, quick-slow).  

 
The SD scale has a number of specific advantages. It is an efficient and 
easy way to secure attitudes from a large sample. These attitudes may be 
measured in both direction and intensity. The total set of responses pro-
vides a comprehensive picture of the meaning of an object, as well as a 
measure of the subject doing the rating. It is a standardized technique 
that is easily repeated, but escapes many of the problems of response dis-
tortion found with more direct methods. 
see DIFFERENTIAL SCALE, CUMULATIVE SCALE, ARBITRARY SCALE 
 Dörnyei 2003; Kothari 2008 

 
semi-interquartile range 

see INTERQUARTILE RANGE 
 
semi-partial correlation coefficient 

a CORRELATION COEFFICIENT similar to the PARTIAL CORRELATION but 
with the difference that the effect of the third VARIABLE is only removed 
from the DEPENDENT VARIABLE (DV). The INDEPENDENT VARIABLE (IV) 
would not be adjusted. Normally, the influence of the third variable is 
removed from both the IV and the DV in partial correlation. For exam-
ple, imagine we find that there is a relationship between intelligence and 
second language (L2) proficiency of .50. Intelligence is our IV and L2 
proficiency our DV for the present purpose. We then find out that social 
class is correlated with L2 proficiency at a level .30. In other words, 
some of the variation in L2 proficiency is due to social class. If we re-
move the variation due to social class from the variable L2 proficiency, 
we have left L2 proficiency without the influence of social class. So the 
correlation of intelligence with L2 proficiency adjusted for social class is 
the semi-partial correlation. But there is also a correlation of social class 
with our IV intelligence—say that this is the higher the intelligence, the 
higher the social class. Partial correlation would take off this shared vari-
ation between intelligence and social class from the intelligence scores. 
By not doing this, semi-partial correlation leaves the variation of intelli-
gence associated with social class still in the intelligence scores. Hence, 
we end up with a semi-partial correlation in which intelligence is exactly 
the variable it was when we measured it and unadjusted any way. How-
ever, L2 proficiency has been adjusted for social class and is different 
from the original measure of L2 proficiency. 
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Semi-partial correlation coefficients are rarely presented in reports of sta-
tistical analyses but they are an important component of MULTIPLE RE-

GRESSION. 
 Cramer & Howitt 2004 

 
semi-structured interview 

an INTERVIEW in which the researcher has a clearer idea about the ques-
tions that are to be asked but is not necessarily concerned about the exact 
wording, or the order in which they are to be asked. It is likely that the 
interviewer will have a list of questions to be asked in the course of the 
interview. It incorporates elements of both quantifiable, fixed-choice re-
sponding and the facility to explore, and probe in more depth, certain ar-
eas of interest. The interviewer will allow the conversation to flow com-
paratively freely but will tend to steer it in such a way that s/he can in-
troduce specific questions when the opportunity arises. The order in 
which the various topics are dealt with and the wording of the questions 
are left to the interviewer’s discretion. Within each topic, the interviewer 
is free to conduct the conversation as s/he thinks fit, to ask the questions 
s/he deems appropriate in the words s/he considers best, to give explana-
tions and ask for clarification if the answer is not clear, to prompt the re-
spondent to elucidate further if necessary, and to establish his/her own 
style of conversation. The interviewers outline may contain varying de-
grees of specification and detail. It may simply be a CHECKLIST of the 
topics to be dealt with, or a list of questions (usually of a general nature) 
having the goal of supplying the interviewer with guidelines.  
In applied linguistics research most interviews conducted belong to the 
semi-structured interview type, which offers a compromise between the 
STRUCTURED and UNSTRUCTURED INTERVIEWS. Therefore, this type of 
interview carries with it the advantages of both approaches (generally 
easy to analyze, quantify and compare, but allowing interviewees to ex-
plain their responses and to provide more in-depth information where 
necessary) as well as the disadvantages (the temptation to spend too long 
on peripheral subjects, the danger of losing control to the interviewee, 
and the reduction in reliability when using non-standardized approaches 
to interview each respondent).  
see also ETHNOGRAPHIC INTERVIEW, NON-DIRECTIVE INTERVIEW, 
STRUCTURED INTERVIEW, INTERVIEW GUIDE, INFORMAL INTERVIEW, 
TELEPHONE INTERVIEW, FOCUS GROUP 
 Brewerton & Millward 2001; Corbetta 2003; Dörnyei 2007; Mackey & Gass 2005; 
Perry 2011 

 
semi-structured observation 

see OBSERVATION  
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sentence completion item 
see FILL-IN ITEM  

 
separate-sample pretest-posttest control group design 

a QUASI-EXPERIMENTAL DESIGN which is used in those settings in which 
the TREATMENT (denoted by X), if presented at all, must be presented to 
the group as a whole. If there are comparable (if not equivalent) groups 
from which X can be withheld, then a CONTROL GROUP can be added to 
SEPARATE-SAMPLE PRETEST-POSTTEST DESIGN, as represented below 
(where O denotes pretest and posttest): 
 

O (X)
X O

O
O  

 

The weakness of the design for INTERNAL VALIDITY comes from the 
possibility of mistaking for an effect of X a specific local trend in the ex-
perimental group which is, in fact, unrelated. By increasing the number 
of the units involved (e.g., schools) and by assigning them in some num-
ber and with RANDOMIZATION to the experimental and control treat-
ments, the one source of invalidity can be removed, and a true experi-
ment, like PRETEST-POSTTEST CONTROL GROUP DESIGN except for avoid-
ing the retesting of specific individuals, can be achieved. 
see also NONEQUIVALENT CONTROL GROUP DESIGN, TIME-SERIES DESIGN, 
EQUIVALENT MATERIAL DESIGN, COUNTERBALANCED DESIGN, RECUR-

RENT INSTITUTIONAL CYCLE DESIGN 
 Campbell & Stanley 1963 

 
separate-sample pretest-posttest design 

also split subjects pretest posttest, simulated before-and-after design 
a QUASI-EXPERIMENTAL DESIGN which used for large POPULATIONs, 
such as schools where although one cannot randomly segregate sub-
groups for differential experimental TREATMENTs, one can exercise 
something like full experimental control over the when and to whom of 
the measurement (O), employing RANDOM ASSIGNMENT procedures. 
Such control makes possible this design: 
 

O (X)
X O  

 
In this diagram, rows represent randomly equivalent subgroups, the par-
enthetical X standing for a presentation of the treatment irrelevant to the 
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argument. One sample is measured prior to the treatment (X), an equiva-
lent one subsequent to X. While it has been called the simulated before-
and-after design, it is well to note its superiority over the ordinary be-
fore-and-after design, through its control of both the main effect of test-
ing and the interaction of testing with X. The main weakness of the de-
sign is its failure to control for HISTORY. 
see also NONEQUIVALENT CONTROL GROUP DESIGN, TIME-SERIES DE-

SIGN, EQUIVALENT MATERIAL DESIGN, COUNTERBALANCED DESIGN, RE-

CURRENT INSTITUTIONAL CYCLE DESIGN, SEPARATE-SAMPLE PRETEST-
POSTTEST CONTROL GROUP DESIGN, TESTING EFFECT 
 Campbell & Stanley 1963 

 
sequencing effect 

another term for ORDER EFFECT 
 
sequential multiple regression  

also hierarchical multiple regression 
a type of MULTIPLE REGRESSION where all of the areas of the INDEPEND-

ENT VARIABLEs or predictors that overlap with the DEPENDENT VARIA-

BLE or criterion will be counted, but the way that they will be included 
depends on the order in which the researcher enters the variables into the 
equation. This means that the researcher will be entering the variables in 
steps or blocks in a predetermined order (not letting the computer decide, 
as would be the case for STEPWISE REGRESSION). Each predictor variable 
is assessed at its own point of entry in terms of the additional explanatory 
power it contributes to the equation. The order in which variables are en-
tered into the model is normally dictated by logical or theoretical consid-
erations. The order of entry can often make a difference as to whether 
they will be found to be statistical predictors. Therefore, the importance 
of hours of study (in the example given under the entry for STANDARD 

MULTIPLE REGRESSION) will increase with sequential regression if it is 
entered first, because it will account for both areas a and b (as shown in 
Figure S.3). If Modern Language Aptitude Test (MLAT) score is added 
second, it will account for even more of the VARIANCE than it did in 
standard regression because it will be able to claim areas c and d. 
The importance of any variable, therefore, can be emphasized in sequen-
tial regression, depending on the order in which it is entered. If two vari-
ables overlap to a large degree, then entering one of them first will leave 
little room for explanation for the second variable. Therefore researchers 
are advised to assign the order of variables depending on a theoretical or 
logical reason.  
 Larson-Hall 2010, Ho 2006  
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Figure S.3 Schematic Representation  
of a Sequential Regression Design 

 
sequential sampling  

also theoretical sampling 
a type of NON-PROBABILITY SAMPLING in which the researcher samples 
incidents, people or units on the basis of their potential contribution to 
the development and testing of theoretical constructs. The process is it-
erative: the researcher picks an initial SAMPLE in a given time interval, 
conducts his/her study, analyzes the data, and then selects a further sam-
ple in order to refine his/her emerging categories and theories. This pro-
cess is continued until the researcher reaches data SATURATION or a point 
when no new insights would be obtained from expanding the sample fur-
ther. Sequential sampling is similar to PURPOSIVE SAMPLING with one 
difference. In purposive sampling, the researcher tries to find as many 
relevant cases as possible, until time, financial resources, or his/her ener-
gy is exhausted. The goal is to get every possible case. In sequential 
sampling, however, a researcher continues to gather cases until the 
amount of new information or diversity of cases is filled. This sampling 
technique gives the researcher limitless chances of fine tuning his/her re-
search methods and gaining a vital insight into the study that s/he is cur-
rently pursuing. The ultimate SAMPLE SIZE under this technique is thus 
not fixed in advance, but depends on the actual observations and varies 
from one sample to another. 
This sampling method is hardly representative of the entire population. 
Further, the sampling technique is also hardly randomized. This contrib-
utes to the very little degree representativeness of the sampling tech-
nique. In addition, this kind of sampling often results in much fewer ob-
servations than would be required if the sample size were fixed in order 
to provide the same control over TYPE I and TYPE II ERRORs. Due to such 
disadvantages, results from this sampling technique cannot be used to 
create conclusions and interpretations pertaining to the entire population. 
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Sequential sampling is mainly associated with the development of 
GROUNDED THEORY.  
see also CONVENIENCE SAMPLING, QUOTA SAMPLING, DIMENSIONAL 

SAMPLING, PURPOSIVE SAMPLING, SNOWBALL SAMPLING, VOLUNTEER 

SAMPLING, OPPORTUNISTIC SAMPLING  
 Ridenour & Newman 2008; Neuman 2007; Ritchie & Lewis 2003; Dörnyei 2007; Co-
hen et al. 2011; Kothari 2008; Sahai & Khurshid 2001; Upton & Cook 2008  

 
serial correlation 

the term is used to describe the CORRELATION between pairs of measure-
ments on the same subject in a LONGITUDINAL STUDY. The magnitude of 
such correlation usually depends on the time lag between the measure-
ments; as the time lag increases, the correlation usually becomes weaker. 
In a TIME-SERIES DESIGN analysis, the term is used to refer to the correla-
tion between observations that either lead or lag by a specified time inter-
val. 
see also AUTOCORRELATION 
 Everitt & Skrondal 2010; Sahai & Khurshid 2001; Upton & Cook 2008 

 
severity error 

see RATING ERROR 
 
Shapiro-Wilk test 

see NORMALITY 
 
short-answer item 

an OPEN-FORM ITEM that, unlike FILL-IN ITEM, requires responses that 
may be a few phrases or sentences long, and there is no PROMPT. There 
are two types of short-answer questions: specific open questions and 
broad open questions. First, specific open questions ask about particular 
pieces of information and can usually be answered in one or two lines, 
often explicitly marked on the QUESTIONNAIRE with dots or lines. Below 
is an example of a specific open question: 

 
What type of English activities are your students most receptive to? 
…………..……………………………………………………………….. 
……………………………………..…………………………………….. 
 
Second, broad open questions allow for a deeper exploration of one (and 
preferably only one) issue and they generate more expansive, and often 
unpredicted, responses. Effective broad open questions prompt the re-
spondent to write a succinct answer of more than a phrase and up to a 
paragraph (or two at the most). These questions should not require the 
respondent to write too lengthy a response—most respondents do not 
have the time to do so, and may object to such an expectation. Broad 
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open questions are followed by a blank space where respondents can 
write their ideas in their own words. Examples of broad open questions 
could include the following: 

  
Why do you use communicative activities in your class? 
What do your students find most challenging in preparing for the university en-
trance English examinations? 

 
 Given 2008; Dörnyei 2003; Best & Kahn 2006; Perry 2011 

 
SI 

an abbreviation for SYMBOLIC INTERACTIONISM  
 
Siegel-Tukey test  

a NONPARAMETRIC TEST for testing the EQUALITY OF VARIANCEs of two 
POPULATIONs having the common MEDIAN. The Siegel-Tukey test is 
based on the following ASSUMPTIONS:  

 
a) Each SAMPLE has been randomly selected from the population it rep-

resents;  
b) The two samples are independent of one another;  
c) The level of measurement the data represent is at least ordinal; and  
d) The two populations from which the samples are derived have equal 

medians.  
 
If the latter assumption is violated, but the researcher does know the val-
ues of the population medians, the scores in the groups can be adjusted 
so as to allow the use of the Siegel-Tukey test. When, however, the pop-
ulation medians are unknown, and one is unwilling to assume they are 
equal, the Siegel-Tukey test is not the appropriate nonparametric test of 
dispersion to employ 
see also MOSES TEST, KLOTZ TEST, ANSARI-BRADLEY TEST, CONOVER 

TEST 
 Sheskin 2011; Everitt & Skrondal 2010; Sahai & Khurshid 2001 

 
sigma (σ) 

an abbreviation for POPULATION STANDARD DEVIATION 
 
sigma squared (σ2) 

an abbreviation for POPULATION VARIANCE 
 
sigma (∑) 

a summation sign  
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signal-contingent design 
see DIARY STUDY 

 
signed-ranks test 

another term for WILCOXON MATCHED-PAIRS SIGNED-RANKS TEST 
 
significance level 

also level of significance, alpha (α) level, alpha (α), rejection level 
a predetermined value which is chosen by the researcher and used to 
judge whether a test statistic is statistically significant. Significance level 
is traditionally symbolized by ‘α’ (the lowercase Greek letter alpha). Al-
pha represents an acceptable PROBABILITY of making a TYPE I ERROR in 
a statistical test. It is set at the beginning of an experiment and limits the 
probability of making a Type I error. In other words, it is the probability 
of a Type I error that an investigator is willing to risk in rejecting a NULL 

HYPOTHESIS. Because alpha corresponds to a probability, it can range 
from 0 to 1. In practice, .01 and .05 are the most commonly used values 
for alpha which represent a 1% and 5% chance of a Type I error occur-
ring, depending on whether the researcher is willing to accept only one 
percent of error (99 per cent confidence level) or tolerate up to 5 percent 
error (95 per cent confidence level), respectively. If the P-VALUE of a test 
is equal to or less than the chosen level of alpha, it is deemed statistically 
significant; otherwise it is not.  
Sometimes alpha levels of .1 are used, which is a more lenient standard; 
alpha levels greater than .1 are rarely if ever used. All things being equal, 
standard errors will be larger in smaller data sets, so it may make sense 
to choose .1 for alpha in a smaller data set. Similarly, in large data sets 
(hundreds of thousands of observations or more), it is not uncommon for 
nearly every test to be significant at the alpha .05 level; therefore the 
more stringent level of .01 is often used (or even .001 in some instances). 
When multiple tests are performed, investigators sometimes use correc-
tions, such as the BONFERRONI CORRECTION, to adjust for this. In and of 
itself, specifying a stringent alpha (e.g., .01 or .001) is not a guarantee of 
anything. In particular, if a statistical model is misspecified, alpha does 
not change that. In tabular presentation of results, different symbols are 
often used to denote significance at different values of alpha (e.g., one 
asterisk for .05, two asterisks for .01, three asterisks for .001). When p-
values of tests are reported, it is redundant also to state significance at a 
given alpha.  
Best practice is to specify alpha before analyzing data. Specifying alpha 
after performing an analysis opens one up to the temptation to tailor 
significance levels to fit the results. For example, if a test has a p-value of 
.07, this is not significant at the customary .05 level but it meets what 
sometimes is referred to as marginal significance at the .1 level. If one 
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chooses a level of alpha after running the model, nothing would prevent, 
in this example, an investigator from choosing .1 simply because it 
achieves significance. On the other hand, if alpha is specified a priori, 
then the investigator would have to justify choosing .1 as alpha for rea-
sons other than simply moving the goalpost. Another reason to specify 
alpha in advance is that SAMPLE SIZE calculations require a value for al-
pha (or for the CONFIDENCE LEVEL). 
 Brown 1988; Richards & Schmidt 2010; Lavrakas 2008 

 
significance probability 

another term for PROBABILITY VALUE 
 
significance test 

another term for STATISTICAL TEST 
 
sign test 

a very simple NONPARAMETRIC TEST procedure for detecting differences 
in related or matched data. The sign test requires that the researcher do 
nothing more than classify the participants of the study into two catego-
ries. Each of the participants put into one of these categories receives a 
plus sign (i.e., a +); in contrast, a minus sign (i.e., - ) is given to each par-
ticipant who falls into the other category. The HYPOTHESIS TESTING pro-
cedure is then used to evaluate the NULL HYPOTHESIS that says the full 
SAMPLE of participants comes from a population in which there are as 
many pluses as minuses. If the sample is quite lopsided with far more 
pluses than minuses (or far more minuses than pluses), the sign test’s H0 
is rejected. However, if the frequencies of pluses and minuses in the sam-
ple are equal or nearly equal, the null hypothesis of the sign test is re-
tained. 
The sign test can be used in any of three situations. In one situation, there 
is a single group of people, with each person in the group evaluated as to 
some characteristic (e.g., handedness) and then given or depending on 
his/her status on that characteristic. In the second situation, there are two 
matched groups; here, the two members of each pair are compared, with 
given to one member of each dyad (and given to his/her mate) depending 
on which one has more of the characteristic being considered. In the third 
situation, a single group is measured twice, with or given to each person 
depending on whether his/her second score is larger or smaller than 
his/her first score. 
Despite its simplicity, generally the loss of information from the scores 
(the size of the differences being ignored) makes it a poor choice in any-
thing other than the most exceptional circumstances. 
see also WILCOXON SIGNED-RANKS TEST 
 Huck 2012; Cramer & Howitt 2004  
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simple ANOVA 
another term for ONE-WAY ANOVA 

 
simple comparison 

another term for PAIRWISE COMPARISON  
 
simple effect 

also simple main effect 
an analysis which allows the nature of an INTERACTION between two IN-

DEPENDENT VARIABLEs (IVs) to be explored further. When there is a sta-
tistically significant interaction between two IVs, it is worth attempting 
to explore the nature of that interaction further. It isolates one LEVEL of 
one IV at a time to see how the levels of the other IV vary. Simple main 
effect is, in essence, a MAIN EFFECT of the variable, but one that occurs 
under only one level of the other variable.  
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                Figure S.4. Schematic Representation of Simple Effect 
 
As shown in Figure S.4, if we obtained a significant A × B interaction, 
we could examine four simple main effects: 
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1) The simple main effect of A at Bl. (Do the means of Conditions Al 
and A2 differ for participants who received Condition Bl?)—See Fig-
ure S.4a. 

2) The simple main effect of A at B2 (Do the means of Conditions Al 
and A2 differ for participants who received Condition B2?)—See 
Figure S.4b.  

3) The simple main effect of B at Al. (Do the means of Conditions Bl 
and B2 differ for participants who received Condition Al?)—See Fig-
ure S.4c.  

4) The simple main effect of B at A2. (Do the means of Conditions Bl 
and B2 differ for participants who received Condition A2?)—See 
Figure S.4d. 

 Urdan 2010; Clark-Carter 2010; Leary 2011 
 
simple frequency distribution 

also regular frequency distribution 
the most common way to organize scores. A simple frequency distribu-
tion shows the number of times each score occurs in a set of data. The 
symbol for a score’s simple frequency is simply f. To find f for a score, 
count how many times the score occurs. If three participants scored 6, 
then the frequency of 6 (its f) is 3. Creating a simple frequency distribu-
tion involves counting the frequency of every score in the data. One way 
to see a distribution is in a table. Take the following raw scores: 

 
14   14   13   15   11   15   13   10   12 
13   14   13   14   15   17   14   14   15 

 
In this disorganized arrangement, it is difficult to make sense out of these 
scores. See what happens, though, when we arrange them into the simple 
frequency table shown in Table S.2. 

 
Score f

17 1
16 0
15 4
14 6
13 4
12 1
11 1
10 1

 
Table S.2. Simple Frequency                                                                 
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Thus, the highest score is 17, the lowest score is 10, and although no one 
obtained a score of 16, we still include it. Opposite each score in the col-
umn is the score’s frequency: In this sample there is one 17, zero 16s, 
four 15s, and so on. Not only can we easily see the frequency of each 
score, but we can also determine the combined frequency of several 
scores by adding together their individual fs. For example, the score of 
13 has an f of 4, and the score of 14 has an f of 6, so their combined fre-
quency is 10. 
Notice that, although there are 8 scores in the score column, N is not 8. 
There are 18 scores in the original sample, so N is 18. You can see this 
by adding together the frequencies in the f column: The 1 person scoring 
17 plus the 4 people scoring 15 and so on adds up to the 18 people in the 
sample. In a frequency distribution, the sum of the frequencies always 
equals N.  
 Heiman 2011 

 
simple interrupted time-series design 

also one-group time-series design 
a variation of TIME-SERIES DESIGN and a WITHIN-GROUPS DESIGN in 
which periodic observations (i.e., pretests) are made on a single group in 
an effort to establish a baseline. At some point in time, the INDEPENDENT 

VARIABLE (i.e., TREATMENT) is introduced, and it is followed by addi-
tional periodic measurements (i.e., posttests) to determine whether a 
change in the DEPENDENT VARIABLE (DV) occurs. The more immediate 
the change in the DV, the more likely that the change is due to the influ-
ence of the independent variable. This design can be represented graph-
ically as follows (where O1, O2 , O3, O4 = pretest, O5, O6 , O7, O8 = posttest, 
and X = treatment):  

 
O1          O2          O3          O4          X          O5          O6          O7          O8 

 
A simple interrupted time-series design might be used in a school or uni-
versity setting to study the effects of a major change in administrative 
policy on disciplinary incidents. Or, a study might involve repeated 
measurements of students’ attitudes and the effect produced by introduc-
ing a documentary film designed to change attitudes. Figure S.5 illus-
trates some possible patterns from time-series studies into which an ex-
perimental treatment is introduced. It shows the series of measurements 
O1 through O8, with the introduction of the experimental treatment at 
point X. You can assess the effect of the X by examining the stability of 
the repeated measurements. 
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   Figure S.5. Simple Interrupted Time-Series Design 
 

From examining the difference between O4 and O5 in pattern A in Figure 
S.5, perhaps you would be justified in assuming that X affects the DV. 
Pattern B suggests the possibility of a temporary experimental effect of 
X. However, you could not assume that X produces the change in either 
pattern C or pattern D. Pattern C appears to result from MATURATION or 
a similar influence. The erratic nature of pattern D suggests the operation 
of EXTRANEOUS VARIABLEs. 
The major weakness of this design is its failure to control HISTORY; that 
is, you cannot rule out the possibility that it is not X but, rather, some 
simultaneous event that produces the observed change. You must also 
consider the EXTERNAL VALIDITY of the time design. Because there are 
repeated tests, perhaps there is a kind of interaction of TESTING EFFECT 
that would restrict the findings to those populations subject to repeated 
testing. However, as long as the measurements are of a typical, routine 
type used in school settings, this is not likely to be a serious limitation. 
Furthermore, a SELECTION-TREATMENT INTERACTION may occur, espe-
cially if you select some particular group that may not be typical. 
 Cook & Campbell 1966; Marczyk et al. 2005; Seliger & Shohamy 1989; Ary et al. 
2010 

 
simple linear regression 

another term for SIMPLE REGRESSION 
 
simple mixed design 

see MIXED DESIGN  
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simple random sampling 
also chance sampling 
a type of PROBABILITY SAMPLING in which each member of the POPULA-

TION under study has an equal chance of being selected and the probabil-
ity of a member of the population being selected is unaffected by the se-
lection of other members of the population, i.e., each selection is entirely 
independent of the next. As shown in Figure S.6, the method involves se-
lecting at random from a list of the population (i.e., SAMPLING FRAME). 
One common approach is to write the name of each case in the popula-
tion on a slip of paper, shuffle the slips of paper, then pull slips out until 
a sample of the desired size is obtained. For example, we could type each 
of the 1000 students’ names on cards, shuffle the cards, then randomly 
pick 200. This can also be done by tossing a coin, throwing a dice, or by 
using a TABLE OF RANDOM NUMBERS. 
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                                 Figure S.6. Schematic Representation  
of Simple Random Sampling 

 
There are two specific types of simple random sampling: sampling with 
replacement and sampling without replacement. To illustrate the differ-
ence between these two methods of sampling, let’s assume we wish to 
form a sample of two scores from a population composed of the scores 4, 
5, 8, and 10. One way would be to randomly draw one score from the 
population, record its value, and then place it back in the population be-
fore drawing the second score. Thus, the first score would be eligible for 
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selection again on the second draw. This method of sampling is called 
sampling with replacement. A second method would be to randomly 
draw one score from the population and not replace it before drawing the 
second one. Thus, the same member of the population could appear in 
the sample only once. This method of sampling is called sampling with-
out replacement. When subjects are being selected to participate in an 
experiment, sampling without replacement must be used because the 
same individual cannot be in the sample more than once. Sampling with 
replacement forms the mathematical basis for many of the inference 
tests. Although the two methods do not yield identical results, when 
sample size is small relative to population size, the differences are negli-
gible and with-replacement techniques are much easier to use in provid-
ing the mathematical basis for inference. 
Because of probability and chance, the sample should contain subjects 
with characteristics similar to the population as a whole; some old, some 
young, some tall, some short, some fit, some unfit, some rich, some poor 
etc. One problem associated with simple random sampling is that a com-
plete list of the population is needed and this is not always readily avail-
able. As a result the representativeness of a sample cannot be ensured by 
this method. Furthermore, simple random sampling is not used if re-
searchers wish to ensure that certain subgroups are present in the sample 
in the same proportion as they are in the population. To do this, research-
ers must engage in what is known as STRATIFIED SAMPLING. 
see also SYSTEMATIC SAMPLING, CLUSTER SAMPLING, AREA SAMPLING, 
MULTI-PHASE SAMPLING  
 Glass & Hopkins 1996; Cohen et al. 2011; Dörnyei 2007; Leary 2011; Lomax 2007; 
Pagano 2009 

 
simple regression 

also simple linear regression, bivariate regression 
a statistical technique for estimating or predicting a value for one DE-

PENDENT VARIABLE or criterion from one INDEPENDENT VARIABLE or 
predictor measured on INTERVAL or RATIO SCALEs. Simple regression 
analysis involves a single predictor variable and a single criterion varia-
ble. For example, we may wish to see the effect of hours of study on lev-
els of achievement in an examination, to be able to see how much im-
provement will be made to an examination mark by a given number of 
hours of study. ‘Hours of study’ is the predictor variable and ‘level of 
achievement’ is the criterion variable. Conventionally, as shown in the 
Figure S.7, one places the predictor variable in the VERTICAL AXIS and 
the criterion variable in the HORIZONTAL AXIS. There is also a regression 
line (also called correlation line, reversion line) which is an imaginary 
line drawn through the plotted points on the scatterplot of the values of 
the criterion and predictor variables so that it best describes the linear re-
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lationship between these variables. If these values are standardized 
scores the regression line is the same as the correlation line. This line is 
sometimes also called the line of best fit or best-fit line. It indicates the 
relationship between the two variables. This line is the closest straight 
line that can be constructed to take account of variance in the scores, and 
strives to have the same number of cases above it and below it and mak-
ing each point as close to the line as possible.  
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    Figure S.7. Plotted Points in Simple Regression 
 
For example, one can see that some scores are very close to the line and 
others are some distance away. One can observe that the greater the 
number of hours spent in studying, generally the greater is the level of 
achievement. This is akin to CORRELATION. The line of best fit indicates 
not only that there is a positive relationship, but also that the relationship 
is strong, i.e., the SLOPE of the line is quite steep (see SCATTERPLOT). 
When it slopes down (from top left to bottom right), there is evidence for 
a negative or inverse relationship between the variables; when it slopes 
up, a positive or direct relationship is indicated. A horizontal line indi-
cates no relationship at all between the variables. The position of the line 
is determined by the slope (the angle) and the INTERCEPT (the point 
where the line intersects the vertical axis).  
However, where regression departs from correlation is that regression 
provides an exact prediction of the value—the amount—of one variable 
when one knows the value of the other. Yet, one has to be cautious to 
predict outside the limits of the line; simple regression is to be used only 
to calculate values within the limits of the actual line, and not beyond it. 
One can observe, also, that though it is possible to construct a straight 
line of best fit, some of the data points lie close to the line and some lie a 
long way from the line; the distance of the data points from the line is 
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termed the RESIDUAL and where the line strikes the vertical axis is 
named the intercept. 
 Cohen et al. 2011; Urdan 2010, Porte 2010; Mackey & Gass 2005; Larson-Hall 2010; 
Ravid 2011 

 
simulated before-and-after design 

another term for SEPARATE-SAMPLE PRETEST-POSTTEST DESIGN 
 
simultaneous cross-sectional study 

a type of LONGITUDINAL RESEARCH which is only partially longitudinal 
because it does not involve the examination of change over time but ra-
ther across age groups. Within this design a CROSS-SECTIONAL SURVEY 
is conducted with different age groups sampled (e.g., investigating four 
different years in a school). In effect, most SURVEYs might be considered 
an example of this design since nearly all investigations gather some in-
formation about the respondents’ age. However, in a simultaneous cross-
sectional study the respondents’ age is the key sampling variable, where-
as in ordinary cross-sectional design age is just another variable to be 
controlled. This design is straightforward and economical, and because it 
yields data about changes across age groups, it can be used to examine 
developmental issues. One problem, however, is that it measures differ-
ent COHORTs, and the observed changes may not be due to the age differ-
ence but to the special experiences of a cohort (which are usually re-
ferred to as the cohort effects). Further, similar to TREND STUDY, the re-
searchers need to administer the same QUESTIONNAIRE to all the differ-
ent subgroups, which may mean that they have to devise generic items 
that cannot be too age-specific. 
 Dörnyei 2007 

 
simultaneous multiple regression 

another term for STANDARD MULTIPLE REGRESSION  
 
single-case design 

another term for SINGLE-SUBJECT EXPERIMENTAL DESIGN 
 
single-case experimental design 

another term for SINGLE-SUBJECT EXPERIMENTAL DESIGN 
 
single-factor ANOVA 

another term for ONE-WAY ANOVA 
 
single-factor between-subjects ANOVA 

another term for ONE-WAY ANOVA  
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single-factor within-subjects ANOVA 
another term for ONE-WAY REPEATED MEASURES ANOVA 

 
single-participant experimental design 

another term for SINGLE-SUBJECT EXPERIMENTAL DESIGN 
 
single-sample t-test 

another term for ONE-SAMPLE t-TEST  
 
single-sample z test 

another term for ONE-SAMPLE Z TEST 
 
single-subject design 

another term for SINGLE-SUBJECT EXPERIMENTAL DESIGN 
 
single-subject experimental design 

also single-case experimental design, single-subject design, single-
participant experimental design, single-case design 
a type of EXPERIMENTAL DESIGN in which the SAMPLE SIZE is limited to 
one participant or a few participants who are treated as one group. In 
single-subject designs, there can be no RANDOM ASSIGNMENT or use of 
CONTROL GROUPs. Obviously, the participant serves as both the TREAT-

MENT GROUP and the control group. The researcher measures partici-
pant’s behavior repeatedly during at least two different points in time, 
when a TREATMENT is not present and again when a treatment is present. 
The periods during which the treatment is not present are called baseline 
periods, and the periods during which the treatment is given are called 
treatment periods. For example, a teacher might want to know the effect 
of a certain reward (INDEPENDENT VARIABLE) (IV) on the time-on-task 
behavior (DEPENDENT VARIABLE) (DV) of a child with attention defi-
cit/hyperactivity disorder. The child’s behavior would be measured be-
fore the treatment (baseline), during the treatment, and after the treat-
ment. The data for the baseline phase would serve as the control group 
data and would be the point of comparison with the behavior exhibited 
during the treatment and posttreatment phases of the study. In addition, 
all single-subject designs include continuous measurement of behavior 
throughout all of the phases. 
Single-subject design’s distinguished feature is the rigorous study of the 
effect of interventions on an individual. Although the focus of this type 
of study is the individual subject, most of these studies include more than 
one subject. When there are multiple subjects, the data are still analyzed 
separately for each subject rather than as a group. Single-participant re-
searchers emphasize the importance of studying intraparticipant vari-
ance—variability in an individual’s behavior when s/he is in the same 
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situation. Because averages are not used, the data from single-participant 
experiments cannot be analyzed using INFERENTIAL STATISTICS such as 
t-TESTs and ANOVAs. Moreover, since data are not aggregated across par-
ticipants in single-participant research, individual differences do not con-
tribute to ERROR VARIANCE. Each individual serves as his/her own con-
trol, so comparability is not a problem.  
Single-subject experiments can be seen as true experiments because they 
can demonstrate CAUSAL RELATIONSHIPs and can rule out or make im-
plausible threats to INTERNAL VALIDITY with the same elegance of group 
research. Similar to other experimental designs, the single-subject design 
seeks to establish that changes in the DV occur following introduction of 
the IV and identify differences between study conditions. The one way 
that single-subject designs differ from other experimental designs is in 
how they establish control, and thereby demonstrate that changes in a 
DV are not due to EXTRANEOUS VARIABLEs. For example, TRUE EXPER-

IMENTAL DESIGNs rely on RANDOMIZATION to equally distribute extra-
neous variables and on statistical techniques to control for such factors if 
they are found. Alternatively, single-subject designs eliminate between-
subject variables by using only one participant, and they control for rele-
vant environmental factors by establishing a stable baseline of the DV. If 
change occurs following the introduction of the IV, the researcher can 
reasonably assume that the change was due to the intervention (i.e., the 
IV or treatment) and not to extraneous factors. However, many critics of 
single-subject research question its EXTERNAL VALIDITY, in particular its 
ability to generalize to other subjects.  
Single-case designs that use quantitative data are different from case 
studies that are used extensively in qualitative research. In the CASE 

STUDY, one or several individuals or cases (such as a student, a class-
room, or a school) are studied in-depth, usually over an extended period 
of time. Researchers employing a qualitative case study approach typi-
cally use a number of data collection methods (such as INTERVIEWs and 
OBSERVATIONs) and collect data from multiple data sources. They study 
people in their natural environment and try not to interfere or alter the 
daily routine. Data collected from these nonexperimental studies are usu-
ally in a narrative form. Case studies are, in fact, qualitative in nature and 
describe the case, as it exists, in detail. In contrast, single-case studies, 
which use an experimental approach, collect mostly numerical data and 
focus on the effect of a single IV on the DV. In other words, single-
subject research has all of the attributes of experimental research (e.g., 
hypotheses, control of variables, intervention). 
Single-subject designs are also similar to QUASI-EXPERIMENTAL DESIGNs. 
The major difference between these designs is that the quasi-
experimental designs are used with a group of subjects and data are ana-
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lyzed accordingly, whereas single-subject research is concerned with in-
dividuals. 
Well-designed single-subject research can meet the criteria for internal 
validity. However, the question of external validity—the GENERALIZA-

BILITY of experimental findings—is not as easily answered by designs 
that use only one or a few subjects. Although any one particular single-
subject study will be low in external validity, a number of similar studies 
that carefully describe subjects, settings, and treatments will build the 
case for wide application of particular treatment effects. 
The most commonly used single-subject research designs are SINGLE-
SUBJECT REVERSAL DESIGN, MULTIPLE-I DESIGN, and SINGLE-SUBJECT 

MULTIPLE-BASELINE DESIGN. 
 Marczyk et al. 2005; Lodico et al. 2010; Best & Kahn 2006; Ravid 2011; Kennedy 
2005; Ary et al. 2010 

 
single-subject multiple-baseline design 

also multiple baseline design 
a variation of SINGLE-SUBJECT EXPERIMENTAL DESIGN in which observa-
tions are made on several participants, different target behaviors of one 
or more subjects, or different situations. Thus, there are three basic de-
signs: multiple-baseline across-participants design, multiple-baseline 
across-behaviors design, and multiple-baseline across-settings design. In 
a multiple-baseline across-behaviors design, the same TREATMENT or 
intervention is applied to similar behaviors to the same individual in the 
same setting. For example, the researcher might record the number of 
times a student talked in class without permission, the number of times a 
student got out of his/her seat without permission, and the number of 
times a student hit another student. In a multiple-baseline across-
participants design, the same intervention is applied to the same or simi-
lar behaviors of different individuals in the same setting. For example, 
the same behavior of several clients, such as amount of eye contact with 
the teacher, could be recorded for two or more subjects in a preschool 
class during the baseline phase. In both cases, the treatment is the same 
across all conditions or students. In a multiple-baseline across-settings 
design, the same intervention is applied to the same behavior to the same 
individual in different settings. For example, one might want to know if a 
type of reinforcement is as effective with an individual in a math class as 
it is in a reading class. 
Experimental control in the multiple baseline results from starting the 
treatment at a different point in time for each behavior and/or person in-
volved rather than from returning to baseline. Thus, after the baseline is 
established, treatment for behavior 1 is instituted and the baseline is con-
tinued for behaviors 2 and 3. When treatment for behavior 2 is instituted, 
treatment for behavior 1 and baseline for behavior 3 are continued. Final-
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ly, treatment for behavior 3 is instituted. It is expected that each behavior 
will change in the desired direction at the point at which treatment is be-
gun, not before or after. If this happens, we have confidence that the 
treatment effected the change. 
Thus, the multiple-baseline design uses two or more basic AB units. If 
some outside event other than the treatment was the actual cause of the 
changes, it should affect all subjects or all behaviors at the same point in 
time. One assumption of this design is that treatment affects different be-
haviors specifically. Reinforcing one behavior (completing assignments 
on time) is not expected to increase another response (reading rate). The 
behaviors, or situations, must be independent (uncorrelated) for the mul-
tiple-baseline study to show interpretable effects. In actuality, independ-
ence of behavior may be difficult to attain. Modifying one behavior 
(such as talking in class) may influence other targeted behaviors (com-
pleting assignments on time). 
Overall, single-subject designs may be an important and logical alterna-
tive to RANDOMIZED EXPERIMENTAL DESIGNs. Importantly, because of 
their focus on single-subject behavior, these designs may be particularly 
suited for researchers who want to determine whether certain treatments 
are working for specific students. 
see also SINGLE-SUBJECT REVERSAL DESIGN 
 Marczyk et al. 2005; Evans & Rooney 2008; Ary et al. 2010 

 
single-subject reversal design 

a variation of SINGLE-SUBJECT EXPERIMENTAL DESIGN which measures 
behavior during three phases: before the TREATMENT or INDEPENDENT 

VARIABLE (IV) is introduced (labeled A), after introducing the treatment 
(labeled B), and again after withdrawing the treatment (labeled A). In 
this design, the participant is first observed in the absence of the IV (the 
baseline or control condition). The target behavior is measured many 
times during this phase to establish an adequate baseline for comparison. 
Then, after the target behavior is seen to be relatively stable, the IV is in-
troduced and the behavior is observed again. If the IV influences behav-
ior, we should see a change in behavior from the baseline to the treat-
ment period. So, an ABA design involves a baseline period (A), followed 
by introduction of the IV (B), followed by the reversal period in which 
the IV is removed (A).  
To rule out the possibility that apparent effects might be due to a certain 
cyclical pattern involving either MATURATION or PRACTICE EFFECT, the 
researcher may decide to introduce the same LEVEL of the IV (i.e., treat-
ment) a second time. This design would be labeled an ABAB design. To 
rule out even more complicated maturation or practice effects, the re-
searcher could extend the design even further to an ABABA design. Logi-
cally, a researcher could reintroduce then remove a level of the IV again 
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and again, as in an ABABAB or ABABABA design. Obviously, the 
more measurements that are made, the less likely it is that measured 
change is due to anything other than the intervention, or IV.  
The primary goal of single-subject reversal design is, first, to determine 
whether there is a change in the DEPENDENT VARIABLE (DV) following 
the introduction of the IV; and second, to determine whether the DV re-
verses or returns to baseline once the IV is withdrawn. This design, how-
ever, has the same limitations as its time-series counterpart (i.e., REVER-

SAL TIME-SERIES DESIGN). First, and most obviously, not all behaviors 
are reversible. Certain behaviors, such as reading, riding a bike, or learn-
ing a language, are somewhat permanent. Second, withdrawal of certain 
useful interventions or curative treatments may be unethical. To address 
this issue, many studies opt for the ABAB variant, in which the interven-
tion is repeated and is designated as the final condition. 
 Marczyk et al. 2005; Lodico et al. 2010; Leary 2011 

 
singularity 

the extreme case of MULTICOLLINEARITY in which an INDEPENDENT 

VARIABLE (IV) is perfectly predicted (a CORRELATION of ±1) by one or 
more IVS. REGRESSION models cannot be estimated when a singularity 
exists. The researcher must omit one or more of the IVs involved to re-
move the singularity. 
 Hair et al. 2010 

 
SIQR 

an abbreviation for SEMI-INTERQUARTILE RANGE 
 
situational ethnomethodology 

see ETHNOMETHODOLOGY 
 
skewed distribution  

a measure of the lack of symmetry of a DISTRIBUTION. A skewed distri-
bution, unlike a NORMAL DISTRIBUTION, is asymmetrical since the 
shapes of the upper and lower portions of the distributions are not mirror 
images of each other. Skewed distributions are characterized by having a 
peak toward one end of the distribution and a longer tail toward the oth-
er. In a positively skewed distribution such as Figure S.8, there are more 
low scores than high scores in the data; if data are positively skewed, one 
observes a clustering of scores toward the lower, left-hand end of the 
scale, with the tail of the distribution extending to the right. 
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 Figure S.8. A Positively Skewed Distribution 
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  Figure S.9. A Negatively Skewed Distribution 

 
In a negatively skewed distribution such as Figure S.9, there are more 
high scores than low scores; the hump is to the right of the graph, and the 
tail of the distribution extends to the left. Distributions obtained with 
CRITERION-REFERENCED TESTs are typically, but not necessarily, peaked 
and negatively skewed. Figure S.9 also shows the relative positions of 
the MEAN, MEDIAN, and MODE in skewed distributions. In both graphs, 
the mean is pulled toward the extreme tail and is not where most scores 
are located. Since the mean is most affected by extreme scores, it will 
have a value closer to the extreme scores than will the median. Thus, 
with a negatively skewed distribution, the mean will be lower than the 
median. With a positively skewed distribution, the mean will be larger 
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than the median. The mode is toward the side away from the extreme 
tail. Thus, of the three measures, the median most accurately reflects the 
central tendency of a skewed distribution. 
 Porte 2010; Heiman 2011; Pagano 2009 
 

slope 
an angle or steepness of a REGRESSION LINE. The slope is a number that 
indicates how slanted the regression line is and the direction in which it 
slants. Graphically, it is measured as the change in Y axis values associ-
ated with a change of one unit on X axis values. Lines with positive 
slopes are slanted up toward the right (small values on the X axis align 
with small values on the Y axis; large values on the X axis align with 
large values on the Y axis), while negative value slopes are slanted up 
toward the left. Figure S.10 shows examples of regression lines having 
different slopes. When no relationship is present, the regression line is 
horizontal, such as line A, and the slope is zero. A positive linear rela-
tionship produces regression lines such as B and C; each of these has a 
slope that is a positive number. Because line C is steeper, its slope is a 
larger positive number. A negative linear relationship, such as line D, 
yields a slope that is a negative number. 
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      Figure S.10. Examples of Slope 

 
It is important to keep in mind that although the slope of the regression 
line plays a role in determining the specific value of Y that is predicted 
from the value of X, the magnitude of the slope is not related to the mag-
nitude of the absolute value of the coefficient of correlation. A regression 
line with a large slope can be associated with a CORRELATION COEFFI-

CIENT that has a large, moderate, or small absolute value. In the same re-
spect, a regression line with a small slope can be associated with a corre-
lation coefficient that has a large, moderate, or small absolute value. 
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Thus, the accuracy of a prediction is not a function of the slope of the re-
gression line. Instead, it is a function of how far removed the data points 
or values (i.e., dots on the graph) are from the regression line. Conse-
quently, for any of the regression lines depicted in Figure S.10, the data 
points can fall on, close to, or be far removed from the regression line. 
see also INTERCEPT 
 Porte 2010; Sheskin 2011; Heiman 2011 
 

SNK test 
an abbreviation for STUDENT-NEWMAN-KEULS TEST 

 
snowball sampling  

also chain sampling, network sampling, chain referral sampling, reputa-
tional sampling 
a type of NON-PROBABILITY SAMPLING in which researchers identify a 
small number of individuals who have the characteristics in which they 
are interested. These people are then used as informants to identify, or 
put the researchers in touch with, others who qualify for inclusion and 
these, in turn, identify yet others—hence the term snowball sampling. 
Snowball sampling is, in fact, a multistage technique. It begins with one 
or a few people or cases and spreads out on the basis of links to the ini-
tial case.  
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Figure S.11. Sociogram of Friendship Relations 
 
One use of snowball sampling is to sample a network. Social researchers 
are often interested in an interconnected network of people or organiza-
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tions. The crucial feature is that each person or unit is connected with 
another through a direct or indirect linkage. This does not mean that each 
person directly knows, interacts with, or is influenced by every other per-
son in the network. Rather, it means that, taken as a whole, with direct 
and indirect links, they are within an interconnected web of linkage. Re-
searchers represent such a network by drawing a sociogram—a diagram 
of circles connected with lines (see Figure S.11). For example, Sally and 
Tim do not know each other directly, but each has a good friend, Susan, 
so they have an indirect connection. All three are part of the same friend-
ship network. The circles represent each person or case, and the lines 
represent friendship or other linkages. 
This method is also useful for sampling a POPULATION where access is 
difficult, maybe because it is a sensitive topic or where communication 
networks are undeveloped (e.g., where a researcher wishes to interview 
stand-in supply teachers—teachers who are brought in on an ad hoc basis 
to cover for absent regular members of a schools teaching staff—but 
finds it difficult to acquire a list of these stand-in teachers, or where a re-
searcher wishes to contact curriculum coordinators who have attended a 
range of in-service courses and built up an informal network of inter-
school communication). The task for the researcher is to establish who 
are the critical or key informants with whom initial contact must be 
made.  
see also CONVENIENCE SAMPLING, QUOTA SAMPLING, DIMENSIONAL 

SAMPLING, PURPOSIVE SAMPLING, SEQUENTIAL SAMPLING, VOLUNTEER 

SAMPLING, OPPORTUNISTIC SAMPLING  
 Cohen et al. 2011; Dörnyei 2007; Neuman 2007  

 
SOC 

an abbreviation for SUPPLIANCE IN OBLIGATORY CONTEXTS 
 
social constructivism  

a theory which addresses the ontological (see ONTOLOGY) and epistemo-
logical (see EPISTEMOLOGY) questions of CONSTRUCTIVISM in describ-
ing the bodies of knowledge developed over human history as social 
constructs that do not reflect an objective external world. Everything we 
know has been determined by the intersection of politics, values, ideolo-
gies, religious beliefs, language, and so on. Social constructivists chal-
lenge the scientific realist assumption that reality can be reduced to its 
component parts. Instead, they argue that phenomena must be understood 
as complex wholes that are inextricably bound up with the historical, so-
cioeconomic, and cultural contexts in which they are embedded. There-
fore, they attempt to understand social phenomena from a context-
specific perspective. Social constructivists view scientific inquiry as val-
ue-bound and not value-free. This means that the process of inquiry is in-
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fluenced by the researcher and by the context under study. This philo-
sophical perspective argues that reality is socially constructed by indi-
viduals and this social construction leads to multiple meanings. Different 
persons may bring different conceptual frameworks to a situation based 
on their experiences, and this will influence what they perceive in a par-
ticular situation. In other words, there is no one true reality, nor can one 
assume that the experiences that people have had will overlap to a large 
degree. Rather, we construct reality in accord with the concepts most ap-
propriate to our personal experiences. Thus, the researcher must attempt 
to understand the complex and often multiple realities from the perspec-
tives of the participants. The acceptance of the existence of multiple real-
ities leads social constructivists to insist that a set of initial questions 
asked in a study will likely change or be modified as these multiple reali-
ties are uncovered or reconstructed during the process of conducting re-
search. The only true way to accomplish this understanding is for the re-
searcher to become involved in the reality of the participants and interact 
with them in deeply meaningful ways. This provides an opportunity for 
mutual influence and allows the researcher to see the world through the 
eyes of the participants. The inquirer and the object of inquiry interact to 
influence one another; knower and known are inseparable. This ap-
proach, then, requires that researchers use data collection methods that 
bring them closer to the participants using techniques such as in-depth 
observations, life histories, interviews, videos, and pictures.  
 Given 2008; Lodico et al. 2010 

 
social desirability bias 

also prestige bias 
the tendency of respondents to answer questions in a manner that will be 
viewed favorably by others. social desirability bias can take the form of 
over-reporting good behavior or under-reporting bad behavior. The ten-
dency poses a serious problem with conducting research with self-
reports, especially QUESTIONNAIREs. This bias interferes with the inter-
pretation of interpreting average tendencies as well as individual differ-
ences. Questionnaire items are often transparent, that is, respondents can 
have a fairly good guess about what the desirable/acceptable/expected 
answer is, and some of them will provide this response even if it is not 
true. Questionnaire items that people are likely to answer one way or an-
other because they think that it will make them look better are called 
prestige questions. 
see also ACQUIESCENCE BIAS 
 Dörnyei 2003; Heigham & Croker 2009 

 
sociological reductionism 

see REDUCTIONISM  
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sociometry  
a PROJECTIVE TECHNIQUE for describing the social relationships among 
individuals in a group. In an indirect way, sociometry attempts to de-
scribe attractions or repulsions between individuals by asking them to 
indicate whom they would choose or reject in various situations. Thus, 
sociometry is a new technique of studying the underlying motives of re-
spondents. Under this an attempt is made to trace the flow of information 
amongst groups and then examine the ways in which new ideas are dif-
fused. Sociograms (i.e., charts) are constructed to identify leaders and 
followers. 
see also THEMATIC APPERCEPTION TEST, ROSENZWEIG TEST, ROR-

SCHACH TEST, HOLTZMAN INKBLOT TEST, TOMKINS-HORN PICTURE AR-

RANGEMENT TEST 
 Kothari 2008 

 
Solomon four-group design 

a true EXPERIMENTAL DESIGN type which is a combination of the POST-

TEST ONLY CONTROL GROUP DESIGN and PRETEST-POSTTEST CONTROL 

GROUP DESIGN. In this design, two of the groups receive the TREATMENT 
and two do not. Furthermore, two of the groups receive a pretest and two 
do not. This design can be diagramed as follows (where R = randomly 
assigned group, O = pretest and posttest, and X = TREATMENT): 

 
Experimental Group (R ) O X O
Control Group1 (R ) O O
Control Group2 (R ) X O
Control Group3 (R ) O  

 
This design with its four groups has strength because it incorporates the 
advantages of several other designs. It provides good control of the 
threats to INTERNAL VALIDITY. It has two pretested groups and two with-
out a pretest; one of the pretested groups and one of the nonpretested 
groups receive the experimental treatment, and then all four groups take 
the posttest. The first two lines control EXTRANEOUS VARIABLEs such as 
HISTORY and MATURATION, and the third line controls the pretest-
treatment interaction effect. When the fourth line is added, you have con-
trol over any possible contemporary effects that may occur between pre-
test and posttest.  
In Solomon four-group design, you can make several comparisons to de-
termine the effect of the experimental treatment. If the posttest mean of 
the experimental group (E) is significantly greater than the mean of the 
first control group (C1) and if the second control group (C2) posttest 
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mean is significantly greater than that of third control group (C3), you 
have evidence for the effectiveness of the experimental treatment. You 
can determine the influence of the experimental conditions on a pretested 
group by comparing the posttests of E and C1, or the pre-post changes of 
E and C1. You can find the effect of the experiment on an unpretested 
group by comparing C2 and C3. If the average differences between post-
test scores, E-C1 and C2-C3, are approximately the same, then the exper-
iment must have had a comparable effect on pretested and unpretested 
groups.  
The main disadvantage of this design is the difficulty involved in carry-
ing it out in a practical situation. More time and effort are required to 
conduct two experiments simultaneously, and there is the problem of lo-
cating the increased number of subjects of the same kind that would be 
needed for the four groups. Another difficulty is with the statistical anal-
ysis. There are not four complete sets of measures for the four groups. As 
noted, you can compare E and C1, and C2 and C3, but no single statistical 
procedure would use the six available measures simultaneously. It is 
suggested working only with posttest scores in a TWO-WAY ANOVA de-
sign. The pretest is considered as a second INDEPENDENT VARIABLE 
(IV), along with X. Therefore, the Solomon four-group design can be 
viewed as a very basic example of a FACTORIAL DESIGN, as it examines 
the separate effect and combined effect of more than one IV. 
see also SOLOMON THREE-GROUP DESIGN 
 Campbell & Stanley 1963; Marczyk et al. 2005; Ary et al. 2010 

 
Solomon three-group design 

a TRUE EXPERIMENTAL DESIGN which uses three groups, with RANDOM 

ASSIGNMENT of subjects to groups. The Solomon three-group design has 
the advantage of employing a second CONTROL GROUP that is not pre-
tested but is exposed to both the TREATMENT and posttest. This group, 
despite receiving the experimental treatment, is functioning as a control 
and is thus labeled control group. This design can be represented as fol-
lows (where R = randomly assigned group, O = pretest and posttest, and 
X = treatment): 
 

Experimental Group (R ) O X O
Control Group1 (R ) O O
Control Group2 (R) X O  

 
If the experimental group has a significantly higher mean on the posttest 
than does the first control group (C1), the researcher cannot be confident 
that this difference is caused by X. It might have occurred because of the 
subjects’ increased sensitization after the pretest and the interaction of 
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their sensitization and X. However, if the posttest mean of the second 
control group (C2) is also significantly higher than that of the first control 
group, then one can conclude that the experimental treatment, rather than 
the pretest-X interaction effect, has produced the difference because the 
second control group is not pretested. 
This design overcomes the difficulty inherent in PRETEST-POSTTEST 

CONTROL GROUP DESIGN—namely, the interactive effect of pretesting 
and the experimental treatment. The posttest scores for the three groups 
are compared to assess the interaction effect. 
see SOLOMON FOUR-GROUP DESIGN 
 Ary et al. 2010 

 
somer’s d 

also somer’s delta 
an asymmetric measure of association in a CONTINGENCY TABLE where 
row and column variables are measured on an ORDINAL SCALE. The 
measure is appropriate when one VARIABLE is considered dependent and 
the other independent. 
 Sahai & Khurshid 2001; Everitt & Skrondal 2010 

  
somer’s delta 

another term for SOMER’S d 
 
source list 

another term for SAMPLING FRAME  
 
space triangulation 

see DATA TRIANGULATION  
 
spatial autocorrelation 

see AUTOCORRELATION 
 
Spearman-brown prophecy formula 

see SPLIT-HALF RELIABILITY 
 
Spearman rank order correlation coefficient 

also Spearman rho correlation coefficient, Spearman rho (ρ), rho (ρ), rs 
a nonparametric bivariate measure of association between two ORDINAL 

VARIABLEs (e.g., ranked data). The Spearman rank-order correlation co-
efficient, a specialized form of the PEARSON PRODUCT-MOMENT CORRE-

LATION COEFFICIENT, is usually represented by the symbol ρ, (the lower-
case Greek letter rho). In computing Spearman rank-order correlation 
coefficient, one of the following is true with regard to the rank-order data 
that are evaluated: a) The data for both variables are in a rank-order for-
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mat, since it is the only format for which data are available; b) The origi-
nal data are in a rank-order format for one variable and in an inter-
val/ratio format for the second variable. In such an instance, data on the 
second variable are converted to a rank-order format in order that both 
sets of data represent the same level of measurement; and c) The data for 
both variables have been transformed into a rank order-format from an 
interval/ratio format, since the researcher has reason to believe that one 
or more of the assumptions underlying the Pearson product-moment cor-
relation coefficient (which is the analogous parametric correlational pro-
cedure employed FOR INTERVAL/RATIO DATA) have been violated. It 
should be noted that since information is sacrificed when interval/ratio 
data are transformed into a rank-order format, some researchers may 
elect to employ the Pearson product-moment correlation coefficient ra-
ther than Spearman rank-order correlation coefficient, even when there is 
reason to believe that one or more of the assumptions of the former 
measure have been violated. 
Spearman rank-order correlation coefficient determines the degree to 
which a monotonic relationship exists between two variables. A mono-
tonic relationship can be described as monotonic increasing (which is as-
sociated with a positive correlation) or monotonic decreasing (which is 
associated with a negative correlation). A relationship between two vari-
ables is monotonic increasing, if an increase in the value of one variable 
is always accompanied by an increase in the value of the other variable. 
A relationship between two variables is monotonic decreasing, if an in-
crease in the value of one variable is always accompanied by a decrease 
in the value of the other variable. Based on the above definitions, a posi-
tively sloped straight line represents an example of a monotonic increas-
ing function, while a negatively sloped straight line represents an exam-
ple of a monotonic decreasing function (see SCATTERPLOT). In addition 
to the aforementioned linear functions, curvilinear functions can also be 
monotonic. It should be noted that when the interval/ratio scores on two 
variables are monotonically related to one another, a linear function can 
be employed to describe the relationship between the rank-orderings of 
the two variables.  
To do the correlation, we arrange the scores on the two variables in a 
rank order from high to low and then, through computation, obtain a co-
efficient which tells us how the rankings of scores on the two variables 
are related.  
The interpretation of Spearman rho (ρ) is the same as the pearson prod-
uct-moment correlation coefficient. When used appropriately, they can 
be interpreted in essentially the same way, as indicators of the strength 
and directionality of the relationship between two variables. The Pearson 
r can be used appropriately with large SAMPLEs where we can assume 
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NORMAL DISTRIBUTIONs. The Spearman rho, on the other hand, does not 
assume that variables are normally distributed, and should thus be used 
to investigate relationships among variables with small SAMPLE SIZEs. 
Because ρ is a special case of the product-moment correlation coeffi-
cient, as the size of the sample increases, the value of ρ will approach 
that of r. There are other differences between ρ and r. Rank-order corre-
lations have to do with place in a rank order, and we assume that those 
ranks are real even if not strictly equal interval in nature. If the distances 
between ranks is radically uneven (e.g., if ranks 1 and 2 are extremely 
close and ranks 2, 3, and 5 widely spaced), then the ranks, and the order 
itself, may be meaningless. A second difference between the two types of 
correlation coefficients is that the Spearman rank-order correlation coef-
ficient should not be squared to be interpreted as the amount of VARI-

ANCE accounted for by either variable. 
 Hatch & Farhady 1982; Bachman 2004, Ho 2006; Cramer & Howitt 2004; Urdan 
2010; Sheskin 2011 

 
Spearman rho (ρ) 

another term for SPEARMAN RANK ORDER CORRELATION COEFFICIENT 
 
Spearman rho correlation coefficient 

another term for SPEARMAN RANK ORDER CORRELATION COEFFICIENT 
 
specificity of variables 

a threat to EXTERNAL VALIDITY. All experimental research is conducted 
in a specific location, at a specific time, with a specific POPULATION, 
with variables measured with a certain instrument and under a specific 
set of circumstances. The more specific the conditions are, the more lim-
ited the GENERALIZABILITY of the study. A study that is conducted with 
fourth graders in an inner-city school district, using a specific instruc-
tional approach, during the first hour of school, with a specific teacher, 
and with reading achievement measured with the ABC achievement test 
may be applicable only to a similar setting. This is one reason why often 
the purpose of research studies is to replicate previous studies with dif-
ferent groups in different settings using different measures. Any single 
study has limited generalizability, so it is often useful to replicate studies. 
However, the criticism of specificity of variables can be avoided by ran-
domly selecting persons and schools that are diverse, using measures that 
are widely regarded as reliable and valid, and using treatments that can 
be easily replicated in other settings without specialized resources or cir-
cumstances. 
see also TREATMENT DIFFUSION, RESEARCHER EFFECT, HALO EFFECT, 
HAWTHORNE EFFECT, NOVELTY EFFECT, PRETEST-TREATMENT INTERAC- 
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TION, MULTIPLE-TREATMENT INTERACTION 
 Lodico et al. 2010 

 
specific open question 

see SHORT-ANSWER ITEM 
 
speed test 

also timed test 
a test in which the examinees compete against the available time. In 
speed test, examinees are instructed to work within a limited amount of 
time. Even if they know the answers to the test items, they may not have 
enough time to attempt all items. By contrast, in a power test, the exami-
nees concentrate on the content of the test. In a power test, the time factor 
is eliminated and the examinees are given a chance to try all the items. To 
the extent a test is speed, ERROR SCOREs creep into testees’ performance 
because time limitation will make the testees rush through the items. 
Consequently, most of them will not get to all items in a relaxed envi-
ronment. Of course, an unlimited time allocation will negatively influ-
ence test results as well because the testees will work luxuriously and 
thus lose their concentration. Therefore, there should be a balance be-
tween the time allowed and the number of items.  
 Farhady et al. 1995 

 
sphericity  

also circularity 
an ASSUMPTION for REPEATED-MEASURES ANOVA. Sphericity refers to 
the need for repeated-measures ANOVAs to have HOMOGENEITY OF 

VARIANCE among difference scores. When a repeated-measures ANOVA 
is used, the assumption of independence is violated, giving rise to an ad-
ditional assumption of sphericity. This assumption requires that the vari-
ances of difference scores between conditions be roughly equal. That is, 
it measures whether differences between the variances of a single 
participant’s data are equal. In fact, sphericity is like homogeneity of 
variances assumption for the same person when we have repeated 
measures.  
More specifically, the F TEST of repeated measures ANOVA is not 
ROBUST to violations of the sphericity assumption. If this assumption is 
violated, the F VALUE from this ANOVA is positively biased (i.e., too 
liberal); this means that the calculated value will be larger than it should 
be, thus increasing the probability of a TYPE I ERROR above the nominal 
alpha level. If we were to find, for each participant, the difference be-
tween his/her score on two of the LEVELs of an INDEPENDENT VARIABLE 

(IV), then we would have a set of difference scores. We could then cal-
culate the variance of those difference scores. If we found the difference 
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scores for each pair of levels of the IV and calculated the variance for 
each set of difference scores we would be in a position to check whether 
sphericity was present in the data. It would be present if the variances of 
the difference scores were homogeneous. When an IV only has two lev-
els, and therefore DEGREES OF FREEDOM (df) = 1, there is only one set of 
difference scores and so sphericity is not an issue. When sphericity is not 
present, there are at least two possible ways around the problem. One is 
to use a MULTIVARIATE ANALYSIS OF VARIANCE. An alternative ap-
proach comes from the finding that even when sphericity is not present, 
the F RATIO calculated from a REPEATED-MEASURES ANOVA still con-
forms to the F DISTRIBUTION. However, it is necessary to adjust the df to 
allow for the lack of sphericity. Tests such as GREENHOUSE-GEISSER 

CORRECTION, HUYNH-FELDT CORRECTION, and MAUCHLY’S TEST, are 
used to compensate for possible lack of sphericity. 
 Larson-Hall 2010; Clark-Carter 2010; Tabachnick & Fidell 2007; Salkind 2007 

 
split-half reliability 

an approach to estimating the INTERNAL CONSISTENCY RELIABILITY 
based on the CORRELATION COEFFICINT between two halves of a measur-
ing instrument test (e.g., a test), which are assumed to be parallel (see 
Figure S.12). The method requires only one form of a test, there is no 
time lag involved, and the same physical and mental influences will be 
operating on the subjects as they take the two halves.  
 

Measure .87

Item 1 Item 5Item 3

Item 2 Item 6Item 4

Item 1

Item 2

Item 3

Item 4

Item 5

Item 6

 
 

Figure S.12. An Example of Split-Half Reliability 
 
A problem with this method is in splitting the test to obtain two compa-
rable halves. If, through ITEM ANALYSIS, you establish the difficulty lev-
el of each item, you can place each item into one of the two halves on the 
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basis of equivalent difficulty and similarity of content. The most com-
mon procedure, however, is to correlate the scores on the odd-numbered 
items of the test with the scores on the even-numbered items. However, 
the correlation coefficient computed between the two halves systemati-
cally underestimates the RELIABILITY of the entire test because the corre-
lation between the 50 odd-numbered and 50 even-numbered items on a 
100-item test is a reliability estimate for a 50-item test, not a 100-item 
test. 
Usually the Spearman-brown prophecy formula is applied to the result-
ing split-half reliability estimate in order to estimate the reliability of the 
full-length test rather than its separate halves because with all other fac-
tors being equal, the longer the test the higher the reliability. In using the 
spearman-brown split-half approach, it is assumed that the two halves are 
equivalent and independent of each other. Because this assumption is 
seldom exactly correct, in practice, the split-half technique with the 
Spearman-Brown correction tends to overestimate the reliability that 
would be obtained with test-retest or equivalent-forms procedures. 
Another approach to estimating reliability from spilt-halves is Guttman 
split-half method which does not assume equivalence of the halves, and 
which does not require computing a correlation between them. This split-
half reliability coefficient is based on the ratio of the sum of the vari-
ances of the two halves to the variance of the whole test. Since this esti-
mate of reliability is based on the variance of the total of test, it provides 
a direct estimate of the reliability of the whole test. Therefore, unlike the 
correlation between the halves that is the basis for the spearman-brown 
reliability coefficient, the Guttman split-half estimate does not require an 
additional correction for length. 
Split-half reliability is an appropriate technique to use when time-to-time 
fluctuation in estimating reliability is to be avoided and when the test is 
relatively long. For short tests the other techniques, such as test-retest or 
equivalent-forms, are more appropriate. The split-half procedure is not 
appropriate to use with SPEED TESTs because it yields spuriously high 
coefficients of equivalence in such tests. A speed test is one that purpose-
fully includes easy items so that the scores mainly depend on the speed 
with which subjects can respond. Errors are minor, and most of the items 
are correct up to the point where time is called. If a subject responds to 
50 items, his/her split-half score is likely to be 25-25; if another subject 
marks 60 items, his/her split-half score is likely to be 30-30, and so on. 
Because individuals’ scores on odd- and even-numbered items are very 
nearly identical, within-individual variation is minimized and the correla-
tion between the halves would be nearly perfect. Thus, other procedures 
are recommended for use with speed tests. 
 Richards & Schmidt 2010; Bachman 1990; Trochim & Donnelly 2007; Ary et al. 2010 
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split panels 
a type of LONGITUDINAL MIXED DESIGN which combines LONGITUDINAL 

and CROSS-SECTIONAL DESIGNs by including a classic panel which is ac-
companied by an additional rotating sample interviewed alongside an-
other sample of the long-term panel members who are being followed 
over time. The rotating sample is interviewed once only and never again 
and serves as a CONTROL GROUP as they are not exposed to MORTALITY 
and PANEL CONDITIONING. 
see also ROTATING PANELS, LINKED PANELS, COHORT STUDY, ACCELER-

ATED LONGITUDINAL DESIGN and DIARY STUDY 
 Dörnyei 2007; Ruspini 2002 

 
split-plot design 

another term for MIXED DESIGN  
 
split subjects pretest posttest 

another term for SEPARATE-SAMPLE PRETEST-POSTTEST DESIGN 
 
SPSS 

an abbreviation for ‘Statistical Product and Service Solutions’ (formerly 
‘Statistical Package for the Social Sciences’). SPSS is one of several 
widely used statistical packages for manipulating and analyzing data. It 
is an integrated system of computer programs designed for the analysis 
of social sciences data. It is one of the most popular of the many statisti-
cal packages currently available for statistical analysis. 
 Cramer & Howitt 2004; Ho 2006 

 
spurious variable 

another term for CONFOUNDING VARIABLE 
 
squared 

also squaring 
multiplying a number by itself. It is normally written as 2 2 or 3 2 or 3.2 2 

indicating 2 squared, 3 squared and 3.2 squared respectively. This is 
simply another way of writing 2 × 2, 3 × 3 and 3.2 × 3.2. Another way of 
saying the same thing is to say two to the POWER of two, three to the 
power of two, and three point two to the power of two. It is very com-
monly used in statistics. 
 Cramer & Howitt 2004 

 
squared multiple correlation 

another term for COEFFICIENT OF MULTIPLE DETERMINATION  
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square root 
of a number is another number which when squared gives the first num-
ber. Thus, the square root number of 9 is 3 since 3 multiplied by itself 
equals 9. The sign √ is an instruction to find the square root of what fol-
lows. It is sometimes written as 2√ and as the EXPONENT 1/2. Square 
roots are not easy to calculate by hand but are a regular feature of even 
the most basic hand-held calculators. 
 Cramer & Howitt 2004 

 
square root transformation 

a type of DATA TRANSFORMATION which involves taking the SQUARE 

ROOT of each value within a certain VARIABLE. The one caveat is that 
you cannot take a square root of a negative number. Fortunately, this can 
be easily remedied by adding a constant, such as 1, to each item before 
computing the square root. 
see also LOG TRANSFORMATION, INVERSE TRANSFORMATION 
 Marczyk et al. 2005 

 
squaring 

another name for SQUARED 
 
stacked bar chart 

see COMPOUND HISTOGRAM 
 
stakeholders 

any persons (or groups) who have an interest in your project and can be 
affected by it or who can influence its outcome. Stakeholders can there-
fore be sponsors of the project, providing the vital resources to undertake 
the work. They may be policy makers or practitioners, or the end users of 
the research findings who have an interest in the outcome and its impli-
cations. Stakeholders can be the gatekeepers to the data or facilitators to 
the research subjects and thereby vital to the viability of the project. 
They may be the subjects of the research who will participate but who 
might ultimately be the beneficiaries of the research if it leads to devel-
opments in policy and practice that affects their lives. The general public 
(and the media as communicators of the findings to them) may also have 
an interest in the research and, of course, there will be other researchers 
or the academic community in general that will be keen to learn from the 
research. Last, but by no means least, those working on the project (the 
research team or other partners) will have a stake in the project. Obvious-
ly any one person or group of persons or organizations can be a stake-
holder in more than one of the ways described above. Similarly their po-
sition may change throughout the life of a project. It is also important to 
be aware that stakeholders can adopt different stances to the research or 
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may have different attitudes towards it. Some may be enthusiastic sup-
porters or champions keen to promote the research while others may feel 
threatened by the research as it may be perceived as enquiring critically 
into their practices or the quality of the service they provide. Some who 
might be asked to assemble information for the researchers (get out files, 
produce databases and so on) may have little interest but just see the re-
search as leading to additional burdens and additional demands on their 
time. While some will accord the research high priority others will see it 
as low priority, to be involved with only if time permits. To the research-
ers the project is perhaps the most salient aspect of their working lives on 
which their careers are built. 
see also INVESTIGATOR TRIANGULATION, PEER REVIEW 
 Tarling 2006 

 
standard deviation  

also SD 
the most widely used MEASURE OF VARIABILITY of a set of data in infer-
ential statistical procedures. The best way to understand a standard devia-
tion (SD) is to consider what the two words mean. Deviation, in this case, 
refers to the difference between an individual score in a DISTRIBUTION 
and the average score for the distribution. The other word in the term SD 
is standard. In this case, standard means typical, or average. Therefore, a 
SD is the typical, or average, deviation between individual scores in a dis-
tribution and the MEAN for the distribution. The distance between each 
score in a distribution and the mean of that distribution  is called 
the deviation score, indicating the amount the score deviates from the 
mean—hence the label standard deviation. Thus, if the SAMPLE MEAN is 
47, a score of 50 deviates by +3 (47 - 50 = 3).  
The SD is calculated by taking the square root of the VARIANCE. That is, 
the square root of the sum of the squared deviations from the mean divid-
ed by the total number of scores (N) if the data set is a POPULATION or by 
N  - 1 if the data set is from a SAMPLE. This is done because the variance 
of a sample is usually less than that of the population from which it is 
drawn. In other words, dividing the sum by one less than the number of 
scores provides a less biased estimate of the population variance. Thus, 
the formula for population standard deviation (represented by σ, the low-
ercase Greek letter sigma) is:  
 

 

 
and for sample standard deviation (represented by s) is: 
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Where 
X = scores 

= mean 
N = number of scores 
Σ = sum (or add) 
 
For an illustration, consider the Table S.3. It shows the distribution of a 
set of scores. The mean of this distribution is 69. Using the same scores 
and mean, the table shows the steps required to calculate the standard de-
viation: we (a) line up each score with the mean, (b) subtract the mean 
from each score, (c) square each of the deviations (differences) from the 
mean, (d) add up all the squared values, (e) and put the values into the 
formula and calculate the result. In the example, after applying the first 
formula, the square root is around 3.87 which is the standard deviation of 
the population. We can also apply the second formula to compute the 
sample standard deviation which is 4.  
 

X –  = 
77 – 69  = 8 64
75 – 69  = 6 36
72 – 69  = 3 9
72 – 69  = 3 9
70 – 69  = 1 1
70 – 69  = 1 1
69 – 69  = 0 0
69 – 69  = 0 0
69 – 69  = 0 0
69 – 69  = 0 0
68 – 69  = -1 1
68 – 69  = -1 1
67 – 69  = -2 4
64 – 69  = -5 25
64 – 69  = -5 25
61 – 69  = -8 64

N  = 16 240  
 

Table S.3. Calculation of Standard Deviation 
 
As shown in the Table S.3, adding up the deviations including both the 
positive and negative values will yield zero. Such a result will usually be 
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obtained because typically about half of the deviations will be positive 
(above the mean) and half will be negative (below the mean). Thus, they 
will usually add to zero or a value very close to zero. To get around this 
problem each value is squared as shown in the table under . 
Then the resulting numbers can be added with a result other than zero. 
After the sum of these numbers is devided by N in the averaging process 
the result is brought back down to a score value by taking its square root. 
In other words, the square root is taken to counteract the squaring 
process that wen on earlier. 
It is clear that, if the scores are more tightly clustered around the mean, 
the SD will be smaller (Figure S.13b), while, if they are spread out fur-
ther from the mean, the SD will be larger (Figure S.13a).  
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   (a) Scores are Widely Spread                       (b) Scores are Tightly Clustered 
         from the Mean                                              around the Mean 

 
                                                                                                                                        

     Figure S.13. Two Graphs Showing Distributions with the same 
             Means but Different Standard Deviations 

 
The SD is the appropriate indicator of variability for scores that are inter-
vally scaled. In NORM-REFERENCED TESTs with large numbers of test 
scores and symmetric distributions, we will typically find that about two-
thirds of the scores occur within one SD of the mean. When we divide the 
SD by the arithmetic average of the distribution, the resulting quantity is 
known as coefficient of standard deviation which happens to be a rela-
tive measure and is often used for comparing with similar measure of 
other distributions.  
The SD is used mostly in research studies and is regarded as a very satis-
factory measure of dispersion in a distribution. It has many important 
characteristics. First, the SD gives us a measure of dispersion relative to 
the mean. This differs from the range, which gives us an absolute meas-
ure of the spread between the two most extreme scores (OUTLIERs). Se-
cond, the SD is sensitive to each score in the distribution. If a score is 
moved closer to the mean, then the SD will become smaller. Conversely, 
if a score shifts away from the mean, then the SD will increase. Third, 
like the mean, the SD is stable with regard to sampling fluctuations. If 
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samples were taken repeatedly from populations, the SD of the samples 
would vary much less from sample to sample than the range. This prop-
erty is one of the main reasons why the SD is used so much more often 
than the range for reporting variability. Finally, the SD can be manipulat-
ed algebraically. This allows mathematics to be done with it for use in 
INFERENTIAL STATISTICS. These advantages make SD and its coefficient 
a very popular measure of the scatteredness of a distribution. It is popu-
larly used in the context of estimation and HYPOTHESIS TESTING. 
 Porte 2010; Kothari 2008; Urdan 2010; Larson-Hall 2010; Bachman 2004; Ravid 
2011; Pagano 2009; Brown 2005 

 
standard error  

also SE 
a statistic used for determining the degree to which the estimate of a 
POPULATION PARAMETER is likely to differ from the computed SAMPLE 
STATISTIC. The standard error of a statistic provides an indication of how 
accurate an estimate it is of the POPULATION PARAMETER. It can be in-
terpreted as a measure of variation that might be expected to occur mere-
ly by chance in the various characteristics of samples drawn equally ran-
domly from one and the same population. Its magnitude depends on the 
SAMPLE SIZE and variability of measurements. It indicates the degree of 
uncertainty in calculating an estimate from a data set. The smaller the 
standard error, the better the sample statistic is as an estimate of the pop-
ulation parameter. One commonly used standard error is the STANDARD 

ERROR OF THE MEAN, which indicates how close the MEAN of the ob-
served sample is to the mean of the entire population.  
see also POPULATION, SAMPLE, STATISTIC 
 Richards & Schmidt 2010; Sahai & Khurshid 2001 

 
standard error of measurement  

also SEM 
an estimate of the range of scores wherein a test taker’s true score lies. 
The standard error of measurement (SEM) decreases as the RELIABILITY 
of a test increases. In practice, you usually do not have repeated 
measures for an individual but you can get an estimate of the SEM from 
one group administration of a test.  
 
The formula for SEM is: 
 

 
 
where  
SD = the STANDARD DEVIATION of test scores 
r = the reliability estimate of a test 
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Thus, using the standard deviation of the obtained scores and the reliabil-
ity of the test, we can estimate the amount of error in individual scores. If 
the aptitude test has a reliability coefficient of .96 and a standard devia-
tion of 15, then 

 
 

 
SEM tells us something about how accurate an individual’s score is on a 
test. We can use a NORMAL DISTRIBUTION to make statements about the 
percentage of scores that fall between different points in a distribution. 
Given a student’s obtained score, you use the SEM to determine the range 
of score values that will, with a given probability, include the individual’s 
true score. This range of scores is referred to as a CONFIDENCE BAND. As-
suming that the errors of measurement are normally distributed about a 
given score and equally distributed throughout the score range, you could 
be 68 percent confident that a person’s true score (the score if there were 
no errors of measurement) lies within one SEM on either side of the ob-
served score. For example, if a subject has an observed score of 105 on 
an aptitude test where the SEM is 3, you could infer at the 68 percent 
confidence level that the subject’s true score lies somewhere between 102 
and 108. Or, you can state at the 95 percent confidence level that the true 
score will fall within 1.96 (or rounded to 2) SEM of the obtained score 
(between 99 and 111). You can also use the SEM to determine how much 
variability could be expected on retesting the individual. If the subject 
could be retested on the same aptitude test a number of times, you could 
expect that in approximately two-thirds of the retests the scores would 
fall within a range of 6 points of the observed score, and in 95 percent of 
retests the scores would fall within a range of 12 points. Figure S.14 
shows the distribution of error scores (SEM of the test) and Figure S.15 
the distribution of errors around an obtained score of 105 with SEM = 3. 
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 Figure S.14. The Distribution of Error Scores When SEM = 3 
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Figure S.15. The Distribution around an Obtained 
           Score of 105 with SEM = 3 

 
The SEM and the reliability coefficient are alternative ways of expressing 
how much confidence we can place in an observed score. The reliability 
coefficients provide an indicator of the consistency of a group of scores 
or items making up a test. The SEM provides an estimate of the con-
sistency of an individual’s performance on a test. How accurate or precise 
an estimate of the true score any observed score will provide is indicated 
by the size of these two indexes of reliability. As the reliability coeffi-
cient increases, the SEM decreases; as reliability decreases, the SEM in-
creases. No one method of estimating reliability is optimal in all situa-
tions. The SEM is recommended for use when interpreting individual 
scores, and the reliability coefficient is recommended for use when com-
paring the consistency of different tests. You always want scores that are 
sufficiently consistent to justify anticipated uses and interpretations. 
 Richards & Schmidt 2010; Ary et al. 2010 

 
standard error of the estimate 

a measure of the extent to which the estimate in a SIMPLE or MULTIPLE 

REGRESSION varies from SAMPLE to sample. The standard error of the es-
timate is a measure of how accurate the observed score of the criterion is 
from the score predicted by one or more PREDICTOR VARIABLEs. The 
bigger the difference between the observed and the predicted scores, the 
bigger the standard error is and the less accurate the estimate is.  
 Cramer & Howitt 2004 

 
standard error of the mean 

a measure of the extent to which the MEAN of a POPULATION is likely to 
differ from SAMPLE to sample. The bigger the standard error of the mean, 
the more likely the mean is to vary from one sample to another. The 
standard error of the mean takes account of the size of the sample (see 
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SAMPLE SIZE) as the smaller the sample, the more likely it is that the 
sample mean will differ from the population mean. The STANDARD ER-

ROR is used to provide an estimate of the probability of the difference be-
tween the population and the sample mean falling within a specified in-
terval of values called the CONFIDENCE INTERVAL of the difference. Sup-
pose, for example, that the difference between the population and the 
sample mean is 1.20, the standard error of the mean is .20 and the size of 
the sample is 50. To work out the 95% probability that this difference 
will fall within certain limits of a difference of 1.20, we look up the criti-
cal value of the 95% or .05 two-tailed level of t for 48 DEGREES OF 

FREEDOM (50 - 2 = 48), which is 2.011. We multiply this t-VALUE by the 
standard error of the mean to give the interval that this difference can fall 
on either side of the difference. This interval is .4022 (2.011 × .20 = 
.4022). To find the lower limit or boundary of the 95% confidence inter-
val of the difference we subtract .4022 from 1.20 which gives about .80 
(1.20 - .4022 = .7978). To work out the upper limit we add .4022 to 1.20 
which gives about 1.60 (1.20 + .4022 = 1.6022). In other words, there is 
a 95% probability that the difference will fall between .80 and 1.60. If 
the standard error was bigger than .20, the confidence interval would be 
bigger. 
 Cramer & Howitt 2004 

 
standardization 

see STANDARD SCORE 
 
standardized beta (β) coefficient 

another term for STANDARDIZED PARTIAL REGRESSION COEFFICIENT 
 
standardized open-ended interview 

another term for STRUCTURED INTERVIEW 
 

standardized partial regression coefficient  
also standardized regression coefficient, standardized beta (β) coeffi-
cient 
a statistic in a MULTIPLE REGRESSION which describes the strength and 
the direction of the linear association between an INDEPENDENT VARIA-

BLE or predictor and a DEPENDENT VARIABLE or criterion. Standardized 
partial regression coefficient provides a measure of the unique associa-
tion between that predictor and criterion, controlling for or partialling out 
any association between that predictor, the other predictors in that step of 
the multiple regression and the criterion. In multiple regression output, 
the strength of the association is expressed in terms of the size of the 
standardized partial regression coefficient (symbolized by the lowercase 
Greek letter β (beta) and sometimes called a beta coefficient, or beta 
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weight) and the unstandardized partial regression coefficient 
(symbolized by its upper case equivalent B). They are partial because the 
effects of all other variables are held constant when examining beta for a 
given variable. The direction of the association is indicated by the sign of 
the REGRESSION COEFFICIENT as it is with CORRELATION COEFFICIENTs. 
No sign means that the association is positive with higher scores on the 
predictor being associated with higher scores on the criterion. A negative 
sign shows that the association is negative with higher scores on the 
predictor being associated with lower scores on the criterion. The term 
partial is often omitted when referring to partial regression coefficients. 
The standardized regression coefficient is standardized so that it can vary 
from -1 to 1 whereas the unstandardized regression coefficient can be 
greater than ±1. One advantage of the standardized coefficient is that it 
enables the size of the association between the criterion and the 
predictors to be compared on the same scale as this scale has been 
standardized to ±1. Unstandardized coefficients enable the value of the 
criterion to be predicted if we know the values of the predictors. 
Unstandardized regression coefficients are used to predict what the likely 
value of the criterion will be (e.g., second langauge proficiency) when 
we know the values of the predictors for a particular case (e.g., their 
years in education, age, gender, and so on). These two coefficients can 
be calculated from each other if the STANDARD DEVIATION of the 
criterion and the predictor are known. A standardized regression 
coefficient can be converted into its unstandardized coefficient by 
multiplying the standardized regression coefficient by the standard 
deviation of the criterion and dividing it by the standard deviation of the 
predictor. An unstandardized regression coefficient can be converted into 
its standardized coefficient by multiplying the unstandardized regression 
coefficient by the standard deviation of the predictor and dividing it by 
the standard deviation of the criterion. 
 Larson-Hall 2010; Cramer & Howitt 2004 

 
standardized regression coefficient 

another term for STANDARDIZED PARTIAL REGRESSION COEFFICIENT  
 
standardized score 

another term for STANDARD SCORE 
 
standard normal distribution 

see NORMAL DISTRIBUTION 
 
standard multiple regression  

also simultaneous multiple regression 
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a type of MULTIPLE REGRESSION which involves simply putting all the 
INDEPENDENT VARIABLEs or predictors into the model simultaneously. In 
fact, there is no ORDER EFFECT for the order in which variables are en-
tered; all the study’s predictor variables are entered into the REGRESSION 

EQUATION at once; each predictor variable is then assessed in terms of 
the unique amount of VARIANCE it accounts for. This method is useful 
for ascertaining which variables are most strongly related to the DE-

PENDENT VARIABLE or criterion taking into account their association 
with the other predictors. If standard multiple regression is used, the im-
portance of the predictor variable depends on how much it uniquely 
overlaps with the criterion variable.  
 

TOEFL score

Hours of study

MLAT 
score

Personality

b

a

c

d
e

 
 

     Figure S.16. Schematic Representation  
     of Standard Multiple Regression 

 
In Figure S.16, Modern Language Aptitude Test (MLAT) score has the 
largest unique contribution to the variance of the TOEFL score (the area 
in c), because it overlaps most with the TOEFL score only and not with 
any of the other explanatory variables. Thus, in standard regression only 
the areas of each predictor variable that overlap with the criterion varia-
ble, but not with any other variables, contribute to the overall estimation 
of how much the variables predict the response. In other words, each var-
iable is evaluated as if it had entered the regression after all other predic-
tor variables had entered.  
If one of the predictor variables is very highly correlated with another 
predictor variable, it may appear to contribute very little to the overall 
regression equation in spite of being highly correlated with the criterion 

variable. For this reason, you should consider both the CANONICAL COR-
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RELATION of the variables and the information about the unique contri-
bution made by the predictor variable from the regression analysis. 
The disadvantage of the standard regression model is that it is possible 
for a predictor variable to be strongly related to the criterion variable, 
and yet be considered an unimportant predictor, if its unique contribution 
in explaining the criterion variable is small. 
see also SEQUENTIAL REGRESSION 
 Larson-Hall 2010; Ho 2006; Pallant 2010 

 
standard score 

also standardized score 
a transformed score that expresses how far a score is from the MEAN of 
DISTRIBUTION in terms of STANDARD DEVIATION units. The process of 
converting individual RAW SCOREs in a distribution to a standard score is 
called standardization. Through a process of standardization, researchers 
are able to generate a standard score to help them understand where an 
individual score falls in relation to other scores in the distribution. For 
example, a standardized score of .75 is a score that is .75 standard devia-
tions above the mean; a standardized score of -2.43 is a score that is        
-2.43 standard deviations below the mean. Because standard scores are 
based on the standard deviation, the NORMAL CURVE can be used to de-
termine the PERCENTILE RANK or relative standing of a person’s score 
based on his/her standard score. Therefore, a standard score shows im-
mediately how well a person did in comparison with the rest of the group 
taking that measure. 
Commonly used standard scores are the T SCORE, Z SCORE. STANINE, 
CEEB, WECHSLER SCALES subtests are also other types of standard scores. 
 Lodico et al. 2010; Urdan 2010; Richards & Schmidt 2010 

 
stanine  

(derived from the words standard and nine) a type of STANDARD SCORE 
that divides a distribution into nine parts, each of which includes about 
one half of a STANDARD DEVIATION. Stanines comprise a scale with nine 
points, a mean of 5, and a standard deviation of 2. In a BELL-SHAPED 

DISTRIBUTION, stanines allow the conversion of PERCENTILE ranks into 
nine larger units. Subjects are assigned scores ranging from 1 through 9 
based on their performance. All subjects within a given stanine are con-
sidered to be equal in performance. Thus, stanine 5 includes the middle 
20 percent of the distribution; stanines 4 and 6 each include 17 percent; 
stanines 3 and 7 each include 12 percent; stanines 2 and 8 each include 7 
percent; and stanines 1 and 9 each include 4 percent of the distribution. 
Approximately one-fourth of the scores in the distribution (23 percent, to 
be exact) are in stanines 1-3, and 23 percent of the scores are in stanines 
7-9. Approximately one-half (54 percent) of the scores in the distribution 
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are contained in 4-6, the middle stanines (see Figure N.1 under the entry of 
NORMAL DISTRIBUTION). 
 Ravid 2011 

 
statement of purpose 

a subsection (usually untitled) in a RESEARCH REPORT which follows the 
LITERATURE REVIEW and further narrows the INTRODUCTION to the exact 
topic under investigation. It does so by (1) stating the purpose in such a 
way that you know precisely what the author was looking for in the 
study, (2) presenting precise research questions that clarify what was be-
ing investigated, or (3) including specific research hypotheses that are 
stated in such a way that you know exactly what was being tested or stud-
ied.  
 Brown 1988 

 
static-group comparison design 

also posttest-comparison-group design, posttest-only nonequivalent 
group design, intact group design 
a PRE-EXPERIMENTAL DESIGN which uses two or more preexisting or in-
tact (static) groups, only one of which is exposed to the EXPERIMENTAL 

TREATMENT. Put differently, this design compares the status of a group 
that has received an experimental treatment with one that has not. There 
is no provision for establishing the equivalence of the EXPERIMENTAL 

and CONTROL GROUPs. To attempt to assess the effects of the treatment, 
the researcher compares the groups on the DEPENDENT VARIABLE (DV) 
measure. This design can be represented as follows (where NR = nonran-
dom assignment, X = treatment, and O = posttest):  
 

Experimental Group (NR ) X O
Control Group (NR ) O  

 
For example, if you are working with a class and there are students in 
other sections of that same course, it is possible to establish a control 
group for the research. Students have not been randomly selected for the 
course nor randomly assigned to sections of the course. However, you 
could randomly assign the special treatment to the sections by the flip of 
a coin. Although this design uses two groups for comparison, it is flawed 
because the subjects are not randomly assigned to the groups and no pre-
test is used. The researcher makes the assumption that the groups are 
equivalent in all relevant aspects before the study begins and that they 
differ only in their exposure to treatment. 
This design may be most appealing for language experiments conducted 
in environments such as schools because it requires the least amount of 
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disruption of school routines. It involves the use of intact groups. How-
ever, the researchers have to be cautious about the generalizing (see 
GENERALIZABILITY) the results of the study beyond their experiment be-
cause the subjects in the study have not been randomly assigned to the 
two groups. Besides, there is a problem of INTERNAL VALIDITY because 
the groups may not have been equivalent to start with. There is a low 
probability that any resulting between-group differences on the DV could 
be attributed to the INDEPENDENT VARIABLE. That is, differences in per-
formance on the DV may be due to intrinsic group differences such as 
first language background, sex, exposure to the second language, the 
time of the day during which instruction takes place, the level of motiva-
tion of the groups, and the effects of different teachers on group re-
sponse. In addition to SELECTION BIAS, MATURATION and MORTALITY 
are threats to the internal validity of this design.  
One way to avoid some of these problems when using a static design is 
for the researcher to match subjects (see MATCHING) in the two groups 
for various characteristics such as placement test scores, sex, first lan-
guage, and teacher rankings to make the groups more comparable. In this 
approach, each individual in one sample is matched with an individual in 
the other sample. The matching is done so that the two individuals are 
equivalent (or nearly equivalent) with respect to a specific variable that 
the researcher would like to control. 
see also MATCHED SUBJECTS DESIGN 
 Hatch & Farhady 1982; Cohen et al. 2011; Best & Kahn 2006; Seliger & Shohamy 
1989; Ravid 2011; Ary et al. 2010; Hatch & Lazaraton 1991 

  
statistic 

a numerical value which is based on observations of the characteristics of 
a SAMPLE. A statistic computed from a sample may be used to estimate a 
parameter, the corresponding value in the POPULATION from which the 
sample is selected. Sample statistics are usually represented by letters of 
Roman alphabet such as s2 for the SAMPLE VARIANCE and s for the 
STANDARD DEVIATION of a sample. Population parameters, on the other 
hand, are usually represented by letters of the Greek alphabet such as 
POPULATION MEAN (µ, the lowercase Greek letter mu), POPULATION 

VARIANCE (σ2, read as sigma squared), and POPULATION STANDARD DE-

VIATION (σ, the lowercase Greek letter sigma).  
The distinction between population parameters or characteristics and 
sample statistics is an important one because, while we can actually 
measure the attributes of individuals in a sample, and hence can actually 
calculate sample statistics, we seldom are able to measure the attributes 
of all the individuals in a population, and hence can seldom calculate 
population parameters. Rather, we typically use the procedures of INFER-



 statistical multiple regression     627 
 

  

ENTIAL STATISTICS to estimate population parameters from sample statis-
tics. 
When choosing a statistic as an ESTIMATOR of a parameter four proper-
ties are desirable: 

 
• The statistic should be unbiased. An unbiased statistic is an estimator 

that has an expected value equal to the parameter to be estimated. The 
sample mean is an unbiased estimator of the corresponding population 
parameter.  

• The statistic should be efficient. An efficient statistic is one that is a 
better estimator in all respects than any other statistic. Both the MEDIAN 
and the mean are unbiased estimators of the population parameter µ, 
but the mean is more efficient. If we select repeated random samples of 
equal size from a defined population and plot the averages of each 
sample and the medians of each sample we would find that the averag-
es cluster closer around the population mean than do the medians. The 
sample average is therefore more efficient because any average is, in 
the long run, more likely to be closer to the population mean than a 
sample median.  

• The statistic should be sufficient. A sufficient statistic is one which uses 
the maximum amount of relevant sample information. The sample 
RANGE uses only two values in a distribution whereas the variance and 
standard deviation uses all the values. Similarly the mean uses all the 
values but the MODE uses only the most common observations. The 
mean and variance are more sufficient statistics than the mode and 
range.  

• The statistic should be resistant. A resistant statistic is the degree to 
which a statistic is influenced by OUTLIERs (extreme values) in a distri-
bution. As we have mentioned the mean is greatly influenced by ex-
treme values whereas the median is relatively uninfluenced. The medi-
an is more resistant than the mean. 
 Porte 2010; Richards & Schmidt 2010; Bachman 2004; Peers 1996 

 
statistical conclusion validity 

another term for STATISTICAL VALIDITY 
 

statistical equivalence 
see RANDOM ASSIGNMENT 

 
statistical multiple regression 

a type of MULTIPLE REGRESSION model in which the order of entry of 
INDEPENDENT VARIABLEs or predictors is based solely on statistical cri-
teria. The meaning or interpretation of the variables is not relevant. Deci-
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sions about which variables are included and which omitted from the 
equation are based solely on statistics computed from the particular 
SAMPLE drawn; minor differences in these statistics can have a profound 
effect on the apparent importance of an predictor variable. Variables that 
correlate most strongly with the DEPENDENT VARIABLE or criterion will 
be afforded priority of entry, with no reference to theoretical considera-
tions. The disadvantage of this type of regression is that the statistical 
criteria used for determining priority of entry may be specific to the 
sample at hand. For another sample, the computed statistical criteria may 
be different, resulting in a different order of entry for the same variables. 
The statistical regression model is used primarily in exploratory work, in 
which the researcher is unsure about the relative predictive power of the 
study’s predictor variables.  
Statistical regression can be accomplished through one of three methods: 
forward selection, backward deletion, and stepwise regression. In for-
ward selection, the variables are evaluated against a set of statistical cri-
teria, and if they meet these criteria, are afforded priority of entry based 
on their relative correlations with the criterion variable. The variable that 
correlates most strongly with the criterion variable gets entered into the 
equation first, and once in the equation, it remains in the equation. In 
backward deletion, the researcher starts with a large pool of predictor 
variables. Each variable is then evaluated one at a time, in terms of its 
contribution to the REGRESSION EQUATION. Those variables that do not 
contribute significantly are deleted. In stepwise regression, variables are 
evaluated for entry into the equation under both forward selection and 
backward deletion criteria. That is, variables are entered one at a time if 
they meet the statistical criteria, but they may also be deleted at any step 
where they no longer contribute significantly to the regression model. 
Stepwise regression is considered the safest procedure of the three. 
 Ho 2006; Tabachnick & Fidell 2007 

 
statistical notation  

the standardized code for symbolizing the mathematical operations per-
formed in the formulas and for symbolizing the answers we obtain. 
 Heiman 2011 

 
statistical power 

also power of a test, power 
the PROBABILITY that a study will correctly reject the NULL HYPOTHESIS 

(H0) when it is actually false. Statistical power refers to the ability of a 
statistical test to detect a significant relationship with a specified number 
of participants. In other words, it is the probability of not making a TYPE 

II ERROR. Therefore, the power of a test is 1 - β (the lowercase Greek let-
ter beta, representing Type II error). Low statistical power is the most 



 statistical power     629 
 

  

common threat to STATISTICAL VALIDITY. The presence of this threat 
produces a low probability of detecting a difference between experi-
mental and control conditions even when a difference truly exists. You 
may think of power in terms of looking through a microscope; if it has 
sufficient power to see the details, you will be able to see the true situa-
tion, but if the power is too low you will not be able to find out any use-
ful information.  
Statistical power depends on different factors. First, power is determined 
by the LEVEL OF SIGNIFICANCE (α). As α increases, power increases. 
Thus, if α increases from .05 to .10, then power will increase. This factor 
is under the control of the researcher. Second, power is determined by 
SAMPLE SIZE. As sample size n increases, power increases. Thus, if sam-
ple size increases, meaning we have a SAMPLE that consists of a larger 
proportion of the population, this will cause the STANDARD ERROR OF 

THE MEAN to decrease, as there is less SAMPLING ERROR with larger 
samples. This factor is also under the control of the researcher. In addi-
tion, because a larger sample yields a smaller STANDARD ERROR, it will 
be easier to reject H0 (all else being equal), and the CONFIDENCE INTER-

VALs generated will also be narrower. Third, power is determined by the 
size of the POPULATION STANDARD DEVIATION (σ). Although not under 
the researcher’s control, as σ increases, power decreases. Thus if σ in-
creases meaning the variability in the population is larger, this will cause 
the standard error of the mean to increase as there is more sampling error 
with larger variability. Fourth, power is determined by the difference be-
tween the true POPULATION MEAN (µ) and the hypothesized mean value. 
Although not always under the researcher’s control, as the difference be-
tween the true population mean and the hypothesized mean value in-
creases, power increases. Thus if the difference between the true popula-
tion mean and the hypothesized mean value is large, it will be easier to 
correctly reject H0. This would result in greater separation between the 
two SAMPLING DISTRIBUTIONs. Finally, power is determined by whether 
we are conducting a ONE- or a TWO-TAILED TEST. There is greater power 
in a one-tailed test, such as when µ > 100, than in a two-tailed test. This 
factor is under the researcher’s control. 
Power analysis can be used in two ways. It can be used prospectively 
during the design stage to decide on the sample size required to achieve a 
given level of power. It can also be used retrospectively once the data 
have been collected, to ascertain what power the test had. The more use-
ful approach is prospective power analysis. Once the design, α level, and 
tail of test have been decided, researchers can calculate the sample size 
they require. However, they still have the problem of arriving at an indi-
cation of the EFFECT SIZE before they can do the power calculations. It is 
important to consider power in the plan of a QUASI-EXPERIMENTAL or 
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TRUE EXPERIMENTAL DESIGN. If the power of an experiment is low, there 
is then a good chance that the experiment will be inconclusive. 
 Porte 2010; Perry 2011; Larson-Hall 2010; Clark-Carter 2010; Lomax 2007 

 
statistical regression 

also regression toward the mean 
a threat to INTERNAL VALIDITY where the difference between scores on 
the pretest and posttest is due to the natural tendency for initial extreme 
scores to move toward the average on subsequent-testing. Statistical re-
gression is a fancy name for a phenomenon found in research where par-
ticipants chosen from two opposite ends of an ability continuum, usually 
based on performance on some test, have a high probability of scoring 
closer to the middle of the continuum on the second testing without any 
outside help. This movement of scores toward the middle is referred to as 
regression toward the mean or statistical regression. For example, sup-
pose an IQ test is administered to a group of students. A few weeks later, 
the same students are tested again, using the same test. If we examine the 
scores of those who scored at the extreme (either very high or very low) 
when the test was administered the first time, we would probably discov-
er that many low-scoring students score higher the second time around, 
while many high-scoring students score lower. 
see also MORTALITY, TESTING EFFECT, INSTRUMENTATION, DIFFEREN-

TIAL SELECTION, HISTORY, MATURATION 
 Perry 2011; Ravid 2011 

 
statistical significance  

a criterion used when testing a statistical HYPOTHESIS which refers to the 
likelihood that an obtained effect, such as a difference or CORRELATION, 
could have occurred by chance alone. First, the difference between the 
results of the experiment and the NULL HYPOTHESIS is determined. Then, 
proceeding with the assumption that the null hypothesis is true, the 
PROBABILITY VALUE (p-value) of a difference that large or larger is com-
puted. Finally, this probability is compared to the SIGNIFICANCE LEVEL 

(also called alpha (α) level). If this probability is sufficiently low (i.e., 
less than or equal to the significance level), then the null hypothesis is re-
jected and the outcome is said to be statistically significant. If the p-value 
is greater than alpha level, we fail to reject the null hypothesis and the re-
sult is said to be not statistically significant. The researcher would want 
to make the significance level as small as possible in order to protect the 
null hypothesis and to avoid inadvertently making false claims. An alpha 
of .01 (compared with .05 or .10) means that the researcher is being rela-
tively careful. S/he is only willing to risk being wrong 1 in a 100 times in 
rejecting the null hypothesis when it is true (i.e., saying there is an effect 
or relationship when there really is not).  
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see also PRACTICAL SIGNIfiCANCE 
 Porte 2010 

 
statistical table  

 presentation of numerical facts usually arranged in the form of columns 
and rows. A statistical table either summarizes or displays the results of a 
statistical analysis. 
 Sahai & Khurshid 2001 

 
statistical test 

also test of significance, significance test 
a statistical procedure or any of several tests of STATISTICAL SIGNIFI-

CANCE used to test a NULL HYPOTHESIS. The test assesses the compatibil-
ity of the experimental data with the null hypothesis. The procedure re-
jects the null hypothesis if an observed difference (or a more extreme 
one) would have a small PROBABILITY if the null hypothesis were true. 
Some examples of statistical tests are t-TEST, CHI-SQUARE TEST, and F 

TEST. 
 Sahai & Khurshid 2001 

 
statistical validity  

also statistical conclusion validity, conclusion validity 
a type of VALIDITY which refers to aspects of quantitative evaluation that 
affect the accuracy of the conclusions drawn from the results of a study. 
Put differently, statistical conclusion validity refers to the appropriate use 
of statistics to infer whether an observed relationship between the INDE-

PENDENT VARIABLEs and DEPENDENT VARIABLEs in a study is a true 
cause-effect relationship or whether it is just due to chance. Any inap-
propriate use of statistics is thus a threat because it may result in an erro-
neous conclusion about the effect of the independent variable on the de-
pendent variable. Threats to statistical conclusion validity include using 
tests with low STATISTICAL POWER, which may fail to detect a relation-
ship between variables; violating the ASSUMPTIONS of STATISTICAL 

TESTs, which can lead to over- or underestimating the size and signifi-
cance of an effect; using measures with low RELIABILITY or with RE-

STRICTED RANGE of scores, both of which lessen the probability of de-
tecting a relationship; and using statistical tests that result in over- or un-
derestimations of the size of an effect. Such problems with statistical 
analysis may lead researchers to report incorrectly that a treatment has no 
effect. In that case, a difference that is real but small may be lost in the 
statistical noise. 
Statistical conclusion validity and INTERNAL VALIDITY are related be-
cause both are concerned with the relationship between treatment and 
outcome. A study may be very carefully designed and well controlled 
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(internal validity), but a statistical error can occur and lead to incorrect 
conclusions about STATISTICAL SIGNIFICANCE and EFFECT SIZEs. Thus, 
in quantitative experiments, internal validity depends substantially on 
statistical conclusion validity. 
 Ary et al. 2010 

 
statistics 

a body of mathematical techniques or procedures for gathering, organiz-
ing, analyzing, interpreting, and displaying numerical data, and making 
decisions based on data. Statistics is a basic tool for measurement, evalu-
ation, and research. 
see also DESCRIPTIVE STATISTICS, INFERENTIAL STATISTICS 
 Walliman 2006 

 
stem-and-leaf plot  

a method of displaying data in which each observation is split into two 
parts labeled the stem and the leaf. Stem-and-leaf plot presents raw data 
in a HISTOGRAM-like display and combines features of both a frequency 
table and a histogram. Histograms display data using somewhat arbitrari-
ly defined slices of the data to create the bins of the plot. Individual data 
points or values (i.e., dots on the graph) cannot clearly be seen. Stem and 
leaf plots basically display the same kind of information as a histogram 
that uses frequency counts, but use the data itself to show the distribu-
tion, and thus retain all of the data points. The method is illustrated with 
measures taken from a hypothetical study aimed at understanding how 
children acquire reading skills. A portion of the study was based on a 
measure that reflects the ability of children to identify words.  
 

58 58 58 58 58 64 64 68 72 72 72 75 75 77 77 79 80
82 82 82 82 82 84 84 85 85 90 91 91 92 93 93 93 95
95 95 95 95 95 95 95 98 98 99 101 101 101 102 102 102 102
102 103 104 104 104 104 104 105 105 105 105 105 107 108 108 110 111
112 114 119 122 122 125 125 125 127 129 129 132 134   

 

Table S.4. Word Identification Scores 
 

Table S.4 lists the observed scores in ascending order. The construction 
of a stem-and-leaf display begins by separating each value into two com-
ponents. The first is the leaf, which in this example is the number in the 
1s position (the single digit just to the left of the decimal place). For ex-
ample, the leaf corresponding to the value 58 is 8. The leaf for the value 
64 is 4, and the leaf for 125 is 5. The digits to the left of the leaf are 
called the stem. Here the stem of 58 is 5, the number to the left of 8. 
Similarly, 64 has a stem of 6 and 125 has a stem of 12. We can display 
the results for all 81 children in the Table S.5. 
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Srems Leaves
5 88888
6 448
7 22255779
8 0222224455
9 011233355555555889
10 1112222234444455555788
11 01249
12 22555799
13 24  

 

Table S.5. Stem-and-Leaf Plot 
 
There are five children who have the score 58, so there are five scores 
with a leaf of 8, and this is reflected by the five 8s displayed to the right 
of the stem 5, in the Leaves column. Two children got the score 64, and 
one child got the score 68. That is, for the stem 6, there are two leaves 
equal to 4 and one equal to 8, as indicated by the list of leaves in the dis-
play. Now look at the third row of numbers, where the stem is 7. The 
leaves listed are 2, 2, 2, 5, 5, 7, 7, and 9. This indicates that the value 72 
occurred three times, the value 75 occurred two times, as did the value 
77, and the value 79 occurred once. Notice that the display of the leaves 
gives us some indication of the values that occur most frequently and 
which are relatively rare. Like the histogram, the stem-and-leaf display 
gives us an overall sense of what the values are like. The choice of which 
digit is to be used as the leaf depends in part on which digit provides a 
useful graphical summary of the data. 
 Larson-Hall 2010; Wilcox 2003 
 

stimulated recall 
another term for RETROSPECTIVE PROTOCOL 

 
stochastic variable 

another term for CHANCE VARIABLE 
 

strata 
see STRATIFIED SAMPLING 

 
stratified purposive sampling 

see PURPOSIVE SAMPLING 
 
stratified random sampling 

another term for STRATIFIED SAMPLING  
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stratified sample 
see STRATIFIED SAMPLING 

 
stratified sampling 

also stratified random sampling 
a type of PROBABILITY SAMPLING which involves dividing the POPULA-

TION into two or more homogenous groups, known as strata, each group 
containing subjects with similar characteristics. A stratum is a subset of 
the population that shares a particular characteristic. If the population 
from which a SAMPLE is to be drawn does not constitute a homogeneous 
group, then stratified sampling technique is applied so as to obtain a rep-
resentative sample. In this technique, the population is stratified into a 
number of non-overlapping subpopulations or strata and sample items 
are selected from each stratum. The procedure gives every individual in a 
stratum an equal and independent chance of appearing in the sample. The 
strata are formed such that they are internally homogenous, but differ 
from one another with respect to some characteristics of interest. 
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                              Figure S.17. Schematic Representation  
                                of a Proportional Stratified Sampling 
 
A sample consisting of random samples selected from each stratum or 
subpopulation of a population is called a stratified sample. It is used to 
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ensure that each subpopulation of a large heterogeneous population is 
appropriately represented in the sample.  
There are two main ways in which stratified sampling can be conducted: 
proportionately and disproportionately. As shown in Figure S.17, propor-
tional stratified sampling attempts to choose cases that represent the 
proportion of each of the subgroups. For example, if you wanted to sam-
ple 100 second language learners and the population consisted of 25% 
Japanese, 50% Iranian, and 25% Chinese, a proportionate stratified sam-
ple would be 25 Japanese, 25 Chinese, and 50 Iranian. In a dispropor-
tionate stratified sampling you would use a different ratio. Note that 
stratification can be used in conjunction with systematic as well as simple 
random sampling. 
A stratified random sample is a useful blend of randomization and cate-
gorization, thereby enabling both a quantitative and qualitative piece of 
research to be undertaken. A quantitative piece of research will be able to 
use analytical and INFERENTIAL STATISTICS, whilst a qualitative piece of 
research will be able to target those groups in institutions or clusters of 
participants who will be able to be approached to participate in the re-
search. 
see also SIMPLE RANDOM SAMPLING, SYSTEMATIC SAMPLING, CLUSTER 

SAMPLING, AREA SAMPLING, MULTI-PHASE SAMPLING 
 Cohen et al. 2011; Dörnyei 2007; Perry 2011; O’Leary 2004 

 
structural equation modeling 

also covariance structure analysis, SEM 
a sophisticated and complex set of multivariate statistical procedures 
which can be used to carry out FACTOR ANALYSIS and PATH ANALYSIS to 
test a researcher’s theoretical model that involves both a manifest (ob-
served) and latent (unobserved) variables. Structural equation modeling 
(SEM) is a powerful analytic procedure that combines the capability of 
path analysis to investigate relationships among multiple INDEPENDENT 

and DEPENDENT (observed) VARIABLEs with the capability of factor 
analysis to investigate relationships between observed and unobserved 
variables, or factors, and the relationships among factors. SEM is theory 
driven; that is, when a researcher employs SEM to test a theory, there is 
a strong need for justification for the specification of the dependence re-
lationships; theory provides this justification.  
In its most general form, SEM consists of two parts: the ‘measurement 
model’ and the ‘structural equation model’. The measurement model 
which specifies the rules governing how the latent variables are meas-
ured in terms of the observed variables, and it describes the measurement 
properties of the observed variables. That is, measurement models are 
concerned with the relations between observed and latent variables. Such 
models specify hypotheses about the relations between a set of observed 
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variables, such as ratings or QUESTIONNAIRE items, and the unobserved 
variables or constructs they were designed to measure. 
The structural equation model is a flexible, comprehensive model that 
specifies the pattern of relationships among independent and dependent 
variables, either observed or latent. It incorporates the strengths of MUL-

TIPLE REGRESSION analysis, factor analysis, and MULTIVARIATE ANOVA 
in a single model that can be evaluated statistically. Moreover, it permits 
directional predictions among a set of independent or a set of dependent 
variables, and it permits modeling of indirect effects. 
Of the two models, the structural model is of greater interest to the re-
searcher, because it offers a direct test of the theory of interest. The 
measurement model is important as it provides a test for the reliability of 
the observed variables employed to measure the latent variables. A 
measurement model that offers a poor fit to the data suggests that at least 
some of the observed indicator variables are unreliable, and precludes the 
researcher from moving to the analysis of the structural model. 
The usefulness of SEM in research is distinguished by three following 
characteristics: 
 
1) It provides a method of dealing with multiple relationships simulta-

neously. Model testing via path analysis can be carried out with the 
conventional multiple regression technique. That is, PATH COEFFI-

CIENTs can be estimated by regressing the ENDOGENOUS VARIABLE 
on to the EXOGENOUS VARIABLEs, and then repeating the procedure 
by treating the exogenous variables as endogenous variables. Such a 
method, however, is typically piecemeal in nature and does not pro-
vide information regarding the hypothesized model’s goodness-of-fit 
(see GOODNESS-OF-FIT TEST). Without information about the model’s 
goodness-of-fit, it is difficult to assess the adequacy of the theory un-
derlying the hypothesized model. SEM, on the other hand, is able to 
estimate the multiple and interrelated dependence relationships simul-
taneously. Because it tests the model as a whole, rather than in a 
piecemeal fashion, statistics can be calculated to show the goodness-
of-fit of the data to the hypothesized model. 

2) It is able to represent unobserved concepts in the analysis of depend-
ence relationships. Although multiple regression can be used to ana-
lyze relationships between variables, its use is limited to the analysis 
of those variables that can only be directly observed (or measured). 
SEM, on the other hand, has the ability to incorporate latent variables 
in the analysis. For example, a researcher wants to investigate the pat-
tern of relationships between three psychological constructs: aggres-
sion, authoritarianism, and intelligence. All three constructs cannot be 
directly observed and, therefore, cannot be directly measured. They 
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are measured indirectly using various types of scale items, from ques-
tionnaires and inventories. Based on the responses to these scale 
items, the magnitude of these latent variables can be estimated. This 
is similar to factor analysis, in which highly interrelated clusters of 
scale items are identified as latent factors. SEM can then be used to 
estimate paths between latent factors rather than between variables. 

3) It improves statistical estimation by accounting for MEASUREMENT 

ERROR in the estimation process. The univariate and multivariate 
techniques all assume that there is no error associated with the meas-
urement of variables. That is, these techniques assume that variables 
in the analyses are error-free. Although this is an unrealistic assump-
tion, many if not most researchers, regrettably, act as if this is indeed 
the case for their data. We know from both theoretical and practical 
perspectives that concepts can seldom be measured perfectly, either 
because of inaccurate responses by the respondents, or because of 
problems associated with the operationalization of the concepts. Con-
sequently, measured variables usually contain at least moderate 
amounts of error, and when such measures are used in univariate and 
multivariate models (e.g., ANOVA, ANCOVA, MANOVA, and multiple 
regression), the coefficients obtained will be biased, most often in un-
known degree and direction. SEM, on the other hand, uses scores on 
the measured or MANIFEST VARIABLEs to develop estimates of the in-
dividual’s scores on the underlying construct, or latent variables. As 
these estimates are derived on the basis of the common or shared var-
iance among the measured variables, scores on the latent variables are 
unaffected by random measurement error. Thus, when these variables 
are used in SEM analysis, the potentially biasing effects of random 
measurement error on the results are removed. The net result is that 
the statistical estimation process is improved, because the structural 
paths between latent variables are relatively free of the unreliabilities 
of their measurement indicators. 

 Bachman 2004; Ho 2006; Clark-Carter 2010; Leary 2011 
 
structuralism 

a theoretical concept that has been interpreted in a number of different 
ways, but a common theme is the prioritization of the explanatory power 
of linguistic, social, and economic structures over individual AGENCY 
and meaning. Emphasis is also placed on underlying processes and sys-
tems that determine individual action. In relation to the practice of re-
search, structuralism can be associated with POSITIVISM, which focuses 
on the methodology utilized by physical science applied to the social 
field, and to CRITICAL REALISM, which concentrates on a more qualita-
tive engagement between conceptual DECONSTRUCTION and reconstruc-
tion in the social arena. Associations between structuralism and positiv-
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ism can take a number of different forms, but commonalities include an 
emphasis on rational inquiry and on uncovering cause and effect, the 
achievement of OBJECTIVITY, and the production of value-free 
knowledge, which is regarded as factual and incontrovertible. Structural-
ist and positivist research methodologies predominantly utilize quantita-
tive orientations. These orientations clearly have a different emphasis on 
qualitative approaches, but they can be used alongside qualitative data 
collection methods and data analysis techniques to interrogate research 
questions in different ways.  
 Given 2008 

 
structured interview 

also standardized open-ended interview 
an INTERVIEW in which the organization and procedure of the interview, 
as well as the topics to be asked about, the questions, and the order in 
which they will be presented, have all been determined in advance. 
Structured interview involves a prescribed set of questions which the re-
searcher asks in a fixed order, and which generally require the interview-
ee to respond by selection of one or more fixed options. This means that 
the sequence and wording of the questions are determined by means of a 
pre-prepared elaborate INTERVIEW GUIDE and the interviewer is left little 
freedom to make modifications. All respondents are asked the same 
questions with the same wording and in the same sequence. The stimulus 
is therefore the same for all respondents. Such tightly controlled inter-
views ensure that the interviewee focuses on the target topic area and 
that the interview covers a well-defined domain, which makes the an-
swers comparable across different respondents. This method ensures rap-
id data coding and analysis, easy quantification of data and consequent 
comparability of responses and guaranteed coverage of the area of inter-
est to the research.  
However, in a structured interview there is generally little room for vari-
ation or spontaneity in the responses because the interviewer is to record 
the responses according to a coding scheme. There is also very little flex-
ibility in the way questions are asked because by adopting a standardized 
format it is hoped that nothing will be left to chance. Structured inter-
views are used in situations where a QUESTIONNAIRE would in theory be 
adequate except that for some reason the written format is not feasible 
(e.g., because of the low level of literacy amongst the participants).  
see also ETHNOGRAPHIC INTERVIEW, NON-DIRECTIVE INTERVIEW, UN-

STRUCTURED INTERVIEW, SEMI-STRUCTURED INTERVIEW, INTERVIEW 

GUIDE, INFORMAL INTERVIEW, TELEPHONE INTERVIEW, FOCUS GROUP 
 Cohen et al. 2011; Corbetta 2003; Brewerton & Millward 2001; Dörnyei 2007; 
Mackey & Gass 2005  
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structured observation  
see OBSERVATION 

 
structured questionnaire 

a type of QUESTIONNAIRE which is used when researchers have a clear 
idea about the range of possible answers they wish to elicit. Structured 
questionnaire will involve precise wording of questions, which are asked 
in a fixed order and each one of which is likely to require respondents to 
answer one of a number of alternatives that are presented to them. There 
are a number of advantages of this approach to asking questions. Firstly, 
respondents could fill in the questionnaire themselves, which means that 
it could save the researcher’s time both in interviewing and in travelling 
to where the respondent lives. Secondly, a standard format can minimize 
the effect of the way in which a question is asked of the respondent and 
on his/her response. Without this check any differences that are found 
between people’s responses could be due to the way the question was 
asked rather than any inherent differences between the respondents. A 
third advantage of this technique is that the responses are more immedi-
ately quantifiable. For example, respondents can be said to have scored 1 
if they said that they strongly agreed with the statement and 5 if they 
strongly disagreed. 
 Clark-Carter 2010 

 
studentized maximum modulus 

see STUDENTIZED RANGE TEST 
 
Studentized range 

another term for STUDENTIZED RANGE TEST 
 

studentized range statistic 
another term for STUDENTIZED RANGE TEST 

 
studentized range test 

also studentized range statistic, studentized range, q 
a statistic which is used in some MULTIPLE COMPARISON TESTs (e.g., 
TUKEY’S TEST, NEWMAN-KEULS TEST, GAMES-HOWELL MULTIPLE COM-

PARISON). Studentized range statistic is the difference or range between 
the smallest and the largest mean divided by the standard error of the 
range of means which is the SQUARE ROOT of the division of the ERROR 

MEAN SQUARE by the number of cases in a group.  
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The distribution of this statistic depends on two sets of DEGREES OF 

FREEDOM, one for the number of means being compared, and the other 
for the error mean square. With four groups of three cases each, the de-
grees of freedom for the number of groups being compared are 4 and for 
the error mean square is the number of cases minus the number of 
groups, which is 8 (12 - 4 = 8). Studentized range test is contrasted with 
the studentized maximum modulus, which is the maximum absolute 
value of the group means divided by the standard error of the means. 
see also STANDARD ERROR OF THE MEAN 
 Cramer & Howitt 2004; Everitt & Skrondal 2010 

 
Student-Newman-Keuls test 

another term for NEWMAN-KEULS TEST 
 
Student’s t distribution 

another term for t DISTRIBUTION 
 
Student’s t statistic 

another term for t STATISTIC  
 
Student’s t-test 

another term for t-TEST 
 
study design 

another term for RESEARCH DESIGN 
 
subject attrition 

another term for MORTALITY 
 
subject descriptor 

another term for FACTUAL QUESTION 
 
subjectivism 

a certain way of conceptualizing subjectivity. Subjectivity is what makes 
us subjects rather than objects. Subjectivism includes processes denoted 
by the terms mental, mind, conscious, experience, will, intentionality, 
thinking, feeling, remembering, interpreting, understanding, learning, 
and psyche. These subjective processes comprise the activity of subjects. 
Without subjectivity, we would only be physical objects devoid of activi-
ty. Subjectivism dominates qualitative methodology. It construes interac-
tions between researcher and subjects (through INTERVIEWs in particular) 
and the active interpretation of data—which are central features of QUAL-

ITATIVE RESEARCH—as a license for the free exercise of subjective pro-
cesses. The subject is free to express whatever subjective idea s/he de-
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sires, and the researcher is free to subjectively interpret data. The subjec-
tivistic tendency in qualitative research (which is contradicted by OBJEC-

TIVISM) claims that the world, including the psychological world of sub-
jects, is unknowable. Consequently, the researcher constructs an impres-
sion of the world as s/he sees it, without regard for whether this subjec-
tive impression corresponds to any reality beyond.  
In qualitative research, one way of dealing with subjectivity is through 
multiplicity of approach (see TRIANGULATION).   
 Given 2008; Davies & Elder 2004 

 
subject variable 

a term which is sometimes used to describe the characteristics of subjects 
or participants which are not manipulated such as their gender, age, so-
cio-economic status, abilities and personality characteristics. A distinc-
tion may be made between subject variables, which have not been ma-
nipulated, and INDEPENDENT VARIABLEs, which have been manipulated. 
 Cramer & Howitt 2004 

 
subtle realism 

a middle ground between the NAIVE REALISM and the RELATIVISM. Sub-
tle realism shares the naive realist ONTOLOGY that the world consists of 
independent phenomena but argues that we do not have direct access to 
them. In terms of EPISTEMOLOGY, subtle realism agrees with naive real-
ism that the world is knowable but adds that our understanding always 
relies on cultural assumptions and is, at best, a selective representation; 
that is, one of many possible valid accounts. This is a correspondence 
theory of truth but one that allows that, because we have no direct access 
to reality, we can never have absolutely certain knowledge. Hence, subtle 
realism requires that researchers make explicit the relevances on which 
their accounts are based. For example, accounts must be plausible given 
our existing knowledge, have credibility as the kinds of accounts that 
might reasonably be expected given the conditions of the research, and 
have relevance to issues of human concern.  
see also SCIENTIFIC REALISM, ANALYTIC REALISM, CRITICAL REALISM 
 Given 2008 

 
summated scale 

another term for LIKERT SCALE 
 
summative evaluation 

also outcome evaluation 
a type of EVALUATION RESEARCH which focuses on gathering specific 
kinds of outcome data, such as test scores and final results to determine 
whether the program has met its overall goals, and might also assess the 
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overall effects of the program both intended and unintended. The goal is 
to provide information that can assess the effectiveness, efficiency, and 
ethicality of the change strategy in question. Summative evaluations 
summarize it by describing what happens subsequent to delivery of the 
program or technology; assessing whether the object can be said to have 
caused the outcome; determining the overall impact of the causal factor 
beyond only the immediate target outcomes; and estimating the relative 
costs associated with the object. Examples of summative evaluations are 
changes in second language students reading scores, number of people 
served by the program, and job satisfaction ratings.  
 Trochim & Donnelly 2007; Lodico et al. 2010; Richards & Schmidt 2010; O’Leary 
2004 

 
sum of squares  

also SS 
the sum of squared deviations around a particular MEAN, i.e., either the 
GRAND MEAN or the individual group mean. 
 Sahai & Khurshid 2001 

 
sum of squares between groups  

also between-groups sum of squares, SSBG 
the sum of the squared deviations of the group MEANs (the mean of all the 
scores in a particular group) from the GRAND MEAN. It is calculated by 
subtracting each group mean from the grand mean, squaring these differ-
ences for all items, and then summing them. The between-groups sum of 
squares is the numerator of the equation that represents BETWEEN-
GROUPS VARIABILITY (i.e., the equation that represents the amount of 
variability between the means of the k groups) 
 Sahai & Khurshid 2001; Sheskin 2011 

 
sum of squares for columns 

also column sum of squares 
the variability between TREATMENTs, which are represented in the col-
umns, calculated as the sum of the squared deviations of the column 
MEANs from the GRAND MEAN, weighted by the number of cases in the 
column. 
 Sahai & Khurshid 2001 

 
sum of squares for error 

the variability due to individual differences between subjects, MEASURE-

MENT ERRORs, uncontrolled variations in experimental procedures, and so 
on, calculated by subtracting the SUM OF SQUARES FOR ROWS, COLUMNS, 
and INTERACTION from the TOTAL SUM OF SQUARES. 
 Sahai & Khurshid 2001  
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sum of squares for interaction 
also interaction sum of squares 
the variability due to the INTERACTION between the two experimental 
FACTORs. 
 Sahai & Khurshid 2001 

 
sum of squares for rows 

also row sum of squares 
the variability between blocks of subjects, which are represented in the 
rows, calculated as the sum of the squared deviations of the row MEANs 
from the GRAND MEAN, weighted by the number of cases in the row. 
 Sahai & Khurshid 2001 

 
sum of squares for total 

also total sum of squares, SST 
the overall sum of squared deviations within all the groups. Total sum of 
squares is obtained by subtracting each individual value from the MEAN 
of all values, squaring, and summing these values. 
 Sahai & Khurshid 2001; Sheskin 2011 

 
sum of squares for treatment 

also treatment sum of squares 
the sum of the squared deviations between each treatment MEAN and the 
GRAND MEAN. It is the component of the TOTAL SUM OF SQUARES that 
can be attributed to possible differences among the treatments. 
 Sahai & Khurshid 2001 

 
sum of squares regression 

also regression sum of squares (SSR) 

sum of the squared differences between the MEAN and predicted values of 
the DEPENDENT VARIABLE for all observations. It represents the amount 
of improvement in explanation of the dependent variable attributable to 
the INDEPENDENT VARIABLE(s). 
 Hair et al. 2011 

 
sum of squares within groups 

also within-groups sum of squares, SSWG 
the overall sum of squared deviations within all the groups. It is obtained 
by subtracting each score from its group MEAN (the mean of all the 
scores in a particular group), squaring these differences, and then sum-
ming them. The within-groups sum of squares is the numerator of the 
equation that represents WITHIN-GROUPS VARIABILITY (i.e., the equation 
that represents the average amount of variability within each of the k 
groups, which represents error variability). 
 Sahai & Khurshid 2001; Sheskin 2011  
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suppliance in obligatory contexts 
also SOC 
a coding unit for oral and written data. Some language acquisition stud-
ies have focused on grammatical accuracy with respect to specified lin-
guistic features. A researcher may be interested in whether a learner has 
acquired a particular grammatical form such as the simple past tense, the 
progressive -ing, or the third person singular s. The learner’s level of ac-
quisition can be measured in terms of how often these features are sup-
plied where they are required. For example, in the sentence ‘He is sing-
ing right now’, the -ing is required because this is a context in which the 
progressive form is obligatory. Suppliance in obligatory contexts was 
first used in early studies of the acquisition of grammatical morphemes 
by children acquiring English as their first language, but it has also been 
applied in second language studies.  
see also T-UNITS, CHAT 
 Mackey & Gass 2005 

 
suppressor variable 

also masking variable 
a VARIABLE in a REGRESSION ANALYSIS that is not correlated with the 
DEPENDENT VARIABLE or criterion, but that is still useful for increasing 
the size of the MULTIPLE CORRELATION COEFFICIENT by virtue of its cor-
relations with other INDEPENDENT VARIABLEs or predictors. This predic-
tor variable is called a suppressor variable because it suppresses variance 
that is irrelevant to prediction of the criterion variable. Thus, a suppressor 
variable is defined not by its own REGRESSION WEIGHT, but by its en-
hancement of the effects of other variables in the set of predictor varia-
bles. It is a suppressor only for those variables whose regression weights 
are increased. Another type of suppression is reciprocal suppression (al-
so called cooperative suppression), in which predictor variables correlate 
positively with the criterion variable and correlate negatively with each 
other (or vice versa). Both predictor variables end up with higher CORRE-

LATIONs with the criterion variable after each predictor variable is adjust-
ed for the other.  
A third type of suppression occurs when the sign of a regression weight 
of a predictor variable is the opposite of what would be expected on the 
basis of its correlation with the criterion variable. This is negative sup-
pression (also called net suppression). Prediction still is enhanced be-
cause the magnitude of the effect of the predictor variable is greater (alt-
hough the sign is opposite) in the presence of the suppressor. 
In output, the presence of a suppressor variable is identified by the pattern 
of REGRESSION COEFFICIENTs and correlations of each predictor variable 
with the criterion variable. Compare the simple correlation between each 
predictor variable and the criterion variable in the CORRELATION MATRIX 
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with the STANDARDIZED REGRESSION COEFFICIENT (beta weight) for the 
predictor variable. If the beta weight is significantly different from zero, 
either one of the following two conditions signals the presence of a sup-
pressor variable: (1) the absolute value of the simple correlation between 
predictor variable and criterion variable is substantially smaller than the 
beta weight for the predictor variable, or (2) the simple correlation and 
beta weight have opposite signs. There is as yet no STATISTICAL TEST 
available to assess how different a regression weight and a simple corre-
lation need to be to identify suppression. 
It is often difficult to identify which variable is doing the suppression if 
there are more than two or three predictor variables. If you know that a 
suppressor variable is present, you need to search for it among the regres-
sion coefficients and correlations of the predictor variables. The suppres-
sor is among the ones that are congruent, where the correlation with the 
criterion variable and the regression coefficients are consistent in size and 
direction. One strategy is to systematically leave each congruent predictor 
variable out of the equation and examine the changes in regression coef-
ficients for the predictor variable(s) with inconsistent regression coeffi-
cients and correlations in the original equation.  
If a suppressor variable is identified, it is properly interpreted as a varia-
ble that enhances the importance of other predictor variables by virtue of 
suppression of irrelevant variance in them. 
 Tabachnick & Fidell 2007; Howitt & Cramer 2011; Everitt & Skrondal 2010 

 
survey  

another term for SURVEY RESEARCH 
 

survey research 
also survey 
a set of methods used to gather data in a systematic way from a range of 
individuals, organizations, or other units of interest. Specific methods 
may include QUESTIONNAIRE, INTERVIEW, FOCUS GROUP, or OBSERVA-

TION. Many studies using more than one data collection method will in-
clude a survey method. For example, a quantitatively oriented question-
naire could be used to generate general understanding of a set of related 
questions, to identify interview questions for deeper qualitative investiga-
tion, and to identify possible interview participants. Alternatively, a ques-
tionnaire could be used to confirm the GENERALIZABILITY of results from 
a small interview study to a larger, more statistically representative SAM-

PLE. Surveys can be exploratory, in which no assumptions or models are 
postulated, and in which relationships and patterns are explored (e.g., 
through CORRELATION, REGRESSION, and FACTOR ANALYSIS). They can 
also be confirmatory, in which a model, CAUSAL RELATIONSHIP or HY-

POTHESIS is tested. Surveys can be descriptive or analytic. Descriptive 
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surveys simply describe data on variables of interest, while analytic sur-
veys operate with hypothesized predictor variables that are tested for their 
influence on DEPENDENT VARIABLEs. 
Survey research is common because it is so flexible, open to researchers 
taking quantitative as well as qualitative approaches. Survey methods can 
answer a wide range of research questions, from the ‘who’ and ‘what’ to 
the ‘how’ and ‘why’. Because of this flexibility, survey research is ap-
pealing to inexperienced researchers and is, therefore, open to careless 
design and data collection practices. However, trustworthy survey re-
search requires careful consideration of design and research conduct. 
Although some researchers believe survey research to be a wholly quanti-
tative approach, this opinion is not universally shared. Data gathered 
from any survey method may be entirely quantitative, may be largely 
qualitative, or may be a mixture. For example, OPEN-ENDED QUESTIONs 
on a questionnaire or asked in an interview will produce text that may be 
analyzed qualitatively. Qualitative data gathered in survey methods tends 
to be in text form, such as narrative responses to open-ended questions 
posed in an interview or written responses to a comments item on a ques-
tionnaire.  
Generally, surveys are also classified according to the time of data collec-
tion: LONGITUDINAL SURVEYs, which study changes across time, and 
CROSS-SECTIONAL SURVEYs, which focus on a single point in time. 
see also DESCRIPTIVE RESEARCH 
 Brown 2001; Dörnyei 2003; McKay 2006; Given 2008 

 
switching-replications design 

one of the strongest of the TRUE EXPERIMENTAL DESIGNS. When the cir-
cumstances are right for this design, it addresses one of the major prob-
lems in experimental designs: the need to deny the TREATMENT to some 
participants through RANDOM ASSIGNMENT. The design notation indi-
cates that this is a two-group design with three waves of measurement. 
You might think of this as two pre-post, treatment-control designs graft-
ed together. That is, the implementation of the treatment is repeated or 
replicated. In the repetition of the treatment, the two groups switch roles; 
the original CONTROL GROUP becomes the TREATMENT GROUP in phase 
two; whereas the original treatment acts as the control. By the end of the 
study, all participants have received the treatment.  
This design can be diagramed as follows (where R = random assign-
ments of subjects, X = treatment, and O = pretest and posttest): 
 

Experimental Group (R ) O X O O
Control Group (R ) O O X O  
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The switching-replications design is most feasible in organizational con-
texts where treatment is repeated at regular intervals. For instance, it 
works especially well in schools that are on a semester system. All stu-
dents are pretested at the beginning of the school year. During the first 
semester, Group A receives the treatment, and during the second semes-
ter, Group B gets it. 
 Trochim & Donnelly 2007 

 
switch-over design 

another term for COUNTER BALANCED DESIGN 
 
symbolic interactionism  

also SI 
a sociological and social-psychological perspective grounded in the 
study of the meanings that people learn and assign to the objects and ac-
tions that surround their everyday experiences. The term symbolic inter-
actionism is comprised of two concepts: symbol and interaction. Symbol 
refers to any social object (e.g., a physical object, a gesture, or a word) 
that stands in place of or represents something else. Symbols are a 
uniquely human creation. Interaction highlights the significance of inter-
personal communication in transmitting the meaning of symbols. 
Through interaction, culture arises. Central to social behavior is the no-
tion of meaning. Human interaction with the world is mediated through 
the process of meaning-making and interpretation. For interactionists, 
humans are pragmatic actors who continually adjust their behavior to the 
actions and reactions of other actors. People can adjust to these actions 
only because humans are able to interpret the actions of others; that is, 
humans are capable of denoting actions symbolically and treating these 
actions, and those who perform them, as symbolic objects. This process 
of adjustment is aided by human’s ability to imaginatively rehearse al-
ternative lines of action before acting—as if performing before an imagi-
nary audience. The process is further aided by the ability to think about 
and to react to one’s own actions and even oneself as a symbolic object. 
Thus, the interactionist sees humans as active, creative participants who 
construct their social world, not as passive, conforming objects of social-
ization. 
The essential tenets of symbolic interactionism are that:  
 
• People interpret the meaning of objects and actions in the world and 

then act upon those interpretations. 
• Meanings arise from the process of social interaction. 
• Meanings are handled in, and are modified by, an interactive process 

used by people in dealing with the phenomena that are encountered. 
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Therefore, meanings are not fixed or stable but are revised on the basis 
of experience. This includes the definition of self and of who we are. For 
example, if someone is promoted from supervisor to manager their per-
ception of themselves and the company may change, which in turn leads 
to changes in the meaning of objects, and thereby to changes in behavior. 
In order to understand this process, researchers have to study a subject’s 
actions, objects, and society from the perspective of the subject them-
selves. In practice, this can mean entering the field setting and observing 
at first-hand what is happening. The kinds of research methodologies that 
are often associated with symbolic interactionism include ETHNOGRAPHY 
and the use of PARTICIPATIVE OBSERVATION methods.  
see also ETHNOMETHODOLOGY, PHENOMENOLOGY 
 Given 2008; Gray 2009 

 
symmetric distribution  

see NORMAL DISTRIBUTION 
 
synthesis 

the process of blending external criticism and internal criticism in HIS-

TORICAL RESEARCH. Two ideas that have proved useful in evaluating 
historical sources are the concepts of external (or lower) criticism and in-
ternal (or higher) criticism. Basically, external criticism asks if the evi-
dence under consideration is genuine and authentic. Several questions 
come to mind in evaluating the genuineness of a historical source: ‘Who 
wrote this document? Was the author living at that time? For what pur-
pose was the document written? For whom was it intended? And why? 
When was the document written? Is the date on the document accurate? 
Could the details described have actually happened during this time? 
Where was the document written? Could the details described have oc-
curred in this location? Under what conditions was the document writ-
ten? Is there any possibility that what was written might have been di-
rectly or subtly coerced? Do different forms or versions of the document 
exist?’ The important thing to remember with regard to external criticism 
is that researchers should do their best to ensure that the documents they 
are using are genuine. The above questions (and others like them) are di-
rected toward this end. 
Once researchers have satisfied themselves that a source document is 
genuine, they need to determine if the contents of the document are accu-
rate. This involves what is known as internal criticism. Both the accuracy 
of the information contained in a document and the truthfulness of the 
author need to be evaluated. Whereas external criticism has to do with 
the nature or authenticity of the document itself, internal criticism has to 
do with what the document says. ‘Is it likely that what the author says 
happened really did happen? Would people at that time have behaved as 
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they are portrayed? Could events have occurred this way? Are the data 
presented (attendance records, budget figures, test scores, and so on) rea-
sonable?’ Note, however, that researchers should not dismiss a statement 
as inaccurate just because it is unlikely—unlikely events do occur. What 
researchers must determine is whether a particular event might have oc-
curred, even if it is unlikely. As with external criticism, several questions 
need to be asked in attempting to evaluate the accuracy of a document 
and the truthfulness of its author. With regard to the author of the docu-
ment: ‘Was the author present at the event s/he is describing? In other 
words, is the document a primary or a secondary source? Was the author 
a participant in or an observer of the event? Was the author competent to 
describe the event? Was s/he an expert on whatever is being described or 
discussed? An interested observer? A passerby? Was the author emo-
tionally involved in the event? Did the author have any vested interest in 
the outcomes of the event?’  
With regard to the contents of the document: ‘Do the contents make 
sense (i.e., given the nature of the events described, does it seem reason-
able that they could have happened as portrayed)? Could the event de-
scribed have occurred at that time? Would people have behaved as de-
scribed? Does the language of the document suggest a bias of any sort? 
Is it emotionally charged, intemperate, or otherwise slanted in a particu-
lar way? Might the ethnicity, gender, religion, political party, socioeco-
nomic status, or position of the author suggest a particular orientation? 
Do other versions of the event exist? Do they present a different descrip-
tion or interpretation of what happened?’ 
 Ridenour & Newman 2008; Ary et al. 2010; Fraenkel & Wallen 2009 

 
systematic error 

see ERROR SCORE 
 
systematic replication 

another term for APPROXIMATE REPLICATION 
 
systematic sample 

see SYSTEMATIC SAMPLING 
 
systematic sampling 

a type of PROBABILITY SAMPLING which is a modified form of SIMPLE 

RANDOM SAMPLING. Systematic sampling involves selecting subjects 
from a POPULATION list in a systematic rather than a random fashion. In 
systematic sampling, every nth individual is selected within a defined 
population for inclusion in the SAMPLE. Usually the interval between 
names on the list is determined by dividing the number of persons de-
sired in the sample into the full population.  
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1 26 51 76
2 27 52 77
3 28 53 78
4 29 54 79 determine the number of units.
5 30 55 80 N  = 100
6 31 56 81
7 32 57 82
8 33 58 83 Determine the sample size.
9 34 59 84 e.g., n = 20
10 35 60 85
11 36 61 86
12 37 62 87
13 38 63 88 The interval size is K  = N/n
14 39 64 89 100/20 = 5     k  = 5
15 40 65 90
16 41 66 91
17 42 67 92 Select a random integer from 1 to k :
18 43 68 93 e.g., 4
19 44 69 94
20 45 70 95
21 46 71 96
22 47 72 97 Select every k th (5th) unit
23 48 73 98
24 49 74 99
25 50 75 100

 
 

Figure S.18. An Example of Systematic Sampling 
 
For example imagine, as shown in Figure S.18, that you have a popula-
tion that only has N = 100 people in it and that you want to take a sample 
of n = 20. To use systematic sampling, the population must be listed in a 
random order. The sampling fraction (ratio) would be f = 20/100 = 20%. 
In this case, the interval size, k, is equal to N/n = 100/20 = 5. Now, select 
a random integer from 1 to 5. (integer is a whole number such as 1, 50, 
or 209. Fractions and decimals, then, are not integers.) In this example, 
imagine that you chose 4. Now, to select the sample, start with the 4th 
unit in the list and take every kth unit (every 5th, because k = 5). You 
would be sampling units 4, 9, 14, 19, and so on to 100 and you would 
wind up with 20 units in your sample. A sample obtained by using a sys-
tematic method of sampling is called a systematic sample. 
When planning to select a sample from a list of some sort researchers 
should carefully examine the list to make sure there is no cyclical pattern 
present. If the list has been arranged in a particular order, researchers 
should make sure the arrangement will not bias the sample in some way 
that could distort the results. If such seems to be the case, steps should be 
taken to ensure representativeness—for example, by randomly selecting 
individuals from each of the cyclical portions. In fact, If the elements of 



 systemic functional theory     651 
 

  

a population are distributed in a random order, then systematic sampling 
gives results that are equivalent to SIMPLE RANDOM SAMPLING. 
Systematic sampling provides a useful alternative to simple random 
sampling because it is easier to perform in the field and can provide 
greater information per unit cost than simple random sampling.  
see also STRATIFIED SAMPLING, CLUSTER SAMPLING, AREA SAMPLING, 
MULTI-PHASE SAMPLING  
 Berg 20001; Cohen et al. 2011; Dörnyei 2007; Fraenkel & Wallen 2009 

 
systematic variance  

see ERROR VARIANCE 
 

systemic functional linguistics 
also systemic functional theory 
an approach to linguistics that sees language as a resource used for com-
munication in social contexts, rather than as an abstract formal system. 
Systemic functional linguistics contrasts with traditional grammar, which 
is formal; rigid; based on the notion of ‘rule’; syntactic in focus, and ori-
ented to the sentence. According to systemic functional linguistics, what 
is needed is a grammar that is functional; flexible; based on the notion of 
‘resource’; semantic in focus, and oriented towards the text. Within sys-
temic functional linguistics, three macrofunctions of language are empha-
sized: textual, interpersonal, and ideational. The textual function deals 
with the phonological, syntactic, and semantic signals that enable lan-
guage users to understand and transmit messages. The interpersonal func-
tion deals with sociolinguistic features of language required to establish 
roles, relationships, and responsibilities in a communicative situation. 
The ideational function deals with the concepts and processes underlying 
natural, physical, and social phenomena. 
As applied to research, a systemic functional linguistics approach enables 
the researchers to track the development of new social practices, of new 
registers, and of functional recasts. By extension, it enables them to track 
a rich variety of possible developments at the social practice, discourse, 
and sentence levels 
see also CRITICAL DISCOURSE ANALYSIS 
 Richards & Schmidt 2010; Egbert & Petrie 2005; Kumaravadivelu 2006 

 
systemic functional theory 

another term for SYSTEMIC FUNCTIONAL LINGUISTICS 



T 
 
t 

an abbreviation for STUDENT’S t DISTRIBUTION 
 
T2 

an abbreviation for HOTELLING’S TRACE CRITERION 
 
table of random numbers 

also random-numbers table 
a table used when researchers want to obtain a RANDOM SAMPLE from a 
larger POPULATION. The numbers on such a table are generated in a ran-
dom order. A small portion of a table of random numbers is shown be-
low (Table T.1) for demonstrational purposes.  
 

 

54 83 80 53 90 50 90 46 47 12 62 68 30 91 21 01 37 36 20
36 85 49 83 47 89 46 28 54 02 87 98 10 47 22 67 27 33 13
60 98 76 53 02 01 82 77 45 12 68 13 09 20 73 07 92 53 45
62 79 39 83 88 02 60 92 82 00 76 30 77 98 45 00 97 78 16
31 21 10 50 42 16 85 20 74 29 64 72 59 58 09 30 73 43 32  

 

Table T.1. An Example of Random Numbers 
 
You will note that the table consists of two-digit numbers (54, 83, 80 ...). 
These are arranged in columns to make them easier to read and use. In 
practice, you should disregard the two-digit numbers and columns and 
think of the table as a very long list of single-digit numbers (5, 4, 8, 3, 8, 
0, 5, 3 ,9 ,0 ...). To use the table, you first number the cases in your popu-
lation. For example, if the school system from which you were sampling 
had 5,000 students, you would number the students from 0001 to 5000. 
Then, beginning anywhere in the table, you would take 200 sets of four-
digit numbers. For example, let’s say you randomly entered the table at 
the fifth digit in the second row: 

 
36 85 49 83 47 89 46 28 54 02 87 98 10 47 22 67 27 33 13  

 
Imagine you selected 49 as your starting point. Starting with this number, 
you would take the next four digits, which are 4983. Thus, the first par-
ticipant you would select for your sample would be the student who was 
number 4983 in your list of 5000. The next four digits are 4789, so you 
would take student number 4789 for your sample. The third participant 
to be selected would be number 4628 because the next four digits on the 
table are 4628. The next four digits are 5402. However, there were only 
5,000 students in the population, so student number 5402 does not exist.  
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Similarly, the next four digits, 8798, are out of the range of your popula-
tion size. You would ignore numbers on the table that exceed the size of 
the population, such as 5402 and 8798. However, the next four digits, 
1047, do represent a student in the population—number 1047—and this 
student would be included in the sample. Continue this process until you 
reach your desired SAMPLE SIZE. In our example, in which we wanted a 
sample of 200, we would continue until we obtained 200 four-digit ran-
dom numbers between 0001 and 5000, inclusive. (Obviously, to draw a 
sample of 200, you would need to use the full table rather than the small 
portion of the table shown here). The cases in the population that corre-
spond to these numbers would then be used in the sample. 
Tables of random numbers are used for purposes other than selecting 
samples. For example, when using an experimental design, researchers 
usually want to assign in a random fashion participants to the various ex-
perimental conditions. Thus, a random numbers table can be used to en-
sure that the manner in which participants are assigned to conditions is 
truly random. 
 Leary 2011 

 
table of specifications 

see CONTENT VALIDITY 
 
tabulation 

a procedure by which the researcher uses tables to arrange a mass of as-
sembled data in some kind of concise and logical order. Put another way, 
tabulation is the process of summarizing raw data and displaying the 
same in compact form (i.e., in the form of statistical tables) for further 
analysis. In a broader sense, tabulation is an orderly arrangement of data 
in columns and rows. Tabulation is essential because of the following 
reasons: 
 
1) It conserves space and reduces explanatory and descriptive statement 

to a minimum. 
2) It facilitates the process of comparison. 
3) It facilitates the summation of items and the detection of errors and 

omissions. 
4) It provides a basis for various statistical computations. 
 
For many kinds of studies, using tables to summarize the findings is an 
effective strategy. If the study is SURVEY RESEARCH, tables can be used 
to summarize the answers given on the survey. If the study analyzed 
some type of discourse such as VERBAL PROTOCOLs or teacher student
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conferences, tables can be used to summarize the number of occurrences  
of particular categories of the coding system. 
 Kothari 2008; McKay, 2006 

 
TAT 

an abbreviation for THEMATIC APPERCEPTION TEST 
 
tau (τ) 

an abbreviation for KENDALL’S RANK-ORDER CORRELATION COEFFICIENT 
 
t distribution 

also Student’s t distribution, t sampling distribution, t 
a PROBABILITY DISTRIBUTION that is used to calculate the PROBABILITY 
of two MEAN scores being statistically different from one another. The t 
distribution varies according to the number of cases in a SAMPLE. It be-
comes increasingly similar to a Z or NORMAL DISTRIBUTION the bigger 
the sample. The smaller the sample, the flatter the distribution becomes. 
The t distribution is used to determine the CRITICAL VALUE that t has to 
be, or to exceed, in order for it to achieve statistical significance (see Ta-
ble T.2). The larger this value, the more likely it is to be statistically sig-
nificant. The sign of this value is ignored. For large samples, t has to be 
about 1.96 or more to be statistically significant at the 95% or .05 TWO-
TAILED TEST. The smaller the sample, the larger t has to be statistically 
significant at this level. 

 
df Critical value
1 12.706
5 2.571
10 2.228
20 2.086
50 2.009

100 1.984
1000 1.962
∞ 1.960                            

                                       Table. T.2. The .05 Two-Tailed  
   Critical Value 

 
The critical value that t has to be, or to be bigger than, to be significant at 
the .05 two-tailed level is shown in Table T.2 for selected samples in-
creasing in size. SAMPLE SIZE is expressed in terms of DEGREES OF 

FREEDOM (abbreviated df), rather than number of cases because the way 
in which the degrees of freedom are calculated varies slightly according 
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to the t-TEST used for determining STATISTICAL SIGNIFICANCE. For sam-
ples of 20 or more this critical value is close to 2. 
 Cramer & Howitt 2004; Larson-Hall 2010 

 
teacher research 

another term for ACTION RESEARCH 
 
telephone interview 

a method of data collection and a common practice in SURVEY RE-

SEARCH. Telephone interviews were first used in large-scale quantitative 
surveys. More recently the method has been applied to qualitative inter-
viewing. As with any method, the use of telephone interviews is deter-
mined by the practical advantages and pitfalls associated with the meth-
od and with regard to the research topics and participants involved. Free 
flowing conversations can be held and rich data obtained from telephone 
interviews. However, participants tend to answer briefly compared with 
FACE-TO-FACE INTERVIEWs. Researchers, therefore, need to probe to en-
sure questions and topics are fully addressed. There is an important and 
unresolved issue about SOCIAL DESIRABILITY BIAS generated through tel-
ephone interviews. On the one hand, use of the telephone can offer ano-
nymity to participants, enabling them to talk freely, openly, and honestly. 
On the other hand, during interviews on the telephone it can be difficult 
to build up trust and rapport, as well as gain the full attention of the par-
ticipant.  
Several attractions to telephone interviewing are suggested:  
 
• It is sometimes cheaper than FACE-TO-FACE INTERVIEWing.  
• It enables researchers to select respondents from a much more dis-

persed POPULATION than if they have to travel to meet the interviewees.  
• It is useful for gaining rapid responses to a STRUCTURED QUESTION-

NAIRE.  
• Monitoring and quality control are undertaken more easily since inter-

views are undertaken and administered centrally, indeed there are 
greater guarantees that the researcher actually carries out the interview 
as required.  

• Call-back costs are so slight as to enable frequent call-backs possible, 
enhancing reliability and contact.  

• Many groups, particularly of busy people, can be reached at times more 
convenient to them than if a visit were to be made. 

• They are safer to undertake than, for example, having to visit danger-
ous neighborhoods.  
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• They can be used to collect sensitive data, as possible feelings of threat 
of face to-face questions about awkward, embarrassing or difficult mat-
ters is absent.  

• Response rate is higher than, for example, questionnaires.  
 

Clearly this issue is not as cut-and-dried as the claims made for it, as 
there are several potential problems with telephone interviewing, for ex-
ample:  
 
• It is very easy for respondents simply to hang up on the caller.  
• There is a chance of skewed sampling, as not all of the population have 

a telephone or can hear (e.g., the old and second language speakers in 
addition to those with hearing difficulties).  

• There is a lower response rate at weekends.  
• Some people have a deep dislike of telephones, that sometimes extends 

to a phobia, and this inhibits their responses or willingness to partici-
pate.  

• Respondents may not disclose information because of uncertainty 
about actual (even though promised) confidentiality. 

• Many respondents (up to 25 per cent, will be ex-directory and so their 
numbers will not be available in telephone directories.  

• Respondents may withhold important information or tell lies, as the 
non-verbal behavior that frequently accompanies this is not witnessed 
by the interviewer.  

• It is often more difficult for complete strangers to communicate by tel-
ephone than face-to-face, particularly as non-verbal cues are absent.  

• Respondents are naturally suspicious.  
• One telephone might be shared by several people.  
• Responses are difficult to write down or record during the interview.  
 
Because telephone interviews lack the sensory stimulation of visual or 
face to-face interviews or written instructions and presentation, it is un-
wise to plan a long telephone survey call. Ten to fifteen minutes is often 
the maximum time tolerable to most respondents and, indeed, fifteen 
minutes for many may be too long. This means that careful piloting will 
need to take place in order to include those items, and only those items, 
that are necessary for the research. The risk to RELIABILITY and VALIDI-

TY is considerable, as the number of items may be fewer than in other 
forms of data collection. 
see also ETHNOGRAPHIC INTERVIEW, NON-DIRECTIVE INTERVIEW, UN-

STRUCTURED INTERVIEW, SEMI-STRUCTURED INTERVIEW, STRUCTURED 

INTERVIEW, INTERVIEW GUIDE, INFORMAL INTERVIEW, FOCUS GROUP 
 Cohen et al. 2011; Given 2008  
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telescoping 
a term that describes a phenomenon that threatens the VALIDITY of self-
reported dates, durations, and frequencies of events. Respondents often 
are asked to retrospectively report when something occurred, how long 
something lasted, or how often something happened within a certain time 
period. Answering such question requires the respondent to remember 
exact dates and temporal sequences and to determine whether an event 
happened within a certain time period. At this stage of the response pro-
cess, dates or events can be forgotten entirely or telescoped forward or 
backward. While forgetting describes not remembering an event at all, 
telescoping focuses on errors made by incorrectly dating events that were 
recalled.  
Researchers distinguish between two types of telescoping: forward and 
backward. Forward telescoping occurs when an event is erroneously re-
membered as having occurred more recently than it actually did. A back-
ward telescoped event is erroneously remembered as having occurred ear-
lier than its actual date. In general, empirical data show that forward tele-
scoping is more likely to occur than backward telescoping. 
Why telescoping occurs is not fully understood. Two main theories have 
emerged in the literature: the time compression and variance theories. 
However these theories explain only parts of the phenomenon. The time 
compression theory focuses only on explaining forward telescoping, ar-
guing that telescoping occurs because of a subjective distortion of the 
time line. Time is compressed when respondents perceive that events 
happened more recently than they actually did or a time period seems 
shorter than the true length of time. This theory also hypothesizes that 
forward telescoping decreases as the length of the reference period in-
creases. Empirical findings testing this HYPOTHESIS, however, have been 
mixed. Variance theory uses the uncertainty in one’s memory about the 
time of an event as an explanation for telescoping. The theory argues that 
uncertainty about the timing of an event increases as the elapsed time 
from the event to when the question is asked expands, explaining both 
forward and backward telescoping. 
 Lavrakas 2008 

 
temporal reliability 

another term for TEST-RETEST RELIABILITY 
 
test 

any procedure for measuring ability, knowledge, or performance. It is a 
set of stimuli presented to an individual in order to elicit responses on the 
basis of which a numerical score can be assigned. This score, based on a 
representative sample of the individual’s behavior, is an indicator of the 
extent to which the subject has the characteristic being measured. The 
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utility of these scores as indicators of the construct of interest is in large 
part a function of the validity, reliability, authenticity, and practicality of 
the tests. Test validity refers to the extent to which inferences made from 
assessment results are appropriate, meaningful, and useful in terms of the 
purpose of the assessment. A valid test of reading validity actually 
measures reading ability not writing ability, for example. A reliable test 
is consistent and dependable. A test is said to be reliable if it gives the 
same results when it is given on different occasions or when it is used by 
different people. In addition, an effective test is practical. This means that 
it (1) is not excessively expensive, (2) stays within appropriate time con-
straints, (3) is relatively easy to administer, and (4) has a scor-
ing/evaluation procedure that is specific and time-efficient. A fourth ma-
jor principle is authenticity, a concept that is the degree of correspond-
ence of characteristics of a given test to the features of a target task. In a 
test, authenticity may be present if (a) the test is as natural as possible, 
(2) items are contextualized rather than isolated, (3) topics are meaning-
ful (relevant, interesting) for the respondent, (4) some thematic organiza-
tion to items is provided, such as through a story line or episode, and (5) 
tasks represent, or closely approximate, real-world tasks. 
Test items can assess, for example, language abilities through observing 
outward behavior, as when testing oral proficiency via an oral INTER-

VIEW, or they can assess cognitive outcomes through responses on paper 
or a computer screen. Test items differ by making different cognitive 
demands on participants. Some items require participants to recall infor-
mation (e.g., FILL-IN ITEMs). Other items require participants to recall 
and integrate information, such as a test of writing ability where they 
must compose an essay. Other test items require participants to recognize 
from a set of alternatives which is the most appropriate answer (e.g., 
MULTIPLE-CHOICE ITEMs). 
 Perry 2011; Cohen et al. 2011; Ary et al. 2010, Brown 2004; Richards & Schmidt 
2010; Bachman & Palmer 1996 

 
test battery 

a selection of tests and assessment procedures typically composed of tests 
designed to measure different VARIABLEs but having a common objec-
tive; for example, an intelligence test, a personality test, and a neuropsy-
chological test might be used to obtain a general psychological profile of 
an individual. 
 Cohen & Swerdlik 2010 

 
test bias  

the characteristic of a measure that is not equally valid for different 
groups of subjects. That is, if test scores more accurately reflect the true 
ability or characteristics of one group than another, the test is biased. 
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Identifying test bias is difficult. Simply showing that a certain gender, 
cultural, racial, or ethnic group performs worse on a test than other 
groups does not necessarily indicate that the test is unfair. The observed 
difference in scores may reflect a true difference between the groups in 
the attribute being measured. Bias exists only if groups that do not differ 
on the attribute or ability being measured obtain different scores on the 
test. Bias can creep into measures in very subtle ways. For example, test 
questions sometimes refer to objects or experiences that are more famil-
iar to members of one group than to those of another. If those objects or 
experiences are not relevant to the attribute being measured, some indi-
viduals may be unfairly disadvantaged. Test bias is hard to demonstrate 
because it is often difficult to determine whether the groups truly differ 
on the attribute in question. One way to document the presence of bias is 
to examine the PREDICTIVE VALIDITY of a measure separately for differ-
ent groups. A biased test will predict future outcomes better for one 
group than another. 
 Leary 2011 

 
testing effect  

also measurement effect 
a threat to INTERNAL VALIDITY which refers to the effects that taking a 
test on one occasion may have on subsequent administrations of the same 
test. For example, in a study designed to test a new spelling method, stu-
dents are asked to spell the same twenty-five words before and after the 
new instructional method is used. If they score higher on the posttest, it 
may be simply because they were exposed to the same words before ra-
ther than due to the effectiveness of the new method. In essence, when 
participants in a study are measured several times on the same variable 
(e.g., with the same instrument or test), their performance might be af-
fected by factors such as PRACTICE EFFECT, memory, sensitization, and 
participant and researcher expectancies. This threat to internal validity is 
most often encountered in LONGITUDINAL RESEARCH where participants 
are repeatedly measured on the same variables over time. The ultimate 
concern with this threat to internal validity is that the results of the study 
might be related to the repeated testing or evaluation and not the INDE-

PENDENT VARIABLE itself.  
see INSTRUMENTATION, DIFFERENTIAL SELECTION, HISTORY, MATURA-

TION, 
STATISTICAL REGRESSION, MORTALITY 
 Perry 2011; Ravid 2011 

 
test of significance 

another term for STATISTICAL TEST  
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test-retest reliability 
also multiple-occasions reliability, temporal reliability 
a measure of consistency over time. Test-retest reliability is estimated 
when you administer the same measuring instrument (e.g., a TEST) to the 
same group of individuals on two or more different occasions (see Figure 
T.1). This approach assumes that there is no substantial change in the 
construct being measured between the two occasions. A common tech-
nique for assessing test-retest reliability is to compute the CORRELATION 

COEFFICIENT between the scores from each occasion of testing. The cor-
relation coefficient obtained by this procedure is called a test-retest reli-
ability coefficient. The test-retest reliability coefficient, because it indi-
cates consistency or stability of subjects’ scores over time, is sometimes 
referred to as a coefficient of stability. A high coefficient tells you that 
you can generalize from the score a person receives on one occasion to a 
score that person would receive if the test had been given at a different 
time.  
 

Measure Measure

Time 1 Time 2
 

 

   Figure T.1. Schematic Representation of Test-Retest Reliability 
 

A test-retest coefficient assumes that the characteristic being measured 
by the test is stable over time, so any change in scores from one time to 
another is caused by RANDOM ERROR. The error may be caused by the 
condition of the participants themselves or by testing conditions. The 
test-retest coefficient also assumes there is no PRACTICE EFFECT or 
memory effect. For example, subjects may learn something just from 
taking a test and thus will react differently on the second taking of the 
test. These practice effects from the first testing will not likely be the 
same across all participants, thus lowering the reliability estimate. The 
amount of time allowed between measures is critical. The researcher has 
to decide what an appropriate length of time is; too short a time and re-
spondents may remember what they said or did in the first test situation; 
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too long a time and there may be extraneous effects operating to distort 
the data (e.g., MATURATION in subjects, outside influences on the sub-
jects). If the researcher is assessing, for example, participants’ second 
language pronunciation abilities, administering the instrument two weeks 
later should produce similar results if it is reliable. However, if there is a 
month or two between testing sessions, any training on pronunciation 
may create differences between the two sets of scores that would depress 
the reliability coefficient. If the time between the two administrations is 
too little, memory of the test from the first session could help the partici-
pants give the same responses, which would inflate the reliability coeffi-
cient. A researcher seeking to demonstrate this type of reliability will 
have to choose an appropriate time scale between the test and retest. In 
effect, this procedure can only work if the trait being measured can be 
assumed to remain stable over the time between the two measurements.  
In addition to stability over time, reliability as stability can also be stabil-
ity over a similar sample. For example, we would assume that if we were 
to administer a test or a QUESTIONNAIRE simultaneously to two groups of 
participants who were very closely matched on significant characteristics 
(e.g., age, gender, ability, etc.), then similar results (on a test) or respons-
es (to a questionnaire) would be obtained. The correlation coefficient on 
this form of the test/retest method can be calculated either for the whole 
test or for sections of the questionnaire. This form of reliability over a 
sample is particularly useful in piloting tests and questionnaires. 
 Perry 2011; VanderStoep & Johnston 2009; Trochim & Donnelly 2007; Cohen et al. 
2011; Ary et al. 2010 

 
test-retest reliability coefficient 

see TEST-RETEST RELIABILITY 
 
test rubric 

the facets that specify how test takers are expected to proceed in taking 
the test. These include the test organization, time allocation, and instruc-
tions. 
 Bachman 1990 

 
test statistic 

a function of sample observations (data obtained from a SAMPLE rather 
than from the entire POPULATION) that provides a basis for testing a sta-
tistical HYPOTHESIS. In order to be useful, a test statistic must have a 
known distribution when the NULL HYPOTHESIS is true. A comparison of 
the calculated value of the test statistic to the theoretical or CRITICAL 

VALUE provides the basis for decision whether to accept or reject a given  
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hypothesis. The t STATISTIC, chi square (χ2), and F STATISTIC are exam-
ples of some test statistics. 
 Sahai & Khurshid 2001 

 
testwiseness 

the ability to easily comprehend almost any test directions, knowledge of 
guessing, or strategies for maximizing the speed of task performance. 
 Brown 2005 

 
tetrachoric correlation coefficient  

also rtet 
a measure of association between two artificially dichotomized VARIA-

BLEs (i.e., both variables that are continuously measurable have been re-
duced to two categories). The tetrachoric correlation coefficient is based 
on the assumption that the underlying distribution for both of the varia-
bles is continuous and normal (see NORMALITY). For example, if a re-
searcher were interested in the degree of relationship between passing a 
grammar course and having been absent 10 or more times from class, the 
tetrachoric correlation coefficient would be appropriate. Each of the var-
iables (grade A-F and the number of absences) was originally an INTER-

VAL SCALE. However, they have been converted to artificial dichotomies: 
passing versus not passing and 1-9 absences versus 10 or more absences. 
The resulting coefficient is an approximate estimate of PEARSON R. 
 Richards & Schmidt 2010; Sheskin 2011; Brown 1988 

 
thematic apperception test 

also TAT 
a PROJECTIVE TECHNIQUE which consists of a set of pictures (some of the 
pictures deal with the ordinary day-to-day events while others may be 
ambiguous pictures of unusual situations) that are shown to respondents 
who are asked to describe what they think the pictures represent. The re-
plies of respondents constitute the basis for the investigator to draw in-
ferences about their personality structure, attitudes, etc. 
see also SOCIOMETRY, ROSENZWEIG TEST, RORSCHACH TEST, HOLTZMAN 

INKBLOT TEST, TOMKINS-HORN PICTURE ARRANGEMENT TEST 
 Kothari 2008 

 
theoretical definition 

another term for CONCEPTUAL DEFINITION 
 
theoretical population 

see POPULATION 
 
theoretical sampling 

another term for SEQUENTIAL SAMPLING  
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theoretical triangulation 
a type of TRIANGULATION which draws upon alternative or competing 
theories in preference to utilizing one viewpoint only. Examining the re-
search findings using different theoretical lenses can also aid researchers 
in overcoming their own personal biases or ideological blinders. Differ-
ent facets of the research problem can be explored by examining research 
results using analytical frameworks related to different theories. This 
kind of triangulation does not normally allow for any kind of integration 
of results and would not be used to make claims of increased VALIDITY: 
this method of triangulation suggests that different theoretical approach-
es will undermine the credibility of competing research findings. How-
ever, exploring research data using a different theoretical lens can be a 
particularly useful way to examine dissonant or anomalous data. Theo-
retical triangulation can enable a deeper understanding of the research as 
investigators can explore different ways to make sense of the data. Ten-
sions that might arise between theoretical explanations of the same data 
may yield new insights into the aspects of the research problem. Howev-
er, many qualitative researchers disagree with the notion that researchers 
can stand outside of the epistemological perspectives that they bring to 
any project, claiming that it is not logical to compare analyses of data 
that are informed by different theoretical concepts.  
see also DATA TRIANGULATION, INVESTIGATOR TRIANGULATION, 
METHODOLOGICAL TRIANGULATION 
 Given 2008; Cohen et al. 2011; Ridenour & Newman 2008 

 
theoretical validity 

(in QUALITATIVE RESEARCH) a type of VALIDITY which corresponds to 
some extent to the INTERNAL VALIDITY of the research as it concerns 
whether the researcher’s account includes an appropriate level of theoret-
ical abstraction and how well this theory explains or describes the phe-
nomenon in question.  
see also DESCRIPTIVE VALIDITY, INTERPRETIVE VALIDITY, EVALUATIVE 

VALIDITY 
 Dörnyei 2007 

 
theory 

a system of ideas based on interrelated concepts, definitions, and proposi-
tions with the purpose of explaining or predicting phenomena. The term 
theory is widely used in both everyday language and academic discourse, 
but its precise meaning is vague and contested. A theory, in both every-
day and scientific use, is normally used to denote a model or set of con-
cepts and propositions that pertains to some actual phenomena; a theory 
can provide understanding of these phenomena or form the basis for ac-
tion with respect to them.  
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Researchers have generally accepted the view that all observation is theo-
ry-laden—that our understanding of the world is inherently shaped by our 
prior ideas and assumptions about the world and that there is no possibil-
ity of purely objective or theory-neutral description independent of some 
particular perspective. Thus, theory is an inescapable component of all 
research, whether or not it is explicitly acknowledged. While quantitative 
researchers usually design their research primarily to apply or test formal-
ly constructed theories about the topics and settings they study, qualita-
tive researchers normally seek to better understand these topics and set-
tings through their investigations and to inductively (rather than deduc-
tively) develop theory about these from their data. Unlike quantitative re-
searchers, qualitative researchers generally acknowledge, and often ex-
plicitly analyze, the influence of their prior assumptions about these top-
ics and settings, and they typically use insights or concepts taken from 
existing theories and relate their findings to these theories, but their re-
search normally draws on these theories selectively and eclectically, ra-
ther than deliberately seeking to contribute to a particular theory 
see also QUALITATIVE RESEARCH, QUANTITATIVE RESEARCH, NORMA-

TIVE PARADIGM, ABDUCTION, INDUCTIVE REASONING, DEDUCTIVE REA-

SONING 
 Given 2008 

 
theta (θ) 

an abbreviation for ability (see ITEM CHARACTERISTIC CURVE) 
 
thick description 

using multiple perspectives to explain the insights gleaned from a study, 
and taking into account the participants interpretations of their actions 
and speech. It also involves the presentation of representative examples 
and patterns in data, along with interpretive commentary. 
 Mackey & Gass 2005 

 
think-aloud protocol 

see VERBAL REPORT 
 
three-way ANCOVA  

an ANCOVA which involves three categorical INDEPENDENT VARIABLEs 
(each with two or more LEVELs), one continuous DEPENDENT VARIABLE, 
and one or more continuous COVARIATEs.  
 Pallant 2010 

 
three-way ANOVA 

see FACTORIAL ANOVA  
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three-way between-subjects design 
see BETWEEN-SUBJECTS DESIGN 

 
three-way factorial design 

see FACTORIAL DESIGN 
 
three-way repeated measures ANOVA 

a REPEATED MEASURES FACTORIAL ANOVA performed when three FAC-

TORs are WITHIN-SUBJECTS FACTORs. Because each participant produces 
scores on all the CONDITIONs or occasions, the scores for each participant 
are related. 
 Greene & Oliveira 2005 

 
three-way within-subjects design 

see WITHIN-SUBJECTS DESIGN 
 
Thurstone scale 

another term for DIFFERENTIAL SCALE 
 
tied scores 

two or more scores which have the same value on a VARIABLE. When we 
rank these scores we need to give all of the tied scores the same rank. 
This is calculated as being the average rank which would have been allo-
cated had we arbitrarily ranked the tied scores. For example, if we had 
the five scores of 5, 7, 7, 7 and 9, 5 would be given a rank of 1, 7 a rank 
of 3 [(2 + 3 + 4)/3 = 3] and 9 a rank of 5. 
  Cramer & Howitt 2004 

 
timed test 

another term for SPEED TEST 
 
time-sampling design 

another term for TIME-SERIES DESIGN 
 
time-series design  

also interrupted time-series design, ITS design, time-sampling design 
a type of QUASI-EXPERIMENTAL DESIGN and an extension of a ONE-
GROUP PRETEST-POSTTEST DESIGN which is extended by the use of nu-
merous pretests and posttests over a period of time. Because of the prob-
lems involved with RANDOM ASSIGNMENT and the difficulties in finding 
CONTROL GROUPs that match the EXPERIMENTAL GROUP in many ways, 
researchers often turn to time-series designs. While the subjects selected 
for such studies are not usually randomly selected, these designs solve 
the control group problem in interesting ways. In this type design, peri-
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odic observations or measurements are made on a group prior to the 
presentation of the TREATMENT to establish a stable baseline and then, 
following the treatment, further observations are made to ascertain the 
effects of the treatment. If there is a treatment effect, it will be reflected 
by differing patterns of the pretests versus posttest responses. This dis-
continuity could be manifested by a change in the level of the pretest and 
posttest responses (e.g., a change in the slope or direction of the evolving 
scores). Observing and establishing the normal fluctuation of the DE-

PENDENT VARIABLE over time allows the researcher to more accurately 
interpret the impact of the INDEPENDENT VARIABLE.  
There are four reasons for utilizing this deign type: (1) it is practical, i.e., 
it can be used with small numbers of participants; (2) it reduces HAW-

THORNE EFFECT because many instances of data collection are used; (3) 
it can be used as a means of exploration and hypothesis-generation; and 
(4) given LONGITUDINAL DESIGN and many instances of measurement, it 
provides a richer picture of development.  
Time-series designs can be distinguished from non-experimental longi-
tudinal designs because they have a controlled treatment (X) inserted af-
ter a number of observations or measurement.  
There are three basic variations of this design: the SIMPLE INTERRUPTED 

TIME-SERIES DESIGN, the EQUIVALENT TIME-SAMPLES DESIGN, and the 
CONTROL GROUP TIME SERIES DESIGN. 
see also NONEQUIVALENT CONTROL GROUP DESIGN, EQUIVALENT MATE-

RIAL DESIGN, COUNTERBALANCED DESIGN, RECURRENT INSTITUTIONAL 

CYCLE DESIGN, SEPARATE-SAMPLE PRETEST-POSTTEST CONTROL GROUP 

DESIGN, SEPARATE-SAMPLE PRETEST-POSTTEST DESIGN 
 Marczyk et al. 2005; Mackey & Gass 2005; Dörnyei 2007; Hatch & Lazaraton 1991 

 
time triangulation 

see DATA TRIANGULATION  
 
title 

a section of RESEARCH REPORT which summarizes the main idea of the 
research study. A title should be a concise statement of the main topic 
and should identify the VARIABLEs or theoretical issues under investiga-
tion and the relationship between them. A title should be fully explanato-
ry when standing alone. Titles are commonly indexed and compiled in 
numerous reference works. Therefore, you should avoid words that serve 
no useful purpose; they increase length and can mislead indexers.  
see also ABSTRACT, INTRODUCTION, METHOD, RESULTS, DISCUSSION, 
REFERENCES, APPENDIXES 
 American Psychological Association 2010  
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tobit analysis 
see CENSORED REGRESSION ANALYSIS 

 
tolerance 

see MULTICOLLINEARITY  
 
Tomkins-horn picture arrangement test 

a PROJECTIVE TECHNIQUE which is designed for GROUP ADMINISTRA-

TION. It consists of twenty-five plates, each containing three sketches 
that may be arranged in different ways to portray sequence of events. 
The respondent is asked to arrange them in a sequence which s/he con-
siders as reasonable. The responses are interpreted as providing evidence 
confirming certain norms, respondent’s attitudes, etc. 
see also SOCIOMETRY, THEMATIC APPERCEPTION TEST, ROSENZWEIG 

TEST, RORSCHACH TEST, HOLTZMAN INKBLOT TEST 
 Kothari 2008 

 
topic guide 

another term for INTERVIEW GUIDE 
 
total sum of squares 

another term for SUM OF SQUARES FOR TOTAL 
 
total variance 

see ERROR VARIANCE 
 
trait 

another term for CONSTRUCT  
 
trait accuracy 

the facet of VALIDITY that indicates how accurately a procedure 
measures the TRAIT under investigation. However, accuracy depends on 
the definition of the construct being measured or observed. Language 
proficiency, for example, is a trait that is often measured in research. 
Nevertheless, how this trait is measured should be determined by how it 
is defined (see OPERATIONAL DEFINITION). If language proficiency is de-
fined as the summation of grammar and vocabulary knowledge, plus 
reading and listening comprehension, then an approach needs to be used 
that measures all of these components to accurately measure the trait as 
defined. However, if other researchers define language proficiency as 
oral and writing proficiency, they would have to use procedures to di-
rectly assess speaking and writing ability. In other words, the degree to 
which a procedure is valid for trait accuracy is determined by the degree  
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to which the procedure corresponds to the definition of the trait. 
 Perry 2011 

 
transferability 

the degree to which the findings of QUALITATIVE RESEARCH can be ap-
plied or generalized to other contexts or to other groups. In QUANTITA-

TIVE RESEARCH, the term EXTERNAL VALIDITY is used to refer to the 
generalizability of the findings. A qualitative researcher should provide 
sufficiently rich, detailed, THICK DESCRIPTIONs of the context so that po-
tential users can make the necessary comparisons and judgments about 
similarity and hence transferability. This is referred to as descriptive ad-
equacy. The researcher must strive to provide accurate, detailed, and 
complete descriptions of the context and participants to assist the reader 
in determining transferability. 
There are a range of studies that do not have the SAMPLE SIZE necessary 
to ensure generalizability. These may be case studies, ACTION RESEARCH 
projects, or studies focused on the collection of qualitative data. Never-
theless, illustrating the significance of findings to larger populations or 
within other contexts is still often a goal. For research of this nature, 
transferability can be a useful indicator of applicability. Rather than 
make claims about populations, transferability highlights that lessons 
learned are likely to be applicable in alternative settings or across popu-
lations. For example, the results of an in-depth CASE STUDY of university 
second language English students in Iran may not be generalizable to 
university English students worldwide, but there are likely to be lessons 
learned that could illuminate relevant issues within other cultures. The 
degree of transferability depends to a large degree on the similarity of the 
learning contexts being examined. The indicator of transferability sug-
gests that researchers have provided a highly detailed description of the 
research context and methods so that readers can determine to what ex-
tent the findings might be applicable to other contexts. 
One strategy to enhance transferability is to include cross-case compari-
sons. The researcher may investigate more than one case. If findings are 
similar, this would increase the possibility of transferability of findings 
to other settings or contexts. In some cases, even a single case can be 
compared with other cases in the published literature that might demon-
strate transferability. 
There are also threats to transferability, such as selection effects (the fact 
that the constructs being investigated are unique to a single group), set-
ting effects (the fact that results may be a function of the specific context 
under investigation), and history effects (the fact that unique historical 
experiences of the participants may militate against comparisons). The 
researcher should recognize limitations of the study in the description. 
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Detailing of circumstances helps the reader to understand the nature of 
the data and what might be peculiar to your particular study. 
Reactivity (the effect of the research itself) might also limit transferabil-
ity. Although eliminating the influence of the researcher may be impos-
sible in a qualitative study because the researcher is the key data collec-
tion instrument, the researcher can help the reader understand the poten-
tial influence by describing his/her own biases through a reflective 
statement and providing detailed descriptions of such things as observa-
tion strategies and INTERVIEW questions. Reactivity is a more serious 
threat in studies using interview techniques. 
 Clark-Carter 2010; McKay 2006; Lodico et al. 2010; Ary et al. 2010 

 
treatment 

also intervention, experimental treatment, experimental manipulation 
anything done to groups in order to measure its effect. The treatment is 
not a random experience which the groups might have, but a controlled 
and intentional experience, such as exposure to a language teaching 
method specially constructed for the experiment, or materials presented 
under controlled circumstances, say, in a language laboratory. Treat-
ments are the INDEPENDENT VARIABLE in the research. 
 Seliger & Shohamy 1989 

 
treatment × subjects design 

see ONE-WAY REPEATED MEASURES ANOVA 
 
treatment diffusion  

also imitation of the treatment 
a threat to EXTERNAL VALIDITY which occurs when the CONTROL GROUP 
learn about and adopt the same TREATMENT that is given to the experi-
mental participants. Put differently, diffusion. Diffusion occurs when 
participants in one group (typically the experimental group) communi-
cate information about the treatment to subjects in the control group in 
such a way as to influence the latter’s behavior on the dependent varia-
ble. Anytime you conduct a study with an experimental and a control 
group, you run the risk of the two groups communicating with each oth-
er, thereby diffusing or making the treatment less distinct. The EXTRA-

NEOUS VARIABLE here is not competition but rather the inclusion of the 
treatment factors in the control group due to knowledge about what con-
stituted the treatment. This often happens when the control and treatment 
groups are in close proximity and have time to get to know what the oth-
er is doing. Care should be taken to reduce the possibility of participants 
from the two groups discussing what the other is doing. Deemphasizing 
the fact that an experiment is going on can lessen the likelihood of diffu-
sion problems. 
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see also RESEARCHER EFFECT, HALO EFFECT, HAWTHORNE EFFECT, NOV-

ELTY EFFECT, PRETEST-TREATMENT INTERACTION, MULTIPLE-
TREATMENT INTERACTION, SPECIFICITY OF VARIABLES 
 Perry 2011; Ary et al. 2010 

 
treatment effect 

another term for EFFECT SIZE 
 
treatment group 

see CONTROL GROUP  
 
treatment sum of squares 

another term for SUM OF SQUARES FOR TREATMENT 
 
treatment variability 

another term for SYSTEMATIC VARIANCE 
 
treatment variance 

another term for SYSTEMATIC VARIANCE 
 
trend analysis 

a statistical procedure performed to evaluate hypothesized linear and 
nonlinear relationships between two QUANTITATIVE VARIABLEs. Trend 
analysis is commonly used in situations when data have been collected 
over time or at different LEVELs of a variable; especially when a single 
FACTOR (i.e., INDEPENDENT VARIABLE (IV)) has been manipulated to ob-
serve its effects on a DEPENDENT VARIABLE (DV). In particular, the 
MEANs of a DV are observed across conditions, levels, or points of the 
manipulated IV to statistically determine the form, shape, or trend of 
such relationship. Trend analysis may be used in ANALYSIS OF VARI-

ANCE to determine the shape of the relationship between the DV and an 
IV which is quantitative in that it represents increasing or decreasing lev-
els of that variable. Examples of such a quantitative IV include increas-
ing levels of a state such as sleep deprivation or increasing intensity of a 
variable such as noise. If the F RATIO of the ANOVA is statistically sig-
nificant, we may use trend analysis to find out if the relationship between 
the DV and the IV is a linear or non-linear one and, if it is non-linear, 
what kind of non-linear relationship it is. 
The shape of the relationship between two variables can be described in 
terms of a polynomial equation. A first-degree or linear polynomial rep-
resents a linear or straight line relationship between two variables where 
the values of one variable either increase or decrease as the values of the 
other variable increase. For example, performance may decrease as sleep 
deprivation increases. A minimum of two groups or levels is necessary to 
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define a linear trend. A second-order or quadratic relationship (see Figure 
T.2) represents a curvilinear relationship in which the values of one vari-
able increase (or decrease) and then decrease (or increase) as the values 
of the other variable increase. For instance, performance may increase as 
background noise increases and then decrease as it becomes too loud. A 
minimum of three groups or levels is necessary to define a quadratic 
trend.  
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               Figure T.2. An Illustration of a Quadratic Trend 
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                   Figure T.3. An Illustration of a Cubic Trend 
 
A third-order or cubic relationship (see Figure T.3.) represents a curvilin-
ear relationship in which the values of one variable first increase (or de-
crease), then decrease (or increase) and then increase again (or decrease). 
A minimum of four groups or levels is necessary to define a cubic trend. 
A fourth-order or quartic relationship represents a curvilinear relation-
ship in which the values of one variable first increase (or decrease), then 
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decrease (or increase), then increase again (or decrease) and then finally 
decrease again (or increase). A minimum of five groups or levels are 
necessary to define a quartic trend. 
 Cramer & Howitt 2004; Clark-Carter 2010; Lavrakas 2008 

 
trend study 

also repeated cross-sectional study 
a type of LONGITUDINAL RESEARCH which analyzes different subjects at 
intervals over a period of time. Trend study refers to obtaining infor-
mation about change by administering repeated questionnaire SURVEYs 
to different SAMPLEs of respondents at different points in time. If the 
subsequent waves examine samples that are representative of the same 
POPULATION, then the results can be seen to carry longitudinal infor-
mation at the macro level (i.e., for the whole group rather than for the in-
dividuals). For example, researchers who have studied national trends in 
vocabulary development sample high school students at various intervals 
and measure their achievement. Although the same individuals are not 
tested each time, if the samples from the population of high school stu-
dents are selected randomly, the results each time can be considered rep-
resentative of the high school population from which the student samples 
were drawn. Test scores from year to year are compared to determine if 
any trends are evident.  
Trend study has certain advantages over PANEL STUDY. Like COHORT 

STUDY, trend study may be of relatively short or long duration. Essential-
ly, the trend study examines recorded data to establish patterns of change 
that have already occurred in order to predict what will be likely to occur 
in the future. In trend studies two or more cross-sectional studies are un-
dertaken with identical age groups at more than one point in time in or-
der to make comparisons over time. Trend study is also easier and 
cheaper to arrange and conduct over panel study, which is partly due the 
fact that the respondents can remain anonymous and partly that organiz-
ing a new sample tends to be simpler than tracking down the participants 
of the previous survey. A further advantage is that trend study does not 
suffer from ATTRITION or PANEL CONDITIONING problems (i.e., subse-
quent loss of membership due to non-contact, refusal to answer, failure 
to follow-up sample cases for other reasons, death, emigration) and each 
wave can be made representative of the population. A major difficulty 
researchers face in conducting trend analyses is the intrusion of unpre-
dictable factors that invalidate forecasts formulated on past data. For this 
reason, short-term trend studies tend to be more accurate than long-term 
analyses. 
 Dörnyei 2007; Ruspini 2002  
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triangulation 
a procedure which refers to the generation of multiple perspectives on a 
phenomenon by using a variety of data sources, investigators, theories, or 
research methods with the purpose of corroborating an overall interpreta-
tion. The name triangulation comes from the same term used in survey-
ing and in ship navigation in which multiple measurements are used to 
provide the best estimate of the location at a specific, like the point at the 
top of a triangle. Triangulation has been considered as an effective strat-
egy to ensure research VALIDITY by cross-checking the validity of find-
ings. If a finding survives a series of tests with different methods, it can 
be regarded as more valid than a HYPOTHESIS tested only with the help of 
a single method. As in the law courts, one witness is not enough. The 
more independent witnesses, the stronger the case. The same holds true 
for QUALITATIVE RESEARCH: qualitative researchers may increase the 
CREDIBILITY of their research findings by drawing from evidence taken 
from a variety of data sources. To name just a few common sources of 
data, researchers may gather evidence from INTERVIEWs, PARTICIPANT 

OBSERVATION, written documents, archival and historical documents, 
public records, personal papers, and photographs. For example, in study-
ing a particular group of second language learners, a researcher might 
observe the students in the classroom, with their peers outside the class-
room, and at home with their families. They might also conduct IN-
DEPTH INTERVIEWs with them as well as with their teachers, parents, and 
peers. All of this would be done in order to have multiple sources on 
which to build an interpretation of what is being studied. Each type of 
source of data will yield different evidence that in turns provides differ-
ent insights regarding the phenomena under study.  
Triangulation can be impractical for some qualitative research projects 
due to the inflation of research costs related to multiple methods of in-
quiry and team investigations. Researchers using strategies of triangula-
tion need increased amounts of time to collect and analyze data. The 
amount of data collected can pose its own problems as triangulation can 
result in vast amounts of evidence. Although there is general consensus 
among qualitative research commentators that triangulation enables re-
searchers to deepen their understanding of either a single phenomenon or 
of a contextual set of interrelated phenomena, there is some disagreement 
as to the epistemological (see EPISTEMOLOGY) foundations of such a re-
search strategy. For example, some commentators suggest that one re-
search method comes with its own assumptions about reality, about what 
is knowable, and about what counts as evidence such that it is incom-
mensurate with another research method that carries its own epistemo-
logical concepts and array of ontological evidence. There also continues 
to be debate among qualitative researchers regarding the degree to which 
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triangulation strategies allow for comparison and integration of evidence 
from multiple methods of data collection and multiple analytical perspec-
tives. Furthermore, the tension between notions of verification and the 
enrichment of understanding is not resolved; qualitative researchers con-
tinue to use methods of triangulation to render a fuller picture of research 
phenomena as well as to verify and validate the consistency and integrity 
of research findings. 
There are four basic types of triangulation including: DATA TRIANGULA-

TION, INVESTIGATOR TRIANGULATION, THEORETICAL TRIANGULATION, 
and METHODOLOGICAL TRIANGULATION. 
see also TRIANGULATION DESIGN, DESCRIPTIVE VALIDITY 
 Cohen et al. 2011; Perry 2011; Dörnyei 2007 

 
triangulation design 

the most common MIXED METHODS RESEARCH design. The EXPLANATO-

RY and the EXPLORATORY DESIGNs are straightforward to implement be-
cause of the sequential order of each data collection and analysis phase. 
However in the triangulation design, quantitative and qualitative data are 
collected simultaneously. For instance, both QUESTIONNAIREs and FO-

CUS GROUPs are conducted at the same time with the same participants, 
and then a researcher compares the quantitative and qualitative results. 
Often quantitative and qualitative data are collected using a questionnaire 
that contains closed-ended (quantitative) and open-ended (qualitative) re-
sponse items. Triangulation design is best suited when a researcher wants 
to collect both types of data at the same time about a single phenomenon, 
in order to compare and contrast the different findings to produce well-
validated conclusions. For example, the triangulation design was de-
signed to investigate the effects of two types of bilingual programs (two-
way and transitional) on the academic performance and attitudes of fifth 
grade students who entered kindergarten or first grade with different lev-
els of English proficiency. The researchers collected both quantitative 
data, such as students’ academic achievement scores, Spanish reading 
skills, and attitudes toward bilingualism, and qualitative data, including 
interviews with the randomly selected subsample of 32 students. Both 
quantitative and qualitative data were collected, analyzed, and reported 
separately. Quantitative data analysis revealed no significant differences 
in standardized measures of English achievement between the two pro-
grams, although significant differences were found among students in 
oral language acquisition in English, Spanish-reading ability, their atti-
tudes, and perceived levels of proficiency in English and Spanish. Quali-
tative data indicated that students in the two-way bilingual education 
program had more positive attitudes toward bilingualism. Based on the 
quantitative and qualitative results of the study it was concluded that de-
spite some similarities in the outcomes, each bilingual education pro-



 triangulation design     675  
 

  

gram also has its unique effects. Figure T.4 presents the visual diagram 
of the triangulation design procedures in this study. 
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Figure T.4. A Visual Diagram of  

Triangulation Design 
 
The weight in this design can be given to either quantitative or qualita-
tive data, or equally to both. The mixing of the two methods occurs either 
at the data analysis stage or during the interpretation of the results from 
the two components of the study. As for data analysis, there are a lot of 
options. The most popular approach is to compare the quantitative results 
and qualitative findings to confirm or cross-validate the findings from 
the entire study. Another commonly used strategy is to transform qualita-
tive data into quantitative data by counting codes, categories, and themes 
(called quantifying), or quantitative data into qualitative data through 
cluster or FACTOR ANALYSIS (called qualifying) in order to compare it 
directly with another data set or include it in the overall analysis. The re-
porting structure of the triangulation design differs from the sequential 
explanatory and exploratory designs. A researcher presents the quantita-
tive and qualitative data collection and analysis in separate sections, but 
combines the interpretation of the quantitative and qualitative findings 
into the same section, to discuss whether the results from both study 
components converge or show divergence. 
An advantage of the triangulation design is that it typically takes less 
time to complete than the sequential explanatory and exploratory de-
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signs. It can also result in well-validated and substantiated findings be-
cause it offsets the weaknesses of one method with the strengths of an-
other method.  
There are, however, two significant challenges: First, it requires a lot of 
effort, as well as expertise, to collect and analyze two separate sets of da-
ta simultaneously; and second, it is sometimes technically difficult to 
compare different quantitative and qualitative data sets, especially if the 
two sets of results do not converge. 
see also QUANTITATIVE RESEARCH, QUALITATIVE RESEARCH, EMBEDDED 

DESIGN 
 Heigham & Croker 2009; Lopez & Tashakkori 2006 

 
trimmed mean 

see TRIMMING  
 
trimming  

an ACCOMMODATION strategy which involves removing a fixed percent-
age of extreme scores (OUTLIERs) from each of the tails of any of the 
DISTRIBUTIONs that are involved in the data analysis. As an example, in 
an experiment involving two groups, one might decide to omit the two 
highest and two lowest scores in each group (since by doing this, any 
outliers in either group would be eliminated). Common trimming levels 
are the top and bottom DECILEs (i.e., the extreme 10% from each tail of 
the distribution) and the first and fourth QUARTILEs (i.e., the extreme 
25% from each tail). The latter trimmed mean (i.e., the MEAN computed 
by only taking into account scores that fall in the middle 50% of the dis-
tribution) is often referred to as the interquartile mean. Sometimes the 
bottom and top 5 per cent of values are removed and the mean is calcu-
lated on the remaining 90 per cent of values. Similarly, a 10% trimmed 
mean drops the highest and the lowest 10% of the measurements and av-
erages the rest.  
The trimmed mean may be used with large samples and is similar to the 
ARITHMETIC MEAN but has some of the smallest and largest scores re-
moved before calculation. In addition to using trimming for reducing the 
impact of outliers, it is also employed when a distribution has heavy or 
long tails (i.e., a relatively SKEWED DISTRIBUTION with a disproportion-
ate number of observations falling in the tails). This will be particularly 
important when the SAMPLE mean is used to predict the corresponding 
POPULATION central value. 
see also WINSORIZATION 
 Wilcox 2003; Peers 1996; Sheskin 2011  
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true experimental design 
also randomized experimental design 
an EXPERIMENTAL RESEARCH design that involves manipulating the IN-

DEPENDENT VARIABLE(s) and observing the change in the DEPENDENT 

VARIABLE(s) on a randomly chosen SAMPLE. A typical true experimental 
design would be an intervention study which contains at least two 
groups: a TREATMENT GROUP and a CONTROL GROUP. The treatment 
group receives the TREATMENT or which is exposed to some special con-
ditions, and the control group provides a baseline for comparison. From a 
theoretical perspective, the ultimate challenge is to find a way of making 
the control group as similar to the treatment group as possible. So, true 
experimental studies require RANDOM SELECTION of subjects and RAN-

DOM ASSIGNMENT of subjects to control and experimental groups. The 
assignment of control and experimental status is also done randomly. 
This means that all subjects of an identified group have an equal chance 
of being selected to participate in the experiment. 
One of the great breakthroughs in true experimental design is the realiza-
tion that with sufficient participants the RANDOM ASSIGNMENT of the 
participants to experimental and control groups can provide a way of 
making the average participant in one group comparable to the average 
participant in the other group before the treatment is applied. The goal of 
this genre of design is that researchers try to control changes in the VAR-

IANCE of the independent variable(s) without allowing the intervention of 
other unwanted variables. Attempts are made by the researcher to keep 
constant all variables with the exception of the independent variable(s). 
EXTRANEOUS VARIABLEs must be controlled so that the researcher will 
be able to determine to what degree the IV(s) is/are related to the de-
pendent variable. 
PRETEST-POSTTEST CONTROL GROUP DESIGN, POSTTEST-ONLY CONTROL 

GROUP DESIGN, POSTTEST TWO EXPERIMENTAL GROUPS DESIGN, PRE-

TEST-POSTTEST TWO EXPERIMENTAL GROUPS DESIGN, MATCHED SUB-

JECTS DESIGN, SWITCHING-REPLICATIONS DESIGN, PARAMETRIC DESIGN, 
SOLOMON THREE-GROUP DESIGN, and SOLOMON FOUR-GROUP DESIGN 

are considered as true experimental designs. 
 Perry 2011; Mackey & Gass 2005, Hatch & Farhady 1982; Seliger & Shohamy 1989; 
Tailor 2005 

 
true/false item 

a type of test item or test task that requires test takers to decide whether a 
given statement is either true or false, which is a dichotomous choice, as 
the answer or response. Frequently used variations of the words true and 
false are yes/no or right/wrong, and correct/incorrect.  
see also SELECTED-RESPONSE ITEM 
 Richards & Schmidt 2010  
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true score 
see CLASSICAL TEST THEORY 

 
true score theory 

another term for CLASSICAL TEST THEORY 
 
t sampling distribution 

another term for t DISTRIBUTION 
 
T score 

a STANDARD SCORE measured on a scale with a MEAN of 50 and a 
STANDARD DEVIATION of 10 (see Figure T.5). In order to calculate T 
scores, Z SCOREs have to be calculated first. Unlike Z SCOREs, all the 
scores on the T score scale are positive and range from 10 to 90. Addi-
tionally, they can be reported in whole numbers instead of decimal 
points. In order to convert scores from z to T, we multiply each z score 
by 10 and add a constant of 50 to that product. The formula to convert 
from a z score to a T score is: 
 

T = 10(z) + 50 
 

Thus, a z score of +1 equals a T score of 60 (1 × 10 = 10; 10 + 50 = 60). 
A z score of zero (which is the equivalent of the mean of the raw scores) 
equals a T score of 50.  
see also NORMAL DISTRIBUTION 
 Ravid 2011; Hatch & Lazaraton 1991 
 

T scores20 30 40 50 60 70 80
-3 z -2 z -1 z 0 +1 z +2 z +3 z

34.13%34.13%

13.59%13.59%

2.15% 2.15%
.13% .13%

 
 

 Figure T.5. T Scores Associated with the Normal Curve 
 
t statistic  

also Student’s t statistic 
any statistic that has a t DISTRIBUTION. It assesses the STATISTICAL SIG-



 t-test     679  
 

  

NIFICANCE between two groups on a single DEPENDENT VARIABLE (see t- 

TEST). There are many statistical applications of the t statistic. One of the 
most common situations involves making inferences about the unknown 
population mean. 
 Sahai & Khurshid 2001 

 
t-test 

also Student’s t-test 
a PARAMETRIC TEST which is used to discover whether there are statisti-
cally significant differences between the MEANs of two groups (e.g., men 
and women). The results of applying the t-test provide the researcher with 
a t-value (i.e., the score obtained when we perform a t-test). That t-value 
is then entered in a special table of t values which indicates whether, giv-
en the size of the SAMPLE in the research, the t-value is statistically sig-
nificance. When the obtained t-test exceeds its appropriate CRITICAL 

VALUE, the null HYPOTHESIS is rejected. This allows us to conclude that 
there is a high level of PROBABILITY that the difference between the 
means is notably greater than zero and that a difference of this magnitude 
is unlikely to have occurred by chance alone. When the obtained t-test 
does not exceed the critical value, the null hypothesis is retained. 
The t-test has one distinct advantage over the Z STATISTIC. Using the z 
statistic requires large samples, while the t-test does not. If you use the t-
test with large-size samples, the values of t critical and z critical will be 
almost identical. As the sample size increases, the values of t and z be-
come very close (the value of t will always be somewhat larger than the z 
value). Since the values are so close, many researchers use the t-test re-
gardless of the size of the two samples and is, therefore, much more 
commonly in applied linguistics. 
A t-test is used to compare two means in three different situations: INDE-

PENDENT-SAMPLES t-TEST (e.g., the comparison of experimental and con-
trol groups) and PAIRED-SAMPLES t-TEST (e.g., the comparison of pretest 
and posttest scores obtained from one group of people), and SINGLE SAM-

PLE t-TEST. The two main types of t-tests (independent-samples t-test and 
paired-samples t-test) share two things in common. First, they both test 
the equality of means. Second, they both rely on the t DISTRIBUTION to 
produce the probabilities used to test statistical significance. However, 
these two types of t-tests are really quite different. The independent sam-
ples t-test is used to examine the equality of means from two INDEPEND-

ENT GROUPS. In contrast, the dependent samples t-test is used to examine 
whether the means of RELATED GROUPS, or of two variables examined 
within the same group, are equal. 
In much applied linguistics research, however, we may wish to investi-
gate differences between more than two groups. For example, we may 
wish to look at the examination results of four regions or four kinds of 



680     Tukey-Kramer test 
 

 

universities. In this case the t-test will not suit our purposes, and we must 
turn to ANALYSIS OF VARIANCE. 
The nonparametric alternative to a paired-sample t-test is the WILCOXON 

MATCHED-PAIRS SIGNED-RANKS TEST. 
see also WELCH’S TEST 
 Urdan 2010; Dörnyei 2007, Mackey & Gass 2005; Seliger & Shohamy 1989; Cohen 
et al. 2011; Larson-Hall 2010 

 
Tukey-Kramer test 

a POST HOC TEST which is used to determine whether three or more 
MEANs differ significantly in an ANALYSIS OF VARIANCE. Tukey-Kramer 
test which is a modification of the TUKEY’S TEST assumes EQUAL VARI-

ANCE for the three or more means. It uses the STUDENTIZED RANGE STA-

TISTIC to determine the critical difference two means have to exceed to 
be significantly different.  
 Cramer & Howitt 2004; Lomax 2007 

 
Tukey’s honestly significant difference test 

another term for TUKEY’S TEST  
 
Tukey’s HSD multiple comparisons test 

another term for TUKEY’S TEST  
 
Tukey’s HSD test 

another term for TUKEY’S TEST  
 
Tukey’s test  

also Tukey’s honestly significant difference test, Tukey’s HSD test, Q, 
Tukey’s HSD multiple comparisons test, HSD test 
a POST HOC TEST which is used when the group sizes are the same. The 
Tukey’s test is generally recommended when a researcher wants to make 
all possible PAIRWISE COMPARISONs in a set of data. It controls the FAM-

ILYWISE ERROR RATE so that it will not exceed the prespecified ALPHA 

(α) LEVEL employed in the analysis. The test is one of a number of com-
parison procedures that are based on the STUDENTIZED RANGE TEST in-
stead of the F VALUE to test all possible MEAN differences (i.e., all pair-
wise comparisons). The Tukey’s test is more conservative than the 
NEWMAN-KEULS TEST, in that it has a lower family-wise TYPE I ERROR 
rate, a higher TYPE II ERROR rate, and therefore less STATISTICAL POWER. 
It is more powerful (i.e., liberal) than the DUNN and SCHEFFÉ TESTs for 
testing all possible pairwise contrasts, but for less than all possible pair-
wise contrasts the Dunn test is more powerful than the Tukey’s or 
Scheffé tests. This method is less conservative than the scheffé test, as it 
assumes that not all possible types of comparison between the means are 
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going to be made. The Tukey’s test provides better control over the Type 
I error rate than the Dunn test as the family-wise error rate is exactly held 
at alpha (α). The Tukey’s test is reasonably ROBUST to nonnormality (see 
NORMALITY), but not in extreme cases and not as robust as the Scheffé 
test. 
see also LIBERAL TEST, CONSERVATIVE TEST 
 Cohen et al. 2011; Mackey & Gass 2005; Sheskin 2011; Lomax 2007; Page et al. 
2003 

 
 T-unit  

also minimal terminable unit 
a measure of the linguistic complexity and accuracy of sentences, de-
fined as the shortest unit (the terminable unit, minimal terminable unit, or 
T-unit) which a sentence can be reduced to, and consisting of one main 
clause with all subordinate clauses attached to it. T-units were originally 
used to measure syntactic development in children’s first language writ-
ing. However, they have become a common measurement in second lan-
guage study as well, and have served as the basis for several ratio units, 
such as number of words per T-unit, words per error-free T-unit, and 
clauses per T-unit. An example of a T-unit is the utterance ‘After she had 
eaten, Sally went to the park’. This T-unit is error-free; that is, it contains 
no nontargetlike language. An alternative T-unit ‘After eat, Peter go to 
bed’ would be coded as a T-unit containing errors. To code using T-
units, a researcher may, for example, go through an essay or a transcrip-
tion and count the total number of T-units; from this number, the re-
searcher could count all the T-units not containing any errors and then 
present a ratio. For instance, the researcher could say that of 100 T-units 
used by a learner, 33 contained no errors.  
Although commonly employed and sometimes held up as useful because 
of comparability between studies, the use of T-units has been criticized. 
For example, it has been argued that the error-free T-unit measure is not 
always able to take into account the linguistic complexity of the writing 
or speech or the severity of the errors. In addition, the definitions and 
types of error and the methods of counting errors have varied considera-
bly from one researcher to the next. Nevertheless, T-units remain popular 
in second language studies, in part because they are easy to identify and 
are relatively low-inference categories. 
see also SUPPLIANCE IN OBLIGATORY CONTEXTS, CHAT 
 Mackey & Gass 2005 
 

t-value  
see t-TEST  



682     two-factor between-subjects ANOVA 
 

 

two-factor between-subjects ANOVA 
another term for two-way anova 

 
two-factor within- groups ANOVA 

another term for TWO-WAY REPEATED MEASURES ANOVA 
 
two-factor within-subjects ANOVA 

another term for TWO-WAY REPEATED MEASURES ANOVA 
 
two-group discriminant analysis 

see DISCRIMINANT FUNCTION ANALYSIS 
 
two-group posttest-only design 

another term for POSTTEST-ONLY CONTROL GROUP DESIGN 
 
two-group posttest-only randomized experimental design 

another term for POSTTEST-ONLY CONTROL GROUP DESIGN 
 
two-sample Kolmogorov-Smirnov test 

another term for KOLMOGOROV-SMIRNOV TEST FOR TWO INDEPENDENT 

SAMPLES 
 
two-sample t-test 

another term for INDEPENDENT SAMPLES t-TEST  
 
two-sided test 

another term for TWO-TAILED TEST 
 
two-tailed hypothesis 

another term for NONDIRECTIONAL HYPOTHESIS 
 
two-tailed test 

also two-sided test, nondirectional test 
a SIGNIFICANCE TEST for which the ALTERNATIVE HYPOTHESIS is nondi-
rectional. Put differently, a two-tailed test, unlike ONE-TAILED TEST, 
takes into account deviations in both directions from the value stated in 
the NULL HYPOTHESIS, those that are greater than it and those that are 
less than it. In a two-tailed test, the rejection of the null hypothesis oc-
curs in either tail of the SAMPLING DISTRIBUTION, and thus the CRITICAL 

REGION consists of both extremes of the sampling distribution of the 
TEST STATISTIC. As shown in Figure T.6, we usually split the PROBABIL-

ITY of .05 into .025 on one side of the distribution and .025 in the other 
tail. In other words, 2.5% of possible occurrences are in one rejection re-
gion and 2.5% of them are in the other rejection region. 
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2.5% (.025)95%

z = -1.96 z = +1.96

2.5% (.025)

 
 

Figure T.6. An Example of a Two-Tailed Test 
 

see also DIRECTIONAL HYPOTHESIS, NONDIRECTIONAL HYPOTHESIS 
 Sahai & Khurshid 2001; Brown 1988; Clark-Carter 2010; Lavrakas 2008; Ary et al. 
2010; Everitt & Skrondal 2010 

 
two-variable chi-square test 

another term for CHI-SQUARE TEST OF INDEPENDENCE 
 
two-way ANCOVA  

an ANCOVA which involves two categorical INDEPENDENT VARIABLEs 
(IVS) (each with two or more LEVELs), one continuous DEPENDENT VAR-

IABLE, and one or more continuous COVARIATEs. ANCOVA will control 
for scores on your covariate(s) and then perform a normal TWO-WAY 

ANOVA. This will tell you if there is:  
 

• a significant MAIN EFFECT for your first IV (group);  
• a main effect for your second IV; and  
• a significant INTERACTION EFFECT between the two. 
 
All two-way ANOVA and ONE-WAY ANCOVA ASSUMPTIONS apply (e.g., 
NORMALITY, HOMOGENEITY OF VARIANCE). 
 Pallant 2010 
 

two-way ANOVA 
also two-way factorial ANOVA, two-factor ANOVA, two-way between-
subjects ANOVA, two-factor between-subjects ANOVA, two-way inde-
pendent ANOVA 
a FACTORIAL ANOVA which estimates the effect of two categorical INDE-

PENDENT VARIABLEs (IV) (each with two or more LEVELs) on a single 
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continuous DEPENDENT VARIABLE and the INTERACTION between them. 
There are many situations in which we would like to include more than 
one IV in our study. When there is more than one IV, the results will 
show MAIN EFFECT (which is the influence of a variable acting on its 
own or independently) and an interaction effect (which is the conjoint in-
fluence of two or more IVs). This interaction may not be apparent when 
a series of ONE-WAY ANOVA tests is conducted. 
Mathematically, the two-way ANOVA is more complex than its one-way 
counterpart, because here instead of one F score three are needed: one 
for each of the IVs and one for their interaction.  
There is no nonparametric alternative to two-way ANOVA. 
  Dörnyei 2007; Mackey & Gass 2005; Cohen et al. 2011; Greene & Oliveira 2005 

 
two-way between-subjects ANOVA 

another term for TWO-WAY ANOVA 
 
two-way between-subjects design 

see BETWEEN-SUBJECTS DESIGN 
 
two-way chi-square test 

another term for CHI-SQUARE TEST OF INDEPENDENCE 
 
two-way factorial ANOVA 

another term for TWO-WAY ANOVA 
 
two-way factorial design 

also simple factorial design, 2  2 factorial design 
the simplest factorial design which has two FACTORs, and each factor has 
two LEVELs. As shown in Table T.3, a two-way factorial design can be 
represented as follows: 
 

Variable 2 Variable 1
(X 2) (X 1)

Treatment A Treatment B
Level 1 Cell 1 Cell 3
Level 2 Cell 2 Cell 4

 
     Table T.3. Schematic Representation of a Simple Factorial Design 

 
To illustrate, assume that an experimenter is interested in comparing the 
effectiveness of two types of teaching methods—methods A and B—on 
the achievement of second language university students, believing that 
there may be a differential effect of these methods based on the students’ 
level of aptitude. Table T.4 shows the 2 × 2 (two-by-two) factorial de-
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sign. The aptitude factor has two levels—high and low; the other factor 
(teaching method) also has two levels (A and B). The researcher random-
ly selects 60 subjects from the high-aptitude group and randomly assigns 
30 subjects to method A and 30 subjects to method B. This process is re-
peated for the low-aptitude group. Teachers are also randomly assigned 
to the groups. Note that a 2 × 2 design requires four groups of subjects; 
each group represents a combination of a level of one factor and a level 
of the other factor. In this example, we want to investigate whether there 
is any difference in achievement among the following groups after the 
TREATMENT: 

 
Group 1    Method A, High Aptitude 
Group 2    Method A, Low Aptitude 
Group 3    Method B, High Aptitude  
Group 4    Method B, Low Aptitude 

 
The scores in the four cells represent the MEAN scores of the four groups 
on the DEPENDENT VARIABLE, the achievement test. In addition to the 
four cell scores representing the various combinations of treatments and 
levels, there are four marginal mean scores: two for the columns and two 
for the rows. The marginal column means are for the two methods, or 
treatments, and the marginal row means are for the two levels of apti-
tude. 
 

Aptitude (X 2) Method A Method B Mean
High 75.0 73.0 74
Low 60.0 64.0 62

Mean 67.5 68.5

Teaching method X1

 
 

Table T.4. An Example of a Factorial Design 
 
From the data given, you can first determine the MAIN EFFECTs for the 
two INDEPENDENT VARIABLEs (IVS). The main effect for treatments re-
fers to the treatment mean scores without regard to aptitude level. If you 
compare the mean score of the two method A groups, 67.5, with that of 
the two method B groups, 68.5, you find that the difference between the-
se means is only 1 point. Therefore, you might be tempted to conclude 
that the method used has little effect on the achievement scores, the de-
pendent variable. 
Now examine the mean scores for the levels to determine the main effect 
of aptitude level on achievement scores. The main effect for levels does 
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not take into account any differential effect caused by treatments. The 
mean score for the two high-aptitude groups is 74, and the mean score 
for the two low-aptitude groups is 62; this difference, 12 points, is the ef-
fect attributable to aptitude level. The high-aptitude group has a marked-
ly higher mean score; thus, regardless of treatment, the high-aptitude 
groups perform better than the low-aptitude groups. Note that the term 
main effects does not mean the most important effect but, rather, the ef-
fect of one IV (factor) ignoring the other factor. In the example, main ef-
fect for teaching method refers to the difference between method A and 
method B (column means) for all students regardless of aptitude. The 
main effect for aptitude is the difference between all high-and low-
aptitude students (row means) regardless of teaching method. 
A factorial design also permits the investigator to assess the INTERAC-

TION between the two IVs—that is, the different effects of one of them at 
different levels of the other. If there is an interaction, the effect that the 
treatment has on learning will differ for the two aptitude levels. If there 
is no interaction, the effect of the treatment will be the same for both lev-
els of aptitude. Looking at Table T.4, you can see that the method A 
mean is higher than the method B mean for the high-aptitude group, and 
the method B mean is higher for the low-aptitude group. Thus, some par-
ticular combinations of treatment and level of aptitude interact to pro-
duce greater gains than do some other combinations. This interaction ef-
fect between method and aptitude levels is shown graphically in Figure 
T.7. If this interaction is statistically significant, you conclude that the ef-
fectiveness of the method depends on aptitude. Method A is more effec-
tive with the high-aptitude students; method B is more effective with the 
low-aptitude group. 
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                 Figure T.7. Illustration of Interaction between Method and Aptitude 
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Now examine another set of data obtained in a hypothetical 2 × 2 factori-
al study. Table T.5 shows the results of a study designed to investigate 
the effect of two methods of instruction on achievement. Because the in-
vestigator anticipates that the method may be differentially effective de-
pending on the aptitude of the subject, the first step is to use an aptitude 
measure and place participants into one of two levels: high aptitude or 
low aptitude. The researcher randomly assigns subjects within each apti-
tude level to one of the two methods. 

 

                              Treatment (X 1)

Aptitude (X 2) Method A Method B Mean
High 50 58 54
Low 40 48 44

Mean 45 53  
 

      Table T.5. An Example of a Factorial Design 
 
After the experiment, the researcher administers achievement tests and 
records the scores for every subject. If you compare the mean score of the 
two groups taught by method B, 53, with that of the two groups taught by 
method A, 45, the former is somewhat higher and method B appears to be 
more effective than method A. The difference between the means for the 
two aptitude levels, or the main effects for aptitude, is 10 (54 - 44). Re-
gardless of treatment, the high-aptitude group performs better than the 
low-aptitude group. The data reveal no interaction between treatment and 
levels. Method B appears to be more effective regardless of the aptitude 
level. In other words, treatments and levels are independent of each other. 
It would not be possible to demonstrate either the presence or the absence 
of interaction without using a factorial design. The lack of interaction is 
illustrated graphically in Figure T.8. 
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      Figure T.8. Illustration of Lack of Interaction 

           between Method and Aptitude Level 
 

The 2 × 2 factorial design can be extended to include more than two lev-
els within each IV, such as a 2 × 3, 3 × 3, 2 × 4, 4 × 3, etc. The factorial 
design can be also extended to more complex experiments in which there 
are a number of IVs; the numeric values of the digits indicate the number 
of levels for the specific IVs. For instance, in a 2 × 3 × 4 factorial design, 
there are three IVs with two, three, and four levels, respectively. Such an 
experiment might use two teaching methods, three ability levels, and four 
grades. Theoretically, a factorial design may include any number of IVs 
with any number of levels of each. However, when too many factors are 
manipulated or controlled simultaneously, the study and the statistical 
analysis become unwieldy and some of the combinations may be artifi-
cial. The number of groups required for a factorial design is the product 
of the digits that indicate the factorial design. In the 2 × 3 × 4 design, 24 
groups would be required to represent all combinations of the different 
levels of the multiple IVs. 
 Ary et al. 2010 

 
two-way group-independence chi-square test 

another term for CHI-SQUARE TEST OF INDEPENDENCE 
 
two-way hypothesis 

another term for NONDIRECTIONAL HYPOTHESIS 
 
two-way independent ANOVA 

another term for TWO-WAY ANOVA  
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two-way mixed design 
another term for SIMPLE MIXED DESIGN 

 
two-way repeated measures ANOVA 

also two-way repeated measures factorial ANOVA, two-way within-
subjects ANOVA, two-factor within-subjects ANOVA, two-way within-
groups ANOVA, two-factor within- groups ANOVA 
a parametric inferential procedure performed when both FACTORs (i.e., 
INDEPENDENT VARIABLE) are WITHIN-SUBJECTS FACTORs. Because each 
participant produces scores on all the CONDITIONs, the scores for each 
participant are related. In two-way repeated measures ANOVA the same 
participants do the two or more conditions on one factor and also do the 
two or more conditions on the other factor. An example would be an ex-
periment in which the first factor is a comparison between learning lists 
of long or short words. The second factor is a comparison between fast 
and slow rates of presenting the lists of words, as shown below: 

 
Variable A (length of words) 
Condition A1 (short words) 
Condition A2 (long words) 
Variable B (presentation rates) 
Condition B1 (fast rate) 
Condition B2 (slow rate) 

 
In two-way repeated measures ANOVA the same participants will be do-
ing the two conditions on variable A and also the two conditions on vari-
able B. The same participants will be doing all four conditions listed in 
Table T.6. 
 Greene & Oliveira 2005 
 

Condition 1       Short words (A 1) presented at a fast rate (B 1)

Condition 2       Short words (A 1) presented at a slow rate (B 2)

Condition 3       Long words (A 2) presented at a fast rate (B 1)

Condition 4       Long words (A 2) presented at a slow rate (B 2)  
 

Table T.6. Same Participants Doing all Four Conditions 
 
two-way repeated measures factorial ANOVA 

another term for TWO-WAY REPEATED MEASURES ANOVA 
 
two-way table 

see CONTINGENCY TABLE  
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two-way within-groups ANOVA 
another term for TWO-WAY REPEATED MEASURES ANOVA 

 
two-way within-subjects ANOVA 

another term for TWO-WAY REPEATED MEASURES ANOVA 
 
two-way within-subjects design 

see WITHIN-SUBJECTS DESIGN 
 
type I error 

also alpha (α) error, false positive, false alarm 
an error in decision making or HYPOTHESIS TESTING that results from re-
jecting a NULL HYPOTHESIS (H0) when, in fact, it is true. Type I error oc-
curs when there is really no difference between the POPULATION PARAM-

ETERs being tested, but the researcher is misled by chance differences in 
the SAMPLE DATA. In other words, it occurs when a researcher errone-
ously concludes that there is a difference between the groups being stud-
ied when, in fact, there is no difference and, thus, concludes that a false 
ALTERNATIVE HYPOTHESIS is true.  
Consider the first row of the Table T.7 where H0 is in actuality true. 
First, if H0 is true and we fail to reject H0, then we have made a correct 
decision; that is, we have correctly failed to reject a true H0. The PROBA-

BILITY of this first outcome (i.e., correct acceptance) is known as (denot-
ed by) 1 - ALPHA (α). Second, if H0 is true and we reject H0, then we 
have made a Type I error. That is, we have incorrectly rejected a true H0. 
Our sample data has led us to a different conclusion than the population 
data would have. The probability of this second outcome (making a Type 
I error) is known as α. Therefore, if H0 is actually true, then our sample 
data lead us to one of two conclusions: Either we correctly fail to reject 
H0, or we incorrectly reject H0. The sum of the probabilities for these two 
outcomes when H0 is true is equal to 1, i.e., (1 - α) + α = 1. The more 
concerned a researcher is with committing a Type I error, the lower the 
value of alpha the researcher should employ. A Type I error is therefore 
a false positive judgment concerning the validity of the mean difference 
obtained. 
By contrast, a Type II error (also called beta (β) error, false negative) 
occurs when the researcher fails to reject H0 when it is, in fact, false (i.e., 
one concludes that a true alternative hypothesis is false). In this case, the 
researcher concludes that the TREATMENT or INDEPENDENT VARIABLE 
does not have an effect when, in fact, it does. That is, the researcher con-
cludes that there is not a difference between the two groups being studied 
when, in fact, there is a difference.  
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 (a) For General case
decision

state of nature (reality) fail to reject H 0 reject H 0

H 0 is true correct decision Type I error 
(1 − α) (α)

H 0 is false Type II error correct decision
(β) (1 − β) = power

(b) For example umbrella/rain case                
                                    decision

state of nature (reality) fail to reject H 0 reject H 0

do not carry umbrella carry umbrella
H 0 is true, no rain correct decision Type I error

no umbrella needed look silly
(1 − α) (α)

H 0 is false, rains Type II error correct decision
get wet stay dry

(β) (1 − β) = power  
 

Table T.7. Statistical Decision Table 
 
Consider the second row of the Table T.7 where H0 is in actuality false. 
First, if H0 is really false and we fail to reject H0, then we have made a 
Type II error. That is, we have incorrectly failed to reject a false H0. Our 
sample data has led us to a different conclusion than the population data 
would have. The probability of this outcome—accepting the null hypoth-
esis when the alternative hypothesis is true—is known as β (beta). Se-
cond, if H0 is really false and we reject H0, then we have made a correct 
decision; that is, we have correctly rejected a false H0. The probability of 
this second outcome (i.e., correct rejection) is known as 1 - β (also re-
ferred to as POWER). Thus, if H0 is actually false, then our sample data 
lead us to one of two conclusions: Either we incorrectly fail to reject H0, 
or we correctly reject H0. The sum of the probabilities for these two out-
comes when H0 is false is equal to 1, i.e., β + (1 - β) = 1. A Type II error 
is therefore a false negative judgment concerning the validation of the 
mean difference obtained. 
Consider the following example, as shown in part (b) of Table T.7. We 
wish to test the following hypotheses about whether or not it will rain 
tomorrow. Again there are four potential outcomes. First, if H0 is really 
true (no rain) and we do not carry an umbrella, then we have made a cor-
rect decision as no umbrella is necessary (probability = 1 - α). Second, if 
H0 is really true (no rain) and we carry an umbrella, then we have made a 
Type I error as we look silly carrying that umbrella around all day (prob-
ability = β). Third, if H0 is really false (rains) and we do not carry an 
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umbrella, then we have made a Type II error and we get wet (probability 
= α). Fourth, if H0 is really false (rains) and we carry an umbrella, then 
we have made the correct decision as the umbrella keeps us dry (proba-
bility = 1 - β). 
One can totally eliminate the possibility of a Type I error by deciding to 
never reject H0. That is, if we always fail to reject H0, then we can never 
make a Type I error. One can totally eliminate the possibility of a Type II 
error by deciding to always reject H0. That is, if we always reject H0, 
then we can never make a Type II error. With these strategies we do not 
even need to collect any sample data as we have already decided to nev-
er/always reject H0. Taken together, one can never totally eliminate the 
possibility of both a Type I and a Type II error. No matter what decision 
we make, there is always some possibility of making a Type I and/or 
Type II error. 
In qualitative data a Type I error is committed when a statement is be-
lieved when it is, in fact, not true, and a Type II error is committed when 
a statement is rejected when it is, in fact, true. 
see also CONFIDENCE INTERVAL  
 Marczyk et al. 2005; Porte 2010; Cohen et al. 2011; Clark-Carter 2010; Leary 2011; 
Sheskin 2011; Upton & Cook 2008; Sahai & Khurshid 2001; Kirk 2008 

 
Type-token ratio 

a measure of lexical diversity which involves dividing the number of 
types by the number of tokens, e.g., types can refer to the different words 
that are used in one data set, and tokens can refer to the number of repeti-
tions of those words.  
 Mackey & Gass 2005 

 
Type II error  

see TYPE I ERROR  
 
typical case sampling  
see PURPOSIVE SAMPLING 



U 
 
U 

an abbreviation for MANN-WHITNEY U TEST 
 
unbalanced design 

also nonorthogonal design 
a term which is used to denote a FACTORIAL DESIGN with two or more 
FACTORs having unequal numbers of observations or values in each cell 
or LEVEL of a factor. There are at least three situations in which you 
might have an unbalanced design. One is if the SAMPLEs are proportional 
and reflect an imbalance in the POPULATION from which the sample 
came. Thus, if we knew that two-thirds of second language (L2) students 
were female and one-third male, we might have a sample of L2 students 
with a 2:1 ratio of females to males. For example, we might look at the 
way male and female L2 students differ in their exam performance after 
receiving two teaching techniques—seminars or lectures. With such pro-
portional data it is legitimate to use the WEIGHTED MEANs analysis. 
A second possible reason for an unbalanced design is that participants 
were not available for particular TREATMENTs but there was no systemat-
ic reason for their unavailability; that is, there is no connection between 
the treatment to which they were assigned and the lack of data for them. 
Under these circumstances it is legitimate to use the UNWEIGHTED 

MEANS ANALYSIS or the LEAST SQUARES METHOD OF ANALYSIS. 
A third possible reason for an unbalanced design would be if there were 
a systematic link between the treatment group and the failure to have da-
ta for such participants; this is more likely in a quasi-experiment. 
Given the difficulties with unbalanced designs, unless you are dealing 
with proportional samples, some people recommend randomly removing 
data points from the treatments that have more than the others. Alterna-
tively, it is possible to replace missing data with the mean for the group, 
or even the overall mean. If you put in the group mean you may artifi-
cially enhance any differences between conditions, and if you use the 
overall mean to replace missing data you may obscure any genuine dif-
ferences between groups. If either of these methods is used then the total 
degrees of freedom should be reduced by one for each data point esti-
mated. 
 Clark-Carter 2010; Sahai & Khurshid 2001; Hatch & Lazaraton 1991 

 
uncorrelated design 

another term for BETWEEN-SUBJECTS DESIGN 
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uncorrelated t-test 
another term for INDEPENDENT SAMPLES t-TEST  

 
unequal variance t-test 

another term for WELCH’S TEST  
 
ungrouped variable 

another term for CONTINUOUS VARIABLE 
 
unidimensional scale 

see CUMULATIVE SCALE 
 
unidirectional hypothesis 

another term for DIRECTIONAL HYPOTHESIS  
 
unimodal distribution 

see MODE 
 
unique variance 

see MULTIVARIATE ANALYSIS OF VARIANCE  
 
unitary trait hypothesis 

see INTEGRATIVE TEST 
 
univariate analysis 

the analysis of single VARIABLEs without reference to other variables. 
The commonest univariate statistics are DESCRIPTIVE STATISTICS such as 
the MEAN and VARIANCE. When a data distribution for one DEPENDENT 

VARIABLE (DV) of interest is displayed this is called a univariate distri-
bution; the BAR CHART and HISTOGRAM are examples of univariate 
graphic displays. Univariate statistical analysis does not imply analysis 
involving only one variable, there may be one or more INDEPENDENT 

VARIABLEs. For example, a researcher may want to investigate differ-
ences, in final examinations performance, among different groups of stu-
dents. The DV, performance in final examinations, may be explained by 
a student’s age (classified as mature candidate, not mature) and gender. 
ANALYSIS OF VARIANCE, which is a classical example of a univariate sta-
tistical analysis, may well be an appropriate statistical procedure to use. 
This would still be a univariate analysis because the research question re-
lates to whether there are any differences between groups with respect to 
a single DV. 
Univariate analysis is used in contrast to BIVARIATE and MULTIVARIATE  
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ANALYSIS involving measurements on two or more variables simultane-
ously. 
 Cramer & Howitt 2004; Peers 1996 

 
univariate distribution 

see UNIVARIATE ANALYSIS 
 
universe score 

see GENERALIZABILITY THEORY 
 
unobserved variable 

another term for LATENT VARIABLE 
 
unobtrusive measure 

see HAWTHORNE EFFECT 
 
unplanned comparison 

another term for POST HOC TEST 
 
unrelated design 

another term for BETWEEN-SUBJECTS DESIGN 
 
unrelated samples 

another term for INDEPENDENT SAMPLES 
 
unrelated t-test 

another term for INDEPENDENT SAMPLES t-TEST  
 
unrestricted question 

another term for OPEN-FORM ITEM 
 
unstandardized partial regression coefficient  

see STANDARDIZED PARTIAL REGRESSION COEFFICIENT 
 
unstandardized regression coefficient  

another term for UNSTANDARDIZED PARTIAL REGRESSION COEFFICIENT  
 
unstructured interview  

a conversational type of INTERVIEW in which the questions arise from the 
situation. Unstructured interview involves a particular topic or topics to 
be discussed but the interviewer has no fixed wording in mind and is 
happy to let the conversation deviate from the original topic if potentially 
interesting material is touched upon; the participant is free to talk about 
what s/he deems important, with little directional influence from the re-
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searcher. The intention is to create a relaxed atmosphere in which re-
spondents may reveal more than they would in formal contexts, with the 
interviewer assuming a listening role. The respondents will be allowed to 
develop the chosen theme as they wish and to maintain the initiative in 
the conversation, while the interviewer will restrict himself/herself to en-
couraging the respondents to elucidate further whenever they touch upon 
a topic that seems interesting. Naturally, the interviewer will also have to 
exercise a degree of control by leading the respondents back to the point 
if they begin to digress towards subjects that have nothing to do with the 
issue under examination. Should the respondents go off at a tangent, the 
interviewer will bring them back to the main theme. Though the basic 
theme of the conversation has been chosen beforehand, unforeseen sub-
themes may nevertheless arise during the interview. If these are seen to 
be relevant and important, they will be developed further. Thus, different 
interviews might emphasize different topics. Moreover, some respond-
ents have more to say than others; some are more outgoing, while others 
are more reserved. In addition, the empathetic relationship that is built up 
during the course of the interview varies from case to case; some inter-
viewees will get on the same wavelength as the interviewer, develop a 
relationship of trust with him/her and reveal their innermost feelings and 
personal reflections, while in other cases this mechanism is not triggered. 
It, thus, follows that the interviews will have an extremely individual 
character and will differ widely in terms of both the topics discussed and 
the length of the interview itself. Such a technique could be used when a 
researcher is initially exploring an area with a view to designing a more 
structured format for subsequent use. In addition, this technique can be 
used to produce the data for a CONTENT ANALYSIS or even for a qualita-
tive method such as DISCOURSE ANALYSIS.  
see also ETHNOGRAPHIC INTERVIEW, NON-DIRECTIVE INTERVIEW, SEMI-
STRUCTURED INTERVIEW, STRUCTURED INTERVIEW, INTERVIEW GUIDE, 
INFORMAL INTERVIEW, TELEPHONE INTERVIEW, FOCUS GROUP 
 Clark-Carter 2010; Corbetta 2003; Dörnyei 2007; Heigham & Croker 2009 

 
unstructured observation 

see OBSERVATION 
 
unsystematic error 

another term for RANDOM ERROR 
 
unsystematic variance 

another term for ERROR VARIANCE 
 
unweighted mean 

see WEIGHTED MEAN  
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unweighted means analysis 
 a method of analysis in two-way and higher-order FACTORIAL DESIGNs 
containing unequal numbers of observations or values in each cell. The 
procedure consists of calculating the cell means and then carrying out a 
balanced data analysis by assuming that the cell means constitute a single 
observation in each cell 
see also UNBALANCED DESIGN 
 Sahai & Khurshid 2001 

 
U-shaped distribution 

 an asymmetrical FREQUENCY DISTRIBUTION having general resemblance 
to the shape of the letter U. As shown in Figure U.1, the distribution has 
maximum frequencies at both ends of the distribution, which decline rap-
idly at first and then more slowly, reaching a minimum between them. 
 Sahai & Khurshid 2001 
 

Y

X

Y

X
 

                    (a) Histogram                                   (b) Continuous Curve 
 

Figure U.1. Two U-Shaped Distributions 
 

U test 
an abbreviation for MANN-WHITNEY U TEST 

 
utility 

the facet of VALIDITY that is concerned with whether measurement or 
observational procedures are used for the correct purposes. If a procedure 
is not used for what it was originally intended for, there might be a ques-
tion as to whether it is a valid procedure for obtaining the data needed in 
a particular study. If it is used for something other than what it was orig-
inally designed to do, the researcher must provide additional evidence 
that the procedure is valid for the purpose of his/her study. For example, 
if you wanted to use the results from the TOEFL to measure the effects 
of a treatment over a two-week training period, this would be invalid. To 
reiterate, the reason is that the TOEFL was designed to measure lan-
guage proficiency, which develops over long periods of time. It was not
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designed to measure the specific outcomes that the treatment was target-
ing. 
 Perry 2011 



 

 

V 
 
V 

an abbreviation for CRAMER’S V. Also an abbreviation for PILLAI’S CRI-

TERION 
 
validity 

the degree to which a study and its results correctly lead to, or support, 
exactly what is claimed. Generally, validity refers to the appropriateness, 
meaningfulness, correctness, and usefulness of the inferences a research-
er makes. Validation is the process of collecting and analyzing evidence 
to support such inferences. Validity is a requirement for both QUANTITA-

TIVE and QUALITATIVE RESEARCH. In qualitative data validity might be 
addressed through the honesty, depth, richness and scope of the data 
achieved, the participants approached, the extent of TRIANGULATION and 
the disinterestedness (see CONFIRMABILITY) of the researcher. In quanti-
tative research validity might be improved through careful SAMPLING, 
appropriate instrumentation and appropriate statistical treatments of the 
data. Quantitative research possesses a measure of STANDARD ERROR 
which is inbuilt and which has to be acknowledged. In qualitative data 
the subjectivity of respondents, their opinions, attitudes, and perspectives 
together contribute to a degree of BIAS. Validity, then, should be seen as 
a matter of degree rather than as an absolute state.  
There are several different kinds of validity: CONTENT VALIDITY, CRITE-

RION-RELATED VALIDITY, CONSTRUCT VALIDITY, INTERNAL VALIDITY, 
EXTERNAL VALIDITY, FACE VALIDITY, CONSEQUENTIAL VALIDITY, CAT-

ALYTIC VALIDITY, ECOLOGICAL VALIDITY, CULTURAL VALIDITY, DE-

SCRIPTIVE VALIDITY, INTERPRETIVE VALIDITY, THEORETICAL VALIDITY, 
and EVALUATIVE VALIDITY. 
 Cohen et al. 2011; Dörnyei 2007; Fraenkel & Wallen 2009 

 
validity coefficient 

see CRITERION-RELATED VALIDITY  
 
VARBRUL 

a statistical package for DATA ANALYSIS often used in sociolinguistic re-
search. 
 Mackey & Gass 2005 

 
variability 

also dispersion 
the amount of spread among the scores in a group. For example, if the 
scores of participants on a test were widely spread from low, middle to 
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high, the scores would be said to have a large dispersion. To examine the 
extent to which scores in a distribution vary from one another, research-
ers use measures of variability, i.e., descriptive statistics that convey in-
formation about the spread or variability of a set of data. The common 
statistical measures of variability (also called measures of dispersion) 
are VARIANCE, STANDARD DEVIATION, RANGE, and INTER-QUARTILE 

RANGE. Less common is the COEFFICIENT OF VARIATION. Variability is 
the complementary quality to the CENTRAL TENDENCY of a distribution. 
Various data sets may have the same center but different amount of 
spreads. 
 Richards & Schmidt 2010 

 
variable 

any characteristics or attributes of an object or of a person that can have 
different values from one time to the next or from one individual to an-
other. Variable is something that may vary, or differ from person to per-
son or from object to object. For example, you may be left-handed. That 
is an attribute, and it varies from person to person. There are also right-
handed people. Height, sex, nationality, and language group membership 
are all variables commonly assigned to people. Variables often attributed 
to objects include temperature, weight, size, shape, and color. A person’s 
proficiency in English as a foreign language may differ over time as the 
person learns more and more English. Thus, proficiency in English can 
be considered a variable because it may change over time or differ 
among individuals. Variables can be quantified on different MEASURE-

MENT SCALEs depending on whether we want to know how much of the 
variable a person has or only about the presence or absence of the varia-
ble. 
The opposite notion to a variable is a constant, which is simply a condi-
tion or quality that does not vary between cases. It is a construct that has 
only one value (e.g., if every member of a sample was 10 years old, the 
age construct would be a constant). The number of cents in a United 
States dollar is a constant: every dollar note will always exchange for 
100 cents; or, the number of hours in a day—twenty-four—is also a con-
stant. Adding a constant to every score in a distribution does not affect 
the outcome of the statistical calculations.  
In REGRESSION ANALYSIS, constant is the point where the REGRESSION 

LINE intersects the vertical axis. 
see also LEVEL, INDEPENDENT VARIABLE, DEPENDENT VARIABLE, MOD-

ERATOR VARIABLE, INTERVENING VARIABLE, CATEGORICAL VARIABLE, 
CONTINUOUS VARIABLE 
  Porte 2010; Hatch & Farhady 1982; Brown 1988; Brown 1992  
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variance 
a statistical MEASURE OF VARIABILITY of a set of data around the MEAN. 
Variance is calculated by summing the squared deviations of the data 
values about the mean and then dividing the total by N if the data set is a 
POPULATION or by N - 1 if the data set is from a SAMPLE. Variance is, in 
fact, the squared value of the STANDARD DEVIATION. It is calculated 
from the average squared deviation of each number from its mean. The 
larger the variance, the more scattered are the observations on average. 
Because of the mathematical manipulation needed to produce a variance 
statistic variance is not often used by researchers to gain a sense of a dis-
tribution. In general, variance is used more as a step in the calculation of 
other statistics (e.g., t-TEST, ANALYSIS OF VARIANCE) than as a stand-
alone statistic. But with a simple manipulation, the variance can be trans-
formed into the standard deviation. 
see also SAMPLE VARIANCE, POPULATION VARIANCE 
 Porte 2010; Urdan 2010 

 
variance estimate 

another term for SAMPLE VARIANCE 
 
variance inflation factor 

see MULTICOLLINEARITY  
 
variate 

see DISCRIMINANT FUNCTION ANALYSIS 
 
Venn diagram 

a graphical representation of the extent to which two or more quantities 
or concepts are mutually inclusive and mutually exclusive. Venn diagram 
is a system of representing the relationship between subsets of infor-
mation. Usually the totality is represented by a rectangle. Within that rec-
tangle are to be found circles which enclose particular subsets. The cir-
cles may not overlap, in which case there is no overlap between the sub-
sets. Alternatively, they may overlap totally or partially. The amount of 
overlap is the amount of overlap between subsets. Figure V.1 shows ex-
amples of Venn diagrams.  

 

 
 

      Figure V.1. Examples of Venn Diagrams 
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see also COEFFICIENT OF DETERMINATION 
 Cramer & Howitt 2004; Sahai & Khurshid 2001 

 
verbal protocol 

another term for VERBAL REPORT 
 
verbal report 

also verbal protocol, verbal reporting 
an introspective qualitative data collection method which consists of oral 
records of an individual’s thought processes, provided by the individual 
when thinking aloud either during or immediately after completing a 
task. These tasks are usually relatively specific and bounded, e.g., read-
ing a short text. The verbalized thoughts of the participants are usually 
free-form, since participants are not provided with preformatted choices 
of answers. It is important to understand that verbal reports do not mirror 
the thought processes. Verbal reports are not immediate revelations of 
thought processes. They represent (a subset of) the information currently 
available in short-term memory rather than the processes producing the 
information. Cognitive processes are not directly manifest in protocols 
but have to be inferred, just as in the case of other types of data. 
Typically when researchers talk about verbal reporting they usually im-
ply two specific techniques: think-aloud protocol and retrospective pro-
tocol (sometimes called stimulated recall), differentiated by when the 
data is collected. In a think-aloud protocol, the participants are given a 
task to perform and during the performance of that task they are asked to 
verbalize (i.e., to articulate) what their thought processes are. The re-
searcher’s role is merely to encourage that verbalization through prompt-
ing the participants with utterances such as ‘please keep telling me what 
you are thinking’; ‘please keep thinking aloud if you can’. Think-aloud 
implies no direct inspection of the mental state, but merely reportage. It 
involves the concurrent vocalization of one’s inner speech without offer-
ing any analysis or explanation. Thus, respondents are asked to verbalize 
only the thoughts that enter their attention while still in the respondents’ 
short-term memory. In this way, the procedure does not alter the se-
quence of thoughts mediating the completion of a task and can therefore 
be accepted as valid data on thinking. The resulting verbal protocol is 
recorded and then analyzed. It is clear that providing think-aloud com-
mentary is not a natural process and therefore participants need precise 
instructions and some training before they can be expected to produce 
useful data. They need to be told to focus on their task performance ra-
ther than on the think-aloud and they usually need to be reminded to 
keep on talking while carrying out an activity (e.g., ‘What made you do 
that?’, or ‘What are you thinking about now?’). 
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The second type is a retrospective protocol or a stimulated recall in 
which learners verbalize their thought processes immediately after they 
have performed a task or mental operation. In such cases, the relevant in-
formation needs to be retrieved from long-term memory and thus the va-
lidity of retrospective protocols depends on the time interval between the 
occurrence of a thought and its verbal report. For tasks with relatively 
short response latencies (less than 5-10 seconds), subjects are able to 
produce accurate recollections, but for cognitive processes of longer du-
ration, the difficulty of accurate recall of prior thoughts increases. In or-
der to help the respondents retrieve their relevant thoughts, some sort of 
stimulus is used as a support for the recall (hence the term stimulated re-
call), such as watching the respondent’s own task performance on video, 
listening to a recording of what the person has said, or showing the per-
son a written work that s/he has produced. Thus, the underlying idea is 
that some tangible (visual or aural) reminder of an event will stimulate 
recall to an extent that the respondents can retrieve and then verbalize 
what was going on in their minds during the event.  
There are several principles that should be adhered to in conducing ver-
bal reports. These principles include the following:  
 
1) time intervening between mental operations and report is critical and 

should be minimized as much as possible;  
2) verbalization places additional cognitive demands on mental pro-

cessing that requires care in order to achieve insightful results;  
3) verbal reports of mental processes should avoid the usual social con-

ventions of talking to someone;  
4) there is a lot of information in introspective reports aside from the 

words themselves. Researchers need to be aware of these parallel sig-
nal systems and be prepared to include them in their analyses;  

5) verbal reports of automatic processes are not possible. Such processes 
include visual and motor processes and low-attention, automatized 
linguistic processes such as the social chat of native speakers. 

 
Many criticisms have been leveled against verbal reports, the major one 
being that it is highly unnatural and obtrusive to verbalize ones thoughts. 
In addition, verbal reports do not elicit all of the cognitive processes in-
volved in an activity and thus are incomplete. Furthermore, the analysis 
of verbal report data is subject to the idiosyncratic interpretations of the 
researcher and hence may not be valid. For example, for second language 
learners there is also the problem that students are asked to report on 
their thought processes in a second language. Although few dispute the 
limitations of verbal reports, at this point, the method is one of the few 
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available means for finding out more about the thought processes of the 
participants.  
 Heigham & Croker 2009; Mckay 2006; Dörnyei 2007; Perry 2011; Gass & Mackey 
2000; Brown & Rodgers 2002; Nunan 1992; Cohen & Macaro 2010 

 
verbal reporting 

another term for VERBAL REPORT 
 
verificationalism 

a view that a claim or belief is meaningful only if we can state the condi-
tions under which it could be verified or falsified. That is, we need to 
state what EMPIRICAL RESEARCH would need to be done to show that the 
claim or belief was true, or false. Verifiability and falsifiability are asso-
ciated with LOGICAL POSITIVISM. 
 Fulcher & Davidson 2007 

 
vertical axis 

see BAR GRAPH  
 
VIF 

an abbreviation for VARIANCE INFLATION FACTOR 
 
vignettes 

a technique, used in STRUCTURED and IN-DEPTH INTERVIEWs as well as 
FOCUS GROUPs, providing sketches of fictional (or fictionalized) scenari-
os. The respondent is then invited to imagine, drawing on his/her own 
experience, and how the central character in the scenario will behave. 
Vignettes thus collect situated data on group values, group beliefs, and 
group norms of behavior. While in structured interviews respondents 
must choose from a multiple-choice menu of possible answers to a vi-
gnette, as used in-depth interviews and focus groups, vignettes act as 
stimulus to extended discussion of the scenario in question. 
 Bloor & Wood 2006 

 
volunteer sampling 

a type of NON-PROBABILITY SAMPLING used when the researchers ask 
people to volunteer to take part in their research. In cases where access is 
difficult, the researcher may have to rely on volunteers, for example, per-
sonal friends, or friends of friends, or participants who reply to a news-
paper advertisement, or those who happen to be interested from a partic-
ular school, or those attending courses. This method has the obvious ad-
vantage of being easy and cheap but is highly problematic from the point 
of view of obtaining an unbiased sample (see SAMPLING ERROR). Closely 
related to CONVENIENCE SAMPLING is the use of volunteers as a sampling 
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strategy. They differ from a convenience sampling in that they are not 
under any obligation to participate in the study, whereas the former usu-
ally consists of students who are required to be participants of a research 
study as partial fulfillment of their courses. Volunteers are often paid for 
their services, whereas participants in convenience samples are not. 
When all attempts fail to find participants using other strategies, using 
volunteers is often the only way researchers can go. However, research 
has shown that using volunteers frequently leads to a sample that is not 
representative of a target POPULATION. Findings have shown that in the 
West, volunteers tend to be better educated, more motivated, more out-
going, higher in need achievement, and from a higher socioeconomic 
level. It is pointed out that if any of these qualities could possibly impact 
the variable(s) under investigation, you would have to treat the findings 
of the study with some reservation.  
see also QUOTA SAMPLING, DIMENSIONAL SAMPLING, PURPOSIVE SAM-

PLING, SNOWBALL SAMPLING, SEQUENTIAL SAMPLING, OPPORTUNISTIC 

SAMPLING  
 Perry 2011; Cohen et al. 2011 



W 
 
W 

an abbreviation for KENDALL’S COEFFICIENT OF CONCORDANCE 
 
Waller-Duncan t-test 

a POST HOC TEST used for determining which of three or more MEANs 
differ significantly in an ANALYSIS OF VARIANCE (ANOVA). This test is 
based on the Bayesian t-value (also called Bayes’ Theorem) which de-
pends on the F RATIO for a ONE-WAY ANOVA, its DEGREES OF FREEDOM 
and a measure of the relative seriousness of making a TYPE I ERROR ver-
sus a TYPE II ERROR. It can be used for groups of equal or unequal size. 
 Cramer & Howitt 2004 

 
web survey  

another term for INTERNET SURVEY 
 
Wechsler scales 

a group of intelligence tests, including the Wechsler Adult Intelligence 
Scale (WAIS), later revised (WAIS-R); the Wechsler Intelligence Scale 
for Children (WISC), later revised (WISC-R); the Wechsler Preschool 
and Primary Scale of Intelligence (WPPSI); and the Wechsler-Bellevue 
Scale, no longer used, all of which emphasize performance and verbal 
skills and give separate scores for subtests in vocabulary, arithmetic, 
memory span, assembly of objects, and other abilities. 
 Coaley 2010; Ary et al. 2010 

 
weighted least squares 

see LEAST SQUARES METHOD OF ANALYSIS 
 
weighted mean 

the MEAN of two or more groups which takes account of or weights the 
size of the groups when the sizes of one or more of the groups differ. If 
you end up with unequal sample sizes for reasons not related to the ef-
fects of your TREATMENTs, one solution is to equalize the groups by ran-
domly discarding the excess data from the larger groups. In a weighted 
means analysis, each group mean is weighted according to the number of 
subjects in the group. As a result, means with higher weightings (those 
from larger groups) contribute more to the analysis than do means with 
lower weights. When the size of the groups is the same, there is no need 
to weight the group mean for size and the mean is simply the sum of the 
means divided by the number of groups. When the size of the groups dif-
fers, the mean of each group is multiplied by its size to give the total or 
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sum for that group. The sum of each group is added together to give the 
overall or grand sum. 
 

Groups Means Size Sum
1 4 10 40
2 5 20 100
3 9 40 360
Sum 18 500
Number 3 60 60
Mean 6 8.33

 
 

           Table W.1. Weighted and Unweighted Mean of Three Groups 
 

This grand sum is then divided by the total number of cases to give the 
weighted mean. Take the means of the three groups in Table W.1. The 
unweighted mean (an ARITHMETIC MEAN of a set of observations in 
which no weights are assigned to them) of the three groups is 6, (4 + 5 + 
9)/3 = 6). If the three groups were of the same size (say, 10 each), there 
would be no need to weight them as size is a constant and the mean is 6, 
(40 + 50 + 90)/30 = 6). If the sizes of the groups differ, as they do here, 
the weighted mean is higher at 8.33 than the unweighted mean of 6 be-
cause the largest group has the highest mean. 
 Cramer & Howitt 2004; Bordens & Abbott 2011 

 
Welch’s analysis of variance test 

another term for WELCH’S TEST 
 
Welch’s statistic 

another term for WELCH’S TEST 
 
Welch’s test 

also Welch’s t-test, Welch’s statistic, unequal variance t-test, Welch’s 
analysis of variance test 
a modified version of the INDEPENDENT SAMPLES t-TEST for which 
EQUAL VARIANCEs are not assumed. The t-test assume that the underly-
ing population variances of the two groups are equal (since the variances 
are pooled as part of the test); if they are not, then the Welch’s test 
should be used, since this provides a direct means to adjust for the ine-
quality. In other words, when homogeneity of variance is not present but 
the other requirements of an independent samples t-test are fulfilled then 
Welch’s test is used. It should be also used whenever the SAMPLE SIZE is 
small, or you wish to be conservative in the inferences that you draw. If 
you wish to use the two-sample t-test, the best approach is to calculate 
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the homogeneity of variance prior to any t-testing, and then decide 
whether to use the two-sample t-test or the unequal variance t-test. When 
the data are ordinal, none of these procedures as such are recommended, 
as they have been specifically designed for interval- or ratio-level DE-

PENDENT VARIABLEs (see MANN-WHITNEY U TEST) 
 Clark-Carter 2010; Boslaugh & Watters 2008; Lomax 2007 

 
Welch’s t-test 

another term for WELCH’S TEST 
 
Wilcoxon-Mann-Whitney test 

another term for MANN-WHITNEY U TEST 
 
Wilcoxon matched-pairs signed-ranks test 

also Wilcoxon signed-ranks test, signed-ranks test, Wilcoxon T test 
a nonparametric alternative to the PAIRED-SAMPLES t-TEST which is used 
with ordinal data. Wilcoxon matched-pairs signed-ranks test is used to 
determine whether the two sets of data or scores obtained from the same 
individuals (as in a pretest /posttest situation) are significantly different 
from each other. It is used when you have one categorical INDEPENDENT 

VARIABLE with two LEVELs (the same participants are measured two 
times, e.g., Time 1, Time 2, or under two different conditions) and one 
ordinal DEPENDENT VARIABLE. The differences between pairs of scores 
are ranked in order of size, ignoring the sign or direction of those differ-
ences. The ranks of the differences with the same sign are added togeth-
er. If there are no differences between the scores of the two samples, the 
sum of positive ranked differences should be similar to the sum of nega-
tive ranked difference. The bigger the differences between the positive 
and negative ranked differences, the more likely the two sets of scores 
differ significantly from each other.  
The Wilcoxon signed ranks test considers both the magnitude of the dif-
ference scores and their direction, which makes it more powerful (i.e., 
(i.e., lower risk of TYPE II ERROR)) than the SIGN TEST. The Wilcoxon 
can also be used in situations involving a MATCHED SUBJECT DESIGN, 
where subjects are matched on specific criteria. 
see also CONSERVATIVE TEST, LIBERAL TEST 
 Mackey & Gass 2005; Cohen et al. 2011; Cramer & Howitt 2004; Sheskin 2011; Pa-
gano 2009; Hatch & Lazaraton 1991 

 
Wilcoxon rank-sums test 

another term for MANN-WHITNEY U TEST 
 
Wilcoxon signed-ranks test 

another term for WILCOXON MATCHED-PAIRS SIGNED-RANKS TEST  
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Wilcoxon test 
another term for MANN-WHITNEY U TEST 

 
Wilcoxon T test 

another term for WILCOXON MATCHED-PAIRS SIGNED-RANKS TEST 
 
Wilks’ Lambda 

also lambda (λ), multivariate F 
a test used in multivariate statistical procedures such as CANONICAL 

CORRELATION, DISCRIMINANT FUNCTION ANALYSIS, and MULTIVARIATE 

ANALYSIS OF VARIANCE to determine whether the MEANs of the groups 
differ. Wilks’ lambda is a likelihood ratio statistic that tests the likeli-
hood of the data under the assumption of equal population mean vectors 
for all groups against the likelihood under the assumption that population 
mean vectors are identical to those of the sample mean vectors for the 
different groups. It varies from 0 to 1. A lambda of 1 indicates that the 
means of all the groups have the same value and so do not differ. Lamb-
das close to 0 signify that the means of the groups differ. It can be trans-
formed as a CHI-SQUARE or an F RATIO. It is the most widely used of 
several such tests which include HOTELLING’S TRACE CRITERION, PIL-

LAI’S CRITERION and ROY’S GCR CRITERION. 
When there are only two groups, the F ratios for Wilks’ lambda, Ho-
telling’s trace, Pillai’s criterion and Roy’s gcr criterion are the same. 
When there are more than two groups, the F ratios for Wilks’ lambda, 
Hotelling’s trace, and Pillai’s criterion may differ slightly. Pillai’s crite-
rion is said to be the most ROBUST when the assumption of the HOMOGE-

NEITY OF VARIANCE-COVARIANCE MATRIX is violated. In terms of avail-
ability Wilks’ lambda is the criterion of choice unless there is reason to 
use Pillai's criterion.  
 Cramer & Howitt 2004; Tabachnick & Fidell 2007; Hair et al. 2010 

 
willful bias 

see BIAS 
 
w index 

see EFFECT SIZE 
 
Winsorization 

 a strategy which involves replacing a fixed number of OUTLIERs (i.e., 
extreme scores) with the score that is closest to them in the tail of the 
DISTRIBUTION in which they occur. The rationale underlying Winsoriza-
tion is that the outliers may provide some useful information concerning 
the magnitude of scores in the distribution, but at the same time may un-
duly influence the results of the analysis unless some adjustment is 
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made. For example, Winsorization, involves replacing a fixed number of 
extreme scores with the score that is closest to them in the tail of the dis-
tribution in which they occur. As an example, in the distribution 0, 1, 18, 
19, 23, 26, 26, 28, 33, 35, 98, 654 (which has a mean value of 80.08), 
one can substitute a score of 18 for both the 0 and 1 (which are the two 
lowest scores), and a score of 35 for the 98 and 654 (which are the two 
highest scores). Thus, the Winsorized distribution will be: 18,18,18,19, 
23, 26, 26, 28, 33, 35, 35, 35. The Winsorized mean of this distribution 
will be 26.17. If the number of scores to be trimmed or Winsorized in the 
right tail is the same as the number of scores to be trimmed or Winso-
rized in the left tail then the TRIMMING or Winsorization process is con-
sidered symmetric; otherwise the process is considered asymmetric. 
 Sheskin 2011 

 
Winsorized mean  

see WINSORIZATION 
 
Winsorized variance 

the SAMPLE VARIANCE of the Winsorized values (see WINSORIZATION). 
To compute the Winsorized variance, simply Winsorize the observations 
as was done when computing the Winsorized mean. For example, when 
computing a 20% Winsorized sample variance, more than 20% of the 
observations must be changed in order to make the sample Winsorized 
variance arbitrarily large. 
 Wilcox 2003 

  
within-groups ANCOVA 

another term for REPEATED-MEASURES ANCOVA 
 
within-groups ANOVA 

another term for REPEATED-MEASURES ANOVA 
 
within-groups design 

another term for WITHIN-SUBJECTS DESIGN  
 
within-groups factor  

see BETWEEN-GROUPS FACTOR  
 
within-groups independent variable 

another term for WITHIN-GROUPS FACTOR  
 
within-groups sum of squares 

another term for SUM OF SQUARES WITHIN GROUPS  
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within-groups variability 
another term for ERROR VARIANCE 

 
within-groups variance 

another term for ERROR VARIANCE 
 
within-participants factor 

another term for WITHIN-GROUPS FACTOR 
 
within-subjects ANCOVA 

another term for REPEATED-MEASURES ANCOVA 
 
within-subjects ANOVA 

another term for REPEATED-MEASURES ANOVA 
 
within-subjects design  

also within-groups design, repeated-measures design, related design, 
related subjects design, correlated subjects design, correlated samples 
design, correlated measures design, dependent samples design  
an EXPERIMENTAL DESIGN in which the same participants in the research 
receive or experience all of the LEVELs or conditions of the INDEPEND-

ENT VARIABLE (IV) (i.e., TREATMENT). Generally, there are two structur-
al forms that this repeated measurement can take: (a) it can mark the pas-
sage of time, or (b) it can be unrelated to the time of the measurement 
but simply indicate the conditions under which participants were meas-
ured (e.g., Condition 1, Condition 2, Condition 3). Although these two 
forms of within-subjects designs do not affect either the fundamental na-
ture of the design or the data analysis, they do imply different research 
data collection procedures to create the measurement opportunities. A 
within-subjects variable marking the passage of time is one in which the 
first level of the variable is measured at one point in time, the next level 
of the variable is measured at a later point in time, the third level of the 
variable is assessed at a still later period of time, and so on. The most 
commonly cited example of a time-related within-subjects design is ONE-
GROUP PRETEST-POSTTEST DESIGN. 
A within-subjects variable does not have to be time related to measure 
participants under all of the research conditions. For example, if the sub-
jects receive instruction in the three different teaching methods and 
scores are recorded after each type of instruction, this is a within-groups 
variable since the same subjects’ scores are in all levels of the variable. 
The main advantage of a within-subjects design is that it eliminates the 
problem of differences in the groups that can confound the findings in 
BETWEEN-SUBJECTS DESIGNs. Another advantage of within-subjects de-
signs is that they can be conducted with fewer subjects. Further, since the 
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same individual is measured repeatedly, many EXTRANEOUS VARIABLEs 
can be held constant. However, because each participant receives all lev-
els of the IV, the possibility arises that the order in which the levels are 
received affects participants’ behavior. To guard against the possibility 
of ORDER EFFECTs, researchers use COUNTERBALANCED DESIGN. Alter-
natively, a LATIN SQUARE DESIGN may be used to control for order ef-
fects, thus making it easier to reduce the effects of ERROR VARIANCE.  
Within-subjects designs can theoretically contain any number of within-
subjects IVs. Thus, a one-way within-subjects design contains only a 
single IV, a two-way within-subjects design contains two IVs, a three-
way within-subjects design contains three IVs, and so on. A within-
subjects design with more than one IV is called a within-subjects facto-
rial design. The most appropriate statistical analysis for a within-subjects 
design is a repeated-measures ANOVA, which takes into account the fact 
that the measures are related. 
A within-subjects design is sometimes categorized as a RANDOMIZED-
BLOCKS DESIGN because within each block the same subject is matched 
with himself by virtue of serving under all of the experimental condi-
tions. Within-subjects designs are still univariate studies in that there is 
only one DV in the design.  
 Cramer & Howitt 2004; Leary 2011; Sheskin 2011 

 
within-subjects factor 

see BETWEEN-GROUPS FACTOR  
 
within-subjects factorial ANOVA 

another term for REPEATED-MEASURES FACTORIAL ANOVA 
 
within-subjects factorial design 

see WITHIN-SUBJECTS DESIGN 
 
within-subjects independent variable 

another term for WITHIN-GROUPS FACTOR 
 
within-subjects t-test 

another term for PAIRED-SAMPLES t-TEST 
 
within-subjects variability 

another term for ERROR VARIANCE 
 
within-subjects variance 

another term for ERROR VARIANCE  
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WMW test 
an abbreviation for MANN-WHITNEY U TEST 

 
WWW survey 

another term for INTERNET SURVEY 
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X 
 
X axis 

another term for HORIZONTAL AXIS 
 

  
an abbreviation for MEAN 

 
x intercept 

see INTERCEPT 
 
X variable 
another term for INDEPENDENT VARIABLE 
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Y 
 
Y axis 

another term for VERTICAL AXIS 
 
Yule’s Q 

a measure of association for a 2 × 2 (two-by-two) CONTINGENCY TABLE. 
Yule’s Q is actually a special case of GOODMAN-KRUSKAL’S GAMMA 
which can be used for both ordered and unordered tables. 
 Sahai & Khurshid 2001 

 
Y variable 

another term for DEPENDENT VARIABLE 
 



 

Z 
 
z distribution 

a DISTRIBUTION produced by transforming all RAW SCOREs in the data 
into Z SCOREs. By envisioning such a z distribution, you can see how z 
scores form a standard way to communicate relative standing. The z 
score of 0 indicates that the raw score equals the MEAN. A ‘+’ indicates 
that the z score (and raw score) is above and graphed to the right of the 
mean. Positive z scores become increasingly larger as we proceed farther 
to the right. Larger positive z scores (and their corresponding raw scores) 
occur less frequently. Conversely, a ‘-’ indicates that the z score (and raw 
score) is below and graphed to the left of the mean. Negative z scores be-
come increasingly larger as we proceed farther to the left. Larger nega-
tive z scores (and their corresponding raw scores) occur less frequently. 
However, most of the z scores are between +3 and -3.  
Three important characteristics of any z distribution are the following: 
 
1) A z distribution has the same shape as the raw score distribution. On-

ly when the underlying raw score distribution is normal will its z dis-
tribution be normal. 

2) The mean of any z distribution is 0. Whatever the mean of the raw 
scores is, it transforms into a z score of 0. 

3) The STANDARD DEVIATION of any z distribution is 1. Whether the 
standard deviation in the raw scores is 10 or 100, it is still one stand-
ard deviation, which transforms into an amount in z scores of 1. 

 Heiman 2011 
 
zero hypothesis 

another term for NULL HYPOTHESIS 
 
z score 

also z value, z statistics 
a type of STANDARD SCORE that indicates how many STANDARD DEVIA-

TION units a given score is above or below the MEAN for that group. The 
z scores create a scale with a mean of zero and a standard deviation of 
one. The shape of the z score distribution is the same as that of the RAW 

SCOREs used to calculate the z scores. The theoretical range of the z 
scores is ±∞ (i.e., plus/minus infinity). Since the area above a z score of 
+3 or below a z score of -3 includes only .13 percent of the cases, for 
practical purposes most people only use the scale of -3 to +3. To convert 
a raw score to a z score, the raw score as well as the group mean and 
standard deviation are used. The conversion formula is: 
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z score = (score - mean)/standard deviation 
 

Any raw score can be converted to a z score if the mean of a distribution 
and the standard deviation are known. If Bill got a score of 75 on a test 
with a mean of 65 and a standard deviation of 5, his z score would be as 
follows: 

 
z score = (75 - 65)/5 = 10/5 = +2 

 
The z score is used to describe a particular participant’s score relative to 
the rest of the data. A participant’s z score indicates how far from the 
mean in terms of standard deviations the participant’s score varies. With 
z scores we can easily determine the underlying raw score’s location in a 
distribution, its relative and simple frequency, and its PERCENTILE. All of 
this helps us to know whether the individual’s raw score was relatively 
good, bad, or in-between. As shown in Figure Z.1, a z score always has 
two components: (1) either a positive or negative sign which indicates 
whether the raw score is above or below the mean, and (2) the absolute 
value of the z score which indicates how far the score lies from the mean 
when measured in standard deviations.  

 

z scores-3 z -2 z -1 z 0 +1 z +2 z +3 z
-3 SD -2 SD -1 SD Mean +1 SD +2 SD +3 SD

34.13%34.13%

13.59%13.59%

2.15% 2.15%
.13% .13%

 
 

Figure Z.1. Scores Associated with the Normal Curve 
 

For example, if we find that a participant has a z score of -1, we know 
that his/her score is 1 standard deviation below the mean. By referring to 
Figure Z.1, we can see that only about 16% of the other participants 
scored lower than this person. Similarly, a z score of +2.9 indicates a 
score nearly 3 standard deviations above the mean—one that is in the 
uppermost ranges of the distribution. Sometimes we know a z score and 
want to find the corresponding raw score. We multiplied the z score 
times standard deviation and then added the mean. 
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As stated above, z scores may be either positive or negative numbers. (If 
you add all the z scores in a distribution, the answer will be zero). In 
addition, they often contain decimal points (a z score might be 1.8 
standard deviations from the mean rather than just 1 or 2). This makes 
for error in reporting. T SCOREs seem easier to interpret since they are 
always positive numbers and contain no fractions. 
see NORMAL DISTRIBUTION 
 Urdan 2010; Leary 2011; Ravid 2011; Heiman 2011; Hatch & Lazaraton 1991 

 
z statistics 

another term for Z SCORE 
 
z test for two dependent samples 

a statistical test used when a researcher wants to compare the MEANs of 
two DEPENDENT SAMPLES, and happens to know the VARIANCEs of the 
two underlying POPULATIONs. In such a case, the z test for two depend-
ent samples should be employed to evaluate the data instead of the t-
TEST for two dependent samples. The z test for two dependent samples 
assumes that the two samples are randomly selected from populations 
that have NORMAL DISTRIBUTIONs. The effect of violation of the NOR-

MALITY assumption on the test statistic decreases as the size of the sam-
ple employed in an experiment increases. The HOMOGENEITY OF VARI-

ANCE assumption is not an assumption of the z test for two dependent 
samples. 
see also ONE-SAMPLE Z TEST, Z TEST FOR TWO INDEPENDENT PROPOR-

TIONS  
 Sheskin 2011 

 
z test for two independent proportions  

an alternative large sample procedure for evaluating a 2 × 2 (two-by-two) 
CONTINGENCY TABLE. In fact, the z test for two independent proportions 
yields a result that is equivalent to that obtained with the CHI-SQUARE 

TEST OF INDEPENDENCE. If both the z test for two independent propor-
tions (which is based on the NORMAL DISTRIBUTION) and chi-square test 
of independence are applied to the same set of data, the square of the z 
value obtained for the former test will equal the chi-square value ob-
tained for the latter test. 
see also ONE-SAMPLE Z TEST, Z TEST FOR TWO DEPENDENT SAMPLES 
 Sheskin 2011 

 
z value 

another term for Z SCORE 
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