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Preface to Second Edition 

When I was following the present day syllabi of various universities 
I found some units such as Multivariate Statistical Methods etc., 
are added compared to my first edition. I was considering to bring 
second edition for a long time to update the Statistical Theory to 
match the requirements of the courses. 

In this edition a new Chapter on Multivariate Statistical Methods 
is added which is useful to Postgraduate and Ph.D. students in 
Agriculture Veterinary and Home sciences. Good number of examples 
are added, besides practical applications. after each chapter of 
Statistical Methods. wh}ch are useful to undergraduate and 
postgraduate students. 

This book also covers courses such as 'Data Analysis for 
Managers taught to Agricu Itural Business Management PG students. 
Quantitative methods and Analysis Techniques taught to B.Plan and 
MURP students in JNTU and also courses on statistics taught to 
Biotechnology PG students in Agricultural and other traditional 
universities. 

This book is also intended to serve as an effective reference 
book to Research Workers in Agriculture, Veterinary and Home 
Science faculties. 

I am thankful to MIS Nikhil Shah and Anil Shah of 
BS Publications, Hyderabad for taking initiative in bringing the second 
edition of this book. 

G Nageswara Rao 
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Preface to First Edition 

In Agricultural Universities, sufficient knowledge of statistics is being 
imparted to Agricultural, Veterinary and Home Science students by 
ot1ering several courses from undergraduate to Doctorate level. This 
book is intended to fulfil the long felt need of having comprehensive 
textbook covering all the courses taught at undergraduate and 
postgraduate levels for all the said faculties. 

The material is covered in four parts and Part-I deals with 
Statistical Methods fi'om Chapter I to 15, Part-II on 'Experimental 
Designs' is dealt in chapter) 6, Part-Ill on 'Sample Surveys, 
Economic and Non-Parametric Statistics' is included in Chapters 
17, ) 8 and ) 9. Chapters I to 13 are meant for basic course on 
'Statistical Methods' for undergraduate and post-graduate levels. 
Chapters 14 on '02-Statistics' is meant for postgraduate and Ph.D 
students in all the faculties. Chapter) 5 on 'Probit Analysis' is useful 
to Entomology, Plant Pathology, Pharmacology etc., postgraduate 
students. Chapter 16 on 'Experimental Designs' is meant for PO 
and Ph.D. students in Agronomy, Plant Breeding, Plant Physiology, 
Animal Breeding etc .. students. Chapter 17 and 18 on 'Sampling 
Methods' and 'Economic Statistics' are useful for PO and Ph.D. 
students in Agricultural Economics, Agricu Itural Extension, and Home 
Science students. Chapter 19 on 'Non-Parametric Statistics' is useful 
to PO and Ph.D students in Agricultural Extension, Home science 
etc. students. 

This book is also intended to serve as an effective reference 
book to Research workers in Agriculture, Veterinary and Home 
Science faculties. 

G Nageswara Rao 
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CHAPTER 1 

INTRODUCTION 

In recent days we hear talking about' 'Statistics' from a 
common person to highly qualified person .. It only shows how 
'Statistics' has been intimately. connected with wide range 01 

acti vities in daily life. 
Statistics can be used either as plural or singular. When it is 

used as plural, it is a systematic presentation of facts and 
figures. It is in this context that majority of people use the 
word 'Statistics'. They only meant mere facts and figures. These 
figures may be ~ith regard to production of foodgrains in differ
ent years, area ~under cereal crops in different years, per capita 
income in a particular state at different times, etc., and these 
are generally published in Trade Journals, Economics and 
Statistics Bulletins. Newspapers, etc. When statistics is used as 
singular, it is a science which deals with collection, classification, 
tabulation, analysis and interpretation of data. 

Statistics as a science is ofrecent origin. The word 'Statistics' 
has been derived from a Latin word which means 'State' which 
in turn means 'politically organised people' i.e., government. 
Since governments used to collect the relevant data on births 
and deaths, defence personnel, financial status of the peoples, 
import and export, etc. Statistics was identified with Govern
ment. Recently, it pervades all branches of sciences, social 
sciences and even in Humanities like English literature. For 
example, in English literature the style of a particular poet or 
an author can be assessed with the help of statistical tools. 
, In the opinion of Fisher 'Statistics' has got three important 
functions to play (i) Study of statistical populations (ii) study of 
the variation within the statistical populations (iii) study of the 
methods of reduction of data. 

p.e. Mahalanobis compares 'Statistician' with a 'Doctor' 
where D .)ctor prescribes medicine accordin~ to the dis~as~ of 
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the patient whereas statistician suggests statistical technique 
according to the data in hand for proper analysis and inter
pretation. 

Bowley defined statistics as 'the science of measurements cf 
the social organism regarded as a whole in all its mani
festations.' Another definition says that it is 'quantitative data 
affected to a marked extent by a mUltiplicity of causes.' Y ~ t 
another definition says that it is a 'Science of counting' or 
'Science of averages' and so on. But all these definitions are 
incomplete and are complementary to each other. 

There are some of the limitations of 'Statistics' also when 
the data are not properly handled. People start disbelieving in 
statistics wh~n the (1) data are not reliable (2) computing 
spurious relationships between variables (3) generalizing from a 
small sample to a population without taking care of error 
involved. 

If one is ensured that data are reliable and is properly 
han:ile1 by a 'skilled statistician', the mistrust of statistics will 
dis!lppear and in place of it precise and exact revelation of data 
will come up for reasonable conclusions. 



CHr4PTER 2 

COLLECTION, CLASSIFICATION AND 
TABULATION OF DATA 

2.1. Collection of Data 
The data ar~ of tW0 kinds: (i) Primary data (ii) Secondary 

data. 
Primary data are based on primary source I of information 

and the secondary data are based on secondary source of infor
mation. 

2.1.1. Primary data are collected by the following methods: 
(i) By the investigator himself. (iiJ By conducting a large 

scale survey with the help of field investigators. (iii) By sending 
questionnaires by post. 

(i) The first method is limited in scope since the investi
gator himself cannot afford to bear the expenses of a large scale 
survey and also the time involved therein. Therefore, this 
method is of much use only in small pilot surveys like case 
btudies. This method is beirJg adopted by individual Investiga
tors who submit dissertation for Masters and Doctoral degrees 
in rural sociology, Ag. Extension, Ag. Economics, Home 
Management, etc. 

(in In this method the schedules which elicit comprehensive 
information will be framed by the Chief Investigator with the 
help of other experts based on objectives of the survey. The 
field investigators would be trained with the methodology and 
survey, mode of filling the schedules and the skill of conducting 
interviews with the respondents, etc. The field investigators will 
furnish the schedules by personal interview method and submit 
the schedules to the Chief Investigator for further statistical 
analysis. This method of collecting data requires more money 
and time since wide range of information covering large area 
is to be collected. But the findings based on the large scale 
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survey will be more comprehensive and helpful for policy 
making decisions. The Decennial Cemus in India, National 
sample survey rounds conducted by Govt. of India, Cost of 
Cultivation schemes, PL 480 schemes, etc., are some of the 
examples of this method. 

(iii) In the third method, the questionnaire containing differ
ent types of questions on a particular tepic or topics systemati
cally arranged in order which elicit answers of the type yes or 
no or multiple choice will be sent by post and will be obtained 
by post. This method is easy for collecting the data with mini
mum expenditme but the respo·ndents must be educated enough 
so as to fill the questionnaires properly and send them back 
rt!alizing the importance of a survey. The Council of Scientific 
and Industrial Research (CSIR) conducted a survey recently by 
adopting this method for knowing the status of scientific 
personnel in India. 

2.1.2. The secondary data can be collected from secondary 
source of information like newspapers, journals and from third 
person where first hand knowledge is not available. Journals 
like Trade Statistics, Statistical Abstracts published by State 
Bureau of Economics and Statistics, Agricultural situation in 
India, import and export statistics and Daily Economic times 
are some of the main sources of information providing secondary 
data. 

2.2. Classification of Data 
The data can be classified into two ways: (i) classification 

according to attributes (Descriptive classification) (ii) classifica
tion according to measurements (Numerical classification). 

2.2.1. Descriptive Classification: The classification of indi
viduals (or subjects) according to qualitative characteristic (or 
characteristics) is known as descriptive classification. 

(a) Classification by Dichotomy: The classification of indi
viduals (or objects) according to one attribute is known as simple 
classification. Classification of fields according to irrigated and 
un-irrigated, population into employed and unemploy~d, 

students as hostellers and not-hostellers, etc., are some of the 
examples of simple classification. 
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(b) Manifold Classification: Classification of individuals (or 
objects) according to more than one attritute is known as 
manifold classification. For example, flowers can be classified 
according to colour and shape; students can he classified 
according to class, residence and sex, etc. 

22.2. Numerical Classificatiou: Classification of individuals 
(or objects) according to quantitative charactertistics such as 
height, weight, income, yield, age, etc" is called as numerical 
classification. 

EXAMPLE: 227 students are classified according to weight as 
follows: 

TABLE 2.1 

Weight 
(lbs) 90-100 100-110 110-120- 120-130 130-140 140-150 

No. of 
students 20 35 50 70 42 10 

2.3. Tabulation of Data 
Tabulation facilitates the presentation of large information 

into concise way under different titles and sub-titles so that the 
data in the table can further be subjected to statistical analysis. 
The following are the different types of tabulation: 

2,3.1. Simple Tabulation: Tabulation of data according to 
one characteristk (or variable) is called as simple tabulation. 

Tabulation of different high yielding varieties of wheat in a 
particular state, area under different types of soils are some of 
the examples. 

2.3 2. Double Tabulation: Tabulation of data according to 
two attributes (or variables) is called double tabulation. For 
example, tabulation can be done according to crops under 
irrigated and un irrigated conditions. 

2.3,3. Triple Tabulation: Tabulation of data according to 
three characteristics (or variables) is called triple tabulation. 

For example, popUlation tabulated acccrding to sex, literacy 
and employment. 
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2.3.4. Manifold Tabulation: Tabulation of data according 
to more than three characteristics is called manifold tabulation. 

EXAMPLE: Tabulated data of students in a college according 
to native place, class, residence and sex is given in Table 2.2. 

Class 

Intermediate 

Graduate 

Post-
graduate 

TABLE 2.2. STUDENTS 

Rural Urban 
Male Female Male Female 

----------------------
HOSle- Day Hoste- Day Hoste- Day Hoste- Day 
lIers Scho- Hers Scho- lIers Scho- lIers Scho-

lars lars lars lars 

2.3.5. The following are some of the precautions to be taken 
in tabulation of data. 

(Q) The title of the table should be short and precise as far 
as possible and should convey the general contents of the table. 

(b) The sub-titles also should be given so that whenever a 
part of information is required it can be readily obtained from 
the marginal totals of the table. 

(c) The various items in a table should follow in a logical 
sequence. For example, the names of the states can be put in an 
alphabetical order, the crops can be written according to impor
tance on the basis o,f consumption pattern, the age of students 
in an ascending order, etc. 

(d) Footnotes should be given at the end of a table when
ever a word or figure has to be explained more elaborately. 

(e) Space should be left after every five items in each 
column of the table. This will not only help in understanding 
of the items for comparison but also contributes for the neat
ness of the table. 

EXERCISES 

1. Draw up two independent blank tables, giving rows, 
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columns and totals in each case, summarising the details about the 
members ofa number offamilies, distinguishing males from females, 
earners from dependants and adults from children. 

2. At an examination of 600 candidates, boys outnumber girls 
by 16 per cent. Also those passing the examination exceed the number 
of those failing by 310. The number of successful boys choosing 
science subjects was 300 while among the girls offering arts subjects 
there were 25 failures. Altogether only 135 offered arts and 33 among 
them failed. Boys failing the examination numbered 18. Obtain all 
the class frequencies. 

3. In an Agricultural University 1200 teachers are to be classified 
into 600 Agricultural, 340 Veterinary, 200 Home Science and 
60 Agricultural Engineering Faculties. In each Faculty there are three 
cadres such as Professors, Associate Professors and Assistant 
Professors and in each Cadre there are three types of activity as 
teaching, Research and Extension. Draw the appropriate table by 
filling up the data. 

4. ClassifY the population into Male and Female; Rural and Urban, 
Employed and unemployed, Private and Government and draw the 
table by filling up with hypothetical or original data. 
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FREQUENCY D1STRIBUTION 

3.1. Frequency Distribution 
Frequency may be defined as the number of individuals (or 

objects) having the same measurement or enumeration count or 
lies in the same measurement group. Frequency distribution is 
the distribution of frequencies over different measurements (or 

, measurement groups). The forming of frequency distribution is 
illustrated here. 

EXAMPLE. Below are the heights (in inches) of 75 plants in a 
field of a paddy crop. 

17, 8, 23, 24, 26, 13, 31, 16, 14, 35, 6, 11, 

12, 11, 15, 21, . 10, 4, 3, 19, 35, 36, 19, 40, 

28, 17, 12, 2, 27, 31, 11, 21, 16, 34, 39, 1, 

7, 12, l3, 10, 6, 21, 24, 22, 26, 28, 17, 6, 

5, 15, 11, 16, 28, 4, 3, 19, 27, 35, 37,. 14, 

2, 9, 8, 16, 13, 22, 8, 26, l3, 12, 16, 14, 

27, 31, 6. 

The diifl!rence betwet::n highest and lowest heights is 40-1 = 
39. Supposing that 10 groups are to be formed, the class 
interval for each class woula be 39/10=3.9. The groups (or 
classes) will be formed with a class interval of 4 starting from 1 
continuing upto 40. The number of plants will be accounted 
ih each class with the help of vertical line called 'tally mark' 
After every fourth tally mark the fifth mark is indicated by 
crossing the earlier four marks. This procedure is shown in the 
following Table 3.1. 
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TABLE 3.1 

Class Tally marks Frequency 

1-4 ~II 7 

5-8 ~IIII 9 
9-12 ~ 'tm.. I 11 

13-16 ~~IIII 14 

17-20 ~ I 6 

21-24 ~ III 8 
2$-28 filII 9 

29-32 3 
33-36 ~ 5 
37-40 III 3 

75 

3.1.1. Inclusive Method of Grouping: The different groups 
formed in Table 3.1 belong to inclusive method of grouping 
since both upper and lower limits are included in each class. 
For example, in the first group, plants having heights I" and 4" 
are included in that group itself. The width of each class is 
called class interval. The mid-value of the class interval is 
called class mark. 

3.1.2. Exclusive Method of Grouping: In this method the 
upper limit of each group is excluded in that group and included 
in the next higher group. The inclusive method of grouping in 
Table 3.1 can be converted to exclusive method of grouping by 
modifying the classes 1-4, 5-8, 9-12, 13-16, ...... to 0.5-4.5,4.5-
8.5, 8.5-12.5, 12.5-16.5. However, the class interval in each 
group in exclusive method increased is 4. Here the upper 
limit, 4.5 is excluded in the first group and included in the 
next higher group 4.5-8.5. In other words, plants having 
heights between 0.5" to 4.4" are included in the group 0.5-4.5 
and having heights from 4.5" to 8.4" are included in the next 
group 4.5 to 8.5 and so on. 

3.1.3. Discrete Variable: A variabJe which can take only 
fixed number of values is kno\\'n as discrete variable. In other 
words, there will be a definite gap between any two values. The 
number of children per family, the number of petals per flower, 
the number of tillers per plant, etc., are discrete variables. This 
variable is also called as 'discontinuous variable'. 
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3.1.4. Discrete Distribution: The distribution of frequencies 
of dis.:rete varia':>le is called discrete distribution. The frequency 
distribution of plants according to number of tillers is given in 
Table 3.2. 

No. of tillers 0 1 
No. of plants 10 25 

TABLE 3.2 

2 
42 

3 
65 

4 
72 

5 
18 

6 
16 

7 
3 

3.1.5. Continuous Variable: A variable which can assume any 
value between two fixed limits is 'known as continuous variable. 
The height of plant, the weight of an animal, the income of an 
individual, the yield per hectare of paddy crop, etc. are conti
nuous variables. 

3.1.6. Continuous Distribution: The distribution of freq1,lepcies 
according to continuous variable is called continuous distribu
tion. For example, the distribution of students according to 
weights, is given in Table 3.3. 

Weight (lhs) 
No. of students 

TABLE 3.3 

90-100 100-110 110-120 120-130 130-140 140-150 
6 15 42 18 12. 5 

3.2. Diagrammatic Representation 
The representation of data with the help of a diagram is 

called diagrammatic representation. 
(i) Bar Diagram: In this diagram, the height of each bar is 

directly proportional to the magnitude of the variable. The 
width of each bar and the ~pace between bars should be same. 

EXAMPLE: The yearwise data on area under irrigation in a 
particular state is represented by bar diagram in Fig. 3.1. 

Year 

1970 
1971 
1972 
1973 
1,974 
1975 

TABLE 3.4 

fArea under irrigation 
(million hectares) 

15 
17 
18 
18 
20 
22 
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o 

Fig. 3.1. Bar diagram. 

(ii) Component Bar Diagram: In this case, the heights of the 
comp,onent parts of the bar are directly proportional to the 
magnitude of the constituent parts of the variable. Here also the 
width of the bars and the space between the bars should be 
same. This diagram would not be much of advantage if the 
component parts are more than three. 

EXAMPLE: The area under irrigation in Table 3.4 is further 
sub-divided according to source of irrigation and is presented 
in Table 3.5. 

TABLB3.5 

Year Area under irrigation (in million tons) 
Canal Tank Well Total 
(C) (T) (W) 

1970 7 5 3 15 
1971 7 6 4 17 
1972 8 6 4 18 
1973 8 6 4 18 
1974 8 6 6 20 
1975 9 6 7 22 

The component bar diagram representing the data in Table 
3.5 are given in Fig. 3.2. 
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Fig. 3.2. Component bar diagram. 

(iii) Multiple Bar Diagram: In this diagram, the height of 
each bar in a group of bars is directly proportional to the 
magnitude of individual item in a group of items. For example, 
yearwise cereal production, sex-wise literacy in different years, 
election year wise, number of seats secured by different political 
parties in a Parliament (or State assembly) can be represented 
by Multiple bar diagram. 

-EXAMPLE: The following is the data on wages for different 
categories of agriculture labour in different years. 

TABLE 3.6. LABOUR WAGES 

Year Male (M) Female (F) Chi/d(C) 

1950 0.75 0.50 0.30 
1960 1.50 1.00 0.75 
1970 2.50 2.00 1.50 
1975 4.00 3.00 2.50 

The multiple bar diagram representing the data in Table 3.7 
is given in Fig. 3.3. 

(iv) Pie Diagra-n: This is also known as Pie-chart. It is useful 
when the number of component parts of the variable is more 
than three. Here the areas of different sectors of a circle is 
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Fig. 3.3. Multiple bar diagram. 

directly proportional to the magnitudes of the different com
ponent parts of the variable. 

Let m1 be the magnitude of the first component out of m, the 
total magnitude of the variable. 

Then, 91 =27;.m1= 360. mt 
m m 

where 91 is the angle of a first sector. Similarly 92, 9a ...... can 

be obtained by multiplying 2rc with m2
, rna, etc. 

m m 
After obtaining 91, 9a, ...... the different sectors can be drawn 
on a circle each representing' the individual component. The 
radius of the circle is proportional to the total magnitude of the 
variable. 

EXAMPLE: Represent the expenditure of a salaried employee 
on differl!nt items by Pie-diagram. The details are given in 
Table 3.7. 

TABLE 3.7 

Items Expenditure Sector angles (61) 
(Rs.) 

Food 120 
120 

360 x 350=123.43 

House rent 70 
70 

360 x 350=72.00 

Clothing 50 
50 

360x 350=51.43 

Education for children 35 
35 

360x 350=36.00 
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TABLE 3.7. (contd.) 

Transport 25 25 
360 x 350=25.71 

Miscellaneous 50 50 
360 x 350=51.43 

360 

The Pie-diagram representing the data in Table 3.7 is given in 
Fig. 3.4. 

Fig. 3.4. Pie diagram. 

It may be noted that the expenditure on food and house 
rent is accounted for a major share of the employee's salary. 

Also the expenditure targets on different items in five year 
plans can be purposefully represented by pie diagram. If more 
than one employee is involved in the above example, as many 
circles may be drawn representing as many employees with the 
-Aldius of each circle is proportional to the square root of the 
total salary of the corresponding employee. 0 

(v) Pictograms: These are also called as pictorial charts. 
In this each variable is represented by the corresponding picture 
and the volume of a picture is directly proportional to the 
magnitude of the variable. For example, wheat production can 
be represented by the size of the wheat bag (or wheat ear or the 
number of wbeat bags of the &ame size) ~ccQrdins to particular 
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scale, the size of the army by the size of the soldier (or 
soldiers of same size), the strength of navy by the size of battle 
ship (or the battle ships of same size), number of tractors by 
the size of tractor (or the tractors of same size) according to 
particular scale, etc. 

Advantages: A diagram is always more appealing to eye 
than m~re numerical data. It is easy for making comparisons 
and contrasts when more than one diagram is involved. It is 
easy to understand even for a layman. 

Disadvarrtages: The main disadvantage of this represent~

tion is that it only gives rough idea of the variable but not 
the exact value. Also whenever the number of items are more 
it is difficult to depict on the diagrams since they require more 
space, time and un.veildy for comparison. 

3.3. Graphic Representation 
Just as in the case of diagrammatic representation, here 

different methods of graphic representation are presented. 

3.3.1. Histogram: It consists of rectangles erected with 
bases equal to class intervals of frequency distribution and 
heights of rectangles are proportional to the frequencies of the 
respective classes in such a way that the areas of rectangles are 
directly proportional to the corresponding frequencies. 

EXAMPLE: Represent the following frequency distribution 
of farms according to area in a particular village by a 
histogram. 

Area (hectares) 0·2 

No. of farms 40 

TABLE 3.8 

2·4 
48 

4·6 

2S 
6·8 
18 

8·10 

12 

10·12 

7 

From Fig. 3.5 one can infer that the maximum number of farms 
are lying in the group (2·4) and the minimum number in the 
group (10-12). The total area under the histogram is equal to 
~he t.otal frequency. 
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Fig. 3.5. Histogram. 

3.3.2. Frequency Polygon: If the points are plotted with 
midvalues of the class intervals on the X-axis and the correspond
ing frequencies on the ~-axis, the figure obtained by joining these 
points with the help of a scale is known as frequency polygon. 

EXAMPLE: The frequency polygon for the data given in 
Table 3.8 ;.., as follows. 

50 

40-

30 

,.. 
\.i 20 <: 
1\1 
:) 
0-

11.1 10_ 
~ 
tj. 

0,' 

2 4 ·6 8 
MID- VAlUES 

12 

Fig. 3.6. Frequency polygon. 

The frequency polygon in Fjg. 3.6 is drawn with the 
assumption that the frequencies are concentrated at the mid
values of the corresponding classes. It may be noted that the area 
under histogram is equal to the area under frequency polygon. 
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3.3.3. Frequency Curve: If the points are plotted with 
midvalues of the class intervals on X-axis and the correspond
ing frequencies on Y-axis, the figure formed by joining these 
points with a smooth hand is known as frequency curve. 

EXAMPLE: The frequency curve for the example given in 
Table 3.8 is given in Fig. 3.7. 

! , ._.L.. __ -.J 
2. 4 6 8 10 12-

MID-VALUES 

Fig. 3.7. Frequency curve. 

3.3.4. Cumulative Frequency Curve (ogive): If the points are 
plotted with upper limits of classes on X-axis and the corres
ponding cumulative frequencies (less than) on Y-axis, the figure 
formed by joining these points with a smooth hand is known 
as cumulative frequency curve (less than). If the lower limits of 
classes are taken on X-axis and the corresponding cumulative 
frequencies (greater than) on Y-axis, the curve so obtained is 
called cumulative frequency curve (greater than). 

EXAMPLE: Represent the distribution of rainfall on different 
days from July to September months in a particular locality and 
in a particular year by cumulative frequency curves. 

TABLE 3.9 

Rainfall No. of Cum·fre. Cum.fre. 
(in em) days (less than) (greater than) 

0-3 6 6 92 
3-6 9 15 86 
6-9 ]0 25 77 

9-12 25 50 67 
12-15 19 69 42 
]5-18 15 84 23 
18-21 8 92 8 
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The X-co-ordinate of the point of intersection of two 
cumulative frequency curves is the median value. The 

100 

80 

coo 

40 

9 ,2 15 18 21 
1101 E DIAN 

Fig. 3.8. 

Y-co-ordinate will correspond to m~dian no. i.e.,~ + 1 where N 

is the total frequency. From the Fig. 3.8 first quartile and third 
quartile can be obtained from X-axis for the corresponding 

values (N + 1)/4 and (3N
4
+ 1) respectively on Y-axis. The reader 

is advised to refer Sections 4.2 and 5.2 respectively for definitions 
of median and quartiles. 

335. Lorenz Curve: It is the cune dJ8\\D te\\\HD tv. 0 

variates which are expressed in percentage cumulative frequen
cies. This curve is useful to depict the income distribution of 
individuals where cumulative percentage of individuals are taken 
on the X-axis and the corresponding cumulative percentage of 
incomes are taken on the Y-axis. This is commonly used in 
graphic representation of the inequality aspect of the income 
distribution. This is due to Italian statisticians, Gini and Lorenz. 
This curve can also be used for the distribution of any non
negative variate, with a continuous type of distribution as for 
example, for the distribution of factories by capital size, (or 
number of employees), etc. The equality of the income 
distribution is depicted as a straight line drawn with 450 

connecting the two diagonal points, and which is known as 
'(!galitarian line'. If the income distribution is not even then 



FREQUENCY DJSTlUBUTION 21 

the egalitarian line will take a curve shape. This curve is 
called 'Lorenz c~rve~. If Lorenz cur.ve is closer towards 'egali., 
tarian line' there is less of inequality of income distribution. 
If the Lorenz curve is away from the 'egalitarian line' there is 
more of inequality of income distribution. 

From Fig. 3.9, it can be inferred that the distribution of 
income in year Y2 has tended towara~ equality in compariSon 
to the year }'l. 

100~----------------~ 

100 

Fig. 3.9. Lorenz curve. 

Since A<B where A is the area between Ya Lorenz CUIve and 
egalitarian line and B is the area between Yl and egalitarian 
line as shown in Fig. 3.9. The procedure for finding out the area 
.A or B is given in the following sub· section of 'Fitting of 
Lorenz Curve'. If any curve coincides with the 'egalitarian line 
tben tb~ area would become zero and. the Oini's concentration' 
ratio would be zero. 

3.3.6. Fitting of Lorenz Curve: The approximate procedure 
of fitting 'Lorenz curve' as will as the method of finding out the 
area between 'Lorenz curve' and 'egalitarian line' is given here. 

TABLE 3.10 

Midva[ue Prop. of Prop .. of Cum. prop. Cum. Prop. 

Income No. of of in come persons illcome of persons of Income 

class persons class (Px) (Pr) (CPx) (CP.,) 
-

Pl=Pl1 
YO-Yl fl Yl1 Pl ql Ql=Ql.1 

Y1-Y. f. y,l P. Qe Pl+P.=P.1 Cb,+q.=-q.' , " 
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TABLE 3.10 (Contd.) 

1 2 3 4 S 6 7 

Yal p, qa PI +Pa+Pa=Pal 

ql+qa+qa=qa1 

Ykl Pk qk Pk1 q"l 

~}1 ~pl=1 ~ql=l 

Let 6- be the area of the trepezium between Lorenz curve 
and the X-axis in Fig. 3.10. 

, ~------------~~~ 
~k 

~ 

9(;-

~-1 

<Jt~ 
"/12 

'J{ 

Fig. 3.10. Lorenz curve. 

The area between the 'Lorenz curVe' . and 'egalitarian line' can 
be obtained by subtracting 6- from O~S. 

k (qJ +q]-l) (pl-p]-.-I) 
Area of trepezium, 6-= 1\ 

i=l 2 
Area between 'Lorenz curve' and 'egalitarian line' is 

L-~-6 1-26-
-II 2 

It may be noted that the above method is an approximate one 
for finding out the area of trepezium. 

EXAMPLE: The following is the distribution, 'of' i.ncome of 
different staff in an educational institution. Represent the data 
by Lorenz curYe and also find the propqrtionate number of 
persons having income upto 20 per cent. 
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TABLE 3.11 

Income No. 0/ Mjd·II.Jlue Per- Per- Cum. 0/ Cum. 0/ 
group staff o/income centage centage prop. 0/ prop. 0/ 

members group prop. 0/ prop. 0/ YCpy 

Less than 
200 
200-400 
400-600 
600-800 
800·1000 
1000-1200 
1200 & above 

(X) (Y) Y(Py) X (Px ) 

20 100 2.06 9.39 2.06 
35 300 6.19 16.43 8.25 
62 500 10.31 29.11 18.56 
48 700 14.43 22.54 32.99 
25 900 18.56 11.73 51.55 
16 1100 22.68 7.51 74.23 
7 1250 25.77 3.29 100.00 
------

213 4850 

":'P;; 

100.----------~ 

80 

LL.I 60 
~ 

o 40 
U 

: 20 

o 
20 4-0 GO 0 100 

Fig. 3.11. Egalitarian line. 

X Cpx 

9~39 
25.82 
54.93 
77.47 
89.20 
96.71 

100.00 

From Fig. 3.11, the proportion of persons having income upto 
20 per cent is 60 per cent. 

3.3.7. Remarks: The graphic representati~n generally 
depicts the treIid when the number of observations is 'large. Also 
it provides lDtermediary values, though roughly. 

EXERCISES 

J. The fOllowing is the distribution of heights of plants of 
a particular crop. 
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Height (inches) 35-39 40-44 45-49 50-54 55-59 60-64 
No. of plants 12 20 15 29 9 3 

Draw the (i) Histogram (ii) Frequency Polygon (iii) Frequ
ency curve and (iv) Ogive. 

2. Draw the llistogram of the following distribution of 
marriages classified according to the age of the bridegroom, and 
give your comments. 
Class 'boundaries is-21 
(age in years) 11 
Frequencies 33-36 
(in thousands) 21 

21-24 
61 

36-39 
14 

24-27 
73 

39-42 
9 

27-30 
57 

30-33 
33 

3. Draw the 'Ogive' for the 
(B.Sc. Madras, April, 1969) 
following frequency distri-

bution. 
Age (in years) 10-15 15-20 20-25 25-30 30-35 35-40 
No. of persons 42 60 150 70 35 20 

4. The following are the data regarding the area under 
grape cultivation in different years. 
Year 1960 1961 1962 1963 1964 1965 
Area (100 acres) 20 22 27 30 32 34 

Represent the above data by a suitable diagram. 
S. Represent the following data by a har diagram and 

comment on their relationship. 
Country 

A 
B 
C 
D 

Birth-rate 
15.2 
16.9 
26.8 
j2.6 

Death rate 
11.3 
10.4 
17.2 
23.1 

Infallt mortality 
56 
49 

112 
165 

(B.Sc. Madras, Sept., 1969) 
6. Represent the following data by sub-divided bar diagram 

drawn on the percentage basis. 

Heads of expenditure 

Agriculture 
Irrig~tioD 
Industry 
Transport 
Miscellaneous 

State A State B 
(in lakhs of rupees) 

517 578 
648 910 
186 496 
566 984 
148 106 

(R.Se. Madras, April, 1969) 
7. The data given below relates to the income of workers' 

families In an industrial area. 
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Income per week 

Less than Rs. 25 
25-35 
35-45 
45-55 
55-65 
65-75 
above Rs. 75 

Number of 
families 

92 
335 
402 
246 
144 
42 
36 

2S 

Average income per family 
to the nearest rupee 

16 
24 
36 
44 
52 
65 
82 

Draw a Lorenz curve to represent the data and determine there
from, what percentage of the total inc'ome of the working classes 
is earned by the highly paid 25 per cent of the families. 

(B.Sc. Madras, April, 1967) 
8. The expenditure pattern of two cultivators on one 

hectare farm for different items of agricultural inputs and the 
corresponding sector angles are given in the following table. 

Item Cultivator I Cultivator II 
Expeh- Sector Expenditure Sector 
dilure angle angle 
(Rs.) (degrees) (Rs.) (degrees) 

Land reclamation 200 54.14 100 22.78 
Hybrid seeds 300 81.20 350 79.75 
Fertilisers 600 162.41 800 182.28 
Tractor rent 80 21.65 120 27.34 
Electricity charges 

for pumping water 30 8.12 60 13.67 
Labour charges 120 32.48 150 34.18 

1330 360.00 1580 360.00 



CHAPTER 4 

MEASURES OF LOCATION 

It is always advisable to represent group of data by a single 
observation provided it does not loose any important inforrra· 
tion contained in the data and brings out every important 
information from it. This single value, which represents the 
group of values, is termed as a 'measure of central tendency' 
(or a measure of location or an 'average'). This should be a 
representative value or a typical member of the group. The diffe
rent measures of location are 1. Arithmetic -rrrean, 2. Median, 
3. Mode, 4. Geometric ,Mean, and 5. Harmonic mean. 

4.1. Arithmetic Mean 
It is defined as the sum of the observations divided by its 

number. 
Let Xl, X2, ... ,Xn be n observations then the Arithmetic mean 

(A.M), X is defined as Xl + X2+ ... + Xn which can be written 
n 

1 
as - ~Xl, where '~' is the summation which indicates the 

n 
summing up of the observations from Xl to Xn. 

EXAMPLE: Compute the mean daily milk yield of a buffalo 
given the following milk yields (in kgs) for the consecutive 
10 days. 

15, 18, 16, 9, 13, 20, 16, 17, 21, 19 

X = IJj .. 18~ ... +19 =16.4 kg. 

4.1.1. Linear Transformation Method: If the observation 
values are large, more in number and the deviation among 
themselves is small, the linear transformation method will save 
time in computation. 
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Let dI=XI-A where A is called arbitrary mean and which is 
taken as round figure mid way between highest and lowest 
values. 

X A+d 
=A+~ 

n 
For the above example,let A=15 

TABLE 4.1 
SI. No. Xl 

1. 15 
2. 18 
3. 16 
4. 9 
5. 13 

6. 20 

7. 16 

8. 17 
9. 21 

10. 19 

o 
3 
1 

-6 
-2 

5 X=A+~dl 
n 

14 
1 =15+10=16.4 kg. 

2 
6 
4 

14 

4.1.2. Discrete Frequency Distribution: Let fl , f2, ... , fn be n 
frequencies corresponding to the variate values Xl, X2,'''' Xn 

. - ~ flXI 
respectively, then X= ~ 

EXAMPLE: Compute the mean number of flowers per plant 
for the following data. 

TABLE 4.2 

No. of No. of 
.flowers plants !tXI 
(Xi) ( II) 

0 5 0 
1 10 10 
2 12 24 

3 16 48 X=161=2.68 
60 

4 8 32 
5 7 35 
6 2 12 

60 161 
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4.1.3 Gmuped Frequency Distribution: (a) Direct method. 
Let fl. f2' ... , fn be n frequendes corresponding to the mid
values of the class intervals Xl, X2 .... , Xn then the A.M. is 
given by 

X =~fi Xl= ~ ft Xi 
~fi N 

EXAMPLE: Find the mean breadth of leaf given the following 
distribution. 

TABLE 4.3 

Breadth of leaf No. of leaves Mid-value flXl dl= f ldl 
(in ems) lit) (Xl) XI-A 

-C 

2-4 7 3 21 -2 -14 
4-6 10 5 50 -1 -10 
6-8 19 7 133 0 0 
8-10 15 9 135 1 15 

10-12 9 11 99 2 18 
12-14 3 13 39 3 9 

63 477 18 

4'77 
X=~ =7.57 cm. 

(b) Linear transformation method 
~ fi di XI-A 

X=A-t-C ~ where dl=-C' HereA=7 

From Table 4.3, wehaveX-=7+ ~~X2=7.57 C=Class 

interval. 
Whenever the class interval is same it is always convenient 

XI-A 
to take dl= c- where C is class interval to simplify the 

calculations. Consequently in the formula of X the second 
expression is multiplied by C. 

The characteristics of a satisfactory average are listed here. 
Characteristics of a satisfactory average: (a) It should hav~ 

well defined formula, (b) It should be based upon all the 
observations, (c) It should be comprehensible, (d) It should be 
least affected by sampling fluctuations, (e) It should be easily 
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computed, and (f) It should be capable of algebraic treat
ments. 

Merits of A.M.: It possesses all the characteristics of 
satisfactory average which include algebraic prop'erties such as 
(i) The algebraic sum of the deviations taken from A. M. is zero, 

i.e., X(Xt-X) =0. 

(ii) Let Xl. be the mean of n1 observations, X2 be the mean 

of the 02 observations, ... ,Xk be the mean of Dk observations 

then the mean X ofn=(nl+n2+ ... +nk) observations is given 
by 

X=Ol Xl+n2X2+ .... +nkXk 
01+n2+ ... + nk 

Demerits of A.M.: (a) It may not be alwa}s identified with 
anyone of the observations from which it is calculated, (b) It 
gives more weightage to extreme items whenever they are 
present, (c) It is difficult to calculate whenever the extreme 
classes in the continuous frequency distribution are not well 
defined. 

4.2. Median 
It is defined as that value of the variate below which half 

of the values lie and above which the remaining half Jie when 
the variate values are arranged in ascending order of magni
tude. 

Case (i) Variate values: 
(a) The number of observations is odd: 
EXAMPLE: Find the median score of the following scores 

obtained by students in a particular one hour examination. 
6, 9, 13, 4, 1 l, 8, 12, 9.5, 7 

Arranging the scores in ascending order of magnitude, we 
have 4, 6, 7, 8, 9, 9.5, 11, 12, 13 

. n+l 9+1 
Median number =-2- ='-2-=5, where n=number of 

observations. 
The value of Sth observation is 9 which is the median value. 
(b) If n is even 
Let the scores be: 6, 9, 13,4, 11, 8, 12, 9.5, 7,8.S. 
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After arranging in ascending order of magnitude, we·have 
4,6,7, 8, 8.5, 9, 9.5, 11, 12, 13 

. n+l 10+1 
Median No. =-2-= -2-=5.5 

Median value: 5th value+O.5 (6th value-5th value) 
=8.5 + 05 (9-8.5) = 8.75 

Case (ii) Grouped frequency distribution: 
Let fl' fa .... , fn be n frequencies corresponding to the mid

values of the classes Xl, Xa, ... , Xn respectively then the Median 
is given by 

M=I+ N+l_m 
~-- x C, where I = lower limit of the 

median Class, C = Class interval of the median class, Nt 1 

=median number, m=CUIll. fre. just preceding to the 
median class, f=frequency of the median class. 
Here we assume that the groups are formed in ascending 

order of magnitude. Median class is that class in which the 

d· b N+l I' me Ian num er -2- les. 

EXAMPLE: Obtain the median from the following distri
bution of weights of children in a particular locality. 

Median 
class 

TABLE 4.4 

Weights No. 01 Cum. Ire. 
(Kg.) children 

---. 
0-4 3 3 
4-8 9 12 
8-12 18 30 

12-16 20 50 

16-20 16 66 
20-24 7 73 

(N+l ) M = 1 + 2 -m xC 

f 

N+ 1 = 73+1 =37 Since 37 lies between the cumula,-
22· 
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tive frequencies 30 and 50, the class (12-16) is the median class. 
1=12, C=4, in=30, f=20. 

37-30 
M=12+ -W-- - x4=13.4 

Merits 0/ Median: (a) It can be calculated even if the 
extreme classes are not well defined, (b) It can be easily located 
on frequency curve, (c) It is useful whenever the qualitative 
characters are under consideration, (d) It is having one impor
tant algebraic property i.e., the sum of the absolute values of 
the deviations is least when the deviations are taken from the 
Median. 

Demerits of Median: (a) It is not based on all the obser
vations, (b) It is not widely used in practice, and (e) It is not 
well defined. 

4.3. Mode 
Mode is that value of the variate which occurs most 

frequently. Case (i) Variate values. 
EXAMPLE: Find the model height (in inches) from the 

heights of 20 students. 
60, 65, 64,58,69, 72,64, 64, 65, 60, 61,67, 64, 63, 67, 64, 
68, 63, 64 and 66. 
Here height 64" is repeated more number of times and hence 

model height=64" 
Case (ii) Grouped distribution: 
Let fl, fa, ''', fn be n frequencies corresponding to the mid

values of the classes Xl, X2, ... , Xn respectively then the Mode 
(M') is given by the formula 

M'=1+2f f~fp fs X C wh~re I=lower limit of the modal 

class, f=frequency of the modal- class, fp=frequency just 
preceding to modal class, f.=frequency just succeeding to modal 
class and C=class interval of the modal class and modal class 
is that class in which maximum frequency exists. 

EXAMPLE: Calculate the 'Mode' for the foJlowing distri
bution of wages in a certain factory. 

TABLE 4.5 
------------------- -----

Daily wages 
No. of 
employees 

2-4 4-6 6-8 8-10 10.12 12-14 14-16 

29 43 75 135 90 60 35 

16-18 

33 
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, f-fp 
M =1+2f_f

p
-..:r;;-XC 

1=8, f=135, fp =75, f8=90 

, 135-75 
M =8+270-75 90X2=9.14 

If the maximum frequency occurs more than once in the 
distribution, the method of grouping is adopted for locating the 
modal class and then the above formula will be used for finding 
the modal value. 

Merits: (a) It can be easily located on frequency curve, 
(b) It can be calculated even when extreme classes are not well 
defined except the modal class, (c) It is used mostly in business. 
For example, Cloth merchant would like to keep a certain quality 
of cloth having maximum sales, shoe-maker would like to keep 
a shoe of size or sizes having maximum sales, and (d) It can 
easily be calculated except in the case where the maximum 
frequency occurs more than once. 

Demerits: (a) It is not based upon all the observations, 
(b) It is not having algebraic properties, and (c) It is not stable, 
since different methods of forming class intervals would lead to 
different modal values. 

The empirical relationship between mean, median and mode 
is Mean-M0de=3 (Mean -Median), 

4.4. Geometric Mean 
Let Xl' X2, ... , Xn be n observations then the geometric 

Mean is the n-th root of their product. 
Case (i) Variate values: 
The geometric mean of n observations, say. Xl' X2, ... , Xn 

is the n-th root of their product. 
Hence G.M. = (Xl, Xz ... Xn)ljn 

EXAMPLE: Compute the G.M. of the following observations: 
6, 8, 11, 12,21, 13. 

G.M.=(6x 8x 11 X 12x21 X 13)1/6 
LogG.M.=l (log 6+log 8+ ... +log 13) 

= 1 /6(0.7782+0.9031 + 1.0414+ 1.0792+ 1.3222+ 
1.1139)= 1.0397 

G.M.=Anti log (1.0397)=10.96 
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Case (ii) Grouped distribution 
Let fl, f2 ... , fn b.! n frequ~ncies corre~ponding to the mid

valu~s of the class intervals Xlt X2, ••• , Xn then the Geometric 
mean is given by tbe formula: 

G M = (Xfl xfaxfn) lin .• l' 2 ... n 

log G.M.=l/N(fl log Xl+f2 log X2+ ... +fn log Xn) 
G.M.=Anti log 1/N(f1 log X1+f210g X2+ ... +fn log Xn) 
EXAMPLE: Find the G.M. for the following distribution. 

TABLE 4.6 

Class Frequency Mid value Log XI II log XI 

(f I) (XI) 

0·5 4 2.5 0.3979 1.5916 
5·10 10 7.5 0.8751 8.7510 

10·15 28 12.5 1.0969 30.7132 
15.20 17 17.5 1.2430 21.1310 
20-25 6 22.5 1.3522 8.1132 
25.30 2 27.5 1.4393 2.8786 

67 73.1786 

Log G.M.=1/67 (73.1786)=1.0922 
G.M.=12.37 
Merits: (a) [t has W!1l d~fin!d formula, (b) It is based 

upon all the observations, (c) It is used in computing index 
numbers and a\<;o in time series analysis whenever ratios are 
under consideration. It is also used in finding out rate of 
change in popl:1lation anj computing compJund interest, and 
(d) It possesses algebraic properties. 

Demerits: (a) It is difficult to calculate, (b) It cannot be 
calculated whenever zero value is present in the observations, 
and (c) It may not be identified with any of the given observa
tions. 

4.5. Harmonic Mean 
It is defined as the reciprocal of the arithmetic mean of the 

reciprocals. 
Case (i) Variate values 

Let Xl> X2, ... , Xn be n observations, then the Harmonic 
mean is given by the formula 
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1 n 

H.M. _I (_~ __ +_1 + ... +~) -( ~+ _, . +~ ) 
n Xl X2 Xn Xl X2 Xn 

EXAMPLE: The following are the quantities of onion (in kgs) 
sold per rupee in 6 markets. Find the average quantity per 
rupee. 

1.5,0.75,05, 2.0,2.5, 1.4 

6 
H.M.=( I 1 1 ) = 1.07 kg. -.- +-+ ... +-

1.S 0.75 1.4 

Case (ii) Grouped distribution 
Let fl' f2, ... , fn i'>e n frequen~ies corresponding to the mid

values of the classes Xl> X2,"" Xn respectively, then the Har
monic mean is given by the formula: 

N 
H.M.= f f f 

2 +_..! + ... +_.E 
Xl X2 Xn 

EXAMPLE: Compute the H.M. for the following grouped 
di<;tribution. 

TABLE 4.7 

Class Frequency Mid-value II 
(II) (XI) XI 

3-6 6 4.5 1.33 
7-10 9 8.5 1.06 

11-14 14 )].5 1.12 
15-18 20 16.5 1.21 
19-22 10 20.5 0.49 
23-26 2 24.5 0.08 

61 5.29 

61 
H.M.= 5.29 = 11.53 

Merits: (a) It is well defined, (b) It is based upon all the 
observations, and (c) It is useful in the cases like finding -out 
average rate of work per hour, average qU'lntity of a commodity 
per rupee, average distance travelled per hour, etc. 

Demerits; (a) It is not much used in practice except in few 
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cases mentioned above, (b) It is difficult to calculate, and (c) It 
gives more weightage to smaller values. 

EXERCISES 

1. The following table gives the yield of wheat from 10 
equal plots. 

Plot No. 
Yield 
(in kg.) 

1234567 
60 40 50 45 60 55 65 

8 9 
50 65 

10. 
55. 

1f the area of each p:ot is 242 square yards, find the 
average yield per aere? (U.P. Board, 1963) 

2. The following is the distribution of heights of 85 plants. 
Height (ems) 30·32 33-35 36-38 39-41 42-44 45·47 
No. of plants 8 13 20 29 10 5 
Find the Mean, Mode and Median heights of the plant. 
3. FinJ the median for the following table relating to the 

number of grains per wheat blade. 
No. of grains 20·24 24·28 28-32 32-36 36-40 40-44 44·48 
No. of wheat ears 6 IO 25 35 14 5 8 

Locate also the 'median' from the cumulative frequency 
curve. 

4. Find the median and mode for the following table. 

No. of days absent No. of students 

More than 40 10 

" 
30 25 

" 
25 47 

" 
15 47 

" 
10 49 

" 
5 67 

" 0 85 

5. Compute the Geometric average of relative prices of the 
following commodities for the year 1939. (Base year 1938-
Price 100). 
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Commodity Rice Com Wheat Oats Barley Potates Sugar 

Relative 

price 118 129 100 131 150 144 126 

Weight 17 1385 561 408 100 194 142 

Calculate also the weighted Geometric Mean using the weights. 

6. If a city had a population of 2,50,000 in a given year and 
3,00,000 five years later. What was the average annual per cent 
change? 

7. Rice is being sold at the following rates (kg. per 5 rupees) at 
10 different markets. 

1.00, 0.80, 0.90, 0.70, 0.60, 1.10, 0.90, 0.75, 0.65, 0.45 
Compute the average quantity of rice per 5 rupees. 

8. The following is the distribution of Fat (percentage) in 
100 samples collected from different milk centres in villages 

Fat(%) 1-3 3-5 5-7 7-9 9-11 

Samples 40 26 30 2 2 

Compute Mean, Median, Mode, GM and H.M. of Fat content 
per sample. 

9. The following is the distribution of body weights of 1 00 calves 
at the I st lactation 

Body weight (kg) 30-40 40-50 50-60 60-70 70-80 

Calves 12 26 34 20 8 

Find Mean, Median, Mode, GM. and H.M. of body weight of 
calves. 

10. Compute the Arithmetic Mean yield (bags) of paddy given in 
the following distribution. 

Yield (bags) less than 20 less than 25 less than 30 

Farms 6 18 30 

Yield (bags) less than 35 less than 40 less than 45 

Farms 34 16 14 
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11. The following is the distribution of Annual Income (Rs.) of 
families in a locality of a city. 

Less than 20,000 20,000-40,000 40,000-80,000 
32 64 45 

80,000-1,60,000 
26 

Find A.M. ? 

1,60,000-3,20,000 3,20,000 and above 
10 13 

12. The following is the distribution of grades (1 O-point scale) 
obtained by a student in a semester final examination in different 
subjects. 

Subject ABC 0 E F G 
Credits 3 4 2 3 1 2 4 
Grade 8.2 7.6 8.7 9.0 8.5 7.4 8.8 

Find the Grade point average obtained by the student in that 
semester. 

13.Compute the average rainfall in a rainy season in a city of a 
particular year. 

Rain fall (cms) 
Days 
Rain fall (cms) 
Days 

lessthan 2 
10 
8-10 
8 

2-4 4-6 6-8 
14 20 26 
10 and above 

12 



CHAPTER 5 

MEASURES OF DISPERSION 

Measure of Dispersion: It is a measure which can give the 
wide spread or scattering of otservatioDs amoDg themselves or 
from a central point. The different measure3 of dispersion are 
(i) Range, (ii) Quartile deviation, (iii) Mean deviation, and (M 
Standard deviation. 

5.1. Range 
It is defined as the difference between the highest and lowest 

values in a series of observations. 

EXAMPLE: Find the 'Range' for the following weights of 15 
goals. 

30, 25', 14, 42, 18, 26, 21, 11, 35 32, 29, 23, 20, 19, 13. 

Range: 49-11=31. 

Range is not much used in practice since it depends upon 
two extreme values. Therefore presence of any extremely high 
and low values in the observations will affect the range consider
ably. However, this measure is easy to compute. This is useful 
when the data are of homogeneous nature. It is also used in 
the preparation of control charts and for the data based on 
daily temperatures, rainfall, etc. 

5.2. Quartile Deviation: (Semi-inter quartile range) 
It is given by the formula, Q.D.=(Qs-Ql)/2 where Ql= 

First quartile, Qa=Third quartile. First and third quartiles are 
also called as lower and upper quartiles respectively. 

5.2.1. First Quartile: It is that value of the variate below 
which one-fourth of the values lie and above which the remain
ing three-fourth of the values lie when the values are arranged in 
ascending order of magnitude. 



MEASURES OF DISPERSION 39 

5.2.2. Third Quartile: It is that value of the variate below 
which three-fourth of the values lie and above which the 
remaining one-fcurth of the values lie when the values are 
arranged in ascending (·rder of magnitude. 

Case (i) Variate values 
EXAMPLE: Find the Q.D. for the following observations on 

number of mesta plants in 10 equi-sized plots. 
13. 9. 16. 4. 8, 19. 7, 23. 21. 12. 

Arranging the values in ascending order of magnitude, we have 
4, 7, 8,9, 12, 13, 16. 19, 21, 23. 

Q N - n+l = 10+1=275 
. 0.- 4 4 . 

Ql No.=2nd value+0.75 (3rd value-2nd value) 
=7+0.75x 1==7.75 

Q N _3n+l_ 3x 10+1 
s 0.- 4 - 4 7.75 

Qs NO.=7th value+0.75 (8th value-7th value) 
=16+0.75 (19-16)= 18.25 

Q.D.= 18.25;-7.75 5.25 

Case (ii) Continuous distribution 
Let fl. f2, ...• fn be n frequencies corresponding to the mid

values of the classes Xl, X2,; .. , Xn respectively then the first 
quartile, Ql is given by 

(N+l) 
4 

Ql=h+ ------x Cl where h=lower limit of the first 
11 

quartile class. N=~fl, Ntl = first quartile number, ml= 

cumulative frequency just preceding to the first quartile class, 
fl =frequency of the first quartile class, Cl = Class interval of the 
first quartile class. First quartile class is that class in Which the 

1 • f N+l . cumu atlve requency -4- eXIsts. 

Similarly the third quartile is obtained by the formula 

(3N+l) 
4 ms) 

Qa=la + fa 
xCs 
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where the symbols indicate t he same as in the case of first 
quartile with first quartile replaced by third quartile. 

EXAMPLE: Compute the Q.D. for the following distribution 
of ~arks obtained in an examination by 80 students. 

TABLE 5.1 

Marks No. 01 Cum. Ire. 
students 

(l-5 3 3 
5-10 10 13 

10-15 18 31 

15-20 25 56 
20-25 9 65 

25-30 8 73 
30-35 7 80 

N+l 80+1 
Ql No.= -4- = -4- =20.25, (10-15) is the first quartile 

class since 20.25 lies in that class 

Ql = 10 + (~~=2:~13)X5=12.01 
3N+l 3x80+1 .. 

Q3 NO'=-4-= ---4- =60.25, (20-25) IS the third quar-

til~ class since 60.25 lies in that class. 

Qa=20+ (60.2g-56) X 5=22.36 

Q.D.= QS-;.Ql ?2.36;-J,2.01. = 5.18 

Unlike Range, the presence of abnormal values do not affect 
the Q.D. since the end values on either side do not figure in the 
definition. 

5.3. Mean Deviation 
It is the mean of the absolute values of the deviations 

taken from some average. 

5.3.1. Mean Deviation about Meao: Let Xl, X2, ... , Xu be n 
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observations, the Mean deviation about mean is given by the 
formula 

M.D. about mean=~~ I Xl-X I where X=A.M. 
n 

By linear transformation method, we have 

1 -M.D. about mean=-~ I dl-d I where di=(Xt-A) and 
n 

d~~ 
n 

EXAMPLE Find the M.D. about mean for the following data. 
4, 9, 10, 14, 7, 8, 6, 14. 

TABLE 5.2 

Total 
Xi 4 9 10 14 7 8 6 14 72 

I Xi-X I 5 0 1 5 2 1 3 5 22 
X=9. M.D. about mean=22/8=2.75 

Case (ii) Continuous frequency distribution 
Let fl> f2, ... , fn be n frequencies corresponding to the mid

values 01 the classes Xl, XI,,,,, Xn respectively'then the M.D. 
about mean is given by the formula 

1 
M. D. about mean=N~ fl I XI-X I where X=Mean 

EXAMPLE: Find the M.D. about mean for the following 
grouped distribution. 

TABLE 5.3 

Yield 01 milk No. 01 
per day (in dairy Mid-value 
kgs) animals Xi liXi Xl-X Ii/ Xi-X I 

( 11) 

0.2 6 1 6 5.66 33.96 
2-4 10 3 30 3.66 36.60 
4-6 14 5 70 1.66 23.24 
6-8 18 7 126 0.34 6.12 
8-10 11 9 99 2.34 25.74 

10-12 7 11 77 4.34 30.38 
12.-14 5 13 65 6.34 31.70 

11 473 187.74 
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X=473/71 =6.66 
M.D. about mean= 187.74{71 =2.64 
M.D. can be computed by taking deviations from any other 

average like Median, Mode, etc. on the similar lines given above 
wherein Median, Mode, etc. will be substituted in the formula 
in pla~e of Mean. M. D. is least when deviations are taken from 
the Median. 

5.4. Standard Deviation 
It is defined as the square root of the mean of the squares of 

the deviations taken from Arithmetic mean. 

5.4.1. Variate Values: Let Xl, X., ... , Xn be n observations 
then standard devjation (S.D.) is given by the formula 

/ 1 a=\I n~(Xl-X)2. whereX=A.M. 

Simplifying the above formula, we have 

a=V ! [~X12 - (~;1)2J ' a 2=variance 

By linear transformation method, we have 
If dl=(Xl-A) where A =Arbitrary mean 

a= V + [ ~d18 - (~~l)SJ 
EXAMPLE: Compute the S.D. of the following data based on 

number of seeds germinated out of 20 in each of the ten petty 
dishes. 

15, 13, 10, 17, 8, 12, 14, II, 13, 15 

TABLE 5.4 

Total 
Xi 15 13 10 17 8 12 14 11 13 15 128 
Xi' 225 169 100 189 64 144 196 121 169 225 1702 

... /1 [ (128)2J a= 'V 10 1702 - to. =2.52 

as = 6.35 

5.4.2. Contiauous Frequency Distribution. Let flo f2' ... , fn be 
n frequencies corresponding to the mid-values of the classes Xl 
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X2 .... , Xn respectively, then the standard deviation is given ty 
the formula 

u=V ~ ~fl (XI-X)2 

Simplifying, we have 

A /~l -=-[ --('-:-::~rl-=-=-Xl-=)2J 
u='V N ~flX12_~. 

By linear transfer.nation method, we have 

A/I L" (~fldl)2 ] u=CX'V N ~fld21 N 

X I-A . C I' J Where dl = -c ' A = ArbItrary mean and =c ass JDterva • 

EXAMPLE: Find the standard deviation and variance for the 
following distribution of lengths of wheat ears. 

TABLE 5 5 

Lrngth of No. of Mid-value ftXt ft~ dl Itdt 11dl' 
wheat ear ears (I t) (Xt) 

7-9 8 8 64 512 -2 -16 32 
9-11 18 10 180 1800 -1 -18 18 

11-13 25 12 300 3600 0 0 0 
13-15 15 14 210 2940 1 15 15 
15-17 6 16 96 1536 2 12 24 

72 850 10388 -7 89 

• 
(i) Direct method 

u=V{]0388-(857~2 ] =2.22 

Variance=4.91 

V 1 [ <-7)] u=2X 72 89 - --r2 =2.22 

Varial1ce=4.91 
This is most commonly used measure of disrersion as a 

counterpart of mean in the case of 'measures of location'. This 
gives minimum value when the deviations are taken from the 
mean. 
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5.5 Coefficient of Variation 
Sometimes it is necessary to express variation of a series of data 

relative to an average. For example, the variation of2 to 3 quintals 
per acre in the production would be significant for a local variety of 
paddy but not so in the case high yielding variety. Hence, coefficient 
of variation (C.Y.) which is the percentage ratio of S.D. to Mean is 
calculated for each of the variety. The one which is having less 
coefficient of variation (C.Y.) is considered more consistent variety. 
Since C.Y. is independent of units, it is useful for comparison of 
any two series with different units. The C.Y. is also found useful to 
compare two players with respect to their consistency in scoring. 

S.D. 
C.Y. = -- x 100 

Mean 
EXAMPLE : The scores of two candidates A and B in different 

one-hour examinations are given below. Examine who is the more 
consistent scorer. 

TABLE 5.6 

Candidate One-hour examination 
I II III IV V VI 

A 9.0 8.0 7.5 8.5 9.0 8.0 
B 5.5 9.5 6.5 8.5 10.0 8.0 

Arbitrary Mean = 8.0, :Ed j = 2.00, :Ed/ = 2.50 

Candidate A : Mean = 8 + 2/6 = 8.33 

S.D. ~ 1I6[ 2.5 - (2t] 0.55 
C.Y. = 8.33 x 100 

= 0.55 = 6.60 
Candidate B : Mean = 8 + 0/6 = 8.00, :Ed2 = 0, :Ed2

2 = 15.00 

116[15 _ (0
6
)2] 1.58 

S.D. = C.Y. = 8.00 x 100 

= 1.58 = 19.75 
Threrefore, candidate A is more consistent. 

5.6 Statistical Population 
An aggregate of animate or inanimate objects is called statistical 

population. For example, large group of data on heights, weights, 
etc., is known as Statistical population. 
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5.7. Sample 
To study particular character it is always not possible to 

study the whole lot or whole population as it requires more 
time and money. Therefore, we have to rely u'pon a part of the 
population for our study. This part or portion of a population 
is called sample. However, the sample should be as far as 
possible representative of the population with respect to charac
ter under consideration. This can be ensured by drawing the 
units from population at random so that each and every sample 
of equal size will be selected in the sample with equal pro· 
bability. 

Now the value of the mean based on sample of observations 
need not be equal to the population mean. The difference bet
ween the sample mean a~d the population mean is called 
'sampling error'. Suppose if we take all pos~ib]e samples of 
equal size, the means based on these samples follow a distribu· 
tion known as 'sampling distribution'. The mean of all the 
means of samples of equal size is an estimate of the population 
mean, and the standard deviation of the means of these samples 
is known as 'standard error of mean'. 

Since it is difficult, in general, to study all the possible 
samples, we have to depend on a single sample. The standard 
error of mean based on a single sample is given as 

S.E. (X) = --~- where u=S.D. in the population, X= vn 
Mean of a sample, n=size of the sample. 
If u is not"known, it is estimated from a sample of observations 
as follows: 

Case (i) If n is large sample (Say> 30) 
~.E. (X)=S/ v'll' where S= v' I/n ~(XI-X)2 

Case (ii) If n is small sample (Say < 30) 

S.B. (X)= v': - where s=unbased estimate of u 

s= of. /-1-~(XI-X)2 IV n-l 

EXERCISES 

1. The country's foodgrains output (in million tons) for 20 
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years are given as : 
75, 74, 80, 81, 85, 86, 84, 81, 90, 87,92, 94, 95, 93, 98, 96, 
94, 99, 109, 110. 

Obtain the values of Range, Mean deviation about Mean and 
Median and Coefficient of Variation. 

2. The following table gives the yield of paddy in maunds 
per acre bac;ed on crop cutting experim'!nts in a certain area. 
during 1940-41. 

Yield Freq. Yield Freq. 
(Maunds Acre) (Maunds/Acre) 

0 4 24 128 
3 4 27 73 
6 32 30 SO 
9 81 33 13 

12 135 36 12 
15 198 39 5 
18 210 42 1 
21 144 

Calculate the Arithmetic mean, Standard deviation and quartile 
deviation of the distribution. (I.A.S .• 1949) 

3. Find the 'mean deviation about mode' for the follow-
ing grouped distribution. 

Class 3-7 7-11 11-15 15-19 19-23 23·27 
Freq. 5 7 13 31 18 4 
4. A distribution consists of three components with fre

quencies 200, 250 and 300 having means 25, 20 and 15 with 
standard deviations 3, 6 and 5 respectively. Find the 'mean' 
and 'standard deviation' of the combined distribution. 

5. If any two series, where d1 and d2 represent the devia
tions from the same arbitrary mean, 15, the folJowing results 
are given. 

nl=12 ~dl=25 td1
2 =6S0 

nl...,,20 ~d2= -20 ~d22=480 

Compute the coefficient of variation for both the series and 
determine which is more consistent series. 

6. Below are the scores of two cricketeers in 10 innings. 
Find'who is the more 'consistent scorer'. 

A 204 68 150 30 70 95 60 76 24 19 
n 99 190 130 94 80 89 69 85 6$ 40 
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7. Compute the coefficient of variation and standard error of 
mean given the following distribution of protein (percentage) content 
in 100 sample's of red gram collected from different farms. 

Protein (%) less than 4 4-8 8-12 12-16 16-20 
Samples 28 20 26 10 16 

8. The following is the distribution of yields (quintals) per hectare 
in different farms in a Research Zone. 

Yield (quintals) 10-16 16-22 22-28 28-34 
Farms 8 14 26 22 

34 and above 
10 

Compute coefficient of variation for the above distribution of 
yields. 

9. Find the standard deviation of the following distribution of 
leaf areas (square mm) of sun flower crop in an experimental field. 

Leaf area (sq.mm) 20-30 
Leaves 8. 
Leafarea (sq.mm) 60-70 
Leaves 10 

30-40 
14 
70-80 
20 

40-50 50-60 
28 16 
80 and above 
10 

10. The following is the distribution of ear lengths (cm) of paddy 
crop of high yielding variety in an experimental field. 

Ear length (cm) less than 4 4-6 6-8 8-10 
Ears 16 20 24 18 
Ear length (cm) 10-12 12 and above 
Ears 15 7 

Obtain coeofficient of variation, quartile deviation and mean 
'deviation' from mean for the above data. 

11. The following is the distribution of heights of maize plants 
(ems) in an experimental field in a reaseareh station. 

Height (cms) 
Plants 
Height (cms) 
Plants 

80-100 
28 
160-180 
9 

100-120 120-140 140-160 
16 30 17 
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Obtain 'standard deviation' and 'standard error of mean' for the 
aobve distribution of heights. 

12. Find mean deviation from 'Median' and 'Mode' for the 
following distribution of rain fall (mm) in July month at an Agricultural 
Research station. 

60, 76, 16, 18, 32, 18, 34, 46, 76, 

76, 90, 92. 93. 84. 80. 54, 62, 70, 

10O, 85, 22, 23, 26, 48, 78, 76, 91, 

56, 50, 66, 81 

13. Compute mean deviation from 'Mode' for the following 
distribution of yields (kg) of grapes in different grape gardens in an 
year. 

Grape yields (kgs) 300-400 400-500 500-600 

Gardens 8 16 19 

Grape yields (kgs) 600-700 700-800 

Gardens 9 3 

14. The following are the minimum temperatures (celcius) 
recorded in a hill station of North India in the month of January. 

6, 3, 2, 0, -1, -6, 3, 2, 10, 7 

8, 9, 3, 4, II, 5, 3, 0, 6, 3 

-4, -2, 1, 0, 3, -I, 6, 2, I, 3, 
5. 

Compute 'Range' and 'Quartile' deviation'. 

15. The following is the frequency distribution of number of 
Custard Apples per tree in a graden. 

Custard Apples 

Trees 

Custard Apples 

Trees 

150 172 175 184 189 

6 10 15 8 12 

201 210 

13 5 

'Find Mean deviation' from 'Median' for the above distribution. 



CHAPTER 6 

MOMENTS, SKEWNESS AND KURTOSIS 

6.1. Moments 
Let Xl, XII' ... , Xn be n observations, then 'k.'-th raw 

moment is defined by 
Vk= l/n~(Xl-A)k where A = Arbitrary mean 
The 'k'-th central moment is given by 

ILk=l/n ~(Xl-X)k where X=A.M. 
In the case of a freq'lency distribution, the k-th raw and 

central moments are given by Vk and P.k respectively, as 
1 1 

Vk=N ~f(Xi-A)k, JLk= N~nXl-X)k ... (6.1) 

where N =~fl=Total frequency. 
The relation between k-th central moment and raw moments 

is given by 

IL k=Vk-(~)Vk_I Vl+(~)Vk_2 VI2_(~)Vk_SVIs+ ... + 
(-l)k Vlk ... (6.2) 

where Vk_l' Vk_2, ... VI. are (k-l}-th, (k-2)-th, ... , 
1st raw moments respectively. (f), (~) etc., are the number of 
combinations taking 1 at a time, 2 at a time, etc., respectively 
out of k values. 

Ifk=l, 1L1=V1-Vl=O 
If k=2, 1'2=V2- V12 = variance 
Ifk=3, }L~=V3-3V2Vl+2VlS 
If k=4, 1'4= V(-4VSVl +6V2V12_3V14 
The central moments are useful in measuring 'skewness' and 

'kurtosis' of curves. 

6.2. Skewness 
Sometimes, even if the two measures like 'Mean' and 

'standard deviation' are same for the distributions still the shape 
of the two curves may differ. For example, one curve may be 
symmetric and the other may be asymmetric. We shall define 
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here 'symmetric' and 'asymmetric' curves for the Uni-modal 
frequency distribution. 

6.2.1. Symmetric Curve: A symmetric curve is one where 
the shape of the curve on either side of.the mean is identical. 
That is, in a frequency distribution, the frequencies on either 
side of a mean should be equal. In this curve, the mean, median 
and mode coincide at one point and the ordinate drawn from 
peak of the curve to mean on the X-axis would, bifurcate the area 
under the curve into two equal halves. The skewness (or bend
ing) in this case is zero. The symmetric curve is depicted in 
Fig. 6.1. 

>
t) 

Z 
III 
:J 
r:t' 
w 
a: 
II. 

Fig. 6.1. Symmetric curve. 

62.2. Asymmetric Cu"e: A curve which is not symmetric 
is known as 'Asymmetric' or 'skewed' curve. In this case, the 
peak of the curve may bend towards right or towards left with 
respect to mean. 

The curve bending towards right from the mean and having a 
long tail on left'is said to be negatively skewed. This curve is 
shown in Fig. 6.2. 

;l
t) 

z 
w 
:) 

0-
w 
a: 
u. 

ME-DIAN 
MEAN MODE 

.Fig 6.2. Negative skewness. 
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The curve bending towards left from the mean and having 
long tail towards right is saiJ to be positively skewed. The curve 
is shpwn in Fig. 6.3. 

> 
u 
Z 
IJJ 
;:, 
0-
w 
IX 

U. 

MODE. MEDIAN t;1EAN 

Fig. 6.3. Positive skewness. 

The different measures of coefficient of skewness are given by 
1. Pearson's Coefficient of skewness 

= (Mean--:-:Model (6 3) 
S.D. . ... 

This measure is due to K. Pearson. In Fig. 6.2, Mode will 
be greater than Mean and hence (Mean-Mode) is negative. 
Therefore, the coefficient of skewness is negative. In Fig. 6.3, 
Mode will be less than Mean and hence (Mean-Mode) is 
positive. Hence, the coefficient of skewness is positive since the 
denominator in the formula is always positive. In Fig. 6.1, 
Mean is equal to Mode and hence (Mean-Mode) is zero. In 
the formula of coefficient of skewness, S.D. is used in order to 
make the coefficient independent of units so as to facilitate the 
CO:n)lrison of tw.:> or more distributions. Median always lies 
between Mean and Mode in Figs. 6.2 and 6.3. 

2. Quartile coefficient of skewness= (Qa-Q2)-(Q2-Ql) 
(Qa-Ql) 

... (6.4) 
where Ql, Q2 and Qa are the 1st, 2nd and 3rd quartiles respec
tively. This coefficient always lies between -1 and + 1. In this 
case also the denominator is taken to make the coefficient 
independent of units. 

- 1'3 3. Moment coefficient of skewness, v'~1= ---a-/2 ... (6.5) 
1'2 
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where 1'2 and 1'3 are 2nd and 3rd central moments respectively. 
In this formula 1'3 measures the excess of negative deviations 
over positive deviations and excess of positive deviations over 
negative deviations in Fig. 6.2 and Fig. 6.3, respectively. Here 
also tb.e denominator is used to make the coefficient indepen
dent of units. 

6.3. Kurtosis 
The shape of the Vertex of the curve is known as Kurtosis. 

The measure of Kurtosis is known as coefficient of Kurtosis and 
is denoted by ~2. 

6.3.1. Platykurtic: The pea~ or Vertex of the curve is 
more fiat and the tails on both sides are long compared to 
normal curve (chapter 9). Here ~<3. 

6.3.2. Mesokurtic: The peak of the curve is normal and 
the tails on both sides are also normal. Here ~=3. 

6.3.3. Leptokurtic: The peak of the curve is narrow and 
sharp and the tails on both sides are short compared to normal 
curve. Here ~8> 3. 

The above three curves are depicted in Fig. 6.4. (f3a-3) is 
taken as the departure from normality. This quantity would be 
negative for Platykurtic, zero for Mesokurtic and positive for 
Lcptokurtic. The measure of Kurtosis is denoted by coefficient 

of Kurtosis and is given by the formula, f3a= "'2".(6.6) 
I'a 

LEPTOKURTIC 

MEAN 
Fjg. 6.4. Kurtosis. 
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Sometimes it is convenient to express the coefficients of 
skewness and kurtosis in terms of Yl and Ya respectively, where 

Yl=~l, Y2=(~2-3). 
EXAMPLE: Comput~ the different coefficients of skewnes,s 

and kurtosis for the following data on milk yield. 

TABLB 6.1 

Milk yield No. 01 Mid-value 
(kgs) cows <It> X, d, I,d, l,d,1 

4-6 8 S -3 -24 72 
6-8 10 7 -2 -20 40 
8-10 27 9 -1 -27 27 

10-12 38 11 0 0 0 
12-14 2S 13 1 25 25 
14-16 20 15 2 40 80 
16-18 7 17 3 21 63 

135 0 ]5 307 

X-A 
d l = -C- where A = II,C=2. 

VI = C/N Lfi d l = 2 x 15/135 = 0.222 
V2 = C2/N L~ dI

2 = 4 x 307/135 = 9.096 
V3 = C3/N Lfi d1

3 = 8 x 511135 = 3.022 
V4 = C4/N L~ d l

4 = 16 x 1747/135 = 207.052 
J.12 = V2 - V I

2 = 9.096 - (0.222? = 9.047 

I,d,-

-216 
-80 
-27 

0 
25 

lliO 

189 

SI 

J.13 =V3-3 V2 VI +2V13 
= 3.022 - 3(9.096) (0.222) + 2 (0.222)3 = -3.014 

I,d,' 

648 
160 
27 

0 
2S 

320 
567 

1747 

J.14 = V 4 - 4 V 3 V 1 + 6 V 2 V 14 , 
= 207.052.- 4 (3.022) (0.222) + 6(9.096) (0.222? - 3 x 

(0.222)4 
=207.051 

Moment coefficient of skewness, $; = J.1;12 
J.12 

= -3.014/(9.047)3/2 = -0.1108 
Mean = 11.222, Mode = 10.917, S.D. = 3.008 

11.222-10.917 
Pearson's coefficient of skewness = 3.008 = 0.1014 
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Ql=9.185, Qa=13.480 

Quartile coefficient of skewness 

03.480 -11.211) -(11.211-9.185) 
- (13.480-9.) 85) 

Coefficient of Kurtosi!l, ~2= JL~ 
1-'2 

0.0566 

=207.051/(9.04'7)2=2.530 

The coefficients of skewness obtained by Pearson's coefficient 
of skewness and quartile coefficient of skewness are positive 
whereas the Moment coefficient of skewness gave negative value. 
The coefficient of Kur~osis indicates that the curve is platy
kurtic since (~2-3) i.e., (2.519-3) is negative. 

EXERCISES 

1. In a fre:pency distribution, siz~ 701, range 30-150 
divided into 8 class intervals of equal width, the first three 
moments meamred in terms of the scale units u from the mid 
point of the fourth class interval from the top are ~fu=-150, 
l.:fu2 = 1532, ~fua= -750. Determine A.M. and the values of the 
first three moments from the mean in terms of the original unit. 
Calculate the standard deviation. (B.se Madras, 1944) 

2. If the first three moments about an arbitrary mean 4 are 
2, 15, and 84. Calculate the mean, variance and third moment 
about mean. 

3. Define skewness and arrange median, mode and mean 
in ascending order of their magnitude for positively skewed 
curve. 

4. Define roth moment about mean and give the formula 
for 4-th moment about mean In termR of the moments about 
arbitrary mean. 

5. For any two groups of data A and B the statistical con
stants are 

Median 
Lower quartile 
Upper quartile 

A 

19.64 
]3.46 
25.94 

B 

24.46 
15.64 
37.76 
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Comment on the dispersion and skewness of A and B. 

6. Define the various measures of dispersion and discuss their 
relative advantages. 

Find the standard deviation and the Pearson coefficient of 
skewness for the following distribution. 

Percentage 
ash 
content 3.0-3.9 4.0-4.9 5.0-5.9 6.0-6.9 7.0-7.9 8.0-8.9 

9.0-9.9 10.0-10.9 
Frequency 3 7 28 78 84 45 28 7 

7. Find the 3rd and 4th central moments given the following 
raw moments 

V 4 = 40, V 3 = 10, V 2 = 5 and V I = 2. 

8. Obtain the 'quartile coefficient of skewness' given the 
following data on minimum temperatures [celcius] on 11 days in 
December month in a city. 

4,5,6,7,10,3,1,5,12,18.16 

9. Find the coefficient of Kurtosis given the following raw 
moments on rain fall data and also specify the type of kurtosis. 

V I = 2, V 2 = 6, V 3 = 8 and V 4 = 20 

10. Find the 'coefficient of skewness' given the following on 
yields of wheet in a region 

Mean = 40, Mode = 50 Variance = 6 

11. Obtain 3rd and 4th central moments for the following data 
on disease effected birds in 1 ° poultry farms 

6, 13, 10, 2, 21, 6, 150, 96, 74, 65 

12. Compute coefficients of 'skewness' and 'kurtosis' for the 
following data on rainfall (cm) in the month of August at a Regional 
Agricultural Research Station in Coastal Andhra Pradesh. 

2, 0, 6, 8, 13, 7, 2, 2, 4, 10, 11, 2. 0, 5, 11, 0, 0. 8, 7, 9, 6. 
5, 12, 3, 4, 5, 0, 6, 1, 2, 4 
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13. Find the coefficients of 'skewness' and Kurtosis for the 
following data on iron content (percentage) in samples of leafy 
vegetable sold in markets and also draw diagrams. 

Iron 'content Samples 
(%) 

0-2 6 
2-4 12 
4-6 18 
6-8 9 
8 -10 5 



CHAPTER 7 

ELEMENTARY PROBABILITY 

We use the word 'probability' several times in our daily life 
such as 'It may probably rain tod:lY', 'India may probably win 
the Davis Cup tie against Australia', 'Probably this year we 
may have a good harvest'. We frame these statements accord
ing to chances of happening of a particular event. The state
ments mentioned above' are no longer subjective since the 
development of probability theory. 

7.1. Definition 'of Probability 
Probability of No of favourable cases to that event 
an event. Total No. of equally likely cases (7.1) 
This definition is also called a priori probability since the 

probability is obtained prior to happening of an event. It is 
difficult to enumerate or imagine all the equally likely cases in 
some situations for evaluating probability by this method. 

For example, we take the statement 'It may probably rain 
today'. Following the above definition. the total number of 
equally likely cases can, at the most, be two and the number of 
favourable cases to the event is one. Therefore, the probability 
that it may rain today is!. But this may not be correct since 
the probability of raining is more in monsoon season compared 
to other seasons. In certain cases, we can safely say that there 
will be no rain today. Therefore, the probability t is no longer 
true. Similarly, the statement like 'a man will die tomorrow is 
f, is no longer holds though it is obtained strictly based on 
mathematical definition of probability. Therefore, one should 
know the conditions affecting a particular event before finding 
the probability of happening a particular event. 

If an event can happen in 'a' ways and fail to happen in 'b' 
ways and all these are equally likely then the probability of 
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happening an event is _a_ and probability of not bappeniJ)g 
a+b 

. b 
an event IS-+ . 

a t> 

a b 
Let P=a+b and q=a+b' then p+q=1. ..... (7.2) 

p always lies between 0 and 1. If p=l and q=O, the event 
will certainly happen. If p=O and q= 1 the event will certainly 
not happen. p!q refers to the odds in favour of the event and 
q/p as the odds against the event. 

EXAMPLS: (1) Find the probability of drawing an ace from 
a pack of cards. 

Total No. of favourable cases for drawing an ace=4 

Total No. of equally likely cases=52. 

Probability = 5~ = 1 ~ 
EXA~PLE: (2) An urn contains 10 red, 15 black and 20 

white balls. A ball is drawn at random from tbe urn. What is 
the prob .. bility that being a black ball ? 

Total No. of favourable cases for drawing a black ball = 15 
Total No. of equally likely cases=45 
Probability = 15/45 = 1/3. 

7.2. Mutually E'Xclusive Events 
Events are said to be mutually exclusive and exhaustive if 

the occurrence of anyone of the events excludes the occurrence 
of any other event at a particular occasion. 

Suppose an urn contains 10 white, 5 black and 15 red balls. 
A ball is drawn at random and it is required tbat the ball 
should be either white or black. Here there are two events 
since either white or black ball can come in a single draw. If 
white ball comes first then black ball cannot come and vice 
versa. Hence these two events are mutually exclusive. Similarly 
in a lottery a bowl contains numbers from 1 to I CO. A number is 
drawn at random from the bowl. Supposing that number 5 and 
a number ending with 5 comes in this draw, the owner of that 
number will be awarded a prize. Here anyone of the numbers 
5, 15,25, ... , 95 can come in the draw. If the number 5 comes 
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fint it excludes the oc~urr.:nce of other numbers. Therefore, 
these are the mutually f"xclusive events. 

7 2.1. Addition Rule: Let AI. Az, ... , AN be N mutuaJIyexclu
sive events then the probability of occurrence of anyone of the 
events is the sum of the probabilities of the separate evenls. 
P(AI or As or, "', AN)=p(A1)+p(As)+ ...... +p(AN) ... (7.3) 

EXAMPLE: What is the probabiiity of drawing a card either 
of a spade or a heart from a pack of cards? 

Pack of cards contains 4 suits each consists of 13 cards. 
Probability of drawing a card of spade = 13/52, probability 
of drawing a card of heart=13/52 . 
. '. Probability of drawing either spade or heart card 

7.3. Mutually Jndependent Ev~nts 

=!l+g=l 
52 52 

Events are said to be mutually independent, if the occurrence 
of anyone of the events does not effect the occurrence of any 
other event. 

Drawing two cards of heart simultan.eously from two packs 
of cards, drawing one black and one white ball simultaneously 
from two urns containing black, white, red balls are some of 
the examples of mutually independent events. 

7.3.1. Mnltiplication Rule. Let At. Az •... , AN be N mutualJy 
independent events then the pr.>bability of the simultaneous 
o~currence of all the ev~nts is the product.of all the probabilities 
of the individual events. 

p(Al, Az .... ,AN)=p(A1) p(A2L .p(AN) ... (7.4) 
EXAMPLe: What is the probability of obtaining two heads 

successively in tossing a coin two times? 
Probability of obtaining 'Head' from the first trial is i and 

the probability of obtaining 'Head' in second trial also is i, 
since the outcome of the second trial is independent of the 
first and two events are mutually independent. Therefore, tbe 
probability of getting two 'Heads' successively in two trials is 

t. i=l· 
EXAMPLE: One card is drawn from each of the two packs 

of cards. What is the probability that both of them are Aces '/ 
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Probability of drawing an 'Ace' from the filst pack=4/52, 
Probability of drawing an 'Ace' from the second pack=4/52. 
Since the above two events are mutually independent, pro
bability of drawing an 'Ace' from each of the two packs= 
1/13 X 1/13= 1/169. 

7.3.2. Suppose that from a pack of cards two cards are to 
be drawn which contain one ace. Here the first card is replaced 
before drawing the second. The first event is that ace 
comes first or and the second event is that ace comes in the 
second but it also happens that the events may happen together. 
That is, the two Aces may come from both the draws. In that 
case the two events are not mutually exclusive. 
Rule: Let AI' As are two events which are not mutually exclu
sive, then: -
'peAI or Aa or both) =p(AI)+p(As)-p(A1As) 

or peAl U All) = P(Al)+p(A2)-p(AlAs) ..• (7.5) 

Fig. 7.1. Not mutually exclusive events. 

In the case of three events, we have 
peAl U AaU As) =p(AI) + p(Aa) + p(As)-p(AlAs)-p(AsAs)-

p(AsAI>+p(AIAaAs) ...... (7.6) 

7.4. Dependent Events 
The events are said to be dependent if the occurrence of any 

one of them depends on the occurrence of any other event. 
Let" AI' As are two dependent events then the probability of 

the simultaneous occurrence of the two events is given by the 
relation 

p(AlAa)=p(Al) p(As/Al) or p(Aa/Al)=p(A1A2)/p(Al) ... (7.7) 
Also p(AIAs)=p(Aa) p(Al/As) or P(Al/A2)=p(AlAa)!p(A.) 
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It may be noted that the multiplication rule holds good 
when the events are dependent or independent. 

EXAMPLE: An urn contains 5 white, 10 black and 6 red 
balls. Two balls are drawn in succession that being 1 white 
ani 1 black: Find the probability that (i) If the first ball is 
not replaced, (Ii) if the first ball is replaced. 
Case (;) (a) If the first ball is not replaceJ and it is white. 
Probability of drawing white ball =5/21. 
Now, one white ball is taken out, and the remaining balls in 
the urn are 20. 
Probability of drawing black ball if the first ball is white= 10/20. 
Probability of drawing 1 white and 1 black ball=5/21 x 10/20 
=5/42. 
(b) If the first ball drawn is black, the probability of drawing a 
black ball = 10/21. 
Now one black ball is taken out and the remaining balls in the 
urn are 20. 
Probability of drawing a white ball if the first ball is black 
=5/20. 
Probability of drawing 1 white and 1 black ball = 10/21 x 5/20 
=5/42. 

Since (a) and (b) are two mutually exclusive events, the pro
bability. of drawing 1 white and 1 black ball is 5/42+5/42=5/21. 
Case (ii) (a) If the first ball is replaced and it is white. . 

Probability of drawing a white ball=5/21. As the first ball 
is replaced, the total number of balls in the urn remains same. 

Therefore, the probability of drawing black ball = 10/21. 
Since these two events are independent, the probability of 
drawing 1 white and 1 black ball is 5/21 X 10/21=50/441. 
(b) If the first ball is replaced and it is black 

Pro"ability of drawing black ball = 10/21 

Probability of drawing white ball }= _5_, 
when black ball is replaced. 21 
Since (a) and (b) events are mutually exclusive, the proba-

bility of drawing 1 white and 1 black ball= 4~~ + 4~~ = ~~ 
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7.5. Sub-populations 
A population of n units or elements consists of (~ ) different 

sub-populations of size r ::s; n. 
Let A,B,C be three letters. These three letters can be arranged 

in 3! ways, as ABC, ACB, BCA, BAC, CAB and CBA. These are 
also called as permutations. Now out of tbese three letters, two 
letters are to be selected at random irrespective of the order of 
the two letters. This can be done in 3 ways as AB, AC and BC. 
These are called as combinations. These can be obtained by the 

31 
formula (n = 2!(3~2)! =3. It may be noted that O!= 1. 

Similarly r units can be arranged in rl ways and the population 
of n units can be sub-divided into (~ ) sub-populations each of 
size r where r::S; n and the order of the units in the sub
populations is not taken into account 

EXAMPLE: In how many ways the pack of cards can be 
divided into groups of 13 in each band in a game of bridge? 

Since the order of the cards in each hand is immaterIal, the 
total number of ways 52 cards can be divided into groups of 13 

h · (62 eac IS 13)' 

7.6. Probability Based on Bioomial Distribution 
Let Pr be the probability of exactly r successes out of n 

trials with p, the probability of success and q =( I-p), pro
bability of failure, then pr= (~ ) pr qn-r. 

EXAM~LE (1): If:1 coin is tossed 4 times and the turning up 
of head is taken as success, the probability of exactly 2 successes 
out of n trials is obtained as follows. 

The two heads may turn up in any of the four trials as 
H H T T, H T H T, T H H T, H T T H, T H T H, T T H H 
i.e., in 6 ways 

The probability of getting Head is i and the probability of 
getting two heads is (l)2. Probability of getting tail is ! and'the 
probability of getting two tails is (l)4-2. As these a~e dependent 
events, the probability of getting two heads and two tails is (!)2 
0)4-2. 

The probability for each of the 6 ways is (!)2 <l)4-2. 
Since all these six events are mutually exclusive, we have 

(t)2 (l)4-2+ ... +(l)2 (l)4-S-=(:) (l)2 (i)4-2. 
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EXAMPLB (2): Find the probability of getting at least 3 Heads 
if a coin is tossed 7 times. 

The probability of getting 3 heads out of 7 trials is (n (U3 

of (1)4 ; Similarly, the probability of getting 4 headl/, 5 heads, 6 
beads and 7 beads are (l) (i)4 (t)3, G) (t)5 (!)2 (~) (i)6 (t) and 
(t)7 respectively. 

Hence the probability of obtaining at lea~t 3 heads out of 
7 trials is (n (t)3 (t)4+(:> 0)4 (i)3 + a) (t)5 0)2 + (~) {l)6 
(l) + (i)7. Or I-Prob. of obtaining at most 2 heads=l-

~3(?)j (!)i (i)7-;. 

i=O 
EXAMPLE (3): Two throws are made, the first with three 

dice and the second with two. The faces of each die are 
numbered from I to 6. What is the probability that the total 
in the first tbrow is not less than 16 and at tbe same time tbe 
total in the second throw is not less than 10. 

First throw is done with three dice. The following are the 
number of ways in wbich the total in the tbrow with three dice 
can be from 16 to 18. Each of the combinations 466, 565, 566 
will have three permutations each and 666 will have one and 
bence the total number of favourable cases for obtaining total 
16 to 18 is 10. The total number of equally likely cases is 
6x6x6=63• Therefore, the probabiJity=IO/63• 

Similarly with two dice the combinations 46 and 56 will have 
two permutations each and the combinations 55 and 66 will 
have one permutation each and the total number of favourable 
wa)s for obtaining total 10 to 12 is 6. The total number of 
equally likely cases is 6 X 6=62• Therefore the probability is 
6/62 =1/6. 

Since tbe two events are independent the probability of 
happening the two events simultaneously is 10/63 X 1/6= 10/64• 

EXAMPLE (4): There are two urns. One of them contains 
6 red, 8 white and 10 blue blJls and the other contains 10 red, 
6 white and 12 blue balls. One- ball is transferred from the 
first urn to the second urn arid a ball is drawn from the second 
urn. What is the probability that it is a blue ball ? 

Case (i) If a red ball is transferred from the first urn to the 
second, then there will be II red, 6 white and 12 blue balls in 
the second urn. The probability of drawmg a red ball from 1st 
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urn is 6/24. The probability of drawing a blue ball from 2nd 
urn is 12/29. Hence the probability of drawing a ball from the 
2nd urn when a red ball is placed from the lst urn to 2nd urn 
is 6/24 x 12/29. 

Case (Ii) If a white ball is transferred from the first urn to 
the second urn, then there will be 10 red 7 white and 12 blue 
balls in the second urn. The probability of drawing a white 
ball from 1st urn is 8/24. The probability of drawing a blue 
ball from 2nd urn is 12/29. The probability of drawing a blue 
ball from 2nd urn when white ball is transferred from lst urn 
to 2nd urn is 8/24x 12/29. 

Case (iii) If a blue ball is transferred from the first to the 
second urn, then there will be 10 red, 6 white and 13 blue balls 
in the second urn. The probability of drawing a blue ball from 
the lst urn is 10/24. The probability of drawing a blue ball from 
2nd urn is 13/29. The probability of drawing a ball from 2nd 
urn when a blue ball is transferred from 1st urn to 2nd urn is 
10/24 X 13/29. Since the above three cases are mutually exclusive 
and exhaustive the required probability = 6/24 x 1 2/29+8/24 X 

12/29+ 10/24 X 13/29 =298/696. 

EX,ERCISES 

1. Four balls are drawn from a bag containing 5 red 6 
black and 10 white balls. Find the probability that they are 2 
black and 2 red balls. 

2. There are two bags one of which contains 5 red and 8 
black balls and the other 7 red and 10 black balls and a ball is 
to be drawn from one or other of two bags. Find the chance of 
drawing a red ball. (M.U.; 1946) 

3. A coin is tossed 10 times. What is the probability of 
getting heads exactly as many times in the fir:st seven throws 
as in the last three? (Tr. Uni., 1946) 

4. A and B throw two dice in turn. 1 hose ·who throw 8 
will be declared as winner. What is the probability of A winning 
if he starts first? 

5. A bridge player and his partner have 8 diamonds bet
ween them. What is the probability that the other pair ,have 5 
diamonds in the ratio 4 : I? 
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6. A seed production firm produces seeds and sells in packets 
each containing 500 seeds. Packets are inspected by taking 20 seeds 
from each packet. If no seed is found defective in each packet then 
it is accepted otherwise it is rejected. What is the probability that a 
packet is accepted with 5 defective seeds? 

7. A box contains 3 red and 7 white balls. One ball is drawn at 
random, and in its place a ball of the other colour is put in the box. 
Now one ball is drawn at random from the box. Find the probability 
that it is red. 

8. Assuming that the ratio of male children to be ~, find the 
probability that in a family with 6 children (i) all children will be of 
the same sex (ii) the 4 oldest children will be girls. 

9. Four balls are drawn from a bag containing 5 black, 6 white 
2 red and 7 blue balls. Find the probability that the balls drawn are 
all different colour. 

10. A bag contains 6 white and 8 black balls. If 4 balls are 
drawn at random, find the probability that (i) 2 are black (ii) not 
more than 2 are black. 

II. Find the probability of obtaining at least 4 successes out of 
6 trials by tossing a coin 6 times. 

12. What is the probability of selecting either medium or short 
duration variety out of 10 short, 15 medium and 6 long duration 
varieties availble in paddy from 'seed' shop. 

13. There are two baskets A, B.A contains 20 Apples, 30 Mangoes 
and 40 Oranges. B contains 30 Apples, 20 Mangoes and 50 Oranges. 
A fruit is transferred from A to B and a fruit is drawn at random 
from B. What is the probability that it is Apple? 

14. What is the probability of not obtaining 'HEAD' by tossing 
a coin 4 times? 

15. Three seed farms A, Band C belong to same corporation 
produce seed sample packets each containing 200 seeds in the ratio 
2 : 3 : 5. A seed packet is found defective if it contains 10 or less 
defective seeds. A, Band C farms produce defective sample packets 
with 4,5 and I percent respectively. A seed sample packet is drawn 
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from the mix at random and it is found defective. What is the 
probability it is from farm B ? 

16. Three dairy farms A, Band C produce milk with 30, 25 and 
45 percent respectively. A milk packet is found defective if it contains 
fat percentage 3 or less. Three farms A, Band C produce defective 
milk packets in the ratio 2 : 3 : 5. A milk packet is drawn at random 
and it is found defective and what is the probabilitty that it is from 
farm C? 



CHAPTER 8 

BINOMIAL AND POISSON 
DISTRIBUTIONS 

8.1. Binomial Distribution 
Bernoulli trials: Repeated independent trials wtih two pos

sible outcomes at each trial are known as Bernoulli trials. The 
probabilities of success (failure) at each of the outcomes is 
assumed to be same throughout the experiment. 

For example, if a coin is tossed ten times, at each trial the 
outcome may be either Head or Tail. If Head turns up it may 
be called a success and Tall for failure. Therefore, in ten trials, 
there will be ten outcomes which consist of either success or 
failure or both. The outcome of each trial is independent of 
the other. The probability of each success is equal and the 
probability of each failure is equal throughout the experiment. 
Similarly, there are 20 seed samples, each sample consists of 
say 100 seeds. A sample may be accepted if 10 or less seeds do 
not germinate, otherwise rejected. There are 20 outcomes in 
which each sample may be either rejected or accepted. These 
20 outcomes may be considered as 20 Bernoulli trials. 

The probability of r successes out of n trials or at least or 
utmost r successes out of n trials is obtained as follows. 

If the probability of success is denoted by p and the failure by 

q then p+q= I. There will be (~ ) ways in which r successes 
can occur in n trials. The probability of each combination of 
r successes and (n -r) failures is pr qn-r. Since each trial is 
independent from the other, the (~) combinations are mutually 
exclusive and therefore their probabilities are added. Let br be 
the probability of r successes out of n trials, where 

br= (~ ) pr qn-r 

The probabilities in Table 8.1 are the (n+ 1) terms of a well 
known expansion called Binomial expansion for (q+p)nl where 
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TABLE 8.t 

Probability 

qn 

(~) p qn-l 

(~)p.qn-. 

Frequency 

N.qll 

N. (~) P qll-l 

N. (~) plqll-I 

N.pn 

N 

(q+p)n=qn+ (np qn-l + ... + (~ ) pr qn-r+ ... :J-pn 

Therdore, the distribution of successes given in Table 8.1 is 
known' as Binomial distribution. Since the numbers of successes 
are'the values of a discrete variable, Binomial distribution is a 
discrete distribution. The different frequencies of successes can 
be obtained by mUltiplying the respective probabilities with the 
total frequency and are presented in 3rd column of Table 8.1 
where N is the total number of trials or total frequency. This 
frequency distribution can be represented by diagram in 
Fig. 8. I. 

8.2. Properties of Binomial Distribution 
M"an=np; J.£s=npq; u= Vnpq; J.£a=npq (q-p) 

'J.'4=3p2q2n2+pqn U-6 pq) 

·0 , 2··· .. ·." ...... ~ 
SUCCES5ES 

Pig. 8.1. Discrete distributiOD (BiQQUlhll) • 
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Coefficient of skewness=V~l·-(q-p)jvn p q 
Coefficient of Kurtosis=~2=3+(l-6 pq)jn p q 
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The central term is obtained in order to obtain successive 
probabilities after knowing the probability of preceding number 
of success as follows. 

The central term is given as 

br/br_1 = (~ ) pr qn-r/(nr_1) pr-l qn-r+l 

= fn-;+ I} p/q 

br=~-:+1 p/q. br_l = f 1+ (n+!~ p-r lbr- 1 

If r«n+ 1) p; br> br_l 
If r>(n+ 1) p; br<br_1 

If r=(n+ 1) p; br=br_l 
Therefore there exists exactly one integer's' such that (n + 1) 

P - 1 < s < (n + 1)p. 
As r takes values from 0 to n, the value of br increases mono
tonically first and reaches maximum when r=s except when 
br=br_l for s=(n+l)p and decreases monotonically later ·on. 
As n increases, p remains fixed, the binomial distribution tends 
to the normal distribution which we discuss in chapter 9. 
8.3. Fitting of the Binomial Distribution 

In this distribution, 'n' and 'pt are the parameters to be 
estimated. If 'p' is estimated from the sample data then the 
expected frequencies can be obtained. 

Further the significance of the difference between the 
observed frequencies and the expected frequencies is tested with 
the help of chi-square test. 

EXAMPLE: The following is the frequency distribution of 
successes obtained by throwing 10 dice 200 times. The turning 
up of an even number on a die is considered as a success. Fit a 
Binomial distribution. 

TABLE 8.2 

SUcceSl Frequency (fiX r) b Expected 
(r) freq,!enc1 

0 3 0 .000198 0.1596 
1 7 7 .008304 1.6608 
2 13 26 .038893 7.7786 
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TABLE 8.2 (Contd.) 

3 18 S4 .106688 21.3376 
4 30 120 .194324 38.8648 
5 45 225 .242707 48.5414 
6 38 228 .210511 42.1022 
7 20 140 .125202 25.0404 
8 16 128 .048867 9.7734 
9 9 81 .011303 2.2606 

10 1 10 .001190 0.2380 

200 1019 

Lfir 
np = Lf = 1019/200 = 5.095 

I 

P = npln = 5.09511 0 = 0.5095 = 0.51, q = 0.49 
b = qn = (0.49)10 = 0.0007980, Nbo = 200 x 0.0007980 = 0.1596 
Using central term 

_ n-l+l p/ _ 
b l - 1 '/q bo - 0.008304 

Similarly all the expected probabilities b2, ... , blO were calculated 
and furnished in column (4) of Table 8.2. The expected frequencies 
are obtained by multiplying each value in column (4) by the total 
frequency and furnished in column (5) of Table 8.2. 

8.4. Poisson Distribution 
In the Binomial distribution as n increases and the prob

ability of success decreases and np remains fixed, the Binomial 
distribution tends to poisson distribution. 

Using central term in binomial distribution 
br .(n-r+1)/rxp/qxbr- 1 

=[np- (r-l)p]/rq X br-l 
as n-+oo and np= m (fixed), we have 

br=m/r br_l 
bo=qn={1-p)n=(l-m/n)n since p=m/n 

Log bo=~ Log (1-m/n)=-m-m2/2n- ......... 
bo=e-m 

For r= 1, bl.-me-m ; r=2, b2=m2/2! e-m ; ... , 
mk . 

r=k bk= _e-m 
, kl 

By'induction process, the probability of r successes in poisson 
distribution is given by b = (mr I r!)e-m • This distribution 
was first developed by S.D. Poisson in' 1837. Since the number of 
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successes are the values of a discrete variate, the poisson distri
bution is a discrete distribution. 

8.5. Properties of Poisson Distribution 
Mean=m; 1l2=m ; O'="/m; f'a=m ; ~,=3m2+m. 
It may be noted that the first three moments of a poisson 

distribution are same. Coefficient of skewness= v'~ m/msJs 
-l/vm ; coefficient of Kurtosis=3+ 11m. 

This distribution is found to be much useful in the cases 
where the probability of success is small. The number of 
deaths due to car accidents in a day, number of printing mis
takes in a page of a book, the number of plants infested with a 
particular disease in a plot of a field, number of defective screws 
manufactured in a day of a particular factory, number of 
deaths of centenarians in a year, bacteria counts on a Petrie 
plate where the plate is divided into small squares, number of 
weed plants of a particular species in different plots of a field, 
are some of the common examples which follow poisson 
distribution. 

S.6. Fitting of a Poisson Distribution 
We would 1ike to know sometimes whether the sample 

data follows the poisson distribution or not. For that the value 
of the parameter, m has to be estimated. Further, e-m has to be 
obtained. For different values of r, the different expected 
(theoretical) frequencies are obtained using the formula N. 
e-m mr/rt where N =~fl. The difference between the observed 
and theoretical frequencies are tested with the he Jp of the chi
square test for its significance. 

EXAMPLB: The following is the frequency distribution of 
weed plants of a particular species in 100 plots of a field. Fit a 
poisson distribution to the sample data. 

No. of weed 
plants ofa No. of 

particular plots 
species 

( fl) (r) 

0 4 
1 9 
2 12 

TABLE 8.3 

fl xr 

o 
9 

24 

Expected frequencies 

(N.e-m ~r) 

2.73 
9.84 

17.70 

r. 

_., It II 
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TABLE 8.3 (Contd.) 

3 20 60 
4 25 100 
5 18 90 
6 8 48 
7 3 21 
8 1 '8 

100 360 

m=~fl X r/~fl =360/100= 3.6 
Log e-m=Log e-3' 6 =-3.6 X 0.4343 =-1.5635 

e-m=0.02732 
The central term is Pr=m/rxPr_l 

po =e-mmOjO! =e-m =0.02732 
Expected frequency = Npo= 100 X 0.02732= 2.73 

r=1 Pl=3.6/1 Xpo=3.6xO.02732=.09835 
NP1= 100x 3.6xO.02732=9.84 

r=2 NP2=100x [3.6/2] X .09835= 17.70 

r=8 Nps=100X [3.6/8] x .0421 =1.90 

21.24 
19.12 
13.77 
8.26 
4.21 
1.90 

98.77 

These expected fr.!quencies are furnished in column (4) of 
Table 8.3. 

The total of the theoretical frequency should be equal to the 
total of observed frequency. For testing the significance of 
the differen-=es between observed and theoretical frequencies the 
reader is advised to refer the chapter on chi-square distribution. 

EXERCISES 

1. What is the pr.>bability of getting two Aces in a hand of 
bridge? 

2. In a cytrus orchard, it is found that 10% of them are 
affected by a particular disease. Obtain the probability that 
exactly 15 trees were affected out of 100 trees? 

3. 10 dice are thrown 300 times. If 1 and 3 appear on a 
dice it was considered a success. The following is the frequency 
distribution of successes. 

o 1 2 3 4 5 6 7 8 9 10 
~ lQ 22 40 60 7~ 54 ~Q ~ ~ J 
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Obtain the theoretical frequencies assuming that it follows a 
Binomial distribution. 

4. From a pack of cards, 4 cards are drawn at random for 
100 times. The number of red cards are recorded from each 
of the 4 cards. Obtain. the theoretical frequencies for 0, 1. 2, 
3 and 4 red cards and also the expected number of red cards 
in all the drawings. 

S. 100 seed samples of 10 each were tested for germination. 
The following are the number of seeds germinated with different 
frequencies. 

No. of seeds germinated 0 1 2 3 4 5 6 7 8 
No. of samples 2 5 8 20 30 24 6 4 1 

Fit a Binomial distribution to the above data. 
6. The number of noxious and weed seeds were recorded in 

160 samples. 
No. of noxious and 
weed seeds per sam pie 0 1 2 3 4 5 

No. of samples 41 3S 34 17 23 10 
Fit a Poisson distribution to the above data. 

7. The following were the results obtained by conducting an 
experiment of chromosome interchanges induced by X·ray 
Irradiation of first exreJiment (Data are due to D.G. Catche
side, D.E. Lea and J.N. Thaday). 

Cells with K interchanges 0 1 2 3 
Observed No. of cells 753 266 49 5 
Fit a Poisson distribution to the above data. 

8. The following are the observed number of squares on a 
Petri plate with K dark spots (counts of Bacteria) -in first 
experiment (Due to J. Neyman). 

K counts of bacteria 0 1 2 3 4 5 6 
Observed no. of squares 5 19 26 26 21 13 8 
Fit a Poisson distribution to the above data. 

9. A coin is tossed 6 times in succession and a person will 
get 1, 2, 3, 4. 5 and 6 rupees respectively, if head turns on the 
1st, 2nd, 3rd, 4th, 5th and 6th occasion. 

irtail appears he will have to give the same amounts. 
Find his'expected gain and the variance. 

(B.Sc. Madras 1968 Sept.) 
10. Tbe n\Jmb~r 9f ~cciQents in a year t9 taxi-drivers in it 
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city follows a poisson distribution with mean equal to 3. Out of 
1000 Taxi-drivers, find approximately the number of drivers with 

(i) no accident in a year 
(ii) more than 3 accidents in a year. 

11. The following is the frequency distribution of , printing errors' 
per page 

No. of printing errors 0 2 3 4 5 6 
No. of pages 60 50 16 10 9 2 
Fit a Poisson distribution to the data. 

12. In certain district the incidence of rinderpest disease in cattle 
was found to be 8 percent in a dairy farm consisting of21 0 animals. 
Find the average number of animals effected with the disease, 
standard deviation, coefficient of skewness and coefficient of 
Kurtosis assuming that the incidence of disease follows Binomial 
distribution. 

13. The incidence of nutritional disorder in children of tribal 
population was found to be 3 percent. Asssuming that the incidence 
foHows poisson distribution, find the expected average number of 
children effected with nutritional disorder in a population of 12,000, 
the standard deviation, coefficient of skewness and coefficient of 
kurtosis. 

14. Find the 'coefficient of skewness' and 'coefficient of 
Kurtosis' in Binomial distribution gives the following 

n = 200, P = 0.8 

state also the type of 'skewness' and 'kurtosis' 

IS. The incidence of 'white fly' attack in cotton farms was 
found to be IS percent in Prakasam district of Andhra Pradesh. In a 
Mandai consisting of 1000 farms in Prakasam district find the 
number of farms .effected with 'white fly' incidence, standard 
deviation, all central moments, coefficient of skewness, coefficient 
of Kurtosis assuming that white fly attack on cotton crop follows 
Binomial distribution. 



CHAPTER 9 

NORMAL DISTRIBUTION 

In the case of Binomial distribution, the probability of r 
successes in n trials is given by 

b n! rnr r= p q -
r ! (n-r) ! (9.1) 

Using Sterling's approximation as n! _v'2'1;nn+1/2 e-n for 
the factorials in the above expression as n-ioOO, r-ioOO and p is 
fixed, we have 

1 -(r-np)2 
e -=-''-----'--'--

2npq 
(9.2) b-

r v'2'1;Dpq 
where np, and npq are the mean and variance respectively in 
the Binomial distribution and '-' denotes approximation. The 
proof is not dealt here as it is beyond the scope of this book. 
The expression can be rewritten as 

f(X) = _~ _(~-/o')2 
cr.J2n e 20' 

... (9.3) 

where f(X) is the density function of a continuous distribution 
called Normal distribution. This is also known as Gaussian 
distribution. The mean' /0" and standard deviation '0" are the 
parameters of a normal distribution. The curve for f(X) is 

Fig. 9.1. Normal curve. 
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also called as normal probability curve and normal curve of 
error. This was first developed by A. Demoivre in 1718, later 
independently worked out by Laplace in 1812 and Gauss 
{1777-18SS). 

The area under the normal curve for the expression (9.3) 
between the ordinates at -30' and 30' in Fig. 9.1 is 99.7% of 
the total area. 

Fig. 9.2. Normal curve. 

The area under the normal curve between the ordinates at -20' 
and 20' in Fig. 9.2 is 95.5% of the total area. The area under 
the normal curve between the ordinates at -0' and 0' is 68.3% 
of the total area as shown in Fig. 9.3. 

-:'l,... . z ... 

Fig. 9.3. Normal curve. 

9.1. Standard Normal Distribution 
If X is the normal variate Z=(X-",)/O' is called the standard 
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normal variate or standard normal deviate which 
normally with mean zero and S.D. Unity. 

is distributed 

1 
f(Z\ -_ -= e-.l Z2 (9 4) , v2~ I .... 

and J f(Z)=l 

--00 

Fjg. 9.4. Standard normal curve. 

Here feZ) is the density function of a standard normal 
variate. The curve of f(Z) which is shown in Fig. 9.4 is bell 
shaped and symmetric on either side of the mean. The total 
area under the curve is 1 sq unit. The maximum ordinate is 
at mean which is equal to I/v2~. Therefore, mode and mean 
coincide. This ordinate divides the curve into two equal halves 
each has area t sq unit. Therefore, median also coincides with 
mean and mode. 

9.1. Frequency Function 
If N is the total frequency of a Normal distribution, then 

the frequency function of X is given by 
_(X-,,)2 

2 a2 

••. (9.5) 
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9.3. Properties of Normal Distribution 
(1) The curve is bell shaped and tails off symmetrically on 

both sides of the mean, (2) The curve extends from-oo to 00, 

(3) The second moment about mean (or variance) 1'2=a2, (4) 

The oq,ly maximum ordinate is at I1-=N/!2rr. a, (5) The odd 
moments about mean are zero, i.e., j.Ll =1'3='" =0. (6) The fourth 
moment, 1'4.=3a4.(7) Coefficient of skewness,vf31 fJ.3Ij.L~f2=0. 
and (8j Coefficient of Kurtosis, [38=1"/11-82=3. 

9.4. Distribution Function 

X _(X-I')2 

F(X)= J V2rr. a e 2a2 ... (9.6) 

-00 

is called the distribution function of X. In other words F(X) 
represents the area from-oo to X in the normal curve. 

If Z=(X-j.L)!a, we have 
Z 

F(Z) = J I e -1 Z2 ... (9.7) 
V2rr. 

-00 

For different values of Z, the values of .F(Z) are provided in the 
table called the Normal probability integral table. The values 
of F(Z) are given in proportions and the corresponding frequen
cies are obtained by multiplying F(Z) with N. 

The area to the right of Z can be obtained by subtracting 
F(Z) from 1 as shown in Fig. 9.5. 

Fig. 9.S. Normal curve. 
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EXAMPLE: If the mark'i of 1000 students in B.Sc. ',(Exam.) 
follow normal distribution with mean mark 40 and standard 
deviation 8, find the number of students (i) between 50 and 59 
marks (ii) below 35 marks and (iii) 60 and above. 

(i) Here ",=40, u= 8. 

Let X=50, then Z=Xl-",=SO-40 =1.25 
u 8 

59-40 
Let X2=59 then Z2 = -8-=2.38 

-00 o \-25 2. 38 

Fig. 9.6. NOlmal curve. 

+00 

The aleas to the left of 1.25 and 2.38 can be obtained by 
interpolation from normal probability integral table as 

Z value Area to the left ofZ 
1.2 0.88493 
1.3 0.9Q320 

By interpolation... 1.25 0.89406 
2.3 (l.~8928 

2.4 0.99180 
By interpolation 2.38 0.99130 

Area between 2.38 and 1.25 is (0.99130-0.89406)=0.09724. 
Hence the number of students scored in the range from 50 

to S9 is 1000 X 0.09724=97 (approximately). 

(ii) Let X=35. Z= 35;-40 =-0.63 

In the normal probability integral table, the areas are given 
only for positive values of Z. The areas to the left of negative 
value of Z are obtained as shown in Fig. 9.7. 
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- ·6~ 0 ·6;:' 

Fig. 9.7. Normal curve. 

+00 

Hence the area to the left of Z=-0.63 is equal to the area 
to the right of Z=+0.63 where 1 .is the total area under the 
normal curve. 

From table, we have 

Z Values Areas to the left o/Z 

0.6 0.72575 
0.7 0.75804 

By interpolation 0.63 0.73544 

The area to the right of 0.63=1-0.73544=0.26456 which 
is the area to the left of -0.63. 

Therefore, the number of students below 35 marks= 
0.26456 X 1000=265 (approximately) 

(iii) Let X=60, Z=(60-40)/8=2.5 
Since the area to the right of 2.5 is equal to the I-area to 

the left of 2.5, we have from the table 1:-().99379=.OO621. 
Therefore, number of students who scored 60 and above 
= 1000 x 0.00621 = 6 (approximately). 

9.S. Fittiog of tbe Normal Distribution 
The frequency distribution based on sample data can be 

fitted to the normal distribution by computing the estimates of 
two parameters IL and a from the sample. The method of 
fitting is illustrated here with an example. 

EXAMPLE: The following is the frequency distribution of 
marks obtained in an examination out of 100 by 900 students. 
Fit a normal distribution to the data. 
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TABLE 9.1 

No. of 
Marks students 

Limits Z X-j.t Area to 
(X) = -a- the It/I of 

1 2 3 

0-10 13 -00 

. JO-20 42 10 

20-30 93 20 

30-40 175 30 

40-50 220 40 

50-60 196 50 

60-70 88 60 

70-80 45 70 

80-90 23 80 

90-100 5 90 

900 00 

A,.M. (1')=45.94 
S.D., 0'=16.9 

z 
4 5 

-00 0.000000 

-2.13 0.016586 

-1.53 0.063008 

-0.94 0.173610 

-0.35 0.363170 

0.24 0.594830 

0.83 0.796730 

1.42 0.922196 

2.02 0.978308 

2.61 0.995473 

00 1.000000 
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Area Theoretical 
between frequencies 

the limits 

6 7 

0.016586 14.9 

0.046422 41.8 

0.110602 99.5 

0.189560 170.6 

0.231660 208.5 

0.201900 181.7 

0.125466 112.9 

0.056112 50.5 

0.017165 15.S 

0.004527 4.1 

900.0 

The mean and S.D. were calculated in the usual way. Column 
(3) was obtained by identifying the data with normal distribu
tion with lowest value equal to - 00 instead of 0 and the highest 
values as +00 in place of 100. The standard normal deviate 
values (Z) were obtained in Col. (4). The area to the left of Z 

values were posted in Co). (5) by entering into the normal 
probability integral table. These values can be directly obtained 
from the Fisher & Yates table without resorting to interpola
tion for in between 'Z' values. Column (6) gives the areas lying 
in between two limits and were obtained by subtracting the 
values from the succeeding values of Col. (5). In other words 
these areas are the proportions of candidates who scored in 
between the corresponding two limits. Column (7) was obtained 
by multiplying each value in Col. (6) by the total frequency 
which are the theoretical frequencies in each group. 

The' differences between the observed and theoretical 
frequencies cao be tested with the help of chi-square test for 
goodness of fit. If the differences are not significant then the 
fit is said to be good otherwise not. 
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EXERCISES 

1. The height of barley plants in a field is assumed to:follow 
normal distribution with mean height 35M and standard devia
tion 4.0". A sample of 150 plants was selected from a plot 

"of the field. Find the number of plants (i) having height more 
than 40" (ii) between the heights 32" and 38

M (iii) below the 
heights 30". 

2. The daily milk yield of 800 goats assumes to foIlow 
normal distribution with standard deviation 0.85 kg. There are 
100 goats which give daily milk below 3 kg. Find the mean yield 
of a goat and also the probability that the yield per day 
exceeds 5.5 kgs. . 

3. The following is the distribution of daily milk yield for a 
herd of cows. 
Milk yield (kgs.) 1-3 3-5 5-7 7-9 9-11 11-13 13-15 15-17 
No. of cows 10 95 150 375 260 IlO 85 15 

Fit a normal distribution to the above data. 
4. The following is the data based on the head weights of 

Drosophila Melanogoster. 

Head weight No. 0/ Head weight No. 0/ 
(mgs) insects (mgs) insects 

001-0,02 20 0.05-0.06 134 

0.02-0.03 75 0.06-0.07 96 

0.07-0.08 38 

0.03-0.04 120 0.08-0.09 17 

0.04-0.05 185 0.09-0.10 15 

Test the assumption 'of normality of the above data by finding 
the proport~on of insects whose head weights lie between 
J' ± a. I' ± 2a. 14±3a. 

5. The life of a calgas cylinder is 45 days with a standard 
deviation of 6 days. If 15000 cylinders are issued, find (;) how 
many ne~d replacement after 40 days (if) How many need 
replacement within 20 days and (iii) If it is to have a probability 
of not less than 0.9 of baving a life between 42 and 50 days, 
what is the highest allowable staQdard deviation? 
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(Assume that the life of a calgas cylinder follows a Normal Law). 

6. The breaking strength X (in pounds) of a type of rope has a 
nonnal distribution with mean 98.5 and standard deviation 4.5. Each 
100 feet coi I of rope fetches a profit of Rs. 3.75 if X>90. If X <90, 
the coil fetches a profit of Rs. 1.80. 

Determine the expected profit realised per coil. 

7. Fit a normal distribution for the following distribution of yields 
of wheat in a locality. 

Yield 3-8 8-13 13-18 18-23 23-28 28-33 33-38 
[quintals/hectare] 

Farms 10 32 64 75 46 40 33 

8. If the yields of 500 maize farms follow normal distribution 
with mean yield 8 quintels/hectare and standard deviation as 3.4, 
find the number of farms (i) between 5 and 9. (ii) below 4 quintals 
and (iii) 10 quintals and above. 

9. The monthly income of a head of a family in a locality of 
1000 families follow normal distribution with mean income as Rs 
2,000 with a standard deviation as Rs 350. Find the number of 
families (i) between Rs 2000 and 3,500 per month (ii) below Ks 
1000/- and (iii) Rs 4,000 and above. 

10. If the egg production of 200 poultry fanns follow nonnal 
distribution with annual egg production per bird was found to-be 
224 with a standard deviation of 14 eggs, find the number offanns 
(i) between 200 and 210 (ii) below 190 and (iii) 240 and above. 

11. Fit a normal distribution for the following distribution of 
body weights of goats in a farm. 

Body weight (kg) 8-10 10-12 12-14 14-16 16-18 18 and above 

No. of animals 5 18 25 36 12 4 

12. The following is the data on rain fall (mm) in two rainy 
months July and August in a year at an Agricultural Research Station. 

10, 15, 9, 8, 13, 0, 7, 12, 22, 15, 1 , 

35, 40, 38, 26, 20, 0, 5, 19, 14, 13, 6, 
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13, 18, 17, 24, 21. 29, 32, 3, 10, 13, 6, 
5, 8, 9, I, 3, 4, 13, 11, 5, 24, 15, 
19, 20, O. 13, 6, 2, 3, 8, 1, 4, 42. 
6, 5, 16, 22, 9, 3, 5 

Verify the above data on rainfall whether it follows normal 
distribution pattern using all the properties of normal distribution. 



CHAPTER 10 

TESTS OF HYPOTHESES 

10.1. Introduction 
The estimate based on sample values do not equal to the 

true value in the population due to inherent variation in the 
population. The samples drawn will have different estimates 
compared to the true value. It has to be verified that whether 
the difference between the sample estimate and the population 
value is due to sampling fluctuation or real difference. If the 
difference is due to sampling fluctuation only it can be safely 
said that the sample belongs to the population under question 
and if the difference is real we have every reason to believe that 
sample may not belong to the population under question. 

Type I error: R€:'jecting the hypothesis when it ought to be 
accepted. 

Type II error: Accepting the hypothesis when it ought to be 
rejected. 

10.1.1. Statistical Significance: The probability of the differ
ence between sample estimate and the true value taken with 
standard error compared with observed difference is very small 
then we say that there is significant difference between the 
sample estimate and the population value. That is, the pro
bability is less for the difference between sample estimate and 
the true value (or population value) not due to sampling fluct
uation but due to real difference. 

If the above probability is very large then we say that there 
is no significant difference between the sample estimate and the 
true value. The difference so obtained is due to sampling 
fluctuation only. 

10. t.2. Levels of Significance: The maximum probability at 
which we wQulq be willin~ to risk a type I error is ~n<)wn as the 



86 STATISTICS FOR AGRICULTURAL SCIENCES 

level of significance. In general 5 per cent and 1 per cent are 
taken as 'JeveJs of significance' thereby indicating that on an 
average we may go wrong 5 out of 100 cases and lout of 100 
cases respectively. To say that 5 per cent level of significance, 
there is 95 per cent confidence in the result with a margin of 
error 5 per cent. The 5 per cent I.evel of significance is shown in 
Fig. 10.1. 

REGION OF 
REJECTION 

(-025) 

REGION OF 
ACCEPTANCE 

REGION OF 
REJECTION 

C' 02.5) 

Fig. 10.1. Normal curve. 

10.1.3. Degrees of Freedom: It is defined as the difference 
between the total number of items and the total number of 
constraints. 

If n is the total number of items and k, the total number 
of constraints then the degrees of freedom (d.f.) is given by 
d.f.=n-k 

Suppose we want to select 10 values with a restriction that 
the total of the ten values should be equal to 100. Thus, we 
can select only 9 items at our choice but the tenth item must be 
chosen in such a way that the total of them should be equal 
to 100. Therefore, degrees of freedom of selecting 10 items is 
only 9 with one constraint. 

10.1.4. Null Hypothesis: Null hypothesis is the statement 
about parameters which is likely -to be rejected after testing. 
We start with the hypothesis that the two items are equal. 

10.1.5. Standard Normal Deviate Tests: If X follows normal 
distribution with mean, jJ. and S.D., C1 then X also follows 

C1 
normal distribution with mean,.,. and S.D.,V Q • This can be 

denoted by 
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X~N (1', V: ) i.e, X 0 I' -~N (0,1) 

y'n 

the expres~ion on the left hand side is called as standard normal 
variate (or standard normal deviate) which follows normal 
distribution with mean zero and standard deviation unity. The 
test of hypothesis based on this deviate is called standard normal 
deviate test. The confidence limits for the population mean 
can be obtained as 

i.e., the 

o 
x± 1.96 V n 

o 
population mean, lies between X-1.96 v' nand 

X+ 1.96 ~ ~_ . where 1.96 is the tabulated value of normal 

distribution at 5 per ceot level of significance. 

10.2. One Sample Test: Case (i) 
Assumptions: 1. Population is normal. 

2. The sample is drawn at random. 
Conditions: 1. Population S.D., 0 is known. 

2. Size of the sample may be small or large. 
Null hypothesis: 1'=1'0 

I X-P.o I 
Z= o/vn 

we know that 'Z' values follow normal distribution with 
zero mean and unit S. D. The values of Z on either side of 
normal curve corresponding to the areas 0.025 and 0.025 are 

o 

r<FGION OF 

ACCE.PTANCE. 

~? 

REGION OF 
REJECTION 

(025) 

f'j~. 10.7· Standarc;1 nOl'IIl1l1 CUfV\" 
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-1. 96 and 1.96 respectively. That is the total area of the region of 
rejection is 0.05 out of the total area I sq units which is shown in 
Fig. 10.2. For I per cent level of significance, the regions of 
rejection on either side of the standard normal curve comprises area 
of 0.005 and the corresponding Z values are -2.576, and 2.576 
which is shown in Fig. 10.3. 

REGION OF 
ACCEPTANCE 

o 

Fig. 10.3. 

CONCLUSION : If Z (calculated) ::: Z (tabulated), at 5 per cent 
(or 1 per cent) level of significance, the null hypothesis is accepted 
i.e., there is no significant difference between sample mean and 
population mean. 

Otherwise, the null hypothesis is rejected. That is, there is 
significant difference between sample and population means. In other 
words, the sample may not belong to the population having given 
mean with respect to character under consideration. 

Here, we are comparing with positive values of tabulated Z since 
we are taking modulus in S.N .D. test as the Z values on either side 
of mean are identical. 

EXAMPLE: The average number of mango fruits per tree in a 
particular region was known from a considerable experience as 520 
with a standard deviation 4.0. A sample of20 trees gives an average 
number of fru its 450 per tree. Test whether the average number of 
fruits per tree selected in the sample is in agreement with the average 
production in that region? 

Null hypothesis: 11 = 110 = 520 

1450 - 520 1 
Z =: = 78.26 

41J20 
Conclusion: Z (calculated) > Z (tabulated), 1.96 at 5 per 

cent level significance. Therefore, it can be concluded that there is 
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significan t difference between sample mean and population 
mean with respect to average performance. 

10.2. Case (ii): If the S.D. in the population is not known 
still we can uSe the standard normal deviated test. 

Assumptions: 1. Population is normal 
2. Sample is drawn at random 

Conditions: I. u is not known 
2. Size of the sample is large (say> 30) 

Null hypothesis: p.;;;!;::/Lo 

where 

Z= I X-P.o I 
S/vn 

S=y ~ ; (XI-X)2 
i=1 

where X=mean of sample 
n=Size of the sample 

CONCLUSION: Same as in the case (i). 
EXAMPLE: The average daily milk production of a particular 

variety .of buffalow was given as 12 kgs. The distribution of 
daily milk yield in a dairy farm was given as follows: 

TABLE 10.1 

Daily milk yield (kgs) 6-8 8-10 10-12 12-14 14-16 16-18 

No. of buffaloes 9 20 35 42 17 7 

Test whether the performance of dairy farm was in agreement 
with the record. 

Null hypothesis: /L=/Lo= 12 
Using the formula given in Section 4.1.3 (b). we have 

X=I1.91 
USing the formula given in Section 5.4.2, we have 

S=2.49 
/11.91-12 I 

Therefore, Z= 2.49 0.41 

V130 
CONCLUSION: The Z (calculated) <! Z (tabulated), 1.96 at 5 

per cent level of Significance. Tb,erefore, the null hyPothesis i~ 
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accepted. That is, there is no significant difference between the 
average daily milk yield of dairy farm and the previous record. 

10.3. Two Sample Test: Case (0 
Assumptions: 1. Populations are normal 

2. Samples are drawn independently and at 
random. 

Conditions: 1. a is known. 
2. Sizes of samples may be small or large. 

I 

Null hypothesis: "1 ="2 where "I, 1'-2 are the population means 
- for the 1st and 2fid populations respectively. 

Z = _I_~r~--~~:-:"I=,,-

ya2({+~2) 
where XI, X 2 are the means of 1st and 2nd samples with sizes 
nl, n2 respectively. 
. CONcLuslaN: If Z (calculated) ;:: Z (tabulated), the null 

hypothesis is rejected. There is significant difference between 
two sample means. In other words, the two samples have come 
from two different populations having two different means. 
Otherwise, the null hypothesis is accepted. 

10.3. Case (ii): In this case the common population S.D. is 
not known. 

Assumptions: 1. Populations are-normal. 
2. Samples are drawn independently and at 

random. 
Conditions: 1. a is not known. 

2. Sizes of samples ~re large. 
Null hypothesis: 1'-1="2 

Z I Xl-Xal 

YS21 S22 -+
nl. n2 

where sal = !I ~ (XI-X1)2, S~=ii~ :! (X2-X~2 

and Xl, Xa are the means of 1st and 2nd samples with sizes 
nt, n.~ ~espectiveJy. 
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CONCLUSION: If Z (calculated) ~ Z (tabulated) at chosen 
level of significance, the null hypothesis is rejected. Otherwise, 
it is accepted. 

EXAMPLE: A random sample of 90 poultry farms of one 
variety gave an average production of 240 eggs per bird/year 
with a S.D. of 18 eggs. Another random sample of 60 poultry 
farms of another variety gave an average production of 195 
eggs per bird/year with a S.D. of 15 eggs. Distinguish 
between two varieties of birds with respect to their egg produc
tion. 

Null hypothesis: 1J.1 =1L2 

1240-195 I 
z= A. / (18)2 (15)2 

'V 90+60 

= 16.61 

CONCLUSION: Z (calculated) > Z (tabulated), 1.96 at 5 per 
cent level of s:gnificance. Here there is significant difference 
between two varieties of b;rds w~th respect to egg production. 

10.4. Student's t-distribution 
In small samples drawn from a normal population, the ratio 

of the difference between the sample and population means to 
its estimated standard error follows a distribution known as 
t-distribution, where 

t= I X-IJ. I 
s 

\l'n 
where s3=_I_ >: (Xl-X)2 

n-l 

10.4.1. Properties of t-distribution: This distribution is 
symmetrical about the or:gin, 'and unimodel and extends from 
- 00 to + 00 in both directions. It is known as student's 
t-distribution, the name 'Student' being the Pen name ofW.S. 
Gosset. 

For large n, this distribution tends to standard normal 
distribution having zero mean and unit variance. 

The moments ILrl of the distribution exist only for r < (n-1). 
All odd order moments are zero by symmetry. The even 
moments are given by 
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Jl.
2
r= (n-1)r I r+ 1/2 

I 1 
IT 

, n-l 
I -2-- r 

_ .; 2r «n-l) 
I n-l 
'-2-

The Skewness and Kurtosis coefficients are 

YI = 0, Y2 = 6/(n - 5), (n - 1) > 4. 

The values of't' were given at different levels of significance 
and presented in the totable. The tabulated values of't' would 
differ for different degrees of freedom unlike in the case of 
Normal distribution. For normal distribution, the tabulated 
value would be entered into totable at 00 degrees of 
freedom. 

RE610Nor 
4ccEPT/lNC£ 

Fig. 10.4. Student's t-distribution. 

Just as in the case of standard normal deviate test, student's 
t-test also plays an important role in tests of hypothesis in the 
case of small samples when the S.D. in the popUlation is not 
known. 

St d t' t A standard normal devi ate 
uens=A/' . . V A chi-square varIate 

d.f. 

I X - ~// r-(n-_-!->.~-~. ~n-1) 
cr/.Jn cr~ It 

The numerator foJlows normal distribution with zero mean 
and unit S.D. and the denominator follows chi-square distri
bution with (n-l) d.f. where n is the size of the sample. 

Simplifying, we have . 
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t= I X-I'I 
s 

vn 

where s= A / _1_~(XI-X)2 
'V n-l 

93 

The confidence limits for the population mean, I' based on 
students' t-test is given as 

X ± ttab (n-1) d .. r. X v: 
These limits can easily be derived from the expression of 

't' by solving for '1" 

10.5. One Sample t-test 
Assumptions: 1. Population is normB:l. 

2. Sample is drawn at random. 
Conditions: 1. u is not known. 

2. Size of the sample is small. 
Null hypothesis: 1'= 1'0 

t= I X-Ito I 
slvn 

where S2 =_1_ ~ (XI-X)2 
n-l 

and is the unbiased estimate of 0 2 

n=size of the sample. 
CONCLUSION: Ift (calculated) < t (tabulated) with (n-1) 

d.f. at chosen level of significance, the null hypothesis is 
accepted. That is, there is no significant difference between 
sample mean and population mean. Otherwise, the null 
hypothesis is rejected. 

EXAMPLE: T~e heights of plants in a particular field were 
assumed to follow normal distribution. A random sample of 
10 plants were selected and whose 1).eights (in cms) were 
recorded. as 96, 100, 102, 99, 104, lOS, 99, '98, 100 and 101. 
Discuss in the light of the above data the mean height of 
plants in the population is 100. 

Null hypothesis: 1'=1'0= 100 
CONCLUSION: t (calculated) < t (tabulated), (2.262) with 9 

d.f. at 5 per cent level of significance. Therefore, the null 
hypothesis is accepted. In other words, the sample may belong 
to the population whose mean height is 100 cm. 
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TABLE 10.2 

X d, d,s d,=(X,-A) where A=l00 

96 -4 16 X A d, 4 = +~ --=100+ - =1004 
100 0 0 n 10 . 
102 2 4 V 1 [ (~dl)] 99 -1 1 
104 4 16 s"'" n 1 ~d,J_ n 
105 5 25 
99 -1 1 

= V -}(68-16/10) 98 -2 4 =2.72 100 0 0 
101 1 1 1100.4-100 I 

4 68 t= .- 0.46 2.72/V l0 

10.6. Two Sample t-test 
Assumptions: 1. Populations are normal. 

2. Samples are drawn independently and 
at random. 

Conditions: 1. S.D.'s in the populations are same and 
not known. 

2. Sizes of the samples are small. 
Null hypothesis: 1-'1=1-'2 where 1-'1, 1t2 are the meanS 'of 1st 
and 2nd populations respectively. 
t= I Xl-XI I 

A / sc2(l.. +~) 'V n1 ns 

where scll= (nl-1) S12+(n2-1) S2~ __ '~(Xl1-Xl)2+~(Xlll-X.)2 
nl+ns-2 - nl+n.-2 

and Sls=~I~ (XU-Xl)2 and SS2= _1_ ~(X21-Xs)2 
nl-' n.-l 

CONCLUSION: 1ft (calculated) ~ t (tabulated) with (nl + n2 - 2)( 
d.f. at chosen levelof significance, the null hypothesis is accepted .• 
That is there is no significant difference between the two samples: 
means. Otherwise, the null hypothesis is rejected. 

EXAMPLE: Two types of diets were administered to two groups 
of pre school going children for increase in weight and the following 
increases in weight (100 gm) were recorded after a month. 

Diet A 

DietB 
4 

5 

3 
4 

Increases in weight 

2 2 
423 

o 
2 

5 

6 
6 3 
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Test whether there is any significant difference between the 
two diets with respect to increase in weight. 

Null hypothesis: "1 =1'2 

TABLE 10.3 

Xl X. XII x.' 
4 5 16 25 
3 4 9 16 
2 4 4 16 
2 2 4 4 
1 3 1 9 
0 2 0 4 
5 6 25 36 
6 1 36 1 
3 9 

26 27 104 111 

X1=2.89, X2=3.38 

2- [104- (296)tJ+[111_(2~2 ] _ 

sc - 9+8-2 -3.25 

t= I. 2.8~--:.3.3~ ,_, =0.56 
'\1'3.25 (1/9+ 1/8) -

CONCLUSION: t (calculated) < t '(tabulated), (2.131) with 15 
d.t at 5 per cent level of significance. Therefore, the null hypo
thesis is accepted. That is, there is no significant difference 
between the two diets with respect to increases in weight. 

10.7. Paired t-test 
When the two small samples of equal size are drawn from 

two populations and the samples are dependent on each other 
then the paired t-test is used in preference to independent 
t-test. The same patients for the comparison of two drugs with 
some time interval; the neighbouring plots of a field for com
parison of two fertilizers with respect to yield assuming that 
the neighbouring plots will have the saIlle soil composition; rats 
from the same litter for comparison of two diets; branches of 
same plant for comparison of the nitrogen uptake, etc., are 
some of the situations where paired t-test can be used. 
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In the paired t-test the testing of the difference between two 
treatments means waS made more efficient by keeping all the 
other experimental conditions same .. 

Assumptions: 1. Populations are normal. 
2. Samples are drawn independently and at 

random. 
Conditions: 1. Samples are related with each other. 

2. Sizes of the samples are small and equal. 
3. S.D.'s in the populations are equal and. 

not known. 
Null hypothesis: 

t= I <i-o I 
vSd2/n 

1'1=1'2 

dl = (Xl1"--X"21) 

d '£dl/n 
n==Size of the sample. 

Sd2=~['£d12 - (~dl)2J 
n-1 n 

CoNCLUSION: 1ft (calculated) < t (tabulated) with (n-l) 
d.f. at 5 per cent level of significance, the null hypothesis is 
accepted. That is, \here is no significant difference between the 
means of the two samples. In other words, the two samples 
may belong to the same population. Otherwise, the null hypo-
thesis is rejected. . 

EXAMPLE: The following is the experiment conducted on 
Agronomy farm in the year -1969-70 at S.K.N. College of 
Agriculture, Jobner (Rajasthan) for comparing two types of 
grasses on neighbouring plots of size 5 x 2 meters in each 
replication. The weights of grasses per plot (in kgs) at the 
harvesting time were recordtd on 7 replicates: 

1 234 567 
Cenchrus 
cilioris 1.96 2.10 1.64 1.78 1.95 1.70 2.00 
(Grass I) 

Losirus 
sindicus 2.13 2.10 2.14 2.08 2.20 2.12 2.05 
Grass (II) - Test the Significant difference between the two grasses with 

respect to their yield. 
Null. hypothesis: 1'1=P.2 
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TABLE 10.4 

XII XII dl dl
J 

1.96 2.13 -0.17 0.0289 
2.10 2.10 0 0 
1.64 2.14 -0.50 0.2500 
1.78 2.08 -0.30 filO.09OO 
1.95 2.20 -0.25 0.0625 
1.70 2.12 -0.42 0.1764 
2.00 2.05 -0.05 0.0025 --- ---

-1.69 0.61'03 

d -0.24 

S42= (7
1 

I) [0.6103 (-~.69)2J= 0.0337 

t= I 0.24 I =3.46 
vO.0337/7 

CoNCLUSION: t (calculated) > t (tabulat~), (2.447) with 6 
d.f. at 5 per cent level of Significance. The null hypothesis is 
rejected. There is significant difference between the two grasses 
with respect to yield. 

iO.8. S.N.D. Test for Proportions 
Sometimes there is need to have the tests of hyPothesis for 

proportion of individuals (or objects) having a particular 
attribute. For example, to know whether the proportion of 
disease infected plants in the sample is in confirmity with the 
proportion in the whole field (or population). 

Here the number of plants in the sample is identically equal 
to the n independent trials with constant probability of success, 
p. The probabilities of 0, 1, 2, ... successes are the successive 
terms of the binomial expansion (q+p)n where q=(I-p). 
For the Binomial distribution the first and second moment of 
the number of successes are 'np' and 'npq' respectively. 

Mean of proportion of successes=P 
S.B of the proportion of successes=y'PQiil 

10.8.1. One Sample Test 
Assumptions: 1. Population"is n9rmal. 
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2. Sample is drawn at random without 
replacement if it is a finite population. 

Conditions: 1. P is known in the population. 
2. Size of the sample is large. 

Null hypothesis: P=Po 

z=! -; .-Po·1 VPon
Qo 

where Po=Given proportion in the population 
Qo=l-Po 

CONCLUSION: If Z (calculated) < Z (tabulated) at chosen 
level of significance, the null hypothesis is accepted. That is, 
there is no significant difference between the proportion in the 
sample and population. In other words, the sample may belong 
to the given' population. OtherwIse, the null hypothesis is 
rejected. 

EXAMPLE: For a particular variety of wheat crop it was 
estimated that 5 per cent of the plants attacked with a disease. 
A s~mple of'600 plants of the same variety of wheat crop was 
ob,served and found that 50 plants were infected with a di sease. 
Test whether' the sample results were in confirmity with the 
population... 

Null hypothesis: P=Po 

Z=VI 50/600-0.05 I =3.74 
. 0.05 x 0.,95 

600 

CoNCLUSION: aere Z (calculated) < Z (tabulatC(d), 1.96 
at 5 per cent level of significance, the null hypothesis is rejected. 
Therefore, there is significant difference between the proportion 
of diseased plants in the sample and the population. 

10.S.2. Two Sample Test: Case (i) P is known 
There are two population of individuals (or objects) having 

the same proportion, P of possessing a particular character. 
Let PL =Xl/nl and P2=X2/na are the two proportions of 
individuals possessing The same attribute in the samples of 
sizes nl and n2 respectively. It is to test whether the propor
tions in the samples are significantly different from each oth~r 
or not. 
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Assumptions: 1. Populations are normal. 
2. Samples are drawn independently and at 

random. 
Conditions: 1. P is known. 

2. Sizes of the samples are large. 
Null hypothesis: P= Po 

z= I PI-PI I 
.. / Po Qo (l..+J...) IV Dl n2 

CoNCLUSION: If Z (calculated) < Z (tabulated) at chosen 
level of significance, the null hypothesis is accepted, i.e., there 
is no significant difference between the two proportions in the 
samples. In other words, their populations are having the same 
proportion, Po. 

EXAMPLE: In an investigation, it was found that 4 per cent 
of the farmers accepted the improved seeds for a barley crop 
in a particular state. On conducting a survey in two Panchayat 
Samithi, 340 farmers accepted out of 1,500 in the first samithi 
and 200 out of 1,000 in the second san1ithi. Test whether the 
difference between the two samithi is significant. 

Null hypothesis: P=Po 

Po=4j100=0.04 Qo= 1-0.04=0.96 

pl=340/1500=0.23 P2= 200/1000=0.20 

Z= I 0.23-0.20 .L = 1.19 
"';0.4 x 0.96 (1/1500+ 1/1000) 

C~NCLUSION: Z (calculated) < Z (tabulated), 1.96 at 5 per 
cent level of significance. Therefore, the null hypothesis is 
accepted. That is, there is no significant difference between the 
proportions of the two Samithis with regard to acceptability of 
the improved seeds. 

10.S.2. Two Sample Test: Case (ii) P is not known 
When the proportion in the populations is same and is not 

known then it is estimated from the proportions of the two 
§amples. 

If Pl and P2 are the proportions having an attribute in the 
two samples of sizes nl and n2 respectively then p, its propor-
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tion having the same attribute in the populations is estimated 
by taking the weighted average of PI and P2 

p= n1Pl+n2P2 and q=l-p 
nl+n. 

Z I PI-PA I 
v pq (l/n1 + l/na) 

CONCLUSION \Z (calculated) ~~ (~abulated) at chosen ~evel of 
significance, then th~ null hypothesIs IS accepted. OtherwIse, the 
null hypothesis is rej6Cted. 

EXAMPLE: In the example of 10.8.2 case (i) ifP is not ~nown, 
test the significance of the difference between the proportIOns of 
the two samples. . . 

Null Hypothesis: P1.= P2 = P wh7re PI' P2 are the proportIOns In 

the 1 st and 2nd populations respectIvely. 

_ 1500xO.23+ 1000xO.20 = 0 22 = 1 - 0.22 = 0.78 
P - 1500 + 1000 . ,q 

= \0.23-0.20\ =1.75 
Z .j0.22 x 0.78 (111500+111000) 

CONCLUSION: Here Z (calculated) < Z (tabulated), 1.96 at 
5 per cent level of significance. There is no significant difference 
between the two samithies with regard to proportions of farmers 
accepting the improved seeds. 

lO.9~ One-Tailed Tests 
Sometimes we confront with one-sided hypothesis of the 

:ype, say, brothers are taller than sisters, or the yield of rice 
~rop for nitrogen at 20 kg/acre is less than the yield for 
litrogen at 40 kg/acre, etc. 

RE610NO;:
ACCEPTANCE 

(0'95) 

Fie. 10.5. Nomtal cUTVQ, 
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When the hypothesis to be tested is one-sided as P.I > P.2 or 
UL < P.2 instead of ,.,.1=""2, the test of hypothesis will slightly 
change since we have to consider only one of the sides of 
standard normal curve or t-distribution because the differences 
based on' the samples may be either +ve or -ve at a time. The 
one-sided hypothesis is shown in Fig. 10.5. 

Here the calculated value of Z (or t) is compared With 
tabulated value of Z (or t) respectively at 2.5 per cent level of 
significance which corresponds to 5 per cent I~vel of.significance 
in the two-sided' case .. Similarly 1 per cent level of significance 
corresponding to 2 per cent level of significance in the two-
sided case. . 

EXAMPLE: A group of 200 boys in the first year course of 
B.Sc. (Ag.) have the mean height 65" with a S.D. 3.2" and a 
group of 150 boys in the final year course have the mean height 
67" with a S.D. 2.5". Test whether the final year boys are 
taller than the first year boys. Obtain also the fiducial limits 
for the difference in the two population means. 

Null hypothesis: ua > Ul 

Z= \ 165-67 I 
A / (3.2) a (2.5) 2 

'V 200 +'150 
=6.56 

CoNCLUSION: The calculated value of Z is greater than the 
tabulated value of Z (1.645) at 10 per cent level of significance. 
The null hypothesis is rejected. The final year boys may not be 
taller than the first year boys. 

10.9.l. Fiducial limits for the difference between the two 
population means are given as: 

(Xl-XI) ± 1.96 A / SI" + Sal 
V nl n2 

=2± 1.96 x .3047, i.e., (1.4, 2.6) 

EXERCISES 

1. The average life of an electric bulb from a manufactur
ing company was estimated to be of 3,600 hrs·; A sample of 
JOO \>lllb~ W1}.$ tested in order to confirm. the above hypotheSis 
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and the results were given as follows: 

Average 
life 3200-33003300-3400 3400-3500 3500-3600 3600-3700 
(hours) 

\. No. of 
bulbs 13 18 22 32 15 

Test whether the results obtained from a sample are in 
agreement with the hypothesis. 

2. A random sample of 500 pine apples was taken from a 
large consignment and 65 were found to be bad. Show that 
S.E. of the proportion of bad ones in a sample of this size is 
0.015.and deduce that the perce~tage of bad pine apples in 
the consignment almost certainly lies between 8.5 and 17.5. 

3. A pot experiment was conducted to test the quality of 
water on the yield of the crop. Saline water and distilled water 
were used for comparison on ten pots each having 3 soybean 
plants and the weight of seeds per plant were recorded in gms 
at the time of harvesting. 

1 
Saline water 19 
Distilled 

water 25 

2 3 4 5 6 7 8 9 10 
18 20 23 20 25 25 19 17 16 

20 21 24 26 23 27 25 24 25 

Test whether there is any significant difference between 
saline and distilled waters. 

4. An experiment was conducted in Agronomy Farm, 
College of Agriculture, 10bner (Rajasthan) to test the difference 
between two fertilizers, Suphala (N: P.=20 : 20) and urea with 
superphosphate (U1Sh N==20jS=20) on the straw yield. 
The fertilizers are applied independently on 8 plots each of 
size 4x 3='12 sq metres. The results were recorded in the 
following table. 

Suphala 20 : 20 4.15 3.80 5.00 2.15 3.40 3.65 2.50 4.00 
Urea with super-
phosphate. 3.50 2.80 3.40 2.15 2.75 3.50 2:70 2.10 

Ut SI 20: 20 
Test whether the two fertilizers give the same straw yield? 
5. The average number of seeds set per pod in lucerne 

were determined for top flowers and bottom fl9wers ill H) 
plants. 



TESTS OF HYPOTHESES 
103 

The values observed were as follows: 
Top flowers 4.2 5.0 5.4 4.3 4.8 3.9 4.2 3.1 4.4 5.8 
Bottom 
flowers 4.6 3.5 4.8 3.0 4.1 4.4 3.6 3.8 3.2 2.2 

Test whether there is any significant'difference between the 
top and bottom flowers with respect to average numbers of 
seeds set per pod. 

6. In a random sample of 400 adults and 600 teenagers' 
who watched a certain television programme 100 adults and 
300 te~nagers indicated that they. liked it. Construct (a) 
95 per 'cent, and (b), 99 per cent confidence limits for the 
difference in proportion of all adults and all teenagers who 
watched the programme and liked it. 

(B.Se. Madras, 1967 Sept.) 
7. Observati ons on 320 famili~s having exactly five children 

gave the following data, X representing the number of boys in 
the family and f the corresponding frequency. 

X: 0 I 2 3 4 5 
f: 42 126 105 29 15 3 

Test the hypothesis that boy and girl births are equally likely 
in families having 5 children. (B.Se. Madras, 1967 April) 

8. The average thermal efficiency for a particular brand of 
stove was quoted by a firm as 48%. The different thermal 
efficiencies of stoves of the same brand iIi a survey of25 house
holds are given as 44, 42, 46,52) 50, 41, 39, 49, 41, 39, 38, 31, 
45', 48; 42, 40, 35, 32, 30, 45, 46, 35, 31, 30 and 36. 

Test whether there is any Significant difference between the 
quoted percentage and the percentage obtained from sample 
data. 

9. The thermal efficiencies of wick and non-wick stoves are 
given as follows: 

Wick stove 
Non-wick stove 

Samples 

42 46 49 35 45 48 37 39 
53 50 51 48 46 57 45 

Test whether there is any significant difference between wick and 
Non-wick stoves with respect to thermal efficiency. 

10. Two methods of preparation of same green leafy vege-
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table are to be compared for percentage calcium contents gm). 
10 pairs of samples were .studied. 

2 3 4 5 6 7 8 9 10 

Method I 0.25 0.30 0.27 0.24 0.21 0.26 0.24 0.27 0.29 0.30 

Method n 0.27 0.32 0.23 0.27 0.28 0.29 0.25 0.21 0.23 0.26 

Test whether there is any significant difference between two methods 
of preparation with respect to calcium content. 

II. Fruit dropping for a particular varity of mango was estimated 
as 4 percent per tree. In a garden of 240 trees the fruit dropping 
was found to be 6 percent/tree. In another garden of 420 trees the 
fruit dropping was found to be 4.5 percent/tree. Test whether there 
is any significant difference between the two gardens with respect 
to fruit dropping at 5 per cent level of significance. 

12. The milk consumption per family in a month in a particular 
town was estimated as 34 litres. A sample survey conducted in a 
locality of that town obtained the following distribution of 
consumption ofmilk. Test whether there is any significant difference 
between the averages of town and locality with respect to milk 
consumption. 

Milk 
Consumption 

Families 

15-20 20-25 25-30 30-35 35-40 40-45 

42 35 30 27 17 19 

13. In a college of Home science, the average O.G.P.A 
scored by 120 final B.SC (Hom.Sc.) students in the year 2004 is 
8.20 out of 10.0 and the average O.G.P.A scored by 132 final B.Sc 
(Hom. Sc.) students of 2005 batch in the same college is 8.48 out 
of 10.00. The standard deviation ofOGPAs' in the said college was 
obtained as 2.16 from records. Test whether there is any significant 
difference between 2004 and 2005 batches at 1 per cent level of 
significance. 

14. An average expenditure for food per family in a city was 
obtained from records as 32 percent of the income with a standard 
deviation of 9 per cent. From the survey conducted in a locality of 
240 families, the average expenditure on food per family was found 
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as 38 percent. Test whether there is any significant difference 
between city and locality with respect to average expenditure on 
food at 5 per cent level of significance. 

15. The following are the yields of 1 st and 3rd tillers of 10 
paddy hills. 
1 st 10 12 9 8 7 13 18 20 26 19 
(10 gm) 
3rd 7 8 6 6 5 8 9 11 13 10 
(10 gm) 

Test whether there is any significant difference between the yields 
of 1 st and 3rd tillers at 1 per cent level of significance. 

16. The following are the daily yields (kg) of 1 st and 2nd lactation 
of 10 Murrah buffaloes in a dairy farm. 

Lactation 

1 st 10.2 9.8 6.9 14.6 11.9 17.9 11.4 
2nd 12.4 10.6 7.0 16.5 10.8 20.4 13.8 
1 st 7.5 10.6 15.7 
2nd 8.2 13.0 18.2 

Test whether 2nd lactation yields are significantly superior to 
1 st lactation yields at 1 percent level of significane. 

17. The following are the yields (tons )lhectare of sugarcane for 
the first and ratoon crops in farms at 10 sugacane farmers fields. 

Crop 
1st 35 

Ratoon 46 

2 3 
28 40 
32 63 

4 
18 
25 

5 
54 
68 

678 
50 38 48 
74 46 64 

9 
38 
60 

10 
27 
40 

Test whether ratoon crop yield is significantly superior to first 
crop yields with probability at 0.05. 

18. The yields (bales) of cotton in 1 st and 3rd pickings in 12 
cotton farms in cotton growing area are given as follows 

Picking 
first 
third 

2 
40 32 
28 50 

3 
37 
44 

4 5 6 7 8 9 
56 41 50 46 52 39 
50 39 57 50 40 30 

10 11 
60 51 
52 49 

12 
59 
60 
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Test whether first picking yields are significantly superior to third 
picking yields at 5 percent level of sign ificance. 

19. In a fertilizer factory the average daily production of Ammonia 
was recorded as 26 tons. On random inspection of 10 days the 
daily production were found to be 24, 32, 28, 20, 34, 32, 18,25,40 
and 27. Test whether sample production is in confirmity with the 
record at probability level 0.01. 

20. A corpOiate company has two fertilizer factories A and B. 
The standard deviation of daily production of urea ofthese factories 
was computed as 2.8 tons over a long period. On inspection of 
12 days the average daily production of factory A was observed as 
30 tons and the average production of factory 8 was 38 tons based 
on 15 days. Test whether there is any significant difference between 
the output of two factories at 5 percent level. 

21. The daily production (tons) of two pesticide factories are 
recorded as follows 

Factory I 

A 12 

8 8 

2 
16 

13 

3 

9 

21 

4 

13 
16 

5 
15 

20 

6 
17 
12 

7 
20 

8 
18 

Test whether there is any significant difference between the 
two factories at probability level 0.05. 



CHAPTER 11 

CHI-SQUARE DISTRIBUTION 

11.1. Chi-square distribution 
Let Xl, X2, .. " Xn be n independent normal variates each is 

distributed normally with mean zero and S.D. unity then 
X21+X22+ ... +X2n=~X21 is distributed as Chi-square (X2) 
with n degrees of freedom (d.f.) where n is large. The probability 
that X2 lies in the interval dX2 is given by 

f(X2) _ 1 e - X2/2 (X2)nJ2-1 d(X2). 0<X2<oo 
2n/.! V n/2 

... (11.1) 

The expression (11.1) is called the chi-square distribution 
with n.d.f. This was first given by Helmert in 1875, later it was 
independently given by Karl Pears'on in 1900 along with chi
square test of goodness of fit. The chi-square probability curves 
for d.f., n. = 1,2, ... ,6 are given in Fig. 11.1 

The areaS under the chi-square curve for different fixed value 
X2 on the X-axis are tabulated. 

oLJnL ____ ====~==~ 
Fig. 11.1. Chi-square distribution. 
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11.2. Properties 
1. For n>2, the Xl-distribution has mode at (n-2). For 

n=2, the distribution is I-shaped with maximum ordinate at 
zero, while for O<n<2 the .distribution is I-shaped and has 
infinite ordinate at the origin. 

2. Chi-square distribution is having additive property. 
If XSI, X22, ... , X2k are k independent chi-square variates 

with nl, n2, ... , nk d.f. respectively, then X2l+X2:a+ .•. +X2k is 
a X2 - variate with nl+n2+ ... +nk d.f. 

3. The different central moments are J&2=2n, lLa=8n, 
1L,=48n+ 12n.2. 

4. The coefficients of skewness and kurtosis are given as 
'Yl = (8/nH, 'Ya = ~2-3-12/n 

5. As n tends to infinity, the chi-square distribution tends 
to normality. The distribution function is an incomplete 
Gamma-function. Fisher showed that when n is large V2Xa 
is approximately normally distributed with mean v2n-l and 
variance unity. Wilson and Hilferty showed that (X2/n)1/3 is 
approximately normally distributed with mean, 1-2/9n and 
variance, 2/9n. The latter one is more accurate approxiniation. 

7. The ratio of two chi-square variates X~ and X~ with 
nt and n2 d.f. respectively is a ~-variate, i.e., ~(nl/2, n2/2). 

11.3. Chi-~uare Test of Goodness of Fit 
Chi-square test is used to know whether the gIven sampling 

distribution is in agreement with the known theoretical distri
bution . or whether the given objects are segregating in a 
theoretical ratio or whether the two attributes are independent 
in a contingency table, etc. 

11.3.1. Measurement data: The data obtained by actual 
measurement is called measurement data. For example, height, 
weight, age, income, area, etc. . 

11.3.2. Enumeration data: The data obtained by enumeration 
or counting is called enumeration data. For example, number 
of blue. flowers, number of intelligent boys, number of curled 
leaves, etc. 

11.3.3. X2-test is used for enumeration data which generally 
relate to discrete variable whereas t-test and standard normal 
deviate tests are used for measurement data which general1y 
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relate to continuous variable. 

The expression for x2-test for goodness of fit is 

X2 = ; (OJ - E j )2 = ~ Or _ N 
1=1 EI ~j 

... (11.2) 

where 01 = observed frequency of i-th cell, EI = expected frequency 
of i-th cell. and k, the number of cells. 

Here the term 'cell' is used for class interval in the case of 
frequency districution and compartment (or category) in the case 
of enumeration data. 

CONCLUSION: If X2 (calculated) s. X2 (tabulated) then the 
hypothesis that the observed frequencies are in agreement with the 
expected frequencies is accepted. Otherwise, the hypothesis is 
rejected. 

The expression (11.2) has been obtained from the expression 

~ajJ~j~i where f is the likelihood function of the multlnominal 
1.1 - I 

probability function, a lJ is the inverse of the covariance matrix. 

11.4 2 x 2 Contingency Table 

When the individuals (objects) are classified into two categories 
with respect to each of the two attributes then the table showing 
frequencies distributed over 2 x 2 classes is called 2 x 2 contingency 
table. 

EXAMPLE: Suppose the individuals are classified according to 
two attributes colour (B) and intelligence (A). The distribution of 
frequencies over cells is shown in Table 11.1 

TABLE 11.1 

\ A AI ~ 
B ~". 
B) a b R) 

~ c d ~ 
C) C2 N 
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where a, b, c and d are frequencies of the different cells. Rl, 
Ra, Cl and C2 are the respective marginal totals, and N is the 
grand total. 

Null Hypothesis: The two attributes are independent. 

X2 = ~ (01 - El)2 
El 

If the colour is not dependent on intelligence, then 

a b Rl or 
~ - C2 - N 

c d R2 
~ - C2 = l'l 

Similarly if the intelligence is nothing to do with colour, 

. then a/RJ. = c/Rz = Cl/N 
and b/Rl = d/R2 = C2/N 

The expected frequencies are obtained as follows 

E(a) = Cl:1 

E(b) = C~l or E(b) = Rl - ClR1/N 

E(c) - C1R2 - N 

E(d) = ~z or E(d) = Cll - E(b) 

where, E(a), E(b), etc., are the expected frequencies of the 
cells containing observed frequencies 'a', 'b', etc. Since the 
marginal totals are fixed we need to compute only one expected 
frequency in 2 x 2 contingency table and the rest are obtained by 
subtraction as shown in R.H.S. above. 

The degrees of freedom for testing the X2 value is derived as 
total number of items-No. of restrictions from rows-No. of 
restrictions from columns-No. of restrictions from the grand 
total, i.e., 4-(2-1)-(2-1)-1 = 1. 

Substituting the expected frequencies in (11.3), we have 

(a - ClRl)2 (b.-CtRl)2 

X2= N + N 
CIRI C2R1 + 
"N- N-
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2 (ad - bc)2 .N 
X = R R C C ... (11.3) 

I 2 I 2 

CONCLUSION: If X2 (calculated) < X2 (tabulated) with (2 - I) x 

(2 - I) d.f. at chosen level of significance, the null hypothesis is 
accepted, i.e., the two attributes are independent. Otherwise, the 
null hypothesis is rejected. 

EXAMPLE: 100 individuals of a particular race were tested with 
an intelligence test and classified into two classes. Another group of 
120 individuals belong to another race were administered the same 
intelligence test and classified into the same two classes. Thf 
following are the observed frequencies of the two races: 

Intelligence 

Race Intelligent Non-intelligent 

Race I 42 58 100 

Race II 55 65 120 

97 123 220 

Test whether the intelligence is anything to do with the race. 

Null Hypothesis : Intelligence and Race are two independent 
attributes. Using (11.3), we have 

') (42x65-58x55)2 x220 
X- = == 0.33 

100 x 220 x 97 x 123 

CONCLUSION: X2 (calculated) < X2 (tabulated), (3.481) with 
(2 - I) (2 - 1) d.f. at 5 per cent level of significance. Therefore, 
there is evidence to conclude that race and intelligence may be 
independent. 

11.4.1 Yates correction for continuity: In the 2 x 2 
contingency table, if the expected cell frequencies are large, the 
discrete distribution of the probabilities of the cell frequencies 
approximate to normal distribution and hence x2-statistics is 
distributed as X2 distribution with I d.f. On the other hand, if the 
expected frequencies are small (less than 5) the distribution of X2 
cannot be used. 
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The corrected value of X2 can also be obtained directly using 
the expression 

X2 = ( I ad-bc I - N/2 )2 X N (11 6) 
R1R2 C1C2 ... . 

11.4.2. V.M. Dandekar's method: If X3 is the X" value 
obtained from original observed frequencies, X2_1 is the one 
obtained by increasing the smallest frequency by unity keeping 
the marginal totals fixed and X2+1 is the value of X2 obtained 
by decreasing the smallest frequency by one keeping the marginal 
totals constant, then, 

X2 = X2 _ (X20 -X2_1) (X2 _X2) 
o X2 X2 +1 0 +1- _1 

... (11.7) 

The value of X2 is to be obtained from X2 and is to be 
compared with tabulated value at 10 per cent level of significance 
of normal distribution. 

EXAMPLE: The following were the data of 40 individuals 
classified according to smoking and residential background. 
Test whether the smoking habit is inherent with the residential 
background. 

Rural 
Urban 

Smokers 

15 
15 

30 

Non-smokers 

3 
7 

10 

18 
22 
40 

Yates method: Here the expected frequency of cell 
containing observed frequency 3 is less than 5. Hence Yates 
correction for continuity is applied since 15 X 3 < 15 X 7, sub
tracting i from 15 and 7 and adding i to 15 and 3, we have 

Rural 
Urban 

Smokers 

14.5 
15.5 

30.0 

Non-smokers 

3.5 
6.5 

10.0 

18 
22 

40 

Null Hypothesis: Smoking and residential background are 
independent. 
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Xa = (14.5 x 6.5-15.5 x 3.5)2 X 40=0.5387 
30 X 10 x 18 x 22 

X = 0.7340 

113 

CONCLUSION: The calculated value of X is less than the 
tabulated value 1.645 at 10 per cent level of significance of 
normal table. Therefore, there is evidence t-:> say that the 
smoking habit is independent of the residential background. 

V.M. Dandekar's method: 

Xz = (105-45)llx40 = 1.2121 
o 30 x 10 x 18 x 22 

X2 = (14x6-16x4)2x40 = 0 1347 
-1 30x10x.18x22 . 

X2 = (16x8-14x2)llx40 = 33670 
+1 30 X lOx 18 x 22 . 

X2o-X'-1 
X2 = X20 - ---- (X2+1-X20) 

X2+1-X2_1 

X2 = 1.2121 - (~:i!~~=-g:~~!~ (3.3670-1.2121) 

= 0.4938 
X = 0.7027 

CONCLUSION: The X (calculated) <l (tabulated), (1.645) 
at 10 per cent level of significance of normal table. Therefore, 
null hypothesis is accepted. The two attributes smoking and 
residential background may be considered independent. 
11.5. r x s Contingency Table 

When the number of individuals (or objects) are classified 
according to or' categories AI, Az, "', Ar with respect to 
attribute A and Os' categori~s BI, Ba, ""Ba with respect to 
attribute B, then the arrangement of the frequencies in rxs cells 
is called as r X s contingency table. 

TABLE 11.2 

" B 

" Bl B. B, B. 
A '\. 
Al 0 11 
AI 011 

0 11 
0 .. 

011 
011 

OJ,' 
0 •• 

Rl 
R. 

Al 011 Ola OlJ 01. RI 

Ar Orl Ora Orl Or. Rr 
Cl C. C, C. N 

Null Hypothesis: The two attributes A and B are independent 
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r S 
X2= ~ ~ (Olj-EIJ)II/EIJ (11.8) 

i=lj=1 
The expected frequency of each cell can be obtained in the 

same way as in 2 X 2 contingency table. For example, 
R·xC· 

I J 
E1j = E (OJ)) = N 

where E(OlJ) is the expected frequency of cell containing 
observed frequency 01j. The expected frequencies and observed 
frequencies will be substituted in the expression (11.8) for 
arriving at the calculated value of XII. 

CoNCLUSION: If XII (calculated);;:::: X2 (tabulated) with 
(r-l)(s-l) d.f. at chosen level of significance, the null 
hypothesis is rejected. 

11.6. XII-test for Genetic Problems 
Genetic theory states that different genes- segregate indepen

dently and in a particular phenotypic ratios depending upon the 
cross. A dominant gene segregates from its recessive allele in 
the ratio 3 : 1 in F2 generation and in the ratio 1: 1 in a back 
cross. If there are two genes responsible for a particular 
character then there are four type of phenotype combinations in 
F2 generation and back cross. They are (3: 1) x (3 : 1)= 
9 : 3 : 3 : 1 and 1 : 1 xl: 1 = 1 : 1 : 1 : 1 for F2 generations and 
back crosS respectively. 

EXAMPLE: A cross between the two varieties of Sorghum 
one giving high yield and the other for high amount of fo4der 
was made. The number of plants in F2 generation were observed 
as 79, 160, and 85. Test whether this sainple data is in 
agreement with the Mendelian· ratio 1 : 2 : 1 or not. 

Null Hypothesis: The sample ratio is in agreement with 
1 : 2 : 1 ratio. 

Expected Freq. (01-E1) 
(Ol-EI)' 

Observed Freq. 
(01) (El) (EJ 
19 324 X 1/4=81 -2 0.0494 

160 324 X 2/4"" 162 -2 0.0241 
8S 324 x 1/4=81 4 0.1915 

324 324 0.2716 
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CONCLUSION: X2 (calculated) <X2 (tabulated), (5.991) 
with (3 -1) d.f. at 5 per cent level of significance., Therefore, the 
null hypothesis is accepted, i.e., the plants are segregating 
according to Mendelian ratio, 1 : 2: 1 in FI generation. 

11.6.1. If there are two or more families, first we compute 
the X2 individually with 1 d.f. for testing the de, iation from the 
theoretical ratio and pool the different X2 values for obtaining 
the total heterogeneity. This X2 will be partitioned into two 
Chi-squares, one due to deviation from theoretical ratio for the 
totals of the observed frequencies and the other X2 due to 
heterogeneity among families. The different observed frequencies 
are shown in Table 11.3. 

If the families segregate into el : e2 theoretical ratio, then 
[(Oll)~- (012)el]2 

Rl el e2 

X2
2 

1:11 [02Je2-(02~el]2 
Rs el e. 

Xlk = [(0k1)e:r-(Ok~el]2 
Rk el ea 

X2t =XIl1+X22+ ... +X~ 

TABLBll.3 

Family Observed frequencies 

1 0 11 0 11 
2 011 0.1 

k Okl ~I 
<; C. 

Rl 
R. 

Rk 
N 

The X2t would be partitioned into two components, one due 
to deviation from el : ell ratio and another dU6 to heterogeneity 
between the families as X2t =Xld+Xllh, where 

X2d = (C1es-Ctel)2 and 
N elct 

X~=X2*_X2d 

The calculated values of Xld and Xlh can be compared WIth 
tabulated values with 1 and (k-l) d.f. resp~tively. 

. ExAMPLE: In the rabi crop the segregation of the plants 
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(phenotype) in Fa generation for different parents with regard to 
one pair of genes (colour) is given as follows: 

Parents Purple Green Total 

I 320 100 420 
II 280 85 365 
m 315 llC 425 
IV 270 84 354 
V 295 105 400 

Total 1480 484 1964 

Test whether the Fa generation is segregating in the 3 : 1 
. ratio as a whole and test whether there exists homogeneity 
among different pairs of parents. 

TABLE 11.4 

Parent Xl d./. (tab~=ted) Remarks 
(calculated) 

I 0.3175 1 3.~41 Not significant 
II 0.5708 1 

" -do-
m 0.1765 1 

" -do-
IY 0.3051 1 

" -do-
V 0.3333 1 

" 
.do. 

Total 1.7032 5 11.070 

TABLE 11.5 

x'-
(calculateJ) 

d./. Xl Remarks 
(tabUlated) 

Total 1.7032 5 11.070 Not significant 
Deviation 
from 3: 1 
ratio 0.1331 1 3-.841 -do-
Hetero-
geneity 1.5701 4 9.488 -do-

CoNCLUSION: It is observed from the Tables 11.4 and 11.5 
that Xa values are not significant within each of the pairs of 
parents indicating thereby that phenotype frequencies are 
segregating in the ratio 3: 1 and it is also seen that the F2 
generation for all the parents is segregating in the 3 : 1 ratio. 
The calculated value of XI for the heterogeneity between the 
families is obtained by subtracting the X2 value of deviation 
from 3 : 1 ratio from the total value of X2. The calculated 



CHI-SQUARE DISTRIBUTION 117 

value of X2 for heterogeneity is also found not significant and 
hence it can be inferred that the heterogeneity between the 
families is not significant. 

11.7. X2-test for Linkage Problems 
Linkage is defined as the tendency of genes belong to the 

Same chromosome or linkage group to enter the gametes in .the 
parental combinations. 

The alternative to linkage is cross over. In this case the 
genes would tend to enter the gametes other than the parental 
combinations. These are called recombinations. 

11.7.1. When the two pairs of genes (or characters) are 
under consideration whether'th~ F2 data (phenotype frequency) 
is segregating according to expected theoretical ratio or not can 
be tested with the help of chi-square test. If there is a significant 
departure from the theoretical ratio, the reason for OOs 
departure may be either due to the individual characters (pair of 
genes) may not be .segregating into theoretical ratio or, it may be 
due to significant linkage. 

If X2t is the departure of F2 data from theoretical ratio '(say) 
9: 3 : 3 : 1 for the two characters A and B with 3 d.f. and X2A 

is the departure' from the theoretical ratio 3 : 1 for the' character 
A with 1 d.f. and X2

B is the departure from the theoretical ratio 
3 : 1 for the character B with 1 d.f., we have 

X21=X2t·_(X2A+X2B) where :tlt1 is the value of Z2 for 
linkage. 

TABLE 11.6 

B b 

A AB Ab ~1 
a ~ ~ ~. 

C1 C. N 

The different chi-square values are presen ted in Table 11.7. 

Source z2 
value 

Character 
A X2 

B 2
8 

X b 
Linkage X2, 

Total X2t 

TABLE 11.7 

d.f z3 

3 

(tabulated) 

3.841 
-do-
-do-
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EXAMPLE: In an experiment on sweet peas purple and long 
pollen grains were crossed with red and round pollen grains 
and progeny in Fs generation were observed as follows. Purple 
and long pollen grains were 220, purple and round pollen lOS, 
red and long pollen 90 and red and round ponen 17. Test 
departure of Fa generation from the theoretical ratio 9 : 3 : 3 : 1 
and also the linkage and the individual characters in the ratio 
3 : 1. 

Null Hypothesis: .observed frequencies are in the theoreti
cal ratios. 

Purple 
Red 

TABLE 11.8 

Long Round 

220 105 
90 17 -------

310 122 

xlto (Colour)= (325-3_~107)S =0012 
. 3x432' 

vlt '(Sh :\ _(310-3 X 122)2 - 2420 
A B ape, - 3 x 432 -. 

325 
107 

432 

Xlt
l 

(Linkage) (220-3 x 105-3 x 90+9 X 17)1t = 11 56 
9 x432 • 

TABLE 11.9 

Observed Expected (OJ-EJ)I 
(OJ) (Ed (EJ)-

220 243 2.177 
lOS 81 7.111 
90 81 1.000 
17 27 3.704 

432 432 13.992 

XIt (Total)= 13.992 
TABLE 11.10 

Source XI d./. X' Re17lllrks 
(calculated) (tabulated) 

Colour (Purple 
Va Red) 0.012 1 3.841 Not significant 

Shape (Long Vs 
Round) 2.420 1 3.841 -do-

Linkage 11.560 1 3.841 Significant 

Total 13.992 3 "7.815 Significant ..... o. , - .n, 
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CoNCLUSION: Here the values 'of X2 for colour and shape 
are not significant, thereby indicating that the individual 
characters' are segregating in the theoretical ratio 3 : 1. But 
the X2t value is significant indicating that both the pairs of 
genes are not assorting independently. Therefore, the discre
pancy may be due to linkage. The X"\ is found significant which 
confirms the earlier statement. 

11.7.2. If there are three pairs of genes A, a, B, b, C, c 
segregating in a back cross (Aa Bb Cc X aa bb cc) and each 
gene is expected to show a 1: 1 ratio. If there is no linkage 
the three pairs of genes segregate independently. There are in all 
eight classes ABC, ABc, AbC, aBC, Abc, aBc, abC, and abc. 
The expected frequencies will be same in all the classes i.e., 
1 : 1 : 1 : 1 : 1 : 1 : 1 : 1 in a back croSS. The total X2 will have 
7 d.f. for the eight classes as a whole. The coefficients for the 
different pairs of comparisons can be obtained with the h~lp of 
Fisher's evens Vs Odds rule. 

TABLE 11.11 

ABC ABc AbC aBC Abc aBc, abC abc 

Main effects A + + + + 
B + + + + 
C + + :+- + 

Interaction AB + + + + 
BC + + + + 
AC + + + + 

Second order 
Interaction 

ABC + + + + 

Since in the back cross, the ratio of segregation for the"pairs 
of genes in F2 generation is 1 : 1 : 1 : 1 : 1 : 1 : 1 : 1, the divisor 
for each comparison is equal to N where N is the total fre
quency. 

X2A ",," [(ABC) + (ABc) + (AbC) +Abc-(aBC)-{aBc)-{abC)· 
-{abe)~J/N 

The total X2 with 7 d.f. will be partitioned -into different XJs 
for each of the 7 compariSOns with 1 d.f. each and these·will·bc 
tested as follows. 
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TABLE 11.12 

Item (Source) Xl d./. Xl 
( calculated) (tabulated) 

A XIA 1 3.841 
B X'B 1 .. 
C X·c 1 .. 

Interacti on Linkage 
AB )(.-AB 1 .. 
BC X'BO 1 .. 
AC X'AC 1 .. 

ABC )(.IABC 1 .. 
Total Xlt 7 14.067 

EXERCISES 

1. A group of school children were classified according to 
intelligence level (I) and economic l~vel (E) and the results were 
as under 

El 
85 

144 
120 

E2 
216 
305 
185 

E3 
165 
320 
160 

E4 
206 
152 
45 

Test for the independence of the two factors at one per cent 
level. 

2. The following table gives the number of literates and 
criminals in the three cities A, Band C. Compare the degree of 
association between criminality and illiteracy in each of the 
three cities. 

A B C 

Total number (in ten thousands) 246 185 228 
Literates (,,) 42 47 32 
Literate criminals (,,) 4 2 3 
Illiterate criminals (,,) 41 22 24 

3. The probability for an animal to catch a particular infec
tion is 0.20. In an experiment 60 animals were treated with a 
new vaccine, and 5 of them caught the infection. Applying the 
X2-test, arrive at a decision regarding the efficiency of the new 
vaccine at the 5 per cent level of significance. 



CHI-SQUARE DISTRIBUTION 121 

4. In an experiment on chillies. the following results were 
obtained 

Table 

Shape Pungent Not-Pungent 

Long 48 27 

Short 32 73 

Test whether there is any association between taste and shape 
of chillies at 5 per cent level of significance. 

5. To prevent eye disease in children. an experimental diet was 
recommended. In an investigation the following results were 
obtained. 

Prevented the Not-Prevented the 
disease disease 

Experimental diet 10 6 

Control diet 4 14 

Test whether experimental diet has any effect in preventing eye 
disease in children. 

6. Experimental plots were classified according to duration of 
the variety and infestation of particular pest and the following results 
were obtained in an investigation. 

Duration High infested Medium infested Low infested 

Long 10 18 27 

Medium 14 22 34 

Short 38 20 12 

Test whether duration of a variety has any effect in controlling 
the pest at 5 per cent level. 

7. Tobacco leaves were classified according to shape and quality 
in a survey and the results are presented as follows. 

Shape 

Quality Large Medium Narrow 

Good 34 28 9 

Satisfactory 30 16 11 

Not-good 14 20 38 
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Test whether there is any association between "quality" and 
'shape' of Tobacco leaves. 

8. The following table gives the number of children vaccinated 
against polio disease. Test whether vaccination has any effect in 
controlling the disease at 1 p.er cent level of significance. 

Effected Not-effected 

Vaccinated 2 22 

Not-vaccinated 18 10 

9. In an experiment ~onducted on Tomatoes Red and round 
were crossed with Pink and elongated and the progeny in F 2 

generation were observed as follows. Red and round tomatoes were 
40, Red and elongated 84, Piiilfiind round 69 and Pink and elongated 
46. Test departure ofF 2 generation from the theoretical ratio 9:3:3: 1 
and also the linkage and individual characters in the ratio 3:1. 

10. The following are the number of seeds germinated in each 
pot when 10 seeds are sown in glass house experiment on sunflower 
crop. 

Pot 

2 3 4 5 6 7 8 9 10 

Seeds germinated 8 6 3 8 6 4 5 7 9 4 

Test whether seeds germinated uniformly in all the pots at 5 per 
cent level of significance. I 

11. The following are the observed and expected frequencies 
obtained in fitting Binomial distribution. 

Observed 6 10 19 28 13 9 5 

Expected 4 12 20 27 14 7 6 
« 

Test wllether expected frequencies are in close agreement with 
observed frequencies at 1 per cent level of significance. 



CHAPTER 12 

CORRELATfON AND REGRESSION 

12.1 CorreIa tion. 
Here we consider the behaviour of two related variables. 

If one variate changes in sympathy with another variate then it 
can be said that there exists some association between these 
two variates. The degree of associationship (or the extent of 
relationship) is known as "coefficient of correlation". It is 
known that height and weight of different individuals are related 
with each other. In other words, if height changes weight also 
changes. This type of relationship may be denoted as 'correla
tron'. The amount of this correlation is known as 'Correla
tion coefficient'. Here 'height' depends on 'weight' and 
'weight' depends on 'height'. It is not known which is 
dependent variate (effect) and which is independent variate 
(cause). It is a two-way relationship. This relationship can 
be observed from a graph shown in Fig. 12.1 corresponding to 
heights and weights of different individuals. The diagram 
shown in Fig. 12.1 is called Scatter diagram. If the points 
cluster together and indicate a straight line, then the relation
ship is termed as Linear relationship, otherwise it is known as 
'Non-linear relationship'. 

ME lGHT 

Fig. 12.1. Scatter diagram. 
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The linear correlation coefficient between X and Y variables 
based on sample data is denoted by 'r', where 

r = Cova~i~!l~e (XY) 
v'Variance (X).Variance (Y) 

~(XI-X) (Y 1-Y) 
r = -r================:== 

V ~(XI-X)2.~(YI-Y)2 
Simplifying 

(12-. I} 

where n is the number of observations for each variate. 'r' is 
also called as 'simple correlation coefficient'. r lies between 
-1 and + 1 and it is independent of units. If r=O, it indicates 
no correlation between two variates. If r= -1, there exists 
perfect negative correlation between the two variates. If r= + I, 
there exists perfect positive correlation between the two 
variates. These three cases are shown in Fig. 12.2 (a), (b) 
and (c) respectively. 

y 

1'.::0 

A .. .. 110 .. 

'" • .. • JI 

)( 

Fig. 12.2 (a). Zero correlation, 
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r; - 1 

~---------------------x 

Fig. 12.2 (b). Perfect negative correlation. 

y 

L-. ____________ X 

Fig. 12.2 (c). Perfect positive correlation. 

X-A Y-B 
Let d l = --c;- and d2 = c;- where A and B, are arbitrary 

means and Cl' C2 are the common divisors respectively for X and 
variates, then 

Ld
1
d

2 
_ (Ld l )(Ld2 ) 

n 
r = [ ] ... (12.2) 

l:dl- (~I)'] Dlj- (DIn')' 

12.2 Test of Significance of Simple Correlation Coefficient 
Null Hypothesis: p=O 



126 STATISTICS FOR AGRICULTURAL SCIENCES 

where 'I" is called the population correlation coefficient. 

t= r-O vn-2 
Vl-r2 

CONCLUSION: 1ft (calculated) > t (tabulated) with (n-2) d.f. at 
chosen level of significance, the null hypothesis is rejected. That is, 
there may be significant correlation between the two variates. 
Otherwise, the null hypothesis is accepted. 

EXAMPLE: The following is the data of head and body weights of 
10 insects (drosophila melanagoster). 

Head weight (mg) 20 22 25 27 31 32 35 

Body weight (mg) 60 64 72 80 84 86 92 

38 39 40 

96 97 102 

Compute the correlation coefficient between head and body weights 
and test its significance. 

TABLE 12.1 

XJ YJ dll= 
(XI-3I) 

dal= 
(YI--86) 

dll d.l dill dial 

20 60 -11 -26 286 121 676 
22 64 -9 -22 198 81 484 
25 72 -6 -14 84 36 196 
27 80 --4 -6 24 16 36 
31 84 0 -2 0 0 4 
32 86 1 0 0 1 0 
~5 92 4 6 24 16 36 
38 96 7 10 70 49 100 
39 97 8 11 88 64 121 
40 102 9 16 1# 81 256 

-1 -27 918 46S 1909 

Using formula (12.2), we have 

918- (-:-1) (-27) 

r= 10 = 0.99 V[ 465- ( 1~] [1909-~-fo7)2 ] 

Test of Significance 
Null Hypothesis: p=O 



CORRELATION AND REGRESSION 127 

r -- 0.99 
t = --==- ,,/n-2 = - '\1'(10-2) = 19.84 

'\I'1-r2 '\1'1-(.99)2 

CONCLUSI01'l': Here t (calculated) > t (tabulated) i.e. 2.306 
with 8 d.f. at 5 per cent level of significance. Hence the null 
hypothesis is rejected. That is, there may be significant corre
lation between the two variates. 

12.3. Fisher's Z-transformation 
When Correlation Coefficient (p) is not equal to zero in the 

population, the exact distribution of r is far from normal and 
the expression rv'n-2 does not follow student-t distri-

v'1-r2 
bution. In order to overcome this difficulty, R.A. Fisher 
suggested Z-transformation where 

l+r 
Z=! loge-1--r 

It was found that Z follows normal distribution with standard 
1 

error as '\I'(n-3)' 

12.3.1. One Sample Test 
Null Hypothesis: p=po, here 'Po' is the given value of p. 

Zs=! loge 1
1
+r , Zp=t loge 11+ po 
-r -Po 

Z = I Zs-Zp I 
IA /_1_ 
'y n-3 

CoNCLUSION: If Z (calculated) 2:::: Z (tabulated) at chosen 
level of si~ificance, the null hypothesis is rejected. Otherwise. 
the null hypothesis is accepted. 

12.3.2. Two Sample Test 
Null Hypothesis: Pl=P2 
Here Ph P2 are the correlation coefficients for the 1st and 

2nd populations respectively. 

l+rl l+r2 
Zl = t Loge 1--' ~ = ! loge -1---r1 -r2 



128 STATISTICS FOR AGRICULTURAL SCIENCES 

rlo r2 are the sample correlation 
samples respectively. 

Z = _-:-=!=' ~ZI=-==:;_ Z;:2~1 
/ I I Y n-I---3 + n-2---3 

coefficients for the 1st and 2nd 

CONCLUSION: If Z (calculated) > Z (tabulated) at chosen 
level of significance, the null hypothesis is rejected. Otherwise, 
the null hypothesis is accepted. 

12.3.3 ,Test of the Homogeneity of the Set of Sample 
Correlation 

Coefficients: Let rIo r2,.··, rk be k sample correlation coeffi
cients based on sample sizes nh n2, "', llk respectively and Zh 
~, ... , Zk be the corresponding Fisher's Transformation values 
wi th variances 

-~3' ~3' ''', ~3 respectively. nl- n2- llk-

NulllIypothesis: All the sample correlation coefficients are 
homogeneous. 

k [ k J2 X 2 = ~ (m-3) Z12- ~ (n1-3) Z1 
i= 1 i=1 

=--k=------=:::... 

~ (m-3) 
i=l 

CONCLUSION: If X 2 (calculated) :::- X2 (tabulated) with 
(k-l) d.f. at chosen level of significance, the null hypothesis 
is rejected. Otherwise the null hypothesis is accepted. 

12.3.4. If the correlation coefficients are found to be homo
geneous, the best estimate of the correlation coefficients is 
given by 

A 

k 
A ~ (m-3) Zl 
Z = i=1 

-k----

~ (n1-3) 
i=1 

Z can be converted back to r using Z to r conversion table. 
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EXAMPLE: Test the homogeneity of the correlation co
efficients 0.98, 0.99, 0.86, 0.88, 0.79, 0.72 and 0.83 based on 
sample sizes 5, 8, 9, 10, 10, 12 and 6 respectively. 

Null Hypothesis: All the correlation coefficients are homo-
geneous. 

TABLE 12.2 

rt Zl nl-3 (nl-3) ZI 

0.98 2.298 2 4.596 
0.99 2.646 5 13.230 
0.86 1.293 6 7.758 
0.88 1.376 7 9.632 
0.79 1.071 7 7.497 
0.72 0.908 9 8.172 
0.83 1.188 3 3.564 

39 54.449 

x 2 = ~ (ru-3) Z12 - [ ~ (nl-3) ZI]2 
~ (nl-3) 

= 88.537 _ (54.~:9)2 = 12.519 

(nl-3) Zll 

10.562 
35.007 
10.031 
13.254 
8.029 
7.420 
4.234 

88.537 

CONCLUSION: Here X 2 (calculated) < X 2 (tabulated) i.e., 
12.592. Hence the null hypothesis is accepted. Therefore, 
all the correlation coefficients are found to be homogeneous. 

12.4 Rank Correlation 
Sometimes we may not be in a position to measure the 

variates but their ranks can be provided. In such cases the 
relationship between variates with the help of ranks can be 
obtained with the help of rank correlation coefficient and is 
denoted by (say)rs. For example, in preparing a questionnaire 
(or schedule) in extension education, the questions are to be 
arranged in order of their importance. The questions would 
be sent to judges fol' their ranking. Rank correlation would 
measure the correlation between the ranks of the two judges in 
question. Since rank correlation coefficient is due to Spearman 
it is also known as Spearman's rank correla~on coefficient. ,r 
there is a tiQ, the average of the ranks could be awarded to 
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each of the tied observations by first giving ranks for all the tied 
observations as if they are not tied. Let Xi' Y i be the ranks 
for the i-th object (individual), then 'rs' is given \?y the formula. 

rs = 1- 6~(XI-Yl)2 f,' 1 2 n (n2-1) or 1=, ... , n. 

12.4.1. Test of Significance of r, (n>10) 

Null Hypothesis: Ps = 0 where 'Ps' is the rank correlation 
coefficient in the population. 

t= rs -./n-2 
~l-r; 

CONCLUSION: If t (calculated) > t (tabulated) with (n-2) 
d.f. at chosen level of significance, the null hypothesis is rejected. 
That is, there is significant correlation in the population. 
Otherwise, the null hypothesis is accepted. 

EXAMPLE: In a certain crop production competition, two 
judges gave ranks for 10 entries as follows: 

X 3 4 6 5 8 2 9 1 10 7 

Y 27349110586 

Compute the correlation coefficient between the ranks of the 
two judges. 

TABLE 12.3 

S.No. Xi Yi (X;-Yi ) (Xi-Yi)' 

1 3 2 1 1 
2 4 7 -3 9 
3 6 3 3 9 
4 5 4 1 1 
5 8 9 -1 1 
6 2 1 1 1 
7 9 10 -1 1 
8 1 5 -4 16 
9 10 8 2 4 

10 7 6 1 1 

44 

rs=l- 6~ (XI-Yl)2 _ 1 __ ~- = 073 
n (n2-1) - lOx 99 . 
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12.5 Coefficient of Contingency. 
It is defined as the measure of the degree of assoc.atlOn 

between the two attributes in a contingency table and is given 
by 

c= tV X~;N-
where X 2 is the calculated value of X 2 in a contingency table 
for testing the independence of two attributes and N is the 
total frequency. The larger the value of C, the greater is the 
,degree of association. 

12.6 Correlation of Attributes. 
The correlation coefficient between two attributes in a r X r 

contingency table is 

r = tV N tr~l) 
where X 2 is the calculated value of X 2 in r X r contingency table 
and N is the total frequency. 

12.7 Regressiou. 
The word ~regression' came into existence due to Galton 

while he was studying the heights of grand-fathers, fathers and 
sonS. He observed that on the average the sons heights were in 
close agreement with grand-fathers rather than their fathers' 
heights. This type of backward relation between sons heights 
to grand-fathers heights, he termed it as "Regression". Son's 
height is a dependent variable (effect) and grand-father's height 

y 

RAINFALL 

Fig. 12.3. Linear regression. 
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is an independent variable (cause). If the relation between sons 
heights and grand-fathers heights shows a straight line on a 
scatter diagram then it can be said that there exists linear 
regression between the two variables. The straight line showing 
the relation is called 'regression line'. Consider two variates 
yield and rainfall. Where rainfall is cause and yield is effect. 
The scatter diagrams showing the paired observations of yield; 
and rainfall are given in Fig. 12.3 and 12.4 

o 
.J 

W 

+ " . 
,. " 

RAIN~ALL 

Fig. 12.4. Curve linear regression. 

Fig. 12.3 indicates linear regression and Fig. 12.4 shows curvi
linear regression since if the rainfall goes on increasing yield 
also goes on increasing to a certain point and then declines due 
to excess rainfall. The equation of straight line is termed as 
'regression equation' and is given by 

A 

Y=a+bX •.• (12.3) 

A 

where Y = expected value of the dependent variable, X=-indepen
dent variable; a=intercept and b=the regression coefficient 
(or slope) of the line. a and b are also called as constants .. :The 
regression equation of Y on X is shown in Fig. 12.5. 

O (Y2-YI) 
b=tan = (XI-Xl) ... (12.4) 

The constants 'a and b' can be estimated with the help of 'least 
squares method' which states that the constants (a and b) should 
be so chosen that the sum of the squares of deviations of the 
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observed values from the values obtained bysnggested relation
ship will be minimum. 

y 

r 
C1 

1 
Fig. 12.5. Slope. 

Covariance (XY) 
Var (X) •.. (12.5) 

a Y-bX 
where b is called the estimate of regression coefficient of Y on X 
and it mea~ures the change in Y for a unit ch~nge in x: Y and 
X are the means of Y and X respectively. 
The regression equation of Yon X can also be written as 

A. 

Y = Y + b (X-X) ... (12.6) 
Similarly, if X is a dependent variate and Y is an independent 
variate, the regression equation of X on Y is given as 

A. 

X=a'+b'Y 

here b' =~X1Yl_(~Xl) (~Yl) . 
w n _ Covariance (XY) 

~Y12 -=-~~Yl)2 -- Var (Y) 
n 

a' = X-b' Y 

... (12.7) 

(12.8) 
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b' is known as the estimate of regression coefficient of X on Y 
and 'a" is an intercept. The regression of X on Y can also be 
written as 

A 

X=X+b' (Y-V) (12.9) 
The point of intersection of two regression lines is (X, Y) and 
is shown in Fig. 12.6. . 

y 

x 
Fig. 12.6. Regression equations. 

The geometric mean of two regression coefficients is the simple 

y 

~=O 

)(ON Y Eq,n 

-< 
o z 
X 
rn 
~ 

r:c 
x 

Fig. 12.7. (a) Regression equations. 
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correlation coefficient. If r=-l, the two regression lines 
coincide on the negative side. If r= 1, the two regression lines 
coincide on the positive side. These are shown in the figures 
12.7 (a), (b), and (c) respectively. 

y 

~------------------x 

Fig. 12.7 (b). Regression equations. 

y 

~-------------------x 

Fig. 12.7 (c). Regression equations. 

12.7.1. Test of Significance of Regression Coefficient 
N~f1 Hypothesis; ~=;:O 
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where 'li' is called the regression coefficient of Yon. X in the 
population. 

I b-li I 
t= SE ofb -

I b-O I 
~ /1. (Y 1-y)2_ b2 1.(Xl-X)2 
'V (n-2) 1. (Xl-X)2 

where n is the number of observations in the sample. 

CONCLUSION: If t (calculated) 2:: t (tabulated) with (n-2) 
d.f. at chosen.level of significance, the null hypothesis is rejected. 
Otherwise, the null hypothesis is accepted. 

12.7.2. Noll Hypothesis: ~' =0. Where 'li' is the regression 
coefficient of X on Y in the population 

I b'-Q.' I I b' 0 I 
t = S fbi - --;-4=~~==,---

.E. 0 ~ /1. (Xt-X)L-b'2 ~ (Yl-Y)2 
'V (n-2) 1. (Yl-Y)2 

CONCLUSION: 1ft (calculated) 2:: t (tabulated) with (n-2) 
d.f. at chosen level of significance, the null hypothesis is rejected. 
Otherwise, the null hypothesis is accepted. 

12.8. Regression VS. Correlation 
Correlation is a two-way relation whereas regression is a 

one-way relation. Correlation coefficient is independent of units 
wherens regression coefficient is in the units of dependent 
variate. Correlation coefficient always lies between-l and + 1 
where as regression coefficient can lie between-oo and+oo. In 
the case of correlation one need not know, which is cause and 
which is effect whereas in regression, cause and effect are to be 
identified. For example, in the case of regression all the growth 
characters of plants can be taken as independent variates and 
yield as dependent variate. In the case of regression, one can 
predict the value of dependent variate for a given value of 
independent variate but that is not so in correlation. r2 is known 
as coefficient of determination, (l-r2) as coefficient of non
determination and .yl-r2 as coefficient of alienation. If the 
correlation coefficient is ne~ative~ both the re~ression coefficients 
are ne~ative. 
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EXAMPLE: The following are the data based on average 
number of tillers and the corresponding yield for 10 samples 
each consisting of 5 plants of turmeric crop. 

Average No. of 
tillers per 
sample 3.5 3.2 3.5 3.8 3.6 3.7 2.8 4.2 4.0 4.5 

Yield (kgs) 2.0 1.8 1.9 2.1 2.0 2.3 1.7 2.5 2.6 3.0 

Fit the linear regression equation of yield on number of tillers 
and test its regression coefficient. Also obtain the expected yield 
of turmeric given the average number of tillers is 6.0. 

TABLE 12.4 

S.No. Average Ex,ected 
No. of Yield d11 dll d1ldll dill "dl • 1 yie. 'd 
tillers A 

(X) (Y) (Y) 

1 3.5 2.0 0 -0.3 0 0 0.09 2.05 
2 3.2 1.8 -0.3 -0.5 0.15 0.09 0.25 1.82 
3 3.5 1.9 0 -0.4 0 0 0.16 2.05 
4 3.8 .2.1 0.3 -0.2 -0.06 0.09 0.04 2.28 
5 3.6 2.0 0.1 -0.3 -0.03 0.01 0.09 2.13 
6 3.7 2.3 0.2 0 0 0.04 0 2.21 
7 2.8 1.7 -0.7 -0.6 0.42 0.49 0.36 1.50 
8 4.2 2.5 0.7 0.2 0.14 0.49 0.04 2.60 
9 4.0 2.6 0.5 0.3 0.15 0.25 0.09 2.44 

10 4.5 3.0 1.0 0.7 0.70 1.00 0.49 2.83 

1.8 -1.1 1.47 2.46" 1.61 

where du=(XI-A) and A=3.5, d21=(YI-B) aad B=2.3 

A 

Y=a+bX 

Xd
1

l d21 _ (Xdlt) (X<lt~ 
b= " ~n __ __ 

~d2 (Xd1l)2 

.:;, li-
n 

1.47 _ (1.8) (-1.1) 
b= 10 =0.78 

2.46 _ (li~2 
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Y =A + ~d21 = 2.3 + .(-1.1) = 2.19 
n 10 

- ~dll 5 368 X=A + -- = 3. +1.8/10 = . 
n 

a Y-b X=2.19-0. 78 (3.68)=-0.68 

The fitted regression equation is given by 
A 

Y=-0.68+0.78 X 

The expected yields are obtained by substituting the values 
of X given in column (2) and presented in column (9) of Table 
12.4. 

"Test of Significance of Regression Coefficient 
Null Hypothesis: ~=O. 

10.78-01 
t = = 7.43 

[1.61- (-:/] -(0.78)' x 2.136 

(10 - 2)2.136 

CONCLUSION: Here t (calculated), 7.43 > t (tabulated), 2.306 at 
5 per cent level of significance, the null hypothesis is rejected. 
The regression coefficient ofY on X is significant. 

EXERCISES 

1. The following are the data on supply and price of rice 
in a certain market from 1960-69. 

Year 1960 1961 1962 1963 1964 1965 1966 1967 1968 1969 

Supply 210 214 217 215 230 239 205 198 225 232 
(Qtl) 

Price 165 162 160 170 156 148 175 179 170 162 
(Rs./Qtl) 

Fit the regression equation of price on supply of rice and also 
estimate the price when the supply is 240 quintals in the 
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market. Compute also the correlation coefficient between supply 
and price of rice and test its significance. 

2. The following results were recorded for the two variables 
X and Y 

b=OA, variance (y)=25" variance (X) = 100 

X=8.0, Y =12.5 

Find the expected value of X when Y = 14 from the regression 
equation of X on Y where b is the regression coefficient of Y 
onX. 

3. Plot the following data in a semi-logarithmic paper and 
fit a straight line by eye estimation. Hence find the relation 
between the number of bacteria and time. 
Number of bacteria after time 't' hours they were first obs~rved: 

Time ° 1 2 3 4 5 6 

Number 125 209 340 651 924 1525 1512 
(B.A./B.Sc. Madras, 1955) 

4. Two judges in a beauty contest rank the competitors in 
the following order: 

6 4 3 1 2 7 9 8 10 5 

4 1 6 7 5 8 10 9 3 2 

Do the judges appear to agree in their standard ? 
(B.A. Punjab, 1952) 

5. The following data relate to the weight in pounds (X) 
and the heigtt in inches (Y) of a sample of 1000 policemen .. 

SX=150,000 S (X) 2 = 22,725,000, ~XY=10,522,500 
SY=70,000 JYz =42,36,000 

(0 Compute the two regression coefficients and correlation 
coefficient. 

(ii) Write down the equations to the two Hnes of regression 
(iii) Test whether the above sample could have been drawn 

from a bivariate population with correlation coefficient 0.52. 
(iv) Estimate the height of a policeman with weight of 160 

Ibs and the weight of a policeman whose height is 6 feet. 

6. (a) What is meant by Scatter diagram? Give its use, 
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Can the sample correlation coefficient be - 0.2 to 20 pairs of 
values if the true value of the correlation coefficient is 0.15 ? 

7. What will be the value of the correlation coefficient if the 
two regression lines coincide? 

The two regression line are given as 

(i) 2X - 5Y + 10 = 0, and (ii) lOX - 6Y - 20 = 0 

and variance ofY = 16. 

Find the mean and variance of X and also the correlation between X 
andy' 

8. The following are the 'chest' are 'Arm' circumference of 8 
tribal children in the age- group between 1-3 years. 

Chest circumference 40 
(cm) 

Arm circumference 10 
(cm) 

32 

6 

36 34 28 39 2fj 27 

7 8 5 9 7 4 

Compute the correlation coefficient and also fit the regression 
equation of chest circumference on arm circumference and estimate 
the chest circumference given the arm circumference as 12 cms. 

9. The following are the results on growth (gain in weight) of 
10 pre school going ch ildren at different levels of protein content in 
diet. 

Protein content 5 
(per cent) 

Gain in weight 3 
(10 gm) 

7 

4 

10 12 

8 10 

13 14 11 8 16 20 

12 11 9 6 13 15 

Compute the correlation coefficient and also test its significance. 
Fit also the regression equation of gain in weight on protein content 
in diet and test the significance of regression coefficient at 5 per 
cent level of significance. 

10. Test the homogeneity of correlation coefficients obtained 
between iron content in the diet and the gain in weight 0.87, 0.76, 
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0.92,0.64,0.59,0.85,0.94,0.67,0.78 and 0.81 based on sample 
sizes 9, 12, II, 13. 10. 16, 14, 10. 17. and 21 respectively. 

II. Fit the regression equation of 'yield' on number of tiller's 
given the results obtained from 10 samples. 

Yield 8 9 12 14 II 9 20 22 24 25 
(IOgm) 

No. of 3 3 5 7 6 5 8 7 IO II 
ti lIers 

Also estimate the yield when the number of tillers is 9. 

12. The following table gives the age (X) and systolic blood 
pressure (Y) of 10 women. 

Age (X) 69 56 63 55 49 70 42 58 64 67 

B.P (Y) 154 147 149 150 142 156 135 151 150 153 

Fit the linear regression equation ofB.P on age and estimate B.P 
of a woman whose age is 60 years. 

13. The following are the percentage of survival of Coconut 
seedlings and depth of plantation (cm) in 10 gardens. 

1 2 3 4 5 6 7 8 9 10 

Depth (em) 35 52 ({) 68 75 80 92 110 120 100 

Survival (%) 40 48 50 52 ({) 64 75 78 80 85 

Fit the regression equation of survival percentage of seedlings 
on depth of planting and estimate the survival percentage when the 
depth of plantation is 90 cm. 



CHAPTER 13 

MULTIPLE REGRESSION 
AND CORRELATION 

13.1. Introduction 

Multiple linear regression is an extension of simple linear 
regression by considering more than one independent variables. 
For example, in simple linear regression the relationship 
between yield on rainfall could be considered, whereas in 
multiple linear regression the relationship between yield on 
rainfall, fertilizer dose, height of the plant, number of gains 
per ear, ear length, etc., for a paddy crop could be considered. 
Though with the help of simple linear regression the effect of 
these different characters on yield can be studied separately but 
with the help of multiple linear regression the influence of all 
the independent variables together as well as separately on 
dependent variable can be examined. 

13.2. Multiple Linear Regression Based on Two Independent 
Variables 

#> 

Let Y =a+ blXI + b2X2 be the multiple linear regression 
equation based on two independent variables Xl and X2 and 
dependent variable Y, bl and b2 are the estimates of partial 
regression coefficients of Y on Xl keeping Xa constant and Y 
on Xa keeping Xl constant respectively, 'a' is the constant and 
is the distance between the base and the three dimensional plane 
of three variables Y, Xl and X~. In calculating simple regression 
coefficient of yield on level of irrigation, the effect of other 
characters like fertilizer dose would not be taken into account 
though they influence the yield indirectly. In fact, these characters 
might influence the yield through irrigation level. In other 
wordS there might be interaction amon~ these characters as well 
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as with irrigation. The change in yie!d for a unit change in 
level of irrigation by removing the influence of other characters 
on yield is known as partial regression coefficient of yield on 
level of irrigation. In multiple linear regression equation 
Y=a+b1Xt+b2X2, bi and b2 can also be denoted as bY).2 and 
bY2.1 respectively since b;;I.2 refers to the partial regreSSion 
coefficient of Y on Xl keeping X2 constant and bY2 ' l refers to 
the partial regression coefficient of Y on X2 keeping Xl 
constant. 

The least squares technique would be used to obtain the 
values of a, bJ. and b2 which are the estimates of IX, (3J. and f32 
respectively in the mUltiple linear regression equation YJ= 
1X+(3JJXIJ+f32X2J+eJ. The least squares technique states that the 
values IX, (31 and (32 are estimated such that the sum of the 
squares of the deviations of observed and expected values of 

Y i.e., ,£eJ ='£(YJ-YJ)2 should be minimum. For estimating 
the values of IX, (31 and (32 with least squares technic.ue the 
following normal equations would be obtained by partially 
differentiating the sum, '£(Y -a - b !XI - b2X2)2 with respect to 
a, b1 and ba and equating to zero. The normal equations are 

~Y = n a + bI,£X1 + b2,£X2 
~XI Y = a~XI + bl~X: + b2 ~XIX2 (13.1) 
~X2Y = a~X2+bl ~X2Xd-b2XX: 

The first normal equation in (13.1) can be written as Y _ 
a + b1Xl + b2X2 and hence 'a' can be obtained from tMs equation 
as a -Y -b1X l - b2X2. Instead of solving three normal equations 
in (13.1) for obtaining the values a, bI and b2, they can be 
reduced to two by substituting the value of 'a' in the original 
mUltiple linear regression equation. Therefore, we have 

y = Y + b L (Xl-Xl) + b2(X2-XJ (13.2) 

Let y=(y-V), XI=(XI-XI) and X2=(X2-X2); eqn. (13.2) 
reduces to y=blxl x b2x2 (13.3) 

The normal equations for estimating the values of ht and b l 
are 

~xly=b ~x: + b2 ~XIX2 
~x2y=blljXlX2+ b;lljx: 

(13.4) 
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The equations (13.4) can be written in matrix notation as 
2x2 2x1 2xl 

[ 
1;xt 1;X.,IX2J L-bl] [1;X1YJ ) • ... (13.5 

~lClX2 ~lCg b2 ~X2Y 

where L.H.S. arrangement in eqn. (13.5) is called 2 x 2 matrix 
and other arrangement in one column of two elements is called 
column vector and the R.H.S. arrangement is also caJled column 
vector. Now, we have 

... (13.6) 

The R.H.S. 2 x 2 matrix in eqn. (13.6) is called inverse matrix 
and is denoted by 

(13.7) 

where Cn • Cl2, C2l and CIl2 are called the elements of C
matrix and are also known as Gauss multipliers. Substituting 
the C-matrix in (13.6), we have 

[ ~XIYJ 
~XIlY 

(13.8) 

Since there are only two independent variables in the multiple 
linear regression equation the following procedure is adopted. 

Cll ~x~ + CllI ~XIXa= 1 ... (13.9) 
Cll ~XIX2+CllI ~x: =0 

Solving the equations in (13.9), Cll and Ct2 can be obtained. 
Similarly. Csi ~x~ +CII2 l:Xlxs =0 ... (13.10) 

Csi l:XIXS + Cs2~X: = 1 
Solving two equations in (13.10), C21 and C2a can be obtained. 
In most of the situations CU =C21 because of symmetric 
variance matrix. 

b1=Clll:XlY+Cts ~X2Y .0. (13.11) 
b2=CsI l:XIy+C22 ~2Y 

Also, we have a Y-bIX I -b2X2. Therefore, the fitted 
multiple linear regression equation is obtained by substjtuting 

,. 
the values of a, bi and ~ in Y = a -1- blXI + ~XII' The expected 
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average values of Y could be computed by substituting the 
different pairs of values of Xl and X2 from this fitted equation. 

13.2.1. Test of Significance of Overall Regression: Let (31 and 
(32 be the population partial regression coefficients of Yon Xl 
and Yon X2 respectively, we have 

Regression S.S. (R.S.S) = bl l:XlY+ b2l:x2Y. 
Total S.S. (T.S.S.) = l:y2 
Error S.S. (E.S.S.) = (Total S.S.-Regression S.S.) 
Null Hypothesis: (31 =(32=0 

TABLE 13.1 ANOVA TABLE 

Source d./. S.S. 

Regression 2 R.S.S. 

Error {(n-1)-2} E.S.S. 

Total n-I T.S.S. 

R M S RS.S. d EMS E.S.S. 
where . .. =-2-an . . '=(n 3) 

M.S. 

R.M.S. 

E.M.S. 

R.M.S. 

E.M.S. 

CONCLUSION: If F (calculated) > F (tabulated) with 2, (n-3) 
d.f. at chosen level of significance, the null hypothesis is rejected. 
The two partial regression coefficients in the population 
are not equal and not equal to zero. In other words there is a 
significant overall regression of dependent variable on the two 
independent variables. Otherwise, the null hypothesis is 
accepted. In case F (calculated) is found significant, the indivi
dual partial regression coefficients in the population are tested 
against zero. 

13.2.2. Test of Significance of Partial Regression Coefficients: 
Case (i) Null hypothesis: (31=0 

t = . I b1 1 
vCu(E.M.S.) 

CONCLUSION: If t (calculated) > t (tabulated) with error 
d.f. i.e., (n -3) at chosen level of significance, the null hypo

thesis is rejected. That is, the partial regression coefficient iIi 
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the population is different from zero. In other words there is 
significant influence of first independent variable on the depen
dent vari.able. Otherwise, the null hypothesis is accepted. 

Case (ii) Null hypothesis: (3~=O 

t = I b2 I 
V C22(E.M.S.) 

CONCLUSION: Same as in case (i) 
It may be noted that (E.M.S.) is an unbiased estimate of 

variance of the dependent variable. 

13.2.3. Multiple Correlation Coefficient: From Table 13.1, 
the coefficient of multiple determination (R2) is obtained as 

R 2= R.S.S./T.S.S. 

The coefficient of multiple determination measures the extent 
of variation in dependent variable, which can be explained by 
the independent variables together. 

R = JR2 = Coefficent of mUltiple correlation where 'R' 
measures the goodness of fit of the regression plane when X's 
are fixed variables and Y is a stochastic variable and also when 
X's and Yare all stochastic variables. But when Y and X's are 
all fixed variables it measures the correlation between observed and 
expected values of Y in the multiple linear regression equation. 
R can also be written as Ry 12. and can be considered as the correlation 
coefficient between Y and the group of variables (XI' X2) and can 
be expressed by writing as the correlation coefficient oetween Y 
and XI' X2. IfY is only stochastic variable R can be written as only 
Ry 12 out If Y, X

h 
and X2 are all stochastic variables R can take as 

Ry 12 R1.Y2 and ~ YI' Further O.:s R .:s I. 
For comparison among partial regression coefficients, the 

standard error of (b l-b2) is given as ~Cl1 + C22 - 2C12 )(E.M.S.) 

, and t = Ib l - b21 / ~CIl + C22 - 2C12 )(E.M.S.) . t (calculated) is 
compared with t (tabulated) with (n-3) d.f. The teast of the null 
hypothesis that the multiple correlation in the population is zero is 
identical to the F _tests of the null hypothesis that 

R2 (n-3} 
131 = 132 = O. i,e. F = ( 2) 

I-R 2 
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13.3. Partial Correlation 
Partial correlation between two variables, when three vari

ables are under question, is the correlation between two 
variables keeping third variable constant. Let P12'3 be the popu
lation partial correlation coefficient between variables 1 and 2 
keeping 3rd variable constant and r12'3 be the corresponding 
estimate based on the sample. Let d1' 3 = X1- b13Xa and 
d2.3=X2-b23Xa be the deviations of variables 1 and 2 from 
their regression on variable 3 respectively. The simple correla
tion coefficient between d1 ' 3 and d2'3 is known as partial 
correlation coefficient (rn .s), where 

r12- r13 _ r23 
V(l-rh) (1-r:3) 

... (13.12) 

where r12, r13 and r23 in eqn. (13.12) are the simple correlation 
coefficients between variables 1 and 2, 1 and 3 and 2 and 3 
respectively. Similarly r13 ' 2 and r23 '1 can be defined, where 

(13.13) 

(13.14) 

13.3.1. Test of Significance of Partial Correlation Coefficient 
Null hypothesis: P12'3=O 

t = £12'3 . v/
n-2-1 

v1-r~ 2.3 

CONCLUSION: If t (calculated) > t (tabulated) with (n-3) 
d.f. at chosen level of significance, the null hypothesis is rejected. 
Otherwise, the null hypothesis is accepted. 

13.3.2. If four variables are considered the partial correlation 
coefficient between two variables keeping other two variables is 
given by the formula. 

r12.,-r18.4 rs3.' 
r12·34 = :I II 

V(l-r13'.) (l-r ll s .• ) 
(13.15) 

It can also be computed as 
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r12'S-r14'3 rlt·s 
rn ·s' = .. -. (13.16) v'll - r:4..s) (l-r:,.a) 

Similarly other partial correlation coefficients rlN4, rl4'1I3, rIl3'l4, 
rai'lS, raC'l2 could be defined. 

EXAMPLE: Compute the partial correlation coefficient 
between· height of pla~t (Xl) and ear le::gth (X2) keeping 
number of panickles (Xa) constant for paddy crop and test its 
significance given the following. 

Given ru=0.92, r13=0.82, r lla=0.93 

. 0.92-(0.82) (0.93) 
v' {1-(0.82)a} {1-(0.93)a} 

=0.75 

Test of Significance of lU'3 

Null Hypothesis: P12.a=O 

t = r12.3 ~n - 2 -1 = 0.75 ~1O - 2-1 

~1- r?2.3 Jl -(0.75)2 

= 3.00 
CONCLUSION: t (calculated) > t (tabulated), 2.365 with 7 d.f. at 

5 per cent level of significance, the null hypothesis is rejected. Hence 
there is significant partial correlation between plant height and ear 
length removing the influence of number ofpanickles. 

13.4. Mbltiple Linear Regression with more than Two Indepen
dent Variables 

If more than two independent variables are included in the 
,. 

multiple linear regression the equation becomes Y =a+ blXl + 
baXa+ baXs+ ...... + bkXk where Xl. XII •.... , Xk are k indepen
dent variables and Y, dependent variable. The normal equations 
for fitting this equation are 

XY=na+bl ~Xl +ba ~Xa+ ••• +bk l;Xk 
XXlY=a ~Xl+bll:X:+ba :tX1Xa+ .. ·+bk ~XIXk 
~XaY=a :tX2+bl XX2Xl+ba ~X:+ ... =bk ~XaXk (13.17) · . · . · . 
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Using the first normal equation in (13.17) as Y = a + blXl + 
b2X2+'" + bkXk in the multiple linear regression equation for 
eliminating 'a', we have 

Y-Y+bl (Xl-XJ+b2(X2-X2)+ ... +bk(Xk-Xk) 
Let (Y-Y)=y, (XI-XI)=XI, (X2-X2)=X2'''' (Xk-Xk)=Xk 
in the above equation, we have Y= PI Xl + b2x2 + ... + bkXk 

The normal equations (13.17) would become 
~xly=bl ~X~+b2 SXIX2+ ... +bk ~XIXk 
~X2Y. bl ~X2~1+ba ~x:.+ ... +bk ~~2Xk . . . • • • 2 
~xky=bl ~XkXI+b2 ~XkX2+ .. ·+bk ~xk 

Putting these equations in matrix notation, we have 
kxk kxl kxl 

(13.18) 

, (13.19) 

~X2Y (13.20) 

2 
~XkXl ~XkX2 ~xk bk ~XkY 

The kxk matrix in eqn. (13.20) is called the variance-covari
ance matrix. The solution of the k x 1 column vector of regres
sion coefficients is 

-1 r bl l rSX1 SXIX2 ~X1Xk I r l::XlY l' 
I b2 I I l::X2Xl Sx~ ~X2Xk I I ~X2Y I (13.21) 
I I = I I I I 
I I I I I I 
I I I I I I 
L bk J LSXkXI l:XkX2 SXf J L ~XkY J 

fhe inversion of the matrix will be done with the help of 
Doolittle method given in Chapter 14. 

-1 
~XIXk"') (Cn 

I I 
~X2Xk I I 41 42 
. l = i . 
: Ii: 

I I 
~x~ J L Ckl Ck2··. 
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b1=Cll ~XlY + C12 ~X2Y+"'+ Clk ~XkY 

b2=C21 ~XIY + C22 ~X2Y+"'+ C2k };XkY (13.23) 

13.4.1. Test of Significance of Overall Re.:;ression 

Regression S.S.=b1};XIy+b2 ~X2Y+ ... +bk ~XkY 
Total S.S.=~y2 

Error S.S.=Total S.S.-Regression S.S. 
Null hypothesis: ~1=~2 ... =rok=O 

TABLE 13.2 ANOVA TABLE 

Source d./. S.S. M.S. Fcal 

Regression k R.S.S. R.M.S. =R.S.S/k R.M.S·/E.M.S. 
Error n-l-k E.S.S. E.M.S.=E.S.S./ 
Total n-l T.S.S. (n-l-k) 

CoNCLUSION: If F (calculated) .> F (tabulated) with 
(k:, n-1-k) d.f. at chosen level of significance, the null hypo
thesis is rejected. Otherwise, it is accepted. 

13.4.2. Test of Significance of Partial Regression Coeffici
ents 

Null hypothesis: ~l = 0 
where ~J is the population partial regression coefficient of i-th 
variable. 

t = I bll 
V Cll (E.M.S.) 

where bi is the i-th partial regression coefficient in the sample. 
Cn is the i-th diagonal element in the C-matrix. 

CoNCLUSION: 1ft (calculated) > t (tabulated) with (n-1-k) 
d.f. at chosen level of significance, the null hypothesis is 
rejected. Otherwise, it is accepted. 

EXAMPLE: Fit the mUltiple regression equation and test its 
overall regression for the following data of yield (Y) on height 
of plant (Xl), ear length (X2), number of panickles (X3) and 
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test weight (X4) obtained from samples of 15 plots in an experi-
mental field of wheat. 

Yield Heighlof Ear length Number of Test weight 
S.No. (kg) plant (ems) (ems) paniekles (gms) 

(Y) (Xl) (XI) (X,> (X,) 

1 2.50 100 14 23 50 
2 3.15 105 16 29 62 
3 2.80 104 13 25 55 
4 3.20 107 17 31 64 

5 29S 106 16 28 47 

6 3.17 103 18 30 58 
7 3.35 107 19 35 67 

8 3.42 108 21 38 72 

9 3.05 105 16 28 45 

10 3.28 102 19 30 60 

11 3.40 106 18 32 71 
12 3.50 108 22 37 80 

13 3.55 107 20 38 75 

14 3.60 106 21 40 68 

15 3.10 104 19 28 61 

16 3.72 109 23 39 69 

17 3.25 95 17 36 59 

18 3.10 86 16 37 64 

19 3.65 89 18 29 63 

20 2.95 91 15 31 58 

~Y=64.69, ~Xl=2048, ~X,=358, ~Xa=644, I:X,=1248 

The variance-covariance matrix is 

866.8 151.8 84.4 286T 

151.8 133.8 189.4 339.8 

84.4 189.4 465.2 636.4 

286.8 339.8 636.4 1542.8 
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The inverted or C-matrix is 
-

.001644 -.003389 -.001098 -.000012 

.003389 .028261 -.007432 -.002529 

.001098 -.007432 .006923 -.001423 

.000012 -.002529 -.001423 .001794 

The values of a. bi b2. ba-and b, and the values of R. RI are 
presented in Table 13.3. 

TABLE 13.3. MULTIPLE UNBAR REGRESSION 

a ha R 

1.942154 -.007455 .082629·· .006722 .005773 .8907 
(.006320) (.026199) (.012967) (.006602) 

•• Significant at 1 per cent level. 

The values in the parentheses are the standard errors of the 
corresponding partial regression coefficients. 

13.4.3. It may be noted that at certain stage in the multipl~ 
linear regression a particular independent variable has to be 
dropped because of its less utility. Therefore, one need not com
pute afresh the inverse of variance -covariance matrix and 
analysis of variance table. Let XI be the variable to be deleted 
out of Xl> X 2, ••• , Xk, then we have 

b; = br - Crl bl/Cll 

1 C 2 Crr -= rr- C ri 
~ 

1 Crs = Cra - Crt rst 

Cu 

and Cor. (E.S.S.)"= (E.S.S. + bf ) 

Cll 
(n-k) 

where Cor. (E.S.S.) is the corrected error sum of squares in the 
analysis of variance table for testing the overall regression. 
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Applications 

1. Prasad (1987) investigated the influence offactors detennining 
the assets of beneficiaries in an evaluative study of Integrated rural 
development in Ananthapur district (Andhra Pradesh) using the 
multiple regression analysis by Assets (Y) as dependent variable; 
FamiHy size (XI)' Non-productive assets (Rs) (X2); Consumption 
expenditure on health and recreation (Rs/capita) (X3); Expenditure 
on other items (Rs/capita) (X4); per capita Total Income (X5); 

Number of man days of employment (man days/man unit) (X6); 

Total productive expenditure (Rs/house hold) (X7) and Land (Xg) 
as dummy (Xg) as in dependent variables. 

2. Kumati (1993) carried out multiple regression analysis with 
height-for-age percent standard as dependent variable (Y) and 
per cent Calorie adequacy (X I)' per cent protein adequacy (X2), 

per cent calorie through supplement (X3). Initial body weight (X4), 

Total episodes of morbidity (X5), episodes of URI (X6), episodes of 
fever (X7), episodes diarrhea (Xg) and number of packets purchased 
(X9) as independent variables. 

She also worked out path coefficient analysis for the factors 
associated with weight gain and found X9 (No. of packets) had 
highest direct effect and XI (Calorie adequacy) has highest indirect 
effect through X4 (Initial body weight). 

3. Raju (1993) carried out multiple regression analysis by taking 
cane yield (Y) as dependent variable and Number of Canes (XI)' 
Length (X2), weight (X3) and Diameter (X4) on plant and Ratoon 
crops of sugarcane with different levels ofN and K. He found that 
contributions of stalk characters to cane yield (R2) in plant crop 
was as high as 88 per cent. These values were higher for potassium 
fertilizer than for nitrogen. Among stalk characters, diameter followed 
by weight of cane and to some extent, Stalk population appeared to 
be important for cane yield. 

4. Laxmi Devi (1983) carried out path coefficient analysis with 
Total role performance of rural woman as dependent variable (Y) 
and seven significant independent variables were selected on the 
basis oftheir zero-order correlation coefficients with the dependent 
variable. These independent variables are Education (X I)' caste (X2), 
family size (X3), Leadership status (X4), Family norms (X5), 

Cosmopolite value (X6) and liberalism value (X7). She found that 
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highest direct effect was recorded by X 4 (Leadership status) 
followed by XI (Education). Further highest indirect effect was 
recorded by X 2 (caste) followed by X7 (Liberalism value). It was 
found that X 2 (caste) had highest indirect effect through X I 
(Education). 

5. Rani (1987) used path coefficient analysis to explain direct 
and indirect effects of exogenous (independent) variables on the 
functional literacy status of adult learners as the endogenous 
(dependent) variable. She found that Age (XI)' Occupation (X6), 

Extension activity participation (X II)' Achievement motivation (X 13)' 
farm size (X 17), experience in farming (X I6) had the first six 
maximum direct effects on the functional literacy status of adult 
learners in descending order. 

Age (XI) had highest indirect effect followed by Mass media 
participations (X 12)' X I variable had highest ind irect effect through 
X I6 (Experience in farming). It was interesting to note that X I (Age) 
had both highest direct and indirect effect on functional literacy 
status of adult learners. 

EXERCISE 

1. Fit a mUltiple linear regression with height of plant (XI) and 
number ofpanickles (X2) as independent variables and yield (Y) as 
dependent variable and test the overall regression given the following 
data based on 10 plants of paddy in an experiment. 

Yield (kg) Height of plant No. of panickles 
(Y) (Xl) (Xi 

0030 10 22 
2 0.25 9 18 
3 0031 13 21 
4 0032 12 24 
5 0035 13 23 
6 0.41 11 25 
7 0.44 14 26 
8 0.43 15 25 
9 0.45 13 26 

10 0.42 14 25 



CHAPTER 14 

D2-STATISTICS AND DISCRIMINANT 
FUNCTIONS 

14.1. D2-Statistics 
Some times there is need to know whether there is any signi

ficant difference between two populations and if there is signi
ficant difference how much distance exists between them based 
on several characters. For example, in examining two species 
of plants based on several phynotypical characters whether these 
two species differ significantly and if they differ significantly how 
much is the distance between them are the questions to be 
answered. Mahalanobis (1936) developed a statistic known as 
02-statistic to measure the distance between

c 
two populations 

where each population was described by 'p' characters where 
p > 1. Let n1> n2 be two sizes of samples drawn at random 
from the two normal populations with means p.(1), JI.(2) respec
tively with common variance-covariance matrix, ~ based on p 
characters. That is on each of the n1 and n2 units p characters 
would be observed and let Wlj be the estimate of covariance 
between i-th and j-th variates, 

1 [ nl (1) (I) (1) (1) 

Wll = n1+na-2 ~ (Xlk -XI) (XjIc-:Xj) + 
k=1 
n2 (2) (2) (2) (2) J"' 
~ (Xlk-Xt) (Xjk-X1) 

k=l 
where X(}> X(1) be the means of i-th variate in the first and 

second samples respectively for i=l, ... , p. Let O~ be the dis
tance between two normal populations estimated from the 
samples, 

0 2= i i Wij( X(l) - Xf2») ( XP) - X~2») 
p. 1· 1 1 I J J . J= J= 
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where (WlJ) is the inverse matrix of the variance covariance 
matrix (Wu). 

14.1.1. Test of Significance: The test of significance is 
given to test the significant difference between meanS of the two 
samples for all the p -characters based on D2-statistic. 

Null hypothesis: il) = Il f2) for i = 1, 2, ... , p where IIp>, 1'{2) 

are the means of the i-th variate for the first and second popula
tions respectively. 

F- n1 n2 (n1+ nz-p-l) D2 
- p(n1+n2) (n1+ n2-2) p 

CoNCLUSION: If F (calculated) ;> F (tabulated) with p and 
(n1 +n.-I-p) d.f. at chosen level of significance, the null 
hypothesis is rejected. Otherwise, it is accepted. 

EXAMPLE: Rao (1978) conducted a study to know whether 
different classification is necessary for awarding letter grades 
like, A, B, C and D in different branches (subjects) of study in 
the internal assessment system of examination by taking indivi
dual marks in subjects Statistics, Agronomy and Animal Science 
for about 75 students who were in B.Sc. (Ag.) second year of 
S.K.N. College of Agriculture, University of Udaipur, Jobner 
(Rajasthan). These were randomly selected from the students 
offirst semester for the three years from 1965-E6 to 1967-68. 
The marks of four interim one hour examinations and the final 
examination were recorded in the said sUbjects. The procedure 
of obtaining D2-statistics among the three subjects is given as 
follows. 

These three subjects were considered since they represent 
different lines of study. The marks for the three subjects in the 
different one hour examinations and final examination were 
tested to ascertain whether the marks follow multivariate normal 
distribution or not. Five concomitant variates here are the marks 
in different one hour examinations and finaJ examination. 

14.1.2. D2-Statistic Between Agronomy and Animal Science: 
A sample of 70 student marks from each of Agronomy and 
Animal Science were selected at random from the first semester 
of the years from 1965-66 to 1967-68. The pooled variance
Cov~riance matrix is ~iven iQ Ta~le l4.1 along with dt values 
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where dI=Xt(1)-X\(2) be the difference between two sampb 
means belonging to two populations for the i-th variate for 
i= 1, 2, ... ,5. 

TABLE 14.1 VARIANCE COVARIANCE MATRIX 

Xl XI X3 X, Xi d1 

1.35 1.04 0.75 0.45 1.18 2.38 
3.15 0.66 0.68 1.01 2.08 

2.29 1.00 1.01 0.31 

3.42 0.61 3.65 

1.82 0.25 

The pivotal condensation method given by Rao (1962) for obtain
ing the values of Df for i = 1, 2, ... , 5 is presented here. 

TABLE 14.2 

Row No. Xl X, X3 X, 

1 1.35 1.04 0.75 0.45 

2 3.15 0.66 0.68 

3 2.29 1.00 

4 3.42 

5 

6 

10 
11 
12 
13 
14 
15 

1 .770370 .555556 
.082222 

1.873333 

.333333 

.333334 

.750000 
.7703701 2.348815 
.555555\ 
.333333 
.874074 
Ll (X) = 1.762962 

20 .327982 _ 1_~ 
21 .528589 \.035006/1 

22 .224005 .l41916 
23 .840960 .042984' 
24 L. (X) = -1.666150 

3.046513 

30 .282599 .018715 
31 .015353 .128098 
32 .741793 .036417 
33 La'X)= -1.649770 

3.293852 

3.270000 

0.35006 .141916 
1.870455 .7383.H 

3.222695 

1 .394733 

'

---".3-94.,..-73=312.931252 
.187607 

-.457922 

Xs d l 

1.18 2.38 
1.01 -2.08 
1.01 0.31 
0.61 3.65 
1.82 -0.25 

0.00 

.874074 1.762962 

.l00963 -3.913480 
.354445 -1.012222 
.216667 2.856667 
.788593 -2.330295 
-D~= -4.195850 

.042984 -1.666150 
.350911 -8.75228 
.202339 . 3.412051 
.784253 -2.162075 
-D: , -10.7J6295 

.187607 -.467922 

.063823 3.757532 
.718-1-20 -1.997876 

-1l.i25833 

(Contd.) 
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40 .005238, .043701 .134663 
41 .741459 .033628 .179012 
42 L,(X) = -1.813978 -.973923 

3.274170 

1 
1-:-021773i 
11.281886\ 

.021773 l.281886 

.717030 - 2.079690 
-Dl= -15.942561 

50 1.034069 .046899 .249657 
51 Ls (X)= -l.716443 -.454714 

5.424713 

.030365 1 -2.900422 
1.345036 -2.900422 -21.974540 

=-D~ 

Steps: Row 10 was obtained by sweeping out Row 1, i.e., 
by dividing the elements in Row 1 by leading element 1.35. 
Row 11 was obtained by multiplying each element in Row 10 
by 1.04 and subtracting from corresponding elements of Row 2. 
In the first column of Rows 11, 12, 13, 14 and 15 rewrite the 
elements of Row 10 in the' '.me order. Rows 12, 13, 14 and 15 
were obtained by multiplying the elements in Row 10 with 
the elements in Row 1 from 3rd to 6th element i.e., 0.75, 
0.45, ... , 2.38 respectively and subtracting from the correspond
ing elements in Rows 3, 4, 5 and 6 respectively. For example, 
0.75 was multip:ied with 0.555556, 0.333333, ... , 1.762962 in 
Row 10 and subtracted from 2.29, 1.00, ... , 0.31 respectively 
of Row 3 for obtaining Row 12. 

The same procedure would be followed fer ,the Rows start
ing from 20, 30,40 and 50. For example, Row 20 was obtained 
by sweeping out Row 11 by the leading element 2.348815. 
Row 21 was obtained by multiplying the elements in Row 20 by 
3.15 and substracting from corresponding elements in Row 2. 
Rc..write the elements in Row 20 from 3rd element to 6th 
element in the 2nd column of Rows 21 to 24. 

The Rows 10, 20, 30, 40 and 50 are called pivotal rows and 
the elements in the last column of the Rows 15,24, 33,42 and 
51 are the values of Dt for i = 1, 2, ... , 5 were computed for 
Agronomy Vs Statistics and Animal Science Vs Statistics and 
are presented in Table 14.3. 

TABLE 14.3 

D~ 
Agronomy Agronomy Animal Science 
Vs Vs Vs 

I Animal ScIence Statistics Statistics 

1 4.1985 3.8926 0.1852 
2 10.7163 6.2394 0.2570 
3 11.1258 6.2432 0.9674 
4 15.9426 11.9048 1.8860 
5 21.9745 12.1361 4.7714 
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F-test was computed to test the significant difference between 
mean values of two populations based on 5 concomitant 
variables as given in Section 14.1.1. In this case there would 
be three F values to be computed for testing the difference 
between mean values based on 5 examinations marks for 
Agronomy Vs Animal Sc:ence, Agronomy Vs Statistics and 
Animal Science Vs Statistics. For example, the calculating 
value of P was obtained for Agronomy Vs Animal Science as 
follows. 

p=n1na (n1 +~2-p_-:-l)_ D2 
p (n1+ n2) (n1+ n3- 2) p 

where n1=n2=70; p=5 and ng=21.9745, then we have 
70x70 (70+70-5-1) 

F=5l70+70) (70+70-2) --x2l.9745 = 149.3629 

Here the Po(Calculated), 39.3228 > F (Tabulated), 3.16 with 5 
and °134 d.f. at 1 per cent level of significance. Hence the null 
hypothesis is rejected. In other words, the difference between mean 
values of marks of Agronomy and Animal Science was signifi
cant. Similarly the P values were computed for the differences 
between mean values of Agronomy Vs Statistics and Animal 
Science Vs Statistics and are presented in the Table 14.4. 

TABLE 14.4 

Pair 

Agronomy Vs Animal Science 
~groriomy Vs Statistics 
Animal Science Vs Statistics 

·*Significant at 1 per cent level. 

F 

39.3228·· 
2).7122'* 

8.5383** 

Prom the Table 14.4 it can be noted that all the F-values were 
found to be significant at 1 per cent level there by indicating 
that the true mean marks between the three subjects were 
Significantly different from each other. 

14.2. Discriminant Functions 
To classify an individual or an object into two populations 

(or groups) the discriminant functions are being used. If an 
individual or object was characterised by a single character, then 
the jJ:l.dividuals having the character value greater than f1. . ~. 
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predetermined value would be classified in one group and the 
rest in another group. For example, the per acre yield of a parti
cular variety of a paddy crop exceeded, say, 25 quintals then it 
could be considered belonging to high yielding variety group 
otherwise, not. If an individual (or object) was characterised by 
more than one character or multiple characters, a suitable. I:near 
function would be used for classification into one of the two 
groups by taking into consideration of the measurements 0 f aU 
the chuacters. Let Xl, X2, ... , Xp be the measurements on 
p characters of an individual (or an object) then the coefficients 

. aI, a~, ... , ap in the linear function alXl + a2X2 + ... , + apXp 
would be determined in such a way that the linear function 
would be able to discriminate between the two groups. That is, 
the coefficients (ai's) were so chosen that the difference between 
mean values of the p chamcters of the two groups is maximum 
subject to the condition that variance of the linear function is 
unity. 

Let (al dl + a2d2 + .. , + alld}lP be the square of the linear 
function of the differences of mean values of two groups for the 
p chuacters, where dl = Itl(l) -1-'1(2) be the difference between 
mean values for the two groups for i = 1,2 .... , P and this function 

. was maximised with respect to variance of the linear function, 
p p 
~ ~ WIJ al aj as unity where (WIJ) is the variance covariance 

i=l j=l 
matrix of the p chuacters based on sample size, say, n. Here 
the two groups assumed to follow multivariate normal distri
bution w:th means 11-1'1) and iLi(2) respectively and same vari
ance convariance matrix (Wlj). After maximising, the values of 
coefficients are given as 

al=W1
1dl + W2.1d2 + ... + Wp1dp 

a j = W!2d1 + W22d2 + ... + Wp? dp 

ap= WIPdl + W2Pd2+ ... + WPPdp 

The discriminant function using this solution was the best one 
h discriminate (or classify) between two groups when the 
groups follow multivariate normal distribution with same 
variance covariance matrix. The discriminant function u~ing 
this s9lutjon is ~iven as; 
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(Wlldl + W Ida -f- ••• + WP Id1)X1 + (Wl:?dl + W22da + ... + WP2dp) 
X2+ ... +(W1Pdl t- W2Pdz+'" + WpPdp)Xp 

EXAM:>LE: The discriminant functions for discriminating 
between marks of Agronomy, Animal Science and Statistics for 
the example given in Section 14.1 are obtained in this section. 

The coefficients for the discriminant function could be 
simultaneously obtained along with D2--values from the pivotal 
condensati on method given in Section 14.1. The coefficients 
for the discriminant function separating Agronomy and Animal 
Science were successively obtained from the Table 14.2 in 
column 1 of the Rows 15,24, 33, 42 and 51. For example, 
the discriminant function separating Agronomy and Animal 
Science with one character is given as 1. 762962 Xl where 1.762962 
is the value of ll(X) in column 1 of Row 15 in Table 14.2. 
If three characters are under consideration, the discriminant 
function is given as 3.293852Xl - 1.649770 X2 - 0.467922 Xa 
where 3.293852, - 1.649770 and - 0.467922 are the coefficlents 
given in Columns 1, 2 and 3 of Row 33 in Table 14.2. 

If all the five characters are under consideration, the discri
minant function is given by 

5.4247 Xl -1.7164 X2- 0.4547 X3+ 1.3450 X.1-2.9004 X:. 
where the coefficients in this function were obtained from 
columns 1,2,3,4 and 5 of Row 51 in Table 14.2. The mean 
values of Agronomy and Animal Science are given in the 
following Table 14.5. 

TABLE 14.5 

Character Agronomy Anintal Science 

1 6.22 3.84 
2 4.26 6.34 
3 6.30 5.99 
4 8.55 4.90 
5 5.42 5.67 

Substituting the mean values for Agronomy in Table 14.5 
into the discriminant function with five characters the mean 
value for the function was obtained as 19.3448, i.e., 5.4247 
(6.22) - 1.7164(4.26) - 0.4547(6.30) + 1.3450(8.55) - 2.9004 
(5.42) = 19.3448 whereas the mean value for the function in the 
case of Animal Science was obtained as -2.6296 and middle 
value for the two subjects is given as : 
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19.3448~(-2.6296) =8.3576 

All the students marks with the values of the discriminant 
function above 8.3576 would be assigned to Agronomy (or 
considered as Agronomy marks) and all others to Animal 
Science. 

The error of wrong classification would be computed as 
the area to the right of standard normal deviate. For example, 
the error of wrong classification for a student mark of Agro
nomy to be classified as Animal Science is obtained for the 
area above 8.3576 and the errors would follow normal distri
bution with mean as - 2.6296 and variance as DiS =21.9745 
with a standard normal deviate as, 

8.3576-(-2.6296) = 2.3438. 
"-/21.9745 

After entering into the tables of standard normal distribution, 
the area to the right of 2.3438 was obtained as 0.0096" which 
is the error of wrong classification. 

The discriminant function for separating the marks of Agro
nomyand Statistics was similarly obtained as 0.9671 Xl-
1.0371 Xa+0.4059 Xs+ 1.6866 X,-0.4301 Xs and the discrimi
nant function for separating the marks of Animal Science and 
Statistics was obtained as - 1.3479 Xl- 0.4363 X2+ 0.1871 
X3 +O.6048 X1+1.7734 Xs. The errors of wrong cl~ssification 

could also be calculated for Agronomy vs Statistics and Animal 
Science Vs Statistics as on the same lines of Agronomy Vs 
Animal Science. 

The discriminant functions are also quite useful in studies 
like discriminating small farmers from others in Agricultural 
Economics by taking several ancillary variates such as area 
under holding, net income, area under high yielding varieties, 
size of the family, area under irrigation, etc. 



CHAPTER 15 

INTRODUCTION TO PRO BIT ANALYSIS 

15.1. Introduction 
If X is a normal variate with mean p. and standard deviation 

X-JL 
u then -- follows normal distribution with mean zero and u 

standard deviation unity. The normal distribution with mean 
zero and standard deviation unity is known as standard 
normal distribution and its curve is shown in Fig. 15.1 given 
below. • 

o 
I--

15·57 

- CJIO -;5 -2 -1 

50:0 8+.1~ _ 100 

Fig. 15.1. Standard normal curve. 
In Fig. 15.1 the total area under the standard normal curve 
was assumed as 100 and the areas to the left of the values given 
onX-axis are given on the top line. For example, the area 
between-oo to + 1 is given as 84.13 per cent, -00 to 0 as 50 
per cent and- oc to -1 as 15.87 per cent and so on. The 

values X-p. on the X-axis are called normal equivalent deviates 
u 

or standard normal variates or deviates. The percentages given 
on the top line were worked out on the basis of standard 
normal distribution for each of the standard normal deviate 
and are available in statistical tables. On the other hand, if the 
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percentages of areas are available, the corr~sponding standard 
normal deviates could be worked out and are available in 
statistical tables (Fisher and Yates tables). The standard normal 
deviates were transformed to 'probits' by adding 5 to each of 
them to avoid negative values. The analysis based on these 
'probits' is called 'probit analysis'. 

The curve drawn between X-values and the corresponding 
area percentages resembles 'Sigmoid curve' assuming that X 
follows normal distribution and is shown in Fig. 15.2. Instead 
of percentages, if probits are considered on Y-axis the relation
ship between X-values and pro bits would tum out to be a 
straight line as shown in·Fig. 15.2 in place of 'Sigmoid curve'. 
The closer the points towards the straight line, the closer would 
be the approximation of X-values to the normal distribution. 
The transformation of percentages to probits was found useful 
in the analysis of biological, economic and psychological 
data. 

,/ 
,/ 

,/ 

't VALUES 

Fig. 15.2. Sigmoid curve. 

15.2. Analys:s of Biological Data 

~ 
./ 

To test the chemical preparation (stimulus) for its toxicity 
it would be applied at different levels of intensity to differ
ent batches of subjects at random. The batches of subjects 
should be of homogeneous nature and the environment under 
which they were to be maintained also should be uniform. For 
any subject there will be level of concentration of the chemical 
preparation below which response does not occur and above 
which response occurs. This level of concentration is known as 
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'tolerance' of the subject. In biological popUlations, the distri
bution of tolerances does not, i'n general, follow normal 
distribution. However, if'd' be the tolerance of the subject 
than 'log d' follows approximately normal' distribution. Here 
'd' is called dose in terms of actual concentration and 'log d'is 
called 'dosage' or 'dose metameter'. The curve drawn between 
'log d' on X-axis and percentage of the subjects killed 
(or effected) on Y-axis will be of 'sigmoid' type as shown in 
Fig. 15.3. 

Therefore, the relationship between log d and the pro bits 
corresponding to percentage killed would be of straight line 
nature as shown in Fig. 15.3 itself. The probit transformation 
is effected so that the statistical inferences could be drawn 
from the straight line with the help of linear regression 
analysis instead of 'Sigmoid curve'. The dose giving a 50 per 
cent kill is referred to as Lethal dose (L D 50) and 90 per cent 
kill as L D 90. Similarly the dose giving 50 per cent effected, 
90 per cent effected are denoted by E D 50 and E D 90 
respectively. 

y 

./ 
,/ 

./ 
./ 

./ 

logd 
Fig. 15.3. Sigmoid curve. 

15.2.1. Fitting a Probit Regression Line Through least 
Squares Method 

Let Y be the pro bit and X be the dosage than y = a + bX 
be the regression equation for the straight line connecting 
'dosage' and probits. However, there is an essential difference 
between fitting a usual regression line and the probit regression 
line. In the usual regression line the var (Y) at all values of 
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X is small whereas in the case of probit regression line the var 
(Y) wiJI be minimum at LD 50 and increases to infinity at 0 
per cent kill at one end and at 100 per cent kill on the other end. 
In order to minimize the effect of fluctuations of Var (Y), the 
values at each point are weighted with the inverse of variance. 
In the case of determining LD 100, the levels beyond this 
dosage will not contribute anything to the result. Similarly 
levels below zero per cent kill will not contribute but levels 
above and below LD 50 would contribute to the precision of the 
result. Hence more precision could be achieved for LD 50 
and therefore it is taken as 'potency' of the chemical prepara
tion and is generally considered as the important statistic. The 
·change in probit value for a unit change in dosage is termed 
as 'sensitivity' of the chemical preparation. The 'potency' and 
'sensitivity' of the chemical preparation are measured with 
the help of r~gression equation fitted to the straight line 
relationship given in Fig. 15.3. 

If Y =a+bX be the equation of a str,aight line for the 
relationship between 'dosage' and 'probits'. 'b' represents 'sensiti
vity' and 'm' represents 'potency' of the chemical preparation. 
The value of m can be obtained from the fitted equation 
Y =a+ bX by substituting 5 for 'Y' and obtaining the value 
of X. If 'P' be the probability of kill and 'Q' be the survival, 
the correct weighing coefficient is given by W=Z2/PQ where Z 
is the ordinate of the normal distrib1;ltion at P. The different 
values of ow' for different probh values of Yare tabulated in 
'statistical tables' by Fisher & Yates (1948). Since P and Q 
are the parameters it is difficult to obtain the values of w unless 
the equation of the straight line is known prior, which is not 
possible. One solution to overcome this difficulty is to· fit a 
straight line drawn close to the points of a scatter diagram 
and obtain values of m and b and provisional pro bits Yp and 
hence the confidence limits for m and b. 
. Another method is to draw approximate line to the scatter 

diagram and obtain provisional probits Yp and w. Another 
line would be drawn based on provisional probits and w, which 
is better than the first one. Provisional probits and w would be 
obtained using second line. A third line would be drawn using 
provisional probits and w. This process would be continued 
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till no further change in line is noticed. This method of fitting 
is known as 'Iterative process'. In practice, no more than two 
lines need to be drawn. 

EXAMPLE: The following Table gives the procedure for 
fitting the dosage mortality curve as well as to obtain the confi
clence limits for 'potency' and 'sensitivity' of a stimulant by 
taking the data based on the mortality of one day old male 
adults of Drosophila with phosphamidon in cabbage wrapper 
leaves stripping solution. In col. (2), of Table 15.1 d was multi
plied with 1 ()3 for taking logarithm in order to avoid negative 
values in logarithms. In col. (4), arithmetic mean of 3 replica
tions was taken. In col. (5) the percentages were corrected up to 
first decimal place. The empirical probits in col. (6) were 
obtained by entering into 'Statistical tables' by Fisher & Yates 
(1948) for different values in col. (5). The linear regression 
equation would be fitted for the values given in col. (2) as 
independent variate and the values in col. (6) as dependent 
variate. and this is given asY=1.81+1.74 X. Using this 
regression equation provisional probits would be obtained by 
substituting different values of X of col. (2) in the fitted regres
sion equation. Provisional probits could also be obtained direct1y 
from the graph itself. The values of w in col. (8) were obtained 
by entering into 'Statistical tables' for different values of 
provisional pro bits given in col. (7). The cols. (9) to (11) 
could be filled in easily. The values of PI were obtained from 
'Statistical tables' by reading backwards for the different values 
of provisional probits given in col. (7) .. The cols. (12) to (14) 
were furnished accordingly without any difficulty. The total of 
col. (14) is a X 2 and tested against tabulated value of X2 with 
(k-2) d.f. where Ok' refers to the number of batches of subjects 
and '2' refers to the number of constraints for constants em' 
and 'b' in the regression equation. Here X 2 measures the 
heterogeneity between the observed and expected number of 
subjects killed (or effected) and the heterogeneity factor is 
given by X 2/(k-2) which is denoted by 'C'. Here in this 
example X2 was found to be not significant at (5-2) d.f. 

The variance of b is given by 
1 1 

Var (b) = {'-~-n-w-X-2 ---;-(~-:-~::)2} = S.S(X) 



TABLE 15.1 

Amount of Log "V,!, of No. of Corrected Empen Provl- Weight 

Phosphanll- (d x 103
) Insects insects percentage cal pro hit slOl1al 11' 

don in I ml X per rep- killed mortahty Ye prohll 
of stripping IIcation (n) (average P YI' 
lin pg (d) of 3 rep/i 

cations) (r) 

(I) (2) (3) (4) (5) (6) (7) (8) 

0.20 2 30 20 160 80.0 5.84 5 81 .4964 
0.16 2.20 20 14.7 73.5 5.63 5 64 .5474 
0.08 1. 90 20 10.7 53.5 5.09 5.12 .6329 
0.04 1 60 20 6.7 33.5 4.57 4.59 .5986 
0.02 1.30 20 3.7 18 5 4.10 4.07 .4616 
Control 20 0 0 

SOllrce Ramasubbalah, K (1971). Ph.D Thesis is approved by 1 A.R.I., New Delhi 

The fitted regression equation is y = 1.81 + 1.74 X. 

mv nwX nw.lY'? 

(9) (10) (11 ) 

9928 22.8344 52.5191 

10948 24 0856 52.9883 

12.658 54.0502 45 6954 

11. 972 19.1552 30.6483 

9.232 12.0016 15.6021 

54.738 102.1270197.4532 

PI ~ J 

(r -np'r 
p/ r-npl 

IIp'q' 
100 

(12) (13 ) ( 14) 

.792 0.16 .0078 
739 -008 .0016 

.548 -026 0.136 

.341 -0.12 .0032 
176 o 18 .0112 

0.0374 = X2 
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00 
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= 1 9 - =0.1447 

[
197 4532- (l 02.1270)-] 

. 54.738 

and the confidence limits for 'W the popUlation regression co
efficient (or sensitivity) are given by 

b±1.96v'Var (b)=1.74± 1.96v'0.1447 =(2.4856,0.9944). 
Assuming X 2 found to be significant, the corrected variance of 
b is C X2 .0374 
VI (b) = S.S(X) where C = (k-2) = -3- = 0.125 

= 0.125/6.9105 = .0018 
The confidence limits for' B', the sensitivity in the population are 

b±t JVI(b) = 1.74 ± 3.IS2 J.OOIS = (1.S75, 1.605) 

where t is the tabulated value of t with (k-2J d.t at ::> per cent 
level of significance. 

The confidence limits of 'potency' in the population 'M' are 
m ± 1.96v'Var (m). The value of m is obtained by substituting 

,. 
Y=5 in the regression equation Y= 1.81+ 1.74 X, m=1.8333 

1 5" 1 (m-X)2( 
where Var (m) =-b2 ~ '~nw + s.s(xf 5 

and X =_~nwx , 
~nw 

1 5" 1 (1.8333-2.0577)2( 
Var (m) = (1.74)2 ~ 54.738 + --6-:-9105 - 5 

=0'008441 
Therefore, the confidence limits for potency are 

1.8333 ± 1.96v' .008441 =(2.0134, 1.6532) 
The correction for heterogeneity would be used for Var (m) in 
case X 2 found to be significant. The procedure for this is given 
in the following section 15.3. 

15.3. Maximum Likelihood Method 
If q, is the probability density ()f the observations then the 

likelihood of the parameters occurring in q, is defined to be any 
function proportional to q" the constant of proportionality being 
independent of the parameters. The principle of maximum like
lihood consists in accepting as the best estimate of parameters, 
those values pfthe parameters which maximise the likelihood for 



TABLE 15.2 

Amount of Log No. of No. of Corrected Empen Provi- Weight nw nwX Working nw Yw nw X Yw 
Phosphami- (d x 103) insects insects percentage cal pro bit sional w probit 
don in =X per rep- killed mortality Ye pro bit Yw 
of stripping lication (n) (average P ~ 
un J.lg (d) of 3 rep/i 

cations 1 ml) (r) 

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11 ) (12) (13 ) 

0.16 2.20 20 17.0 85.0 6.04 6.08 .4115 8.230 18.106 6.27 51.6021 113.5246 

0.08 1.90 20 15 0 75.0 5.67 5.59 .5602 11.204 21.2876 5.67 63.5267 120.7007 

0.04 1.60 20 10.6 53.0 5.08 5.11 .6336 12.672 20.2752 5.09 64.5005 10.2008 

0.02 1.30 20 7.0 35.0 4.61 4.63 .6052 12.104 15.7352 4.62 55.9205 72.6966 

0.01 1.00 20 4.0 20.0 4.16 4.15 .4870 9.740 9.7400 4.16 40.5184 40.5184 
Control 20 0 

53.950 85.1440 276.0682450.6411 

Source: Ramasubbaiah. K. (1971). Ph.D. thesis approved by I.A.R.I., New Delhi, y = 2.54 + 1.61 X. 

The working probit is obtanied as y (-P/Z) + P/Z. 
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a given set of observations. The maximum likelihood estimates 
satisfy such important properties as consistency, efficiency 
and normality when the size of sample is large. Therefore, this 
method is preferred though it involves more computations. The 
procedure for fitting the dosage mortality curve and the 
confidence limits for 'potency' and 'sensitivity' are given in 
the Table 15.2 .by taking the data based on the mortality 
of one day old male adults of Drosophila with Phosphamidon 
in bhindi leaf stripping solution. The cols. (1) to (6) would be 
furnished in a manner as described in Table 15.2. The provisional 
probits are obtained from the graph by fitting an eye fit of the 
straight line in col. (7). The values of w would be obtained by 
entering to 'Statistical tables' for different values of provisional 
probits. The cols. (9) and (10) would be furnished without any 
difficulty. The working probits in col. (11) could be read from 
the 'Statistical tables' for different values of provisional probits 
given in col. (7) as follows: 

Minimum working probit + -1~0 X (range) 

The 'minimum working probit' and 'range' values are obtained 
by entering.into 'Fisher and Yates tables'. 

The 'potency' and 'sensitivity' and their confidence limits are 
computed for a chemical preparation as follows: 

lnwXY _ (~nwX) ,(l:nwYw) 
~nw = S.P (XYw) 

--~-nw-X-2-_-""(~~n~w-=-X~)2"--- s.s.(X) 
~nw 

Sensitivity, b 

[ 
(85.144)(276.0682)] 

450.6411- 53.950 

= (85.144) = 1.7503 
142.9157 -~---<-

53.950 
1 1 

Var (b) = ----;----. =--:--:-
(I:nwX2) S.s(X) 

I:nwX2 - -!.------'

I:nw 

= =0.1171 
8.5413 

The confidence limits for '13' the sensitivity in the population are 

b ± 1 1.96 ~Var(b) = 1.7503 + 1.96'.[l0T = (2.4210, 1.0796) 
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The heterogeneity between the observed and expected number 
of subjects killed (or effected) will be measured by X 2 which is 

X 2 =)" ~nwY2w- p~~~Y2w) ( _ 
2 ~nw 5 
b)~nwXYw- (~nwX) (~nwYw) ( 

L ~nw 5 
== S.S.(Y) - b [S.P. (XY w)] 
== [14.38.9584- (276.0682iI53.950] - 1.7503 (14.9497) 

== 0.12 
This X2 would be tested with tabulated X 2 with (k-2) d.f. at 5 
per cent level. Here X 2 is found to be not significant at 5 per 
cent level. If X2 is found to be signific~nt, a correction would 
be applied to V (b) i.e., 

VI (b) C 
S.S.(X) 

X2 --
where C = (k-2)' The confidence limits for 'Ware b ± tvVl(b) 

where 't' is the tabulated value of t with (k-2) d.f. at 5 per cent 
level of significance. 

From the regression equation, we have 

Y=Yw + b (m-X) 
Y-YW -

Therefore, m = + X 
b 

where em' is the 'potency' of a chemical preparation cGrrespon-
ding to LO 50 and 

L.nwYw 276.0682 
Y w = L.nw = 53.950 == 5.1171 

- == 85.144 = 1.5782 
X 53.950 
b == 1.7503, m == 1.6451 

Th~ potency of a chemical preparation for LO 50 

= Anti log 1.6451 = .04417 
103 

Similarly the concentrations for LO 90 and other levels could 
be computed from the regression equation by substituting 
LO 90 in place of m, where LO 50 apd LP 90 are the ~OS((S 
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giving a per cent killed of 50 and 90 respectively. The confidence 
limits for m are given in section 15.2 when Xi is not found 
significant. If X2 is found significant, the exact confidence 
limits are 

h (m-X) t A I[l_h Cm-X)IlJ 
m+ I-h -± b(l-hYV ~nw+ S.S.(X) xC 

h h t2C C X2 d ". h b 
were = b2 [SS(X)]' = (k-2) an t IS t e ta ulated 

value oft with (k-2) d.f. at 5 per cent level of significance. 
Since X2 is not found to be significant, the confidence limits for 

'potency' are m ± 1.96\1Var (m) 1 [1 (m-X)II ] 
where Var (m) = b2 ~nW+. s.s. (X) 

1 [1 (1.6451-1.5782)] 
= (1.7503)2 53.90 + 8.5413 

=.0062 

The confidence limits are 1 .6451 ± 1 .96 ../.0062 
. . = (1.7994, 1.4908) 

Slmlla~ly the. potency of a. ch~mical preparation corresponding 
to LD 90 IS obtamed by substltutmg for Y = 9 in the relation. 

15.4. Application to Economic Data 
Bal and Bal (1973) used probit analysis in forecasting the 

demand for fertiJizers for wheat crop in Punjab. Let Du be 
demand of i-th fertilizer in the t-th year, At be the area under 
wheat (hectares) in the t-th year and Fu be the amount (kgs) 
of i-th fertilizer to be used in one hectare in the t-th year, 
then we have 

Du=At. Fu 
Let A be the total cultivated area and is assumed to be constant. 

To estimate the total demand for fertilizers it is required to 
estimate the total area under wheat and the amount of fertilizers 
to be used per hectare for future years. 

Let Ftlr, Fuo, Ftla. be the amounts of i-th fertilizer dose to 
be used in one hectare in the t-th year according to recom
mended dose, optimum dose and average dose respectively. 
For definitions of recommended dose, optimum dose and 
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average dose lease refer- to Bal and Bal (1973). If the points are 

(At (Ftr 100), 
plotted with each of the percentages as ~ I 00) , 

(Ftla 100) 
F on the Y-axis and time, t on the X-axis the figures obtanied 

t1 r 

by joining these points assumed to follow 'Sigmoid curve' in case. 
Then transformation of 'percentages' to 'probits' make 'sigmoid 
curve' to straight line relationship in each situation. 

Therefore, the probit regression lines are 

(At.IOO) 
Probit A = ao + all 

(Ftla 100) 
Probit ---'----F-....:... = Co + cit 

tl r 

Each of the above equations can be fitted by choosing two points 
on the time scale in the usual process. With the help ofthese equations 
for amount offertilizers per hectare as well as area under wheat can 
be made using different values of 1. Hence the total demand for 
each type offertilizer could be worked out wit the help of the relation 
011 =Ar Ftl · 

APPLICATIONS 

1. Subbaratnam (1979) computed LT 50 and LT 90, values by 
taking 'Time' as a factor in place of 'dose of insecticide' in dosage 
mortality curve. LT (50) was defined as the lethal time required to 
arrive at 50 percent mortality and LT 90 was defined as lethal time 
required to arrive at 90 per cent mortality on the number lapsed 
days (X). 
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2. Rao (1982) also worked out the percentage reduction of 
residue and half life value. Half life value was defined as the "time 
required for half of a given quantity of the material to dissipate". 
This was obtained with the help of regression equation 

Y=a+bX 
where Y = log of residue (ppm) 

X = elasped days after treatment 
a = log of initial deposit 
b = slope of the line 

TI12 = log (e)/k 
where k = b x 2.303 (Gunthar and Blinn (1955) 

T 1/2 = Time required for half of a given quantity of 
the material to dissipate (Half-life). 

3. Rao (1982) prepared standard dosage mortality curves with 
the test organism, Drosophilas malanogaster Meig. Insecticidal 
solutions of monocrotophos (l-lg/ml) (0.2, 0.3, 0.4, 0.6, 0.8, 1.0 
and 1.2), quinalphos (l-lg/ml) (0.005, 0.01, 0.015, 0.020, 0.025, 
0.030 and 0.035). phosalone (I-lglml) (0.2, 0.3, 0.4, 0.6, 0.8, 1.0, 
1.2, and 1.4) and carbaryl (I-lg/ml) (0.4, 0.6, 0.8, 1.0, 1.2, 1.4 and 
1.6) were used. For each concentration, three replications were 
maintained. For preparing the standard dosage mortality curve, one 
day old male vinagar flies were utilised. Mortality counts were made 
18 hours after exposure in all the concentrations and control. The 
resulting mortality data were subjected to probit analysis. 

He also worked out the safety, interval for the permissible 
consumptions of crops sprayed with insecticide using the formula. 

where 

(log K2 -log tol) 
t. to I = -'-----=-----<

K, 

ttol = minimum number of days to lapse before the insecticide 
reaches the tolerance limit. 
K2 = initial deposit (ppm) 
tol = tolerance limit of the insecticide 
KI = regression coefficient of the equation ofRL 50 of 

log ppm residue (Y). 
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CHAPTER 16 

EXPERIMENTAL DESIGNS 

16.1. Introduction 
When more than two treatments are under study t-test has 

to be performed for every pair of treatments for testing the null 
hypothesis. Sir R.A. Fisher developed a technique called Analysis 
of variance with which the simultaneous comparison of any 
number of treatments is possible. Here treatments are known 
as the objects of comparison. In the Analysis of variance 
technique, the variances due to different sources of variation 
were analysed and tested 'Yith F-test for the null hypothesis of 
equality of treatment means in the population. Before proceed
ing to discuss the analysis of variance technique in detail some 
of the concepts used are studied. 

(i) Randomization: Random allocation of treatments to 
different experimental units is known as Randomization. All the 
experimental units will be listed and a number from random 
number tables will be taken and the first treatment will be 
allotted to the experimental unit having the serial number equal 
to random number. This is further explained in Section 16.4. 
Randomization ensures the validity of statistical tests like 
F-test, t-test, etc. It may be recalled that one of the assumptions 
in two-sample t-test is that the samples are drawn independently 
and at random. Similarly F-test is not applicable unless 
treatments are not allotted at random to different experimental 
units. " 

(it) Replication: Repetition of treatment to different 
experimental units is known as Replication. Replication of 
treatment reduces experimental error. The standard error of 

treatment mean is ~ r- where 'a' is standard deviation of 

treatment in the population and r is number of replications. As 
r, number of replications, increases the standard error of mean 
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decreases. Also in the analysis of variance the replication of 
treatments provides estimate of experimental error which is 
essential for the application ofF-test. 

(iii) Local control: Grouping of homogeneous experimental 
units is known as 'local contro!'. The 'local control' helps in 
reduction of experimental error. In agricultural field experi
ments, the neighbouring plots expected to have homogeneous 
environmental conditions such as soil fertility, depth of soil, etc. 
and hence the neighbouring plots could be grouped into blocks. 
In 'animal experiments animals having same age, litter, sex, 
lactation, etc. could be grouped. This grouping of homogeneous 
elCperimental units will reduce the experimental error as the 
differences between blocks can be removed from the experi
mental error in the analysis of variance table. 

J.6.2. Uniformity Trial 
This is conducted in a field to know the nature of the soil 

fertility gradient. In fact the uniformity trial is conducted on a 
site where an actual experiment is contemplated for minimizing 
experimental error using the concept of 'local contro!'. In this 
method the experimental field was divided into smaU plots of 
equal size, shape and uniform cultural operations includ
ing treatments would be given to each of the plots in the. 
field. The yields of all the plots _ would be recorded. The 
differences.in yields for the different plots were attributed to 
the differences inherent in soil fertility .of the field. The 
coefficients of variations could be obtained by taking different 
combinations of neighbouring sJ;llaU plots along ana' across row. 
For example, along and across row tne number of plots would 
be taken as (1, 1), (1, 2), (1, 4), etc. Simiiarly ,plots across and 
along row can be taken as the combinations (1, 2), (1, 4) etc. 
The coefficients of variations could be arranged in a two-way 
table'with number of plots along row on on~ side 'B.~d number 
of plots across row on the other side. It is generally observed 
that· the more the number of smaller plots the less is the 
coefficient of variation. In this experiment, the average yield 
per plot for the entire experiment is considered' as zero and the 
above average yields of plots would be considered as positive 
values and the below 'average yields would be taken' as neglcltive 
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values. Let Y be the average yield of all plots considered in 
the experiment and Y 1 be the yield of 1st plot then the fertility 

gradient can be worked out as (Y1-Y) x 100. Similarly the . Y 

fertility gradient for the second plot would be(Y2-Y) X 100 
Y 

where.Y 2 be the yield for the 2nd plot in the experiment, etc. 
These fertility gradient percentages would further be divided 
into groups of equal size with say, 10 per cent as the size of 
each group. The diagram showing these fertility gradient 
percentages is known as 'fertility contour map' and is shown in 
Fig. 16.1. 

Fig. lc;.t. Fertility contour map. 

16.3. Analysis of Variance 
The observational value in an experiment can be assumed to 

be the sum of the components such as (i) general mean, (ii) the 
effect of the treatment applied, (iii) the environmental effect ,and 
(iv) the residual effect. The residual effects might be due to 
extraneous causes which are not foreseen before hand. This 
'residual effect' is also known as 'experimental error'. The rela
tion between observational value and the different components 
of variation is denoted by the following 'mathematical modeP 

Yljp = Il + tltl + ~j + Eup (16.1) 
where Yljp represents the observational value on the p-th· 
experimental unit in the j-th block of i-th treatment for i= 1, 
2, ... , t, j=l, 2, ... r, and p = 1,2, ... , k where p is the total 
number of experimental units in each block and 'j./.' refers to the 
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general mean, exl the effect of i-th treatment, r;J the effect of 
j-th block and EIJp the residual effect (the experimental 
error) for the (i, j, p)-th unit. In the model p, exl, r;J, are 
liilknown constants (parameters) based on population values. 
These are estimated with the help of 'least squares method'. 
Since the model (16.1) is a general one for most of the designs 
except in the case of 'split plot' and 'incomplete block' designs, 
where in some additional assumptions are to be made. For 
procedure of estimating the different parameters in the model 
and.their test of significance by 'least squares method' the reader 
is advised to refer to Cochran and Cox (1957). 

16.3.1. Assumptions underlying in the Analysis ol"variance model: 
(i) The treatment and block effects in model "16.( are additive. 
That is, the difference between true e1fects of any two ·'treatments 
is Same for all the blocks. In other words the comparison 

. between any two treatments can be made irrespective of wbether 
they are in the same block or in different blocks. 

(ii) The residual effects, (experimental errors) EIJP'S are 
independent from observation to observation and are assumed 
to follow normal distribution with zero mean and common 
variance all. Additional assumptions are also made' for the 
designs 'Split plot' and 'incomplete block' but they are not 
discussed here. 

16.4. Completely Randomized DeFign 
This desi.sn is useful when the experimental material (or 

experimental field) is of uniform nature. Since for the pot 
culture experiments and laboratory experiments, the experimental 
material is expected to be uniform in nature the completely 
randomized design is often used. The completely randomized 
design is not much used in field experiments because the 
experimental field may not be uniform in soil fertility, etc. 
Though the method of analysis described here is for field experi
ment it is also identical for potculture, laboratory and animal 
experiments. 

The experimental field is divided into plots of equal size 
either of rectangular or square shape. The net plot size may be 
taken as 5 x 4, 6 x 4 sq. metres, etc. according to the situation. 
Let i-tli treatment be repeated f1 times for l:n = n. Thus there 
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are in all n experimental units. The field layout is shown in 
Fig. 16.2. Each treatment would be allotted to the plot in the 
field at random by listing all the plots serially from 1 to n with 
the help of random number tables. 

The procedure of consulting random number tables is 
described in Chapter 17. If a particular random number comes 
in the selection, the first treatment would be allotted to the plot 
having serial number equal to that random number. Similarly 
the second treatment would be allotted to the plot correspond
ing to the second random number. This procedure would 
be continued till all the plots in the field are exhausted. In 
other words any treatment may occur any where in the 
experimental field. The additive model of Analysis of variance 
is Yu = p. + «1 + Eu where!L be the general mean, «1 be the 
effect of i-th treatment, Eu's are experimental errors which 
are independent and normally distributed with mean zero and 
common variance 0'2 and Ylj be the observational value on the 
j-th unit of the i-th treatment for j= 1,2, ... n ; i= 1,2, ... , t. 
The method of analysis is given as follows: 

.---
1 2 :3 . . . 

F== = = = -

;::::::::;: = = = 
,.------ --- = l-

. . . . . n 

Fig. 16.2. Completely randomized design. 

Gt 
Correction factor (C.F) =

n 

where G is the total of the observational values for all the n plots. 
Total sum of squares (T.S.S) = ~ y21J - C.F. 

i,j 
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t T2 
Treatment sum of squares (Tr.~.S) = 1; __ 1_ - C.F. 

i=1 rt 

where Tl is the total of i-th treatment and is based on f1 

experimental units (i= 1, 2, ... , t). 
Error sum of squares (E.S.S)= (T.S.S.)-(Tr.S.S). Further 

a,nalysis would, be carried out by furnishing .the .above sum of 
squat;es in the following analysis of variance table. 

Null Hypothesis: ot1 = (XI = ... = a-t 

Source 

Treatments 
Error 
Total 

TABLE 16.1. ANOVA TABLE 

d./. Peal Flab (d.l) 

t-l Tr . M.S/E.M.S (t-l), (n-t 
n-t 
n-l 

where Tr. M.S. = Tr. S.S/(t -I), E.M.S. = E.S.S./{n-t) 
CoNCLUSION: It F (calculated) ~ F (tabulated) \ with (t-I), 

(n-t) d.f. at chosen level of significance, the null hypothesis is 
rejected. That is, there is significant difference between treat
ment effects. Otherwise, the null hypothesis is accepted. If the 
null hypothesis. is rejected, the pairwise comparison of treatment 
means will be done by computing critical difference (C.D.) when 
the number of replications for each treatment is same and is 

given by t (tab. at error d.f) x v'2{E.M.S) where r1 = rl ... 
r 

=rt = r. The treatment means are arranged first in descending 
order of magl).itude •.. If the difference betw~en th~.two treatment 
means is less than the C.D. value, then this is indicated by draw
ing underline connecting those two treatments, otherwise not. 
This is shown in the following Fig. 16.3. 

Tt 

Fig. 16.3. 

When the number of replications are unequal for the treatments 
the usual student's t- test would be conducted for testing the 
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significant difference between each pair of treatment 
means by taking standard error for the difference between 

u-th and v-th treatl!lent means A / E.M.S. ( ~+ 1 ) where 'V ru rv 
ra and rv are replications for u-th and v-th treatments 
respectively. 

The standard error (S.E) of treatment means is=y (E.~.S.) 
when the number of replications are equal for each treatment 

d CV .JE.M.S.: 100 h (CV' h ffi' f an .. = x were .. ) IS t e coe Clent 0 
GIn 

variation in the experiment. 
It was observed in some cases that even if F-test shows no 

significant difference between all the treatment means student's 
t-test indicates significant difference between some pairs of treat
ment means. This might be due to the fact that some non
independent comparisons were made at the same chosen level of 
significance. The independent comparisons are those where 
there is no common treatment mean between the different 
comparisons. For example, if there are four treatment means such 
as Tit T2, Ta and T4 the independent comparisons are (TI-T2l 
and (Ts-T4) or (TI-Ta) and (T2--T.) since there is no common 
treatment mean either in the first pair or in the second pair. 
However, (TI-T0 and (T2~T3) are non-independent compari
sons. Whenever non-independent comparisons are involved the 
level ofsig~ificance would become more than the chosen level of 
significance. Cochran & Cox (1957) pointed out that in such 
cases with three treatments the observed value of t is greater 
than the tabulated in 13 per cent of the cases, with 6 treatments 
it would be about 40 per cent, with 10 treatments it would be 
about 60 per cent and for 2.0 treatments it would be as large as 
90 per cent. In' other words if three treatments are compared 
at 5 per cent level of significance the actual level of significance 
would be 13 per cent. To avoid this difficulty Duncan 
suggested multiple range test and is given in the next section. 

16.4.1. Salient features of completely randomized design: (i) This 
design is, most commonly used in laboratory experiments such 
as in Ag. Chemistry, Plant Pathology and Animal experiments 
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where the experimental material is expected to be homogeneous. 
(ii) This design is useful in Pot culture experiments where 

the same type of soil is usually used. However, in Greenhouse 
experiments care has to be taken with regard to sunshade, 
accessibility of air along and across the bench before proceeding 
to analyse the experiment. In these experiments randomized 
block or latin square design may be more suitable. 

(iii) Any number of re}:)1ications and treatments can be 
used. The number of replications may vary from treatment to 
treatment. 

(iv) The analysis remains simple even if information on 
some units are missing. 

(v) The only draw back with this design is that when the 
experimental material is heterogenous, the experimental error 
would be inflated and consequently the treatments are less 
precisely compared. The only way to keep the experimental 
error under control is to increase the number of replications 
thereby increasing the degrees of freedom for error . 

. 16.5. Duncan's Multiple Range Test 
This is a mUltiple comparison test to compare each treatment 

mean with every other treatment mean. The confidence level 
will be kept at 95 per cent for the sets of two means, (0'95)2 i.e., 
90125 per cent for sets of three means, (0.95)3 i.e. 85.7 per cent 
for sets of four means, etc. The decrease in level of confidence 
for the increase in sets of means makes the 'Multiple range test' 
more sensitive than the usual least square difference (L.S.D) test 
for the detection of real differences between treatment means. 
The different 'significant studentized ranges (S.S.R) at 5 per cent 
and 1 per cent levels at different error d.f. 's were given by 
Duncan (1955). Let Rp be the 'least significant range' for the 
'p' treatments for p = 2, 3 .. , then 

Rp = V (E.~.i).) X (S.S.R) ... (16.2) 

where (S.S.R) is the 'significant studentized range' and r is the 
number of replications for each treatment. 

The treatment means are arranged in descending order of 
magnitude and the differences between every pair of treatment 
means are compared with Rp values. For example, there are 4 
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treatment means which are arranged in discending order of 
magnitude as T2 T4 T~ Ta. The difference between 1'"2 and 'fa 
would be compared with R4 since between T2 and Ta there are 
4 treatment means involved as a closed interva1. Similarly Ra 

would be used comparing 1'2 with Tl and R2 for 1'2 and T4• If 
there is no significant difference between any two treatment 
means it would be indicated by underline otherwise not. This 
test can be applied without resorting to F-test. For further 
reading on this topic, please refer to Federer (1967). 

(;) Confidence intervals: Let Tl,Tc be the treatment means 
for i-th treatment and control respectively. then the confidence 
intervals for the difference between them is 

(Ti":""Tc) ± tD X V 2(E.~.S.) (16.3) 

For the procedure of partition of treatment sum of squares, 
the reader is advised to refer to Cochran and Cox (1957). 

16.6. Transformations 
The important assumption underlying in the analysis of 

variance model is that experimental errors are independently 
distributed with constant variance (12. To ensure that experimental 
errorS are independent from unit to unit, randomization 
is done in the allocation of treatments in the experiment. 
However, some times the experimental errors may not have 
common variance and may not follow normal distribution due 
to several rpasonS. These variations of experimental errors are 
of two types. One is called 'irregular' and the other as 'regular' 
type. 

(0 Irregular variations: The irregular variation of experi
mental errorS may occur due to certain irratic variation by one 
or two treatments from others. For example, the control plots 
may give more variation than the other plots in the insecticide 
~praying experiment. The error mean square may be inflated due 
to more variation of the control plots. Consequently the 't~ij' 
differences between the different insecticides may not be prC:·F·.-}ily 
detected. This sort of irregular variation in the experiI )I"ntal 
errors can be tackled by subdividing the sum of squares for 
error. The student's t-test could be used with different 
standard errorS for different pairs of treatment mc;ans, 
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(ii) Regular variations: Here the Lreatment means are related 
with their variances in some order. If the distribution in the 
parent population is known then the relation between treatment 
means and variances could be known. In order to make the 
experimental errors follow normal distribution some transfor
mation could be applied to the original data so that the 
transformed data follow at least approximately normal distri
bution. The following are some of the widely used transfor
mations. 

16.6.1 Square root transformation: If the original data follow 
approximately poisson distribution wherein the mean and 
variance are equal, the square root transformation is useful in 
bringing the original distribution to norma] distribution. 
For example, the number of plants infected with a 
particular disease in a given area, the number of insects of a 
particular species in a given area, the number of noxious (or 
weed seeds) in a sample of seeds, the bacterial colonies on a 
plate count, etc. follow poisson distribution. In these cases vY 
transformation is recommended for Y, (the original data) when 
the original values lie between '0' and '20'. However, when the 
original data. consist of zeros, the V (Y + !) Of\,r (Y + I) tranS
formation is used. After the transformation is effected, the 
usual analysis of variance would be carried out. 

16.6.2 Angular transformation: When the original data follow 
Binomial distribution wherein mean is related with variance, 
the experimental error variance is bound to change 
from one treatment mean to another. In such ,case Angular 
transformation of Sin -IV Y would be used for Y to stabilize 
variance so that the transformed data follow approximately 
nO.rmal distribution. This transformation requires the original 
data in percentages since the original data assumed to follow 
Binomial distribution. 

16.6~3 Logarithmic transformation: Here log Y or log (Y + 1) 
is used for Y the observational value in the original data. If the 
original data are in large numbers where the variances of 
tr~tIIrent ~eans are proportional t9 the sq.uare of the tre~tllle~t 
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means the 'logarithmic transformation' is used to stabilize 
variances. If 'zero' values, present in data log (Y + 1) transfor
mation is used instead of log Y. This transformation is useful for 
Economic data like income. log (Y + 1) transformation behaves 
like V (Y +1) transformation for small values up to 10 and 
differs little from log Y there onwards. 

16.6.4 Reciprocal transformation: This is to use 1tY for Y, the 
observed value in the original data. The variances would differ 
from treatment to treatment if 'time' is a characteristic under 
study. In this situation reciprocal transformation converting 
the original values to reciprocals would bring stabilization to 
the variances of the treatments. 

16.7. Randomized Block Design 
In this design the whole experimental field is divided into 

blocks of homogeneous units based on soil fertility, etc. This 
grouping is done in such a way that there would be more 
homogeneity within blocks with respect to soil fertility so as to 
reduce the error Sum of squares in the analysis of variance. Th. 
knowledge of the fertility gradient in the experimental field can 
be ascertained either through uniformity trial or through the 
results of previous experiments conducted on the same field.
Since the neighbouring plots are expected to be having uniform 
fertility gradient they would be grouped in blocks in such a way 

BLOCK 1 2. 

2. 4 6 

1 ( t-2.) 2 

t 5 (t-2) 

, , , 
, , , 
, , , 
, , , 

(t-l) 1 4 

PiS. 16.4.- Random~e<,\ blQYk desi~n. 
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that if the fertility gradient of the experimental field is in the 
direction of North to South the blocks would be formed in the 
direction of East to West as shown in Fig. 16.4. Similarly the 
fertility gradient is in the direction of East to West the blocks 
would be formed in the direction of North to South. However, 
in Animal Husbandry experiments, the grouping of animals 
can be done on the basis of litter, Sex, initial body weight, etc., 
This design is also called as one-way elimination of heterogeneity 
design or two-way classification of analysis of variance in 
laboratory and animal experiments. The additive model of 
Analysis of variance is 

Yup = p. + IXI + ~J + Eup (16.4) 
where YIJP be the observational value on the p-th unit of the 
j-th block in which i-th treatment oCcurs for i = 1,2 ... , t; 
j= 1,2, ... r; p= 1, 2, ... , k; 1£ be the general mean, IXI be the 
i-th treatment effect, ~J be the j-th block effect and Eup'. arc 
experimental errors which are independently and normally 
distributed with zero mean and common variance a2• Here the 
randomization is restricted in one-way in the sense that all the 
treatments are applied to each block at random. Since all the 
treatments occur once in each block making block as a complete 
replication. The differences in blocks are eliminated from the 
experimental error for'effective comparison of treatment means. 
The procedure of computing F-test is as follows: 

0 2 
C.F. = It 

where G is the total of the observational values of all the rt 
experimental units assuming that k=t in the model (16.4) 

Total sum of squares (T.S.S) = ~ YuL.C.F. 
i,j 

where Yu by the observational value on the experimental unit 
having i-th treatment in the j-th block. 

Block sum of squares (B,S,S)=1 Bt - C.F. 

where BJ is the total of the j-th block. 
~ TI2 

Treatment sum of squares (Tr.S.S)= 1 r-C.F. 

where Tl is·the total of the i-th treatment. 
Error sum ofsquaf~s (E,S.S) = T.S.S - (B.S.S + Tr.S.S). 
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The above sum of squares would be furnished in the follow
ing ANOVA Table for carrying out the F-test. The different 
mean squares are obtained by dividing the sums of squares by 
corresponding degrees of freedom. 

Null Hypothesis: (i) All treatment effects arc equal. 

Source 

Blocks (replications) 
Treatments 
Error 
Total 

TABLE 16.2. ANOYA TABLE 

tl./. Feal 

r-l B.M.S/E.M.S 
t-l Tr.M.S/E.M.S 

(r-l) (t-l) 
rt-l 

Ft.b d./. 

(r-l). (r-l) (t-l) 
(t-l). (r...,.l) (t-l) 

CoNCLUSION: If F (calculated) > F (tabulated) with corres
ponding d.f. at chosen level of significance, the null hypothesis 
is rejected. If F (calculated) is found significant, the critical 
difference (C.D.) would be computed for the pair-wise compari
son of treatment means. If L.S.D. test (or C.D.) is not suitable 
Duncan's multiple range test may be applied. The C.D. for 

treatment means is given as t (tab. error d.'.) X V 2 (E.~.S.). 

The C.D. is compared with the difference of treatment means 
by arranging them in discending order of magnitude. 

16.7.1. Some salient features of R.B. design: (i) This design 
is widely used in Agricultural field experiments. (ii) Any number 
of replications can be used in the experiment. (iii) This design 
is more efficient"in general, compared to C.R. deSign since the 
replication sum of squares would be eliminated from error sum 
of squares which result in efficient comparison of the treatments. 
When the experimental unit is one for each treatment in a block, 
the error sum of squares is nothing but the interaction sum of 
squares of treatments and replications. (iv) If any treatment 
shows irratic variation (or irregular type of variation), the error 
sum of square can further be sub-divided into single d.f. and 
the comparison of treatments can be done. (v) Even if some 
treatments arc missing in one or more blocks, the statistical 
analysis can be performed with the help of 'missing plot techni
que'. H the number of missing unit~ arc; more; in any partic~lar 
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block, the statistical analysis can still be done by removing the 
entire block from the analysis. (vi) If certain treatments are to 
be repeated in a block each of those would be applied to two 
units in every block. (vii) In the Greenhouse experiments if the 
access of air current and sunlight are across the bench then the 
block would be formed along the bench and vice-versa. (viii) In 
animal husbandry experiments the characteristics like age, sex, 
vigour, litter, breed, etc., could be con.sidered for forming 
blocks. Milks of the same fat content would be considered as 

. blocks in dairy experiments. Shelves of the g~rminator could be 
blocks in Horticulture experiments. Soils of same type would 
farm b)o~;ks in soil science experiments. 

16.7.2 Missing plot technique: Certain observations will be 
missing in the experimental data due to floods, rodents, failure 
to record, etc., in field experiments; death of an animal due to 
sickness in the animal husbandry experiment; breakdown of an 
equipment in the laboratory experiment, etc. In such situations 
parameters can be estimated by the 'least squares' procedure 
based on the observations present. Since this method is compli
cated, Yates suggested a procedure to insert a value for each 
missing observation. The total and error d.f. would be reduced 
to the extent of number of missing units. However, the analysis 
of variance would remain simple as before. 

If a single value is missing in randomized block design it can 
be substituted by the value 

Y _ r R + t T-G (165) 
- (r-l) (t-l) . 

where r, t be the number of blocks and treatments respectively. 
R be the total of the units in the block in which missing unit 
occurs, T be the total of the remaining units of the treatment' 
which is missing and G be the grand total. In the analysis of 
variance, 1 d.f. would be subtracted from the error and total 
d.f. The inflation in the treatment sum of squares is to the 
extent of 

tR-(t-l)Y]2 
t (t-l) (16.6) 

where Y is the value obtained for the missing unit obtained from 
(16.5). The standard error of the difference between the treat
ment mean with a missing unit and other trQatDle~t Dleaq i$ 
given as 
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V 1!.M.S. [ ; + r (r_l
t
) (t-I) ] (16.7) 

16.7.3. Estimation of gain in efficiency over completely rando
mised design: The error mean square expected in case when the 
one-way elimination of heterogeneity is not used is 

E.M.S. (C.R) = nr (B.M.S) + (nt + ne).(E.M.S) (16 8) 
nr + nt + ne .... 

where nr. nt and ne are the d.f. for blocks. treatments and error 
respectively in R.B design. 

Efficiency of R.B. design over C.R. design = 

100 X E.M.S (C.R.) (n1 + 1) J~L+.--1L 
E.M.S (R.B.) (n2 + 1) (nl + 3) 

h 
(nt + 1) (n2 + 3) 

were (n2 + 1) (nl + 3) is called the precision factor and nt, 

n2 are the error d.f. for R.B and C.R designs respectively. 

16.8. Latin Square Design 
Since Latin letters like A. B. C, etc., are arranged in a square, 

this design is known as 'Latin square'. In the experimental field, 
the soil heterogeneity was eliminated in two ways by grouping 
the units into rows and columns. If the fertility gradient is in 
the direction of E1St to West then the grouping would be done 
in the direction of North to South as columns and also if the 
fertility gradient is in the direction of North to South then the 
grouping would be done in the direction of East to West as 
rowS. This design is also known as two-way elimination of 
heterogeneity design. For laboratory experiments this is known 
as three-way classification of analysis of variance, since there 
are three sources of variation due to rows, columns and treat
ments. In this design the treatment should appear once and only 
once in each row and column. The number of treatments, rows 
and columns are all equal. Each row and column is a complete 
replication. The layout of 4 x 4 Latin square design is shown 
in Fig. 16.5. 
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G~~EJ 
D A B c 

C P A B 

8080 
Fig. 16.5. Latin square. 

Here the total number of experimental units are 16 and are 
arranged in 4 rows and 4 columns. The 'Latin square' may 
also be arranged in long strip in case the experimental field is a 
slope on hilly tract where the uniform blocks as rows and the 
order within each block as columns. It may be noted that if a 
significant interaction waS suspected between any two of the 
factors like treatments, rowS and columns then 'Latin square' 
would not be a suitable deSign. 

The additive model of analysis of variance for this design is 
Yljll: = '" + IXI + ~J + 'YII: + EUk (16.9) 

where YilII. be the observational value on the k-th column of 
the j-th row having i-th treatment for i, j, k, = 1, 2, ... r. 
The computational procedure is given as follows: 

Os 
C.F. = Ii where 0 be the grand total and r be the number 

of rows, columns or treatments. 
~ YZUII: - C.F. 

Total sum of squares (T.S.S.) = (1) J II: , 
Row sum of squares (R.S.S.) = 7 R2J - C.F. 

r 
~ C2k 

Column sum of squares (C.S.S.) = k -- C.F. 
r 

~ Tli 
Treatment sum of squares (Tr. S.S.)= 1 - - C.F. 

r 
Error sum of squares (E.S.S.) = T.S.S. - (R.S.S.+C.S.S.+ 

Tr.S.S.). 
The diff~rent $um of squares are furnished. in the followins 
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ANOVA table for carrying out the F-test. The different mean 
squares are obtained by dividing the sums of squares by corres
ponding degrees of freedom. 

Source 

Rows 
Columns 
Treatments 
Error 
Total 

TABLE 16.3. ANOVA TABLE 

d./. Feal 

r-l R.M.S/E.M.S. 
r-l C.M.S/E.M.S. 
r-l Tr.M.S/E.M.S. 

(r-l) (r-2) 

r'-l 

Flab. (d./.) 

(r-l), (r-l) (r-2) 
-do-
-do-

CONCLUSION: If F (calculated) .> F (tabulated) with corres
ponding d.f. at chosen level of significance, the null hypothesis 
is rejected. Otherwise, it is accepted. In case the null hypothesis 
. . t d C D t' A / 2 (E.M.S) . IS reJec e , •. = (tab with error d.t.) X 'V--r--

16.8.1. Some salient features of Latin square design: (i) This" 
deSign is found useful wherever two-way heterogeneity is present 
in the experimental material such as in animal husbandry, dairy. 
psychology and industrial experiments, wherein the number of 
treatments experimented are Iimi ted. (ii) It is having limited 
application in agricultunil field experiments since the number of 
treatments and replications is the same. R.B. design is more 
practicable in field experiments than Latin square unless the 
field is known to possess two-way soil fertility gradient. How
ever, three-way analysis of variance can be done in situations 
like testing the quality of tobacco by ,different buyers at different 
locations and' timings. (iii) In general Latin squares 4 X 4 to 
12x 12 would be used in practice. For the Latin squares less 
than 4 X 4 order, the error d.f. would be too smaIl and the 
experimental units would be too large for the designs beyond 
12x 12 size. The E.M.S. per unit would increase with the 
increase in the size of latin square as in the case of size of block 
in R.B. design. Several Latin squares of the size 2 x 2 or 3 X 3 
may be found useful in certain situations to keep error d.f. 
reasonably adequate. (iv) For this design, randomization would 
be carried out in three stages by taking first Latin square and 
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then randomizing rows, Columns and treatments. The initial 
arrangement of symbols (treatments) would be taken as in Fig. 
16.6 for 4 x 4 Latin square. 

A B c D 

B c 0 A 

c 0 A B 

o A B c 
Fig. 16.6. 

(i) Randomization of rows: To randomize rows in Fig. 16.6 
random numbers (3, 1 ,4, 2) would be selected out of 4 from the 
table of random numbers. The rows would be rearranged 
accordingly in the order of random numbers as given in Fig. 
16.7. 

e 0 A 8 

A B C 0 

0 A B C 

B C D A 
Fig. 16.7. 

(ii) Randomization of columns: The columns in Fig. 16.6 
would be randomized by selecting random numbers (2, 4,3, 1). 
The rearrangement of columns according to random numbers is 
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D B A C 

B D c A 

A C B D 

C A 0 8 
Fig. 16.8. 

(iii) Randomization of treatments: The symbols (treatments) 
in Fig. 16.8 would be randomized denoting A,B,C, and D by 
numbers 1, 2,3 and 4 respectively and selecting random numbers 
(3,1,4,2) out of 4. The arrangement of symbols would be done 
by replacing the symbols A, B, C and D with C, A, D and B 
respectively in the arrangement given in Fig. 16.8 and the final 
arrangement is in Fig. 16.9 

B A c o 
A B D c 

c o A B 

D B A 
Fig. 16.9. 

16.8.2. Missing plot technique: If an observation in single 
unit is missing then it is estimated by 

y_ r (R+C+T)-~ (16.10) 
- (r-1) (r-2) 

where R, C and T are the totals of the remaining units in the 
row, coIum'n and the treatment respectively in which the missing 
unit occurs, G be the grand total and r be the number of 
replications for each treatment. The total and error d.f. 's would 
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be reduced to the extent of number of missing observations, 
For example, error d.f. and total d.f. would be reduced by two 
if two observations are missing. The amount of upward bias 
in the treatment sum of squares for a single missing unit is 

[G-R-C-(r-l) T]2 
(r-l)2 (r-2)2 (16.11) 

The standard errot of the difference between the mean of the 
treatment having missing observation and the mean of any 
other treatment is given as 

.to / E.M.S. [ r2 + 1 ] 'V (r-l) (r-2) 
(16.12) 

The effective number of replications for each of the treatment 
means in obtaining standard error is computed as follows. 

Each observation on one treatment is credited 1 replication 
if the other treatment is present in both the row and column, 
2/3 if the other tredtment is present in either row or column; 
1/3 if the other treatment is not present in both the row and 
column and zero if the treatment itself is absent. For example, 
consider the following Latin square design given in Fig. 16.10 
with missing units in parentheses. The effective number of 
replications for A starting from lst row = 0 + 2/3 + 2/3 + 1 = 7/3. 
The effective number of replications for D starting from 
lst row = 2/3 + 1+0+2/3=7/3. The S.B. for (A-D)= 
v'E.M.S.(3/7 + 3/7). 

I) B (A) 

e A B o 
A CD) c B 

o A 
Fig. 16.10. 

16.8.3. EstimatioD of efficieDcy of L.S. desigD over R.B. design: 
If the experiment is laid out as R.B. design with rows as blocks, 
the error mean square is 
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E.M.S (R.B.)=nr (R.M.S)+(n~ne) (E.M.S) ... (16.13) 
nr+nt ne 

where R.M.S. and E.M.S. be the mean squares for rows and 
error respectively and nr. nt and ne be the d.f. for rows, treat
ments and error respectively in the L.S. design. 

Effi . fL S d . _E.M.S. (R.B.) (n1+ 1)(n2 +3) 
clency 0 .' eSlgn - E.M.S. (L.S.) (n2 + 1)(n1 + 3) 

x 100 ... (16.14) 

where nl, n. be the d.f. f or error for L.S. and R.B. designs 
respectively. Similarly the efficiency of L.S. design over R.B. 
design if columns are taken as blocks can be obtained. 

16.9. Cross Over Design 
This design is used when certain experimental uni ts usually 

give a higher performance than other units in a replication. 
For example, in a dairy experiment on cows two rations are to 
be compared with respect to milk yield. The two periods of 
lactation (morning and evening) constitute one replication. The 
morning lactation would always be higher than the evening with 
respect to milk yield. In order to nullify the effect of inherent 
variation in the two periods of lactation of the cows, which are 
even in number, would be divided into two groups at random 
and the first treatment would be given in the morning lactation 
for one group and the second treatment would be given at the 
time of morning lactation for the second group. Let P, Q be 
two rations which are given to ten cows as shown in Fig. 16.11. 

p q p Q Q p q p Q p 

q p q p p q p Q P q 

Fig. 16.11. Cross over design. 

If there are three experimental units in each replication then 
the number of replications should be multiple of three. In this 
experiment if the rate of decline of milk yield is not constant 
then a group of Latin squares of size 2 x 2 may be more appro
priate than the cross over design. 
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In general for 'r' replications and't' treatments, the break
down of the Analysis of variance for a cross over design is 
given in Table 16.4. 

Null Hypothesis: All the treatment effects are equal. 

Source 

Columns 
Rows 
Treatments 
Error 
Total 

TABLE 16.4. ANOYA TABLE 

d./. FCIII 

r-I C.M.S./E.M.S. 
t-l R.M.S./E.M.S. 
t-l Tr.M.S./B.M.S. 

(t-l) (r-2) 
tr-I 

Ftab (d./.) 

(r-I), (t-I) (r-2) 
(t-l), (t-l) (r-2) 
(t-l), (t-l) (r-2) 

16.9.1 Missing plot technique: If one value is missing in the 
experiment it is estimated by the expression 

y = r.C + t(R + T) - 20 (16.15) 
(t-1) (r-2) 

where C, R be the totals of remaining units in column, row 
respectively where the missing unit occurs and T be the total of 
the remaining units for the treatment which is missing. 

16.9.2. Group of Latin squares: In the experiment given in 
16.9 if the superiority of one experimental unit over the other 
is not constant for all replications therrthe cross over design may 
not be applicable since the real difference between rows cannot 
be estimated through cross over design. In such case several Latin 
squares may be preferable. In the dairy experiment the two 
cows having same rate of decline in the milk yield for the 
two lactation periods may be .grouped into Latin squares of size 
2x2 as in Fig. 16.12. 

2x2 2x2 2x2 2x2 2x2 

p:~ 
1-- -t-
Q:P 

1 

Q:P -- ~ -- .... 
1 

p:q 

I 

P:Q 
1---1---

1 
nip ..... : 

Fig. 16.12. Group of Latin squares. 

In general, with's' Latin squares each of size r X r, the analysis 
_of variance is given in the Table 165. 
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Null Hypothesis: All the treatment effects are equal. 

TABLE 16.5. ANOVA TABLE 

Source d./. 
Squares s-1 
Columns within s(r-l) 

squares 

Feal 

Sq.M.S./E.M.S. 
Cw.M.S./E.M.S 

s(r-l) Rw.M.S./E.M.S. 

Ftab (d./.) 
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Rows within 
squares 

Treatments r-l Tr:M.S./E.M.S. (r-l), [5(r-l)I-(r-l)] 
Error 
Total 

s(r-l)I-(r-l) 
s.r2-1 

It may be noted that Cw.S.S. and Rw.S.S. can be obtained by 
adding up of the C.S.S. and R.S.S for each Latin square 
respectively. Alternatively these are obtained by subtracting the 
Sq.S.S. from the column and Row sum of squares respectively, 
when all Latin squares taken together. The rest of the sum of 
squares in Table 16.5 would be obtained as usual. 

16.10. Factorial Experiments 
In this experiment several factors each at different levels are 

tested for comparison in the layouts of R.B. design, L.S. 
design, etc. 

16.10.1. 22 experiment: Ifthere are two factors each at two 
levels then there would be 4 treatment combinations in all and is 
denoted by 22 where the index indicate the number of factors and 
the number oflevels by base. Suppose that the experiment was laid 
out in R.B. design with 6 replications and the hypothetical mean 
yields are presented in the following Table 16.6. 

n 
TABLE 16.6 

no n1 Response to n1 

Po 10 18 8 

PI 14 26 12 
Response to PI 4 8 

From Table 16.6,8 and 12 are the simple effects of nitrogen '1t 

d I I f h h t · I 8+ 12 -- 10 l'S Po an PI eve sop asp orus respec lve y. 2 
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the main effect of nitrogen and 122 8 =2 is known as is inter

action of ni trogen with phosphorus. Similarly 4 and 8 are the 
simple effects of phosphorus at no and nl levels of nitrogen 

respectively. 4~8 = 6 is the main effect of phosphorus and 

8-4 2' h' . f h h . h . -2- = IS t e mteractIOn 0 p osp orus Wit mtrogen 

which is same as interaction of nitrogen with phosphorus. In 
general, (nlpo) - (n\i>o) and (n1Pl-noPl) are the simple effects 

of nitrogen.' ± [ (nIPO) - (nopo) + (nIPl)-(nOPl) ] is the main 

effect of nitrogen and ~ [{ (nIPl) - (nOPl) }-{ (nlpO) -

(DoPo) "} ] is the interaction of nitrogen with phosphorus. 

Similarly simple effects and main effect of phosphorus can be 
defined. 

The simple effects of nitrogen and interaction effects are 
shown in Fig. 16.13 and Fig. 16.14 respectively. 

25 

20 

1~ 

10 

5 
O'-'--~i:------' __ _ 

NO Nt 

Fig. 16.13(a). Simple effect of 'N' at Po. 

';35 

LJf ?>Q 

2~ 

20 
I I 

15 I I 

to I I 
I 

5 I 
0 

Fig. 16.13(b). Simple effect of 'N' at Pl' 
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The distances shown in Figs. 16.13 (a) 16.13 (b) and 16.14 
with broken lines with proper divisors are the simple effects of 
nitrogen,at Po, Pl and interaction effects respectively. 

30 

25 

20 

15 

10 

5 

;} p. 
: 1 
I 

..,/ 

O-l----~~-___ ...l.-
'7l.0 

Fig. 16.14. Interaction of'N' with 'P'. 

The partition of d.f. in analysis of variance table for this 
experiment is given in the following Table 16.7. 

TABLE 16.7. ANOVA TABLE 

Source d./. Feal Ftab (d./.) 

Replications 5 
Treatments 3 

N 1 N.M.S./E.M.S. 1, IS 
P 1 P.M.S./E.M.S. 1, IS 
NP 1 NP.M.S./E.M.S. 1, IS 

Error IS 
Total 23 

The T.S.S. and R.S.S. can be computed in the usual way. The 
main effects of Nand P and interaction NP. S.S's are obtained 
from the following two-way table 16.8. 

10 
14 

24 

TABLE 16.8 

18 
26 

44 

28 
40 

68 

The data in different cells of the Table 16.8 are the totals of the 
yields over 6 replications in R.B. deSign. The sum of square •. 
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for main effects of Nand P are calculated from the marginal 
totals and the Table S.S. from the cells values is as follows. 

N.S.S. = 2~6 [(24)2 + (44)2 J-(~~2 

P.S.S. = 2~6[(28)2 + (40)2 J-(~!)2 

Table S.S" ! [(10)2 + (18)2 + (14)2 + (26)2J- (~!)2 
NP.S.S. = Table S.S. - (N.S.S. + P.S.S.) 

CONCLUSION: If F(calculated) > F(tabulated) with (1, 15) 
d.f. at chosen level of significance, the null hypQthesis is rejected. 
Otherwise the null hypothesis is accepted. If the null hypothesis 
is accepted for NP intuaction then it can be assumed that the 
two factors are independent with respect to yield. Otherwise, 
the two factots are dependent on each other . 

. 16.10.2. Even Vs odd rule 

TABLE 16.9 

-. ----------
Factorial effect (I) Treat. combination 

(n) (P) (np) Divisor 

M + + + + ®;., 
N + + 2 
P + + 2 

NP + + 2 

In Table 16.9 if the number of common letters between 
factorial effect and treatment combination and the number of 
letters in factorial effect are both even or both odd then '+' 
sign, otherwise '-' sign is written. The sum of different 
factorial effects are 

1 
N.S.S. = 22X6{[np] + en] - [p] - [1]}2 

1 
P.S.S. = 22X 6 {[np] - en] + [p] - [1]}2 

NP.S.S. =22~ 6 ([np] - [n] - [p] + [l]}2 

where [np], en), [p] a~d [1] are tb,e totals over allreplicalions 
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which receive the treatment combination np, n, p and 1 respec
tivelyand '6' is the number of replic2.tions used in this experi
ment and (1) is the treatment combination which receive first 
levels of both the factors. 

16.10.3. 23 experiment: There will be 3 factors each at 2 levels. 
So there will be 3 main effects, 3 two factor interactions 
(first order interactions) and one three factor interaction (second 
order interaction). The method of analysis of this experiment 
is similar to 22 experiment. However, we shall present here 
the 'Yates algorithm' wherein the sum of squares of 'Main 
effects' and 'interactions' could be obtained readily without 
resorting to different two-way tables and three-way table as 
required in the previous method. Yates' method is, however, 
applicable only to 2n series of experiments for n> 2. 

EXAMPLE: This example represents part of a Laboratory 
investigation of the yield of a nitration process, the resulting 
product forming the base material for a wide range of dyestuffs 
and medicinal products. This part of the investigation dealt 
with the effect of the factors, A (time of addition of nitric 
acid), B(time of stirring), C (effect of heeD. 

The heel is the residium left behind on the pan by the previous 
batch. The levels of the factors are A: 3 hours and 8 hours, 
B : 1 hour and 5 hours and C: absence of heel and presence of 
two heel. observations were recorded for each combination and 
presented in the Table 16.10. 

TABLR 16.10. PER CENT YIELD FROM NIT~ATION 
EXPERIMENT 

Time of 
stirring 

1 hour 

5 hours 

No heel 
Time of addition 

0/ HNOa 

3 hours 8 hours 

86.5 88'5 
85.0 89.2 
82.5 83.2 
84.0 85.0 

With heel 
Time 0/ addition 0/ HNO, 

3 hours 8 hours 

86.5 89.0 
83.4 87.2 
83.0 83.5 
83.8 82.0 

Computational procedure: The data are analysed by 'Yates 
al8orithm', The treatm~nt combination.s iU~ written. in. th~ 
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table systematically by introducing each factor and the combination 
of that factor with the prevoius combinations as given in Table 16.11. 

"tABLE t6.11 YAI'ESALGORITHM 

7i-eatlllenls Tre utili f'1l1 

[ola/s (/) (2) (3) 

(1) 171.5 349.2 683.9 130.23 G 
il 177.7 334.7 678.4 12.9 A 
b 166.5 3il6 1 7.9 28.3 B 

ab 168.2 332.3 5.0 -12.1 AB 
c 169.9 6.2 l .. t5 5.5 C 

ac 176.2 1.'1 .. ·13.8 -2.9 AC 
bc 166.8 6.3 -4.58 -0.7 OC 

abc 165.5 -1.3 ·-7.6 -3.1 ABC 

Tht.: column (I) in rable 16.11 is obtanied from the column of 
treatment totals by adding them successively taking two at a time 
and s~lbtracting values from the succeeding values taking two at a 
time. f'or exampie, 

171.5 t 177.~ = 349.2. 
177.7 .- 171.5 c= 6.2, 

166.5 f 168.2:-0 334.7, etc. 
168.2 - 166.5 = 1.7, etc 

The columns (2) and (3) are obtanied from columns (I) and (2) 
respectively on similar lines as in Column (I). For example, 
thecolumn (2) is obtanied from column (I) as 349.2 I .. 334.7 -" 
68~9.146.1 + 332.3 .... 678.4. etc. 334.7 349.2 ...... - IlLS, 
.~32.-" 346.1" 3.8. ctc. The number of column should be as the 
numher offactors in the experiment. [n 2~ experiment three columns 
are maintained :-.incc there are three factors. The column (3) gives 
the Grand total and factorial effect totals in the same order as 
treatment combinations as indicated in the table. For example, 1352.3, 
12.9, .. 28.3 etc .. are the values of G, A, B etc., respectively. The 
factorial effect means arc obtanied by dividing the factorial effect 
totals with 2111. r when n. rare the number of factors and replications 
respectively. For example, the factorial effect mean of B b 

.. -28.3 -12.1 
-~ .. ----.-.. ~ .. - 3.54, for AB -=- --- = - 1.51, etc. 
2-,-1 x 2 4x 2 

From Table 16.11 the sums of squares for 'main effects' and 
'interactions' are obtanied as follows. 
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(A)2 _ (12.9)2 
A.S.S. = i ax2-16 = 10.40 

(B)2 (-18.3)2 ~ 
B.S.S. = 23 x2=~-= )0.06 

(AB)2 (-12.1)2 
AB.S.S. =, 23 x2-=--16- = 9.15 

(C)2 (-15.5)2 
C.S.S = 23-x 2 -==.- 16 = 1.89 

AC S S = (AC)2 _ (-2.9)~ = 0 53 
. .• 23 x2 - 16 . 

(BC)2 (-0 7)2 
BC S.S = -,-= . =0.0306 

2-' x2 16 

(ABCf (_3.1)2 
ABC.S.S. = 23 X 2 = 16 = 0.60 

1 ( )2 ? 2 1362.3 
Replication S.S = -8 [(682.7)- + (679.6) ] - = 0.60 

16 
_ (1362.3)2 _ 

Total S.S. - 116075.97 - - 84.64 
16 

Error S.S. = Total S.S. -(Rep\. S.S + A.SS + B.SS + AB.SS + 
C.SS + AC.SS + BC.SS + ABC.SS) 

TABLE 16.l2ANOVA TABLE 

Source df SS US Fcal 

Replications 1 0.60 0.60 0.37 
Treatments 7 
A 1 10040 10040 6.38* 
B 1 50.06 50.06 30.71 * 
AB 1 9.15 9.l5 5.61* 
C 1 1.89 1.89 1.16 
AC I 0.53 0.53 033 
OC I 0.03 0.03 0.02 
ABC 1 0.60 0.60 0.37 
EITor 7 11.38 1.63 
Total 15 84.64-

*Significant at 5 per cent level. 

207 

It may be noted' that the same procedure of analysis 
would be follwed for any 211 experiment where n is the number of 
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factors involved in the experiment. In 2n experiment there 

would be n main effects, (~) two factor interactions, (~) 
three factor interactions, etc. and one 'n' factor interaction. 

16.10.4. 3n Factorial experiment: In this experiment there are 
n factors each at 3 levels. In all there will be n main effects, 

(~) two factor interactions, (~) three factor interactions, etc. 

Each main effect will have 2 d.f., each two factor interaction 
will have 22 =4 d.f. each three factor interaction will have 23= 
8 d.f., etc. Sum of squares of two factor interactions, three 
factor interactions are obtained from two-way tables, three-way 
tables respectively in the usual process. 

16.10.5. Mixed factorial experiment: If the levels of factors 
are not equal in a factorial experiment then it is known as 
mixed factorial experiment (asymmetrical factorial experiment). 
The method of analysis is illustrated with an example. 

EXAMPLE: An experiment was conducted in 3 randomized 
blocks with 3 varieties of sugarcane (V) and 4 levels of Nitrogen 
(N). The levels of nitrogen are given as 40, 70, 100 and 130 
kgs. per acre. The yields (-50) in tons of cane per acre are 
presented in the following Table 16.l3. 

TABLE 16.13 

Replica- V1Nl VlN: VlN3 VlN, VaNl VsNs V.N. VIN, 
lions 

1 18;5 20.0 17.5 30.0 6.5 9.0 14.0 15.2 
2 16.5 18.0 25.0 23.5 13.0 16.0 3.0 16.5 
3 12.0 14.0 11.0 35.0 7.5 5.6 14.5 23.2 

47.0 52.0 53.5 88.S 27.0 30.6 31.5 54.9 

Replica- VaNl V.Nz VaN. VaN, Total 
tions 

1 10.1 16.5 13.6 6.0 176.9 
2 12.4 18.0 15.0 7.1 184.0 
3 14.0 18.2 7.4 4.4 166.8 

36.5 52.7 36.0 17.5 527.7 
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The sum of squares of ' main effects', 'interactions', etc. arc 
computed as follows: 

C.F.= (~2~67)2 7735.20 

Total S.S. (T.S.S.) = [(18.5)2 + (20.0)2 + ... + (4.4)2] - 7735.2 
-= 17)5.19 

Replication S.S . .cR,S,S')=/i [(176.9)2+ (184.lW+ (166.8)2] 
-772.84= 12.45 

The two-way table for finding the 'main effects' and 'inter •. 
action' sum of squares is 

TABLE 16.14 

47.0 52.0 ~3.5 88.5 241.0 
27.0 30.6 31.5 54.9 144.0 
36.5 52.7 36.0 17.5 142.7 

110.5 135.3 121.0 160.9 527.7 

V.S.S.=/)" [(241.0)2+(144.0)2+ 142.7)2]-7735.20=529.82 
N.S.S. =i [110.5)2 + (135.3)2 + ... + (160.9)2] -7735.20 

= 158.82 
TabJe 16.14 S.S.=l (VINIP+(V1N2)2+ ... +(V3N,)?]-C.F. 

where tVINj) is the total ofVlNj treatment combination over all 
replicati ons. 
Table 16.14 S.S. =1 [(47.0)2+(52.0)2+ ... +(17.5)2]-7735.20 

= 1261.77 
VXN.S.S.=Table 16.14 S.S.- (V.S.S.+N.S.S.)=573.13 
Error S.S.=T.S.S.-[R.S.S+TabJe (16.14) S.S]=440..97 

TABLE 16.15 ANOVA TABLE 

Source d./. S.S. M.S. Feal 

Replications 2 12.45 6.23 0.31 
Treatments 11 

V' n 529.82 264.91 13.22·· 
N 158.82 52.94 2.(4 

VN 573.13 95.52 4.77·· 
Error 22 440.97 20.04 
Total 35 1715.19 

··-Significant at 1 per cent level. 

CpO. (varieties) =ttab (error d.t.) X Y2(E.M.S.) 
4X3 
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A. /2(20.04) 
C.O (V) =2.074 X rv 12 =3..80 

A. / 2(E.M.S.) 
C.D. (VN) =t (ta.b error d.!.) x'v ---3-

=2.074 X V 2(2~.6.4) =7.59 

The means of V as well as VN interaction are "given in Table 
16.16 

TABLE 16.16 

NI Na Na N, 

VI 15.67 17.33 17.83 29.50 20.08 
VI 9.00 10.20 10.50 18.30 12.00 
Va 12.17 17.57 12.00 5.83 11.89 

-.- ---- ~ - -~-. ---

C.D (V)=3.80 and C.D (VN)=7.59 at 5 per cent level. 

Since this experiment was conducted with nitrogenous 
fertilizer at equi-distant levels, the main effect of nitrogen can 
further be divided into linear, quadratic and cubic components 
each with 1 d.f. and the interaction d.f. can" be split up into 
VNl, VNq and VNc each with 2 d.f. Though the main effect of 
N is not significant, the procedure of computing lin~a.r, quadra
tic and cubic components for main effect of N is presented here 
for the sake of illustration, though it is not necessary in the 
present case. The coefficients for the linear, quadratic, cubic. 
etc. compents are obtained from statistical Tables of Fisher 
and Yates (1948). In the present example, the coefficients ~r 
linear, quadratic and cub~c cOinponents for nitrogen levels 
respectively are (-3, -1, +1, +3); (+1, -1, -1+1), and 
(-1, +3, -3, +1). Multiplying the values in the first row 
of Table 16.16 by thecoefficients (--3,-1 +1, -f-3) in that 
order and adding up, the linear component of nitrogen (Nl) for 
the variety Vi would be obtained. Similarly Nl for varieties V 2 

and V 3 could be obtained. MUltiplying the values in the first 
row by coefficients (+1, -1, -1, + 1) in that order and add
ing up, the quadratic component of nitrogen (Nq) for the 
variety Vi would be obtained. Similarly Nq for V2 and Va could 
be oj;>tained, Multiply the values in.the first row by the co<!m-
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cients (-1, +3, -3, + 1) in that order and adding up, the cubic 
component (Nc) for VI would be obtained. ~imilarly Nc for 
V2 and Va could be obtained. The resulting values an 
pr'~5e!1ted in the following Table 16.17. 

TABLE 16.17 
'- ----- -----------_.- -_. -_._----- ------------ --

NL Nq Nc 
------ ----------" 

VI 12(:.0 30.0 37.0 
V 2 84.6 19.8 25.2 
V3 -73.7 ..:-.34.7 31.1 

Total 136.9 15.1 93.3 
.... _-----------

(136.9)2 
Nl,S,S'=3x3 [(-3)~+(-1)~+(l)~+(+3)~] = 104.12 

N S S (15.1)~. = 6.33 
q ... = 3x3[(+1)2+(-1)2-+(-1)2+(+1)2} 

(93.3)2 
Nc.S.S = 3 X 3 [( --1)2+{t~§2-+-F3)2+ (+ 1)2] = 48.36 

1 
VN1.S.S. = 3 [(-3)2+(-1}2+(+I)2+(+3n [(126.0)2+ 

(84.6)~ +- (-73.7n-(I~~.&)2 = 370.29 

VNq.S.S. = 3[(+lY+(--1)'!~(-1)2+(l)2] [(30.0)2+(19.8)2 

+ (--34.7)2] - (153~)2 = 201.68 

VNc.S.S. = 3 [( -_1)2+ (+ 3)~+ (-3)2+( +- 1)2] [(37.0)2+ 

(25.2)2+<31.1;2]- (9138~)2 = 1.16 

The ANOVA Table 16.15 maybe rewritten as in Table 16.18 
TABLE 16.18. ANOVA TABLE 

Source d.{. S.S. M.S. Fc&l 

Replications 2 12.45 6.23 0.31 
Treatments 11 

V 2 529.82 264.91 13.22** 
N 3 
Nl 1 104.12 104.12 5.20· 

... ------------- ------ -_ .. _----- ---_ ... ----
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Table 16.18 (eontd.) 
2 3 4 S 

------
Nq : 1 6.33 6.33 0.32 

Nc 48.36 48.36 2.41 

VN 6 
VN1 2 370.29 185.15 9.24·· 
VNq 2 201.68 100.84 sm· 
VNc 2 1.16 0.58 0.03 

Error 22 440.97 20.04 
Total 35 1715.19 

• Significant at 5 per cent level. .. Significant at 1 per cent level. 

From Table 16.18 can be observed that NI, VNI and VNq 

components were found to significant indicating thereby that 
the yield is expected to increase at the higher doses of nitrogen. 
This conclusion is not valid since the main effect of N was not 
found significant. Further there is significant interaction of 
varieties with linear and quadratic components of nitrogen. The 
yieldS may increase only up to certain stage for the interaction 
of varieties and nitrogen levels since VNq is significant. Further 
examination of the meaning of interaction of V with linear and 
quadratic components of nitrogen shows that Vl had a good 
response with increasing levels of nitrogen whereas Va has an 
increasing trend up to cer! ain level and then decreasing trend for 
the increasing levels of nitrogen, 

J 

N~ 

.N:2, 

N, 
N4-

NZ "1 v~ v~ 

Fig. 16.15 (a) Interaction 'V' with 'N', Fig. 16.15(b). Interaction 'N' 

with 'V'. 
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16.10.6.23 Confounding. In R.B. design if the number of 
treatments increases, the size of the block would have to be 
increased resulting in heterogeneity of the soil wi thin the block 
which contributes to increase in experimental error. In order 
to reduce the experimental error in such situations, confounding 
method was devised by dividing complete replication into 
incomplete blocks. The division of complete block into 
incomplete blocks is done in such a way that the certain 
interaction (preferably higher order interaction) effect would be 
made identical to the incomplete block comparisons. In that 
case the interaction is known to be confounded with block 
effects. In 23 experiment, ABC is the highest order of inter
action and its effect is 

1 
ABC = 22 xr (a-l) (b-l) (c-l) 

1 
= 2ev (abc-ab-ac+a-bc+b+c-l) ,. r 

R-I R II Rnr. 
BLOCK i 2 4- ~ (; 

C 

b 

abe 

a. 

4BC Af>C Af>C 

Fig. 16.16. 23 Confounding. 

The treatment combinations with positive sign are grouped in 
one incomplete block and the treatment combinations with 
negative sign are in another incomplete block as shown in 
Fig. 16.16. 

The difference between totals of two incomplete blocks in each 
replication in Fig. 16.16 is nothing but an ABC interaction. In 
other words, ABC interaction is 'totally confounded' with block 
effects. The information on ABC interaction is lost completely 
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since it was mixed up with the block effects in all the replica
tions. That is why, highest order interactions would generally 
be confounded since these interactions are generally of less 
importance as compared to main effects or lower order inter
actions. 'partial confounding' of certain interactions would be 
generally adopted instead of total confounding since the inter
action would be confounded only in a part of the replications 
but not in all replications. The information on confounded 
interaction can still be obtained from the replications where it 
was not confounded'. This method of confounding is known as 
'part.ial confounding'. 

16.10.7.23 Partial confounding: Let ABC, AB, AC interac
tions be confounded in 1st, 2nd and 3rd replications respectively 
and the composition of 2 incomplete blocks in each of the repli
cations is given in Fig. 16.17. 

Rep 1 
MOCK 1 2 

c. 

o.b<! 

0. 

b 

ReplI 
~ 4 

n-c,.:.![C 
5 t G 

~BC AB AC 

Fig. 16.17. 2' Partial Confounding. 

The composition of the blocks will change from replication to 
replication since the interactions to be confounded are different 
from replication to replication. In 1st replication ABC is con
founded because the difference of totals of 1 and 2 blocks is 
same as the ABC interaction effect. Similarly are the interaction 
effects of AB and AC in 2nd and 3rd replications respectively. 
S~nce ABC is confounded in 1st replication and not confounded 
in the remaining replications, it is said to be free from block 
effects in 2nd and 3rd replications and is partially con
founded. The relative information of ABC is of the order of 
2/3. The relative informations of AB and AC are also equal 
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to 2/3. Unlike in total confounding, the partially confounded 
interactions would be present in the ANOVA table. The sum of 
squares due to Replications, Blocks within replications, 
unconfounded main effects and interactions would be 
computed in a similar way as was described in sub-section 
16.10.3 either by Yates' method or through usual method by 
forming two-way tables. The sum of squares due to partially 
confounded interactions are obtained as follows: 

ABC.S.S. = 1/8 (Sum of the values of the treatments of 
Block 1 obtained from Replications 2 & 3)2 + 1/8 (sum of the 
values of the treatments of Block 2 obtained from Replications 
2 & 3)2 - 1/16 (total of all the values from replications 2 & 3)2. 
Similarly AB. S.S = 1/8 (Sum of the values of the treatments 
of Block 3 obtained from Replications 1 & 3p + 1/8 (sum of 
the values of the treatments of Block 4 obtained from Replica
tions 1 & 3P - 1/16 (total of all the values from Replications 
1 & 3)2. The sum of squares due to AC also can be calculated 
on the lines described above. Alternatively, the sum of squares 
due to confounded interactions ABC, AB and AC can be 
calculated through the Yates method as follows. 

ABC. S.S. = 1/16 [The value in Col. (3) 'of Yates algorithm 
Table)-(Total of Block 1 - Total of Block 2)]2. 

AB. SS = 1/16 [(The value in col (3) of Yates algorithm 
table) - (Total of Block 4 - T. ,tal of Block 3) r 

16.10.8. 24 Partial confounding: There would be four factors 
each at two levels. Since there are in ali 16 treatment combina
tions it would be convenient to form two blocks of8 treatments 
for each replication. If there are fuur blocks in each replica
tion then two interactions can be confounded'independently and 
another interaction (generalized interaction) of the given two 
would also automatically be confounded. Suppose ACD and 
BD interactions are confounded in 4 blocks then ABCDD i.e. 
ABC is also confounded. The generalized interaction is obtained 
by writing all the letters together and deleting the letters which 
are repeated twice. 

16.10.9. Das Method: Das (1966) gave method of construc-
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tion of blocks for confounding any number of interactions. 
We shall give here the procedure for constructing blocks for 
(2n,2k) series where n is called the number of factors, k the num
ber of added factors and (n - k) number of basic factors which 
consists of 2k blocks in each replication and 2n- k treatment 
combinations in each block. The levels of each factor 
are denoted by 0 and 1. The key block would be obtained 
first and the remaining (2k - 1) blocks would be obtained from 
the key block. The key block is the one in which the treatment 
co m bination consisting of fi rst levels of all the factors occur i.e. 
(1). The procedure of constructing blocks (24, 22) experiment is 
given in Table 16.19 by confounding say, ABC and BD 
interactions. 

16.10.9.1 (24, 22) Experiment: 

TABLE 16.19 

Independent treat. Basic/actors Added factors 
combinations (n-k) (n-k) (k) 

a b c d 

1 1 0 1 0 
2 0 1 

In Table 16.19, the independent treatment combinations will be 
taken as equal to the number of basic factors i.e. ,n-k=4-2=2 
and the diagonal matrix will be written underneath the 'basic 
factors'. The first and second columns under' Added factors' will 
have eo's and' l's depending upon the interactions to be con
founded. In this case the first column refers to ABC and the second 
column refers to BD. The generalized interaction is ABBCD 
i.e., ACD. The presence and absence offactors in these columns 
will be represented by '1' and '0' respectively with the addition 
of factors 'c' and 'd' under the heading 'Added factors'. The 
first row in these columns refers to factor A and the second 
row refers to factor B. The key block confounding ABC, BD 
and ACD interactions is 

[(1), ac, bcd, abd] 
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where 'ac' refers to the first row of the table, 'bcd' refers to the 
second row of the table and 'abd' is the multiplication of 'ac' 
with 'bcd' which is 'abccd'i.e. abd. The other blocks can be 
constructed from key block as follows. 

By multiplying a particular treatment combination, which is 
not present in the key block to all the treatments in the block 
new blocks will be obtained. By multiplying 'a' 'b' and cab' 
the new blocks are 

(a, c, abed, bd) ; (b, abc, cd ad) and (ab, be, acd, d) 
Hence, the replication confounding ABC, BD, ACD is given in 
Fig. 16.18. 

BLOCK 1 

bed 

ac 

abc! 

Rep-I 
2 

abed 

bd 

a 

c 

cd 

b 

a.d 

ABe, 80 &, AGO 

Fig. 16.18. 2' Confounding. 

-4 

oed 

ab 

d 

be 

If AC, AD and CD are to be confounded in the second replica
tion then the composition of key block and other blocks are 
obtained from the following Table 16.20. 

TABLE 16.20 

Independent treat. Basic Factors Added Factors 
combinations a b c d 

1 1 0 1 1 
2 0 1 0 0 

The key block is [(1), acd, b, abed] and other blocks are 
obtained by multiplying it with 'a', 'c' and 'd'. 

(a, cd, ab, bed); (c, ad, bc, abd) and (d, ac, bd, abc) 
EXAMPLE: To test the effects of nitrogen and phosphorus 

and their interactions on different varieties and sowing methods, 
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a 24 factorial experiment was carried out. There were two 
replications with four blocks in each. Two different sets of 
three interactions were confounded in the two replications. The 
plan and yields are given as 

REP. I 

Block I Block II Block III Block IV 

1100 (36.0) 0000 (23.5) 1000 (27.0) 0100 (30.0) 
1010 (30.5) 0110 (29.4) 1110 (42.5) OOtO (20.5) 
0001 (26.0) 1101 (31.0) 0101 (18.0) 1001 (30.3) 
0111 (24.0) 1011 (32.2) 0011 (13.2) 1111 (27.5) 

-------. 
116.5 116.1 100.7 108.3 

REP. II 

Block V Block VI Block VIl Block VIII 

0100 (36.0) 1000 (18.0) 1100 (26.0) 0000 (34.0) 
1010 (25.7) 0110 (36.5) 0010 (33.2) 1110 (30.5) 

1101 (30.2) 0001 (22.0) 0101 (23.5) 1001 (32.5) 
0011 (25.0) 1111 (29.0) 1011 (27.0) 0111 (24.8) 

116.9 105.5 109.7 121.S 

The figures to the left indicate the levels of the four factors V 
(varieties), N (nitrogen), P (pho5phorus) and S (sowing 
methods) respectively. 

(1) Identify the, confounded interactions and the corres
ponding block contrasts. 

(2) Carry out a complete analysis of the data and interpret 
the results. 

By even Vs odd rule given in Section 16.10.2, the con
founded interactions for each replication can be identified. 
The confounded interactions for Rep. I are VNP, VS and NPS 
and the corresponding block contrasts are (-Bl+Ba+B.l+B~), 
(-Bl~t:Ba-B3+B4) and (B1-B2-Ba+B4) respectively, where 
Bt, B2, etc. are the totals of blocks I, II, etc. respectively. The 
confounded interactions for Rep. 2 are NP, VNS & VPS and 
t}:le corresponding block contrasts are (-B5+B6-B7+Bs); 
(+D5+Bs-B7-BS) and (-B5+Bs+B7-Bs) respectively where 
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B:;, Ba, etc. are the totals for Blocks V, VI, etc. respectively. 

TABLE 16.21 YATES ALGORITHM. 

Treats Rep Rep. Treat. 

/ fl Total (/) 

(1) 23.5 34.0 57.5 102.5 

v 27.0 18.0 45.0 128.0 

n 30.0 36.0 66.0 109.9 

vn 36.0 26.0 62.0 138.9 

P 20.5 33.2 53.7 110.8 

vp 30.5 25.7 56.2 102.7 

np 29.4 36.5 65.9 97.4 
.t. 

vnp 42.5 30.5 73.0 105.3 

s 26.0 22.0 48.0 -12.5 

vs 30.3 32.5 62.8 -4.0 

ns 18.0 23.5 41.5 2.5 

vns 31.0 30.2 61.2 7.1 

ps 13.2 25.0 38.2 14.8 

vps 32.2 27.0 59.2 19.7 

nps 24.0 24.8 48.8 21.0 

vnps 27.5 29.0 56.5 7.7 

Total S.S.=1152.58, Blocks S S.=86.5 
Replication S.S=4.73 

Columns 

(2) (3) 

230.5 479.3 

248.8 416.2 

213.5 -6.9 

202.7 63.2 

-16.5 54.5 

9.6 -0.2 

34.5 13.1 

28.7 -8.4 

25.5 18.3 

29.0 -10.8 

-8.1 26.1 

7.9 -5.8 

8.5 3.5 

4.6 16.0 

4.9 -3.9 

-13.3 -18.2 

(4) 

895.5 

56.3 

54.3 

4.7 

7.5 

20.3 

19.5 

-22.1 

-63.1 

70.1 

-54.7 

-21.5 

-29.1 

-31.9 

12.5 

-14.3 

Blocks within replication S.S=Block S.S-Repl. S.S= 81.77 

V S S = (~~~).~ = 99 o~ S SS = (:-63.1)2 = 124 43 . .. 24 X 2 .:>, . 24 X 2 . 

N S S = (54.3)2 = 92 14 NS SS (- 54.7J2 - 93 50 • .• 24 )( 2 ., . 24 X 2 - • 

(4.7)2 (- 29.1)2 
VN. S,S=24)(2=0.69, PS.SS= 24x2-= 26.46 

_ (7.5)2 (-14.3)2 
P.S.S! - 24 x2= 1.76, VNPS. S.S= 24X2 =6.39 

VP S S= (20.3r~ - 1288 
• 24X2 - . 

NP*SS= [[np] - (-B5+B6-B?+Bs)]2 
. 24X 1 
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{19.5 - (-116.9 + 105.5 -109.7 + 121.8)}2 - 2209 
NP*SS = - . 

16 

VNp •. SS= {[vnp] - (-;~~-;B2+Ba+B()F' 

== {(-22.1)-(-116.5-116.1+ 100.7+lOS.3)}2 -0 l~ 
16 - . "t 

VS ··.SS= Hvs] - (-B~+B2-Ba+B4)}2 
2 xl 

_ {{(70.1)-{-116.5+ 116.1-100.7+ lOS.3)}2 
- 16 

= 247.2S 
VNS. SS- {[vns] - (+Bs+B.-B7-Bs)}2 

• - 24X 1 

_ {(-21.5) -tI16.9+ 105.5-109.7-121.S)}2 
- 16 

= 9.61 
YPS. SS= {[vps]-(-Bs+B6 +B7-Bs)}2 

• 24X 1 

= {( -31.9) - (-116.9 + 1 05.5 + I 09.7 - (121.8)2 )}I 
16 

= 4.41 
NPS*.SS= {[npSJ-(Bl;~2tB3+BJ)}2 

_ [(12.5)-{116.5-116.1 -100.7+ 108.3)]2 
- 16 =1.27 

Error S.S is obtained by subtraction. 

TABLE 16.22 ANOVATABLE 

Source d./. S.S. M.S. FCal 

Replications 1 4.73 4.73 0.13 
Blocks within 

Replications 6 81.77 13.63 0.38 
Treats 15 

V 1 99.05 99.05 2'75 
N 1 92.14 92.14 2.56 

VN 1 0.69 0.69 0.02 
P 1 1.76 1.76 0.05 

VP 1 12.88 12.88 0.36 
NP* 1 22.09 22.09 0.61 

YNr* 1 0,14 0.14 0.004 
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S 1 124.43 124.43 3.46 
VS· 1 247.28 247.28 6.87'8 
NS 1 93.50 93.50 2.60 

VNS· 1 9.61 9.61 0.27 
PS 1 26.46 26.46 0.73 

VPS· 1 4.41 4.41 0.12 
NPS· 1 1.27 1.27 0.04 

VNPS 1 6.39 6.39 0.18 
Error 9 323.98 35.99 
Total 31 1152.58 

The means for VS· interaction which is found to be significant 
from Replication 2 is' given in Table 16.23 

TABLE 16.23. 

So 30.39 29.53 
SI 22.06 29.96 

C.D = ttab •• p d.f. X A / 2(E.M.S) 'V 22X 1 

= 2.262x V-2X~~99 = 9.59 

16.10.10.32 Partial confounding: In this experiment there are 
two factors each at three levels and in all there will be 9 treat
ment combinations in each replication. If each replication is 
sub-divided into three incomplete blocks of three treatments 
each then an interaction of 2 d.f. can be confounded in each 
replication. Supposing that nitrogen and phosphorus each at 
three levels are denoted by 0, 1 and 2. The NP interaction will 
have 4 d.f. which will be partitioned into NP (I) and NP (J)'each 
wich 2 d f. so that NP (I) can be confounded in one replication 
and NP (J) in another replication. It may be noted that this 
experiment does not need confounding -any interaction but the 
method illustrated here is a genera] one. The I and ]-compo
nents ofNP interaction are obtained from Table 16.24 

TABLE 16.24 

Po PI P. 
Do 00 01 02 
DI 10 11 12 
D. 20 21 22 
Do 00 01 0", 

Dl 10 11 12 
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The composition of blocks and replications will be as follows. 
The differences among I-components are confounded with block 
comparisons in Rep. I and the differences among J-components 
are confounded with block comparisons in Rep. II. 

P.cp.I Rep.:O:: 

8[~Y~fl 
11' 10 

~ a, &B ~ 02 22 

~1<>21 0\ E 
NP{I} N P (if) 

Fig. 16.19. 3' confounding. 

16.10.11. 33 Partial 'confounding: In this experiment there 
would be three factors each at three levels. Since there would 
be in all 27 tre.1 tment combinations in a single replioation it 
would be appropri.1te to confound three factor interaction by 
dividing each replicltion into 3 incomplete blocks of 9 treat
ments each. The three factor interaction having 8 d.f. would be 
divided into 4 components such as ABC, ABC2, AB2C and 
AB2C2 or ABC (I-I), ABC (I-J), ABC (J-I) and ABC (J-J) each 
with 2 d.f. so that each part of the ABC interaction can be 
confounded in each replication. 33 partial confounding design is 
widely used in field experiments. 

1st Method: The construction of blopks for each replica
tion is on the similar lines of 32 partial confounding experiment 
given in sub section 16.1('.10. 

2nd Method: The construction of blocks for confounding 
the four parts of ABC interaction would be done by a general 
m€?thod through group theory. Let Xl, X2 and Xa be the levels 
of three factors A,B and C respectively then the elements of 
blocks for confounding ABC are obtained from the equation 

X1+X2+Xs=O mod 3 
That is, the levels of three factors satisfying the three equa
tions Xl+X2+X3 =O. X1 +Xa+X:j=1 and X1 +X2+X.\=3 
would form t~e elements of thr~e blocks confoundmg ABC;: 
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part of three factor interaction. Let 0, 1 and 2 be the levels of each 
factor then the elements of block satisfying Xl+X2+X, - 0 are 
(000, 012, 021, 102, 111, 120, 201, 210, 222). The above 
elements were obtained by substituting the levels of factors in 
the equation. If the total value is 3 or mUltiple of 3 then it is 
taken as zero otherwise the remainder would be considered by 
dividing by 3. For example, if Xl = 0, X2 = 1, Xs == 2 then 
XI+X2+X, == 3 i.e. O. Similarly if Xl = 2, X2 = 2 and Xs == 2 
then Xl+X2+X, = 6, i.e., O. 

The other two blocks confounding ABC part of three factor 
interaction are obtained by considering equations 

XI+X2+X, = 1 mod 3 
(001,010,022, 100, 112, 121,202,211,220) and XI+X2+XS 

- 2 mod 3 (002,020,011, 101, 110, 122,200,212,221). 
The composition of blocks for confounding ABC2 part of 

ABC interaction are obtained from the equations 

Xl+X2+2x, == 0 mod 3 

1 " 
2 " 

(000, OIl, 022, 101, 112, 120,202,210,221) 
(002,010,021,100,111,122,201,212,220) 
(001,012,020, 102, 110, 121, 200, 211.222) 

The composition of blocks for confounding AB2C part of the 
A.BC interaction are obtained from the equations 

Xl+2x2+X, == 0 mod 3 

1 " 
2 .. 

(000,011,022, 102, 110, 121,201,212,220) 
(001,012,020, 100,111,122,202,210.221) 
(002, 010, 021, 101, 112, 120, 200, 211, 222) 

The composition of blocks for confounding AB2C2 are 
obtained from the equations 

Xl+2x2+2x, == 0 mod 3 

1 " 
2 " 

(000,012,021, 101, 110, 122,202,211,220) 
(002, 011,020, 100, 112, 121, 201, 210, 222) 
(001,010,022, 102, 111, 120,200,212,221) 
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EXAMPLE: An experiment was conducted to test the levels of 
nitrogen. phosphorus and potash each at three levels in the lay 
out of 33 partial confounding by confounding NPK interaction 
partially. The yields of paddy (kgs) were recorded in parentheses 
as follows: 

Rep. I Rep. II 

120(16) 022(7) 101(12) 010(9) 022(5) 121(15) 

012(10) 211(12) 110(14) 212(19) 202(16) 001(8) 

210(18) 001(6) 011(8) 111(12) 101(14) 200(20) 

000(2) 202(12) 200(15) 201(11) 000(6) 110(17) 

111(9) 112(14) 221(19) 122(13) 120(19) 222(13) 
021(8) 010(8) 020(11)- JOO(8) 011(13) 012(8) 
102(12) 121(13) 212(16) 002(6) '221(18) 102(11) 
201(13) 100(9) 002(9) 220(18) 210(15) 211(14) 
222(11) 220(17) 122(11) 021(7) 112(15) 020(13) 

99 98 115 312 103 121 119 343 

NPK NPKI 
Rep. III Rep. IV 

110(13) 012(17) 021(6) 112(13) 022(7) 110(16) 
212(19) 202(16) 222(15) 210(16) 010(11) 220(19) 
121(15) 100(11) 010(8) 011(12) 221(17) 021(8) 
220(21) 122(14) 120(18) 201(17) 111(13) 122(14) 
000(5) 020(13) 200(22) 222(20) 200(21) 211(16) 
102(1.5) 2.0(21) 112(13) 002(7) 102(10) 101(15) 
201(16) 001(8) 211(16) 020(12) 212(20) 000(7) 
011(10) 221(20) 002(7) 100(9) 001(9) 012(9) 
022(6) 111(14) 101(15) 121(14) 120(17) 202(13) 

120 '134 120 374 120 125 117 361 
NP'K NP'KI 

Fig. 16.20 

C.F. = (I:~~)2, = 17915.56 

Block.S.s, . , 1/9[(99)2+(98)2+ ... +(17)2]-17915.56 = 14l.22 

Replication S.S. = 9~3[(312)2+(343f+ ... +(362)2]-1791S.56 

= 81.22 
Blocks within replication S.S. = Block S.S. - Replication S.S. 

= 60.00 
For computing'the main effects and two factor interactions 

the following two-way tables are formed. 
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TABLE 16.2.5 

p. PI PI 

n. 80 123 103 306 
n1 141 163 179 483 
n. 192 202 208 602 

413 488 490 1391 

N.S.S. = 4:9 [(306)2+(483)2+(602)2]-17915.56 = 1232.47 

P.S.S. = 4;9 [(413)2+{488)2+(490)2]-17915.56 = 107.02 

Table (16.25)S.S. = 4~3 [(80)2+(123)2+ ... +(208)2]-17915.56 

= 1381.19 
NP.S.S = Table (16.25) S.S.-(N.S.S.+P.S.S.) = 41.70 

ko kJ k2 
Po 135 144 134 413 

PI 166 149 173 488 
Pa 194 160 136 490 

495 453 443 1391 

I 
K.S.S. = 4x9 [(495)2 + (453i + (443?-17915.56 = 42.30 

1 
Table (16.26) S.S = 4x3 [(135? + (149)2 + ... + (136)2] 

-17915.56 = 279.02 

PK.S.S = Table (16.26) S.S. - (P.S.S + K.S.S) = 129.70 

TABLE 16.27 

ko k J k2 
no 105 103 98 306 
nI 167 161 155 483 

na 223 189 190 602 

495 453 443 1391 
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Table (16.27) S.S = 4~3 [(1'05)2 + (103)2 +.1.. + (190)2] 

-17915.56:= 1303.02 

NK.S.S = Table (16.27) S.S - (N.S.S + K.S.S):= 28.25 

Since NPK component of NPK interaction was confounded in 
1 st replication and free from confounding in the other three 
replications in Fig. 16.20, the treatment combinations from Rep. 1. 
For example, the total of the treatment combinations in Block 1 of 
Rep. I (i.e. 120, 012, 210, 000, 111, 021, 102, 201, 222) would be 
obtained for other blocks in Rep. I from Rep, n, III and IV .. 

1 (346 + 333 + 400)2 
NPK S.S = - [(346)2 + (333)2 + (400)2 --'----------''--

27 27x3 
:= 93.51 

Similarly S.S. for NPK2, NP2K and NP2K2 are obtained from the 
replications I, III and IV; L II and IV and I, II and III using the 
block compositions of replications II, III and TV respectively as 

1 (334 + 349 + 365)2 
NPK2 S.S. := - [(334)2 + (349f + (365i -~------'-

27 27x 3 
= 17.80 

1 
NP2KS.S = 27 [(339)2 + (328i + (350f - (339 + 328 + 350f/(27x3) 

= 8.96 

1 (336 + 364 + 329)2 
NP2K2S.S. = - [(336)2 + (364)2 + (329i -~------''--

27 27x 3 
= 25.41 

Total S.S = 2077.44 

Error S.S is obtanied by subtracting all the remaining sum of 
squares from Total S.S. 

In the case of three factor interaction the treatment means are 
adjusted with block effects. In order to adjust the treatment mean 
the block effects are adjusted as follows. The least squares effect 
of any block effect can be computed as 1127 [(4 block total) - (total 
of treatments appearings in that block)]. For example, the block 
effect of 1st block in the 1st replication is given as from Fig. 16.20 
we have 1/27 [4(99) - (445)] = -1.81. 
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TABLE 16.28 ANOVA TABLE 

Source df SS MS Fcal 
Replications 3 81.22 27.07 8.96** 

Blocks (within) 
replications 8 60.00 7.50 2.48* 

N 2 1232.47 616.24 204.05** 
P 2 107.02 53.51 17.72** 
NP 4 41.70 10.43 3.45** 
K 2 42JO 21.16 7.01 ** 
NK 4 28.25 7.06 2J4 
PK 4 129.70 32.43 10.74** 

NPK 2' 93.51 46.76 15.48* 
NPK2 2' 17.80 8.90 2.94* 
NP2K 2' 8.96 4.48 1.48 
NP2K2 2' 23.41 11.71 3.88* 
Error 70 211.08 3.02 
Total 107 2077.44 

**Signiftcant at a I per cent level, *Signiftcant at 5 per cent level. 

Similarly the estimates of block effects for other blocks were 
computed and are presented in the following Table 16.29. 

TABLE 16.29 BLOCKS EFFECTS 

REPLICATION 

I 2 3 4 
I -1.81 -D.93 0.78 0.89 

Block 2 -1.44 0.52 2.74 0.41 
3 -2.04 -DJO OJ7 0.81 

For finding the adjusted treatment totals, the sum of the blocks 
effects in which a treatment appears is subtracted from the 
corresponding treatment total. 

The adjusted total ofn2p]kO is 
70 - (-1.81 + 0.52 + 2.74 + 0.89) = 67.66 

where the vslues in parenthesis are the blocks effects of (Rep. I, 
block I), (Rep. II, block 2), (Rep. Ill, block 2, (Rep. IV, block 1) 
respectively since n2P] ko appears in these blocks . 

. 67.66 
The adjusted mean ofn2p]kO IS -4- = 16.92. 

Similarly all the adjusted treatement means can be calculated. 
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16.11 Split-plot Design 
Treatments requiring large experimental material in combina

tion with treatments requiring less experimental material are to 
be tested, split plot design is used. In this design the experimental 
units would be further sub-divided into sub units so that more 
treatments could be tested within each main treatment. For 
example, if different levels of nitrogen are to be te'sted at each 
arid different levels of moisture -depletion. th~n the depletion 
levels will be tested in main plots and levels of nitrogen in sub
plots within each main plot. The additive model of Analysis of 
variance for this design is 

(16~16) 

where YUk be the observational value on the k-th sub-treatment 
in i-th main-treatment belonging to j-th replication for i-I, 
2 ..... m; j = 1, 2, "', r; k = 1, 2, .... n. Eij /"OJ N(O, 'all); 
3ijk /"OJ N(O. a) and Ei'S are experimental errors .lor main plots 
and aUk'S are experimental errors for sub plots. The layout of 
split plot design with 4 levels of depletion. 5 levels of nitrogen 
and 4 replications is given in Fig. 16.21. The levels of depletion 
are denoted by do, d .. dz and d, and nitrogen by no. n .. n2. n, 
and n ... 

ns . - 11'5 n • II -- -fo--- --- --- 114- 'lto '11z .... 
'--- --- --- ----

'II. ... 'R.~ ........ '1Lo 110 113 11 ... ". --- fo-- --- 1""-- -- - -..... ----
n.~ 'Ilf 'Tl(] .... 5 

1--- f--- 1----
1lfl. 11 • 1111 7J • --- -- --- --

,""0 'Il:t '"'2- n+ nt '71 .... ?It 71. 
-- --- --- --- --- --- --- ----
'11.f 'II ... l1f 'Jl, 71

5 nZ, lIS 712 

Fig. 16.21. Split plot design. 
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The depletion levels ar~ randomized in main plots and the 
nitrogen levels are randomized in sub plots in each replicate. It 
is obvious that the depletion levels effects would be compared 
with less precision and the nitrogen leyels . would be compared 
more precisely since the experimental errors for each sub plot 
would be added for the main treatments comparison and' sub
tracted for the sub-treatments comparison. The experimental 
error for main treatments will be usually larger than the experi
mental error for sub-treatments and for interaction of main and 
sub-treatments. It can accommodate more number of treatments 
in each replication than randomized block design by reducing 
the precision of comparison of main treatments and increasing 
the efficiency of comparison of sub treatments and interaction. 
The moisture levels, dates of sowing, varieties of·a crop, milch-· 
ing machines in dairy experiments, plant protection equipment 
in Entomology and Pathology experiments,' dairy animal in 
feeding experiment, storage models in post-harvest experiments, 
etc., would require large experimental material and therefore 
they would .be used as main treatments in this design analysis. 

In conducting experiments on grasses, the yield cuttings at 
different intervals of. time for the same variety of grass are taken 
as sub-treatments and different varieties of grasses as main treat
ments. Different types of pressure cookers can be compared as 
main treatments and different varieties of rice cooked by each 
pressure cooker as sub treatments with respect to taste, appear
ance, donness, etc. Different edible oils are compared as main 
treatments and different recipes prepared in each medium of 
e4ible._oil as sub treatments with respect to loss of nutrients, .etc. 
Different types of cloth can be compared as main treatments and 
different types of garments prepared from each type of cloth as sub 
treatments with respect to durability, expenditure involved, etc. 

This design can also be viewed as a confounded design where 
main effects are confounded with main plots. Here the main plots 
are .considered as incomplete blocks and the differences between 
main treatments are same as the differences between incomplete 
blocks and the sub treatments and interactions are free from 
block effects. Let M be the main treatment with em' levels and N 
be the sub-treatment with en' levels having Or' replications, the 
,different sum of squares are computed as follows. 

C.F .. Gl/r.m.n 
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where G is the grand total and r, m, n be the number of replica
tions, number of main treatments and number of sub-treaments 
respectively. 

T.S.S. = ~. Ynk-C.F In 
where Yfjk is the observational value for (i, j, k)-th experimental 
unit and the '!:' extends over all the experimental units. 

1 
R.S.S. = -- (Rf+Ri+ ... +R~)-C.F. m.n 

where RI be the total of i-th replication.. The Error (1) S.S. is 
obtained from the following two-way table of replications and 
main treatments. 

TABLE 16.30 REPLICATIONS 

Main treats 1 2 r 

1 mlr. mlf. m.r, M. 
2 m.fl mlr2 mlf, M. 

m mmf• mmr• romr, M .. 

Rl R. R, G 

Main treatment S.S.(M.S.S) = _1_ (Ml+M~+ ... +M!.)-C.F. r.n 
Table 16.30 S.S. = lIn [(mlrl)2+(mlr2)2+ ... +(mmrr)2]-C.F. 
Error (1) S.S, (EI.S.S.) = Table 16.30 S.S -(R.S.S+M.S.S.). The 
main treatment X sub treatment S.S is computed by considering 
the following two-way table of sub and main treatments. 

TABLE 16.31 MAIN- TREATMENTS 

Sub treats 1 2 m 
1 D.m. D.m. Dlmm N. 
2 DI~. D.!DI .. - DI~m N. 

D Dam. Dam, Dam .. Na 

M. M. Mm G 

1 
Sub-treatment S.S, (N.S.S) = - [(Nl)2+(N~+ ... +(Na)2] 

r.m 
-C.F. 
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Sub treat X Main treat S.S, (MN.SS) = Table 16.31 S.S-(N.S.S 
+M.S.S) 
Error (2) S.S, (E2.S.S) = Total S.S-(Table 16.30 S.S+N.S.S 
+MN.SS). 

TABLE 16.32 ANOVA TABLE 

Source d./. Feal 

Replications r-l 
M m-I M.M. SfEtM.S 

Error (I) (r-l)(m -I) 
N ,n-l N.M. SIE.MS 

MN (m-I)(n-I) MN.M. S/E.MS 
Error (2) m(r-1Xn-l) 
Total rmn-l 

Ftab (d./.) 

(m-I), (r-lXm-l) 

(n-I), m(r-1Xn-l) 
(m-I) (n-l),m(r-IXn-l) 

The standard errors for the comparison of the different treat
ment means are presented in the Table 16.33 

TABLE 16.33 

Difference Notation S.E. 
between 

Two Mmeans mi-mj J'::. 
Two Nmeans "'iii-iil J2E. 

r·m 

Two N means at the same 
minj-mink In;. level of M 
-- --

} Two M means at same minj-mtni J2(n -1>E.+~] 
or different levels of N -- -- rn miDj-mkDl 

> 

where Elt E2 are EJ.M.S and E2.M.s respectively 
In the case of treatment means of two main treatments at the 

same level of sub-treatment or different levels of sub-treatment, 
the ratio of the difference between two treatment means and its 
S.E. does not follow Student's t-distribution. Let t.. t2 be the 
tabulated values of t corresponding to d.f. for EJ and E2 res
pectively then the tabulated value of t for the above said 
comparison is 

... (16.17) 
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l~Ul.l It may be noted that the split plot design can also be 
laid out in Latin square design by making the number of whole 
units equal to the number of replications which are in tum 
equal to number of rows and columns. 

EXAMPLE: An experiment was conducted to test the 4 methods 
of application of fertilizer in main pl~t~ and nitrogen at 3 
levels, phosphorus 'and potash at 2 levels each in sub plots in 
split-plot design for sugar cane crop. The yields for 4 replications 
are presented here. The methods are denoted by mo, m h m2, and 
m3. nitrogen levels by Do. nb 02 phosphorus by po. PI and 
potash by ko• k t. 

(20)110 
(16)100 
(18)200 
(17)201 
(12)010 
(6 )000 
(24)210 
(12)011 
(15)101 
(22)111 
(26)211 
(10)001 

198 

(22)201 
(26)110 
(23)100 
(31)210 
(15)010 
(12)001 
(29)211 
(19)011 
(26)200 
(11)000 
(18)101 
(26)111 

258 

1110 

010(11) 
100(15) 
111(19) 
211(23) 
000(41") 
101(13) 
201(15) 
001(8) 
210(20) 
011(10) 
110(18) 
200(16) 

172 

m. 

(17)010 
(13)000 
(19)101 
(24)201 
(27)111 
(34)211 
(16)001 
(32)210 
(24)200 
(22)110 
(15)011 
(25)100 

268 

REP. I 

m. m1 

200(22) 101(19) 
001(15) 201(21) 
101(18) 010(16) 
111(26) 210(28) 
210(29) 211(30) 
100(22) 001(13) 
000(12) 110(24) 
110(25-) 011(16) 
211(32) 000(13) 
010(18) 100(20) 
011(14) 200(23) 
201(20) 111(24) 

253 247 870 

REP. II 

1110 m. 
(18)200 (13)001 
(14)101 (17)100 
(12)010 (16)200 
(10)001 (10)010 
(23)210 (9) 000 
(7) 000 (20)210 
(25)211 (17)101 
(20)111 (14)001 
(16)100 (23)211 
(18)201 (19)110 
(22)110 (15)20] 
(12)011 (24)111 

197 197 920 
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REP. HI 

m1 mO m. m. 

(18)011 (8) 000 (26)200 (26)211 
(25)110 (13)011 (33)210 (15)200 
(27)111 (16)201 (14)011 (20)110 
(25)201 (26)211 (13)001 (13)010 
(31)211 (14)100 (21)101 (22)21~ 

(24)100 (16)200 (31)211 (14)001 
(14)010 (9) 001 (11)000 (18)100 
(30)210 (24)110 (23)201 (25)111 
(19)101 (20)210 (28)111 (18)201 
(24)200 (14)010 ( 15)010 (1)011 
(13)001 (19)111 (27)100 (19)101 
(12)000 (J3)101 (24)110 (H)OOO , 
262 192 266 218 938 

REP. IV 

m, Ine m1 m~ 

(25)111 (14)011 (20)101 (20)~IQ 
(29)100 (20)111 (16)001 (13)20() 
(14)010 (15)201 (32)210 (I6)QU 
(21)201 (28)211 (27)110 (17)001 
(19)101 (10)001 (17)010 (28)llt 
(13)000 (26)110 (24)201 l24)Z.tJ 
(17)0.11 (22)210 (32)211 (16.)201 
(30)211 (11)000 (26)111 (20)100 
(25)200 (13)100 (10)000 (12)000 
(10)001 (15)200 (19)011 (19)110 
(36)210 (13)010 (25)200 (21)101 

.(25)110 (15)101 (28)100 (13)010 

264 202 276 219 961 

(3689)2 
C.F. - 5x4x12 = 70878.76 

Total S.S = [(20)2+(16)2+ ... +(13)2]-~.F = 7870.24 

RepliCation 5.S, (R.S.S) = 4 ~ 12 [(870)2+(920)2+ ... +(961)2] 

-70878.76 = 93.43 

From two-way table of replications and methods of application, 
we have 
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M.S.S = 4; 12 [(763)2+(1043)2+ ... +(1051)2]-70878.76 

= 1347.14 
Table S.S. = 1/12[(172)2+(197)2+ ... +(264)2]-70878.76 

= 1474.32 , 
'Error (1) S.S = Table S.S - (R.S.S + M.S.S) = 33.75 
The two-way table of methods of application and ""'iipk' fertilizer 
is given in Table 16.34. 

TABLE 16.34 

Fertilizer Methods of aRplication Total 
m, m1 m, m. 

Dopek. 30 46 38 49 163 
D,Pekl 37 54 54 54 199 
o,p,ke 50 62 48 64 224 
DoP1kl 49 72 59 60 240 
D,poke 58 95 71 103 327 
01Pekl 55 76 72 77 280 
D,Plke 90 102 78 96 366 
D,P1kl 78 103 99 106 386 
D.Pok. 65 98 62 97 322 
o.Pok, 64 92 66 88 310 
D,p,k. 85 121 86 130 422 
DaPJk, 102 121 99 127 450 

763 1043 832 1051 3689 

Fertilizer S.S = 4!4 [(163)2+(199)2+ ... +(450)2]-70878.76 

== 5533.43 
The fertilizer S.S can be further split into main effects and intcr
actions as follows. 

From two-way table for 'nitrogen' and 'phosphorus', wc havo 
1 

N.S.S. = 4X4X2x2 [(826)2+(1359)2+(1504)2]-70878.76 

= 3983.32 
1 

P.S.S. = 4x4x2 [(1601)'+(2088)2]-70878.76 

== 1235.25 
1 

Table S.S. = 4x4x2 [(362)2+(464)2+ ... +(872)2]-70878.76 

.... 5374.40 
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NP.S.S. == Table S.S-(N.S.S+ P.S.S) = 155.83 
From two-way table of 'nitrogen' and 'potash', we have 

1 
K.S.S = 4x4x3x2 [(1824)2+(1865)2]-70878.76 

= 8.75 

Table S.S - 4X!X2 [(387)2+(439)2+ ... +(760)2]-70878.76 

= 4040.96 
NK.S.S. == Table S.S -(N.S.S+K.S.S) = 48.89 
From two-way table of 'phosphorus' and 'potash', we have 

Table S.S = 4X! x 3- [(812)2+(789)2+ ... +(1076)2]-70878.76 

== 1283.43 
PK.S.S == Table S.S-(P.S.S+K.S.S) = 39.43 
NPK.S.S a= Fertilizer S.S-(N.S.S+P.S.S+K.S.S+NP.S.S 

+NK.S.S+PK.S.S) = 61.96 
From two-way table of 'methods' and 'nitrogen'. we have 

MN.S.S = Table S.S-(M.S.S+N.S.S) = 214.59 
From two-way table of 'methods' and 'phosphorus', we have 
M~.S.S = Table S.S-(M.S.S+P.S.S) = 17.39 
From two-way table of 'methods' and 'potash', we have 
MK.S.S = Table S.S-(M.S.S+K.S.S) = 98.73 
The three-way table of methods, nitrogen and phosphorus is 

TABLE 16.35 

Methoth 110 n, n. 
P. PI p, PI p, PI 

IDe 67 99 113 168 129 187 763 
m, 100 134 171 205 190 243 1043 
m. 92 107 143 177 128 185 832 
m. 103 124 180 202 185 257 1051 

363 464 607 752 632 872 3689 

MNP.S.S == Table 16.35 S.S-(M.S.S+P.S.S+N.S.S+MP.SS 
+MN.SS+NP.S.S) == 46.1 
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The three way table for methods, nitrogen and potash is 

TABLE 16.36 

Methods no nl n. 
ko kl k, kl ko kl 

rno 80 86 148 133 150 166 763 
rnl 108 126 197 179 219 214 1043 
rn. 86 113 149 171 148 165 832 
rn. 113 114 199 183 227 215 1051 

387 439 693 666 744 760 3689 

MNK.S.S = Table 16.35 S.S-(M.S.S+N.S.S+K.SS+MN.SS 
+MK.S.S+NK.S.S) = 36.95 

The three-way table of methods, phosphorus and potash is 

TABLE 16.37 

Melhoth P. PI 
ko kl k. kl 

rno 153 156 225 229 763 
rn. 239 222 285 297 1043 
rn. 171 192 212 257 832 
rn. 249 219 290 293 1051 

812 789 1012 1076 3689 

MPK.S.S = Table 16.37 S.S-(M.S.S+P.S.S+K.S.S+MP.S.S 
+ MK.S.S +PK.S.S) = 12.80 

The MNPK.S.S. is obtained by subtracting the sum of all the 
mairi effects, two factor and three factor interactions sums of 
squares from the Table 16.34 S.S (or Fertilizer S.S) 

MNPK.S.S = 63.36 
Error (2) S.S = 372.57 
The standard errors for the difference between treatment 

means are given in Table 16.39. 
The S.B :values mUltiplied by corresponding tabulated values of 
t would give'vaiues of critical differences, 
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TABLE 16.38 ANOVA TABLE 

Source d./. S.S. M.S. Fe.) 

Replications 3 93.43 31.14 
Methods (M) 3 1347.14 449.05 119.75** 
Error (1) 9 33.75 3.75 

N 2 3983.32 1991.66 706.26** 

P 1 1235.25 1235.25 438.03** 
K 1 8.75 8.75 ~.10 
NP 2 155.83 77.92 27.63** 
NK 2 48.89 24.45 8.67** 
PK 1 39.43 39.43 13.98--
NPK 2 61.96 .30.98 10.99** 
MN 6 2]4.59 35.77 12.68--
MP 3 17.39 5.80 2.06 
MK 3 98.73 32.91 11.67-* 
MNP 6 46.10 7.68 2.72-
MNK 6 3~.95 6.16 2.18-
MPK 3 12.80 4.27 1.51 
MNPK 6 63.36 10.56 3.74** 

Brror(2) 132 372.57 2.82 
Total 191 7870.24 

-Significant at 5 per cent ]eveJ, *-Sign. at 1 per cent level 

TABLE 16.39 STANDARD ERRORS 

Difference S.E. S.E. value 
between 

rn.-ml J 2x3.75 
4x3x2)(2 

0.40 

- - J 2X2.82 D. -D, 
. 4X4X~)<2 

0.30 

PI - P; or·k1 -k, .J 2x2.82 
4x4x3x2 

0.24 

n,p, - D!",> } 
or J2~ 0.42 

D.kl - n,tl . 
4x4x2 

plt,.- p.kl 
J2X2.82 

4x4x3 
0.34 

maP.k1 - mlPik. 
J2X2.82 

4x3 
0.69 

mln.p, -~ -J~ 4x2 
0.84 

-- -- )2[(6-1)2.82+3.75] 0.86 m.nlP,--m.n,Pl 4x6x2 

mloaPlkl - mlD.Plke 
J2l(12-1)2.82+3.75] 

4x12 
1.20 
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16.12 Split-Split Plot Design 

The sub plots in split plot design can further be divided into 
sub plots to accommodate one more factor. For example, deple
tion levels will be taken as main treatments, levels of nitrogen 
as sub-treatments and methods of application of nitrogen as sub
sub-treatments. The method of analysis of this design is an 
extension of the one given in split-plot design with three error 
components instead of two. The Analysis of variance Table is 
given in Table 16.40 with replications (r), main treatments (m), 
sub treatments (n) and sub-subtreatments (p). In general Error 
(I) M.S ~ Error (2) M.S ~ Error (3) M.S in this design as a 
simple extension of split-plot design. Hence sub-sub treatments 
are more precisely comnared than sub treatments which are in 
turn more precisely compared than main treatments. The different 
sum of squares are comp~ on the basis of sub-sub unit. The 
divisor at each stage will be the number of sub-sub units involved 
in the numerator. 

TABLE 16.40 ANOVA TABLE 

Source d./. F<:al Ftab (d./.) 

Rep1ications r-l 
M m-l M.M.S/E1MS (m-l), (r-l)(m-l) 

Error (I) (r-l)(m-l) 
N n-l N.M.SfE.MS (n-l), m(r-l)(n-l) 
MN (m-l)(n-l) MN.MS,E.MS (m-1Xn-l), m(r-l)(n~l) 

Error (2) m(r-l)(n-l) 
P p-l P.M.S/EaMS (p-l), mn(p-l)(r-l» 
MP (m-l)(p-l) MP.M.S/E.MS (m-l)(p-l),mn(p-l)(r-l) 
NP (n-l)(p-l) NP.M.SJE.MS (n-l)(p-l),mn(p-l)(r-l) 
MNP (m-l)(n-I) (MNP.M.S/E.MS (m-l)(n-l)(p-I), 

(p-I) mn(p-l)(r-l) 

Error (3) mn(r-l)(p-l) 
Total mnpr-l 

The standard errors for the difference of two treatment means 
are same for the whole unit .. nd sub unit treatments as in the 
case of split plot design except the extra divisor vi. The 
standard errors for the remaining comparisons are presented in 
Table 16.41. 
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TABLE 16.41 STANDARD ERRORS 

Difference between 

Two Pmeans 

,Two P means at the same 
level of M 

Notation 

Two P means at the same 
level of N nipJ-nipl 

I 

Two P means at the same -. - -. -
level of MN: m1njPk.-1ll1n;Pl 

Two N means at the same 
or dif. levels of P 

Two NP means at tli~ 
same level of M 
Two M means at the 
same or different 
levels of P 

Two M means at the 
,~ame level of N & P. 

nipk-njPk ") 
or r 

nWk-niPl J 
mirupk-minlPk 

mipk-mjPk ") 
or r 

mipk-m pJ 

S.B 

J 2E. 
r·m·D 

J2E. 
r·n 

J;~ 
In; 
J2[(P-l)E.+E.J 

r·m·p 

J2[(P -l)E. + Etl 
r·p· 

j 2[(P-I)E.+E1.J 
r·p·n 

2[(p -1)E3 + (n -1)E2 + E] 

r.n.p 

Where EI> E\ and Ea are the El M.S., EI M.S. and Ea. M.S. respectively, 

16.12.1 Missing Data: Let a single sub unit in which the 
treatment 'mmj' occurs is missing in split plot layout then the
estimate of the missing value is 

y. _ rMi+n (Illinj)-(mi) (16.18) 
b - (r-1)(n-l) 

w!lere Mi be the total of the whole unit in which mi~sing sub unit 
occurs, (mfnj) be the total of all the remaining sub units which 
receive the sub treatment, minj and (mf ) be the total of all.the 
sub units which receive the whole unit, mi over all replications. 

If one sub unit is· missing one d.f. is subtracted from Error (2) 
and also from the total. The treatment sum of squares and Error 
(1) are slightly'inflated due to the sUbstitution 'of missing value. 

16.13 Strip Plot Design 
In split plot design if the sub treatments are ,laid out in strips? 

then the design is known as strip plot design. TIlls design is used 
when both main and sub treatments require large experimtmtal' 
material. Here the intera.ction is more eftici~nt1y cO,mpared than 



240 STATISTICS FOR AGRICULTURAL SCIENCES 

main and sub ~reatments due to the fact that main and sub treat
ments have large experimental material and interaction has less 
experimental material. If depletion levels and sowing dates are 
to be tested then the depletion levels may be taken in main plots 
and dates of sowing in strips as both require large experimental 
area. The layout of strip plot design with 4 depletion levels and 
3 dates of sowing of a crop having 4 replications is given in 
Fig. 16.22. The depletion levels are denoted by do, dt.' d2 and d3 

and the sowing dates by so, SI and S2' 

Rep 1. 

d~ d, 

r- --- - -- - - - --

r---
I 

- - ---,--
Fig. 16.22 Strip plot design. 

In Fig. 16.22 the randomization of dates of sowing is done over 
the complete strips as in the case of depletion levels for the com
plete columns. Hence dates of sowing are also considered as main 
treatments. In split plot design the randomization of sub treat
ments is done within each main treatment but in this design the 
randomization is done over complete strip. In general if there are 
em' main treatments; 'n' sub treatments laid out in strips, with 'r' 
replications, the analysis of variance table is given in Table 16.42. 

TABLE 16.42 ANOVA TABLE 

SOUl';ce d.f. Feat fiab (d.f.) 

Rep1ications r-l 
M m-l M.M's/E1MS (m-1), (r-l)(m-1) 

Error (1) (r-l)(m-1) 
N (n-1) N.M.S/EIMS (n-I), (r-l)~-I) 

Error (2) (r-l)(n-I) 
MN (m-1)(n-l) MN.M's/EaMS (m-1)(n-I), (r-l)(m-l) 

(n-1) 
Error (3) (r-I)(m-l) 

(n-l) 
Total- rmn-l 

Replication S.S. Main treatment SoS'. sub treatment S.s. 



EXPERIMENTAL DESIGNS 241 

main X sub treatment S.S are obtained in the usual way as given 
in split plot design. Error (1) S.S. is obtained from two-way 
table of Replications and main treatments, Error (2) S.S. is 
obtained from two-way table of Replications and sub treatments 
and Error (3) S.S. is obtained by subtraction from Total S.S., 
the remaining all the sum of squares. 

TABLE 16.43 STANDARD ERRORS 

Difference between Notation S.E. 

Two M means (mj-mi) J2CE1 ) 

rn 

Two N means (ni-nj) J2CE~~ 
r·m 

Two M means at the 
(mini-mifij) J2[Cn-l)(EaHE11 

same level ofN r·n 

Two N means at the 
(mini-mini) J2[(m-l)(EsHEll 

same level of M r·m 

Where E1 , E, and Ea stand for EI.M.S., E •. M.S and E •. M.S. respectively. 

16.14 Analysis of Covariance 
Extraneous variables sometimes influence the character under 

study resulting in misleading interpretation. For example, for 
testing the different rations in animal feeding experiment, the 
initial weights of animals would considerably influence the gain 
in weights. In Analysis of variance the differences in initial 
weights will be added to the error variance which results in 
decreasing precision for testing of different rations. To remove 
the influence of initial weights of animals on gain in weights 
covariance analysis would be adopted. In this method, regression 
analysis would be used for adjusting the ration means by fixing 
initial weights at constant level (inean of initial weights). Ih 
agronomy experiments, the variation in plant population in plots 
effects the yield. For removing the influence of plant population 
on yield, the yield is considered as dependent variable and plant 
population as independent variable in oovariance technique. In 
entomology experiment, for testing the effectiveness ofinsectici
des on (say) cabbage crop, the volume of,the bulb will be consi
dered as independent variable and number ofinseots as dependent 
variable since the volume of the bulb is positively correlated with 
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the number of insects on the bulb. The independent variables 
are ·also referred here as concomitant variables. Analysis of 
covariance is not a design but a statistical technique through 
which the error variance could be reduced for increasing the 
efficiency of design. 

16.14.1 Assumptions: (1) The concomitant variable should be 
a quantitative variable but not a random variable. (2) The con
comitant variable should not be influenced by the treatments 
applied. (3) The dependent variable (or the variable under study) 
has linear regression on the concomitant variable. 

The model of analysis of covariance in the Randomized 
block layout with Qne observation per cell is 

Yii = "'+(Xi+~i+'Y(Xii-X" )+Eii (16.19) 

for i = 1,2, ... , t and j = 1, 2, "', r 

where Yii 'is the observation on the i-th treatment in the j-th 
block, f' is the general mean, /Xi the i-th treatment effect, ~j the 
j-th block effect, 'Y the regression coefficient, Xii the observation 
of the concomitant variable on the i-th treatment in the j-th 
block, X .. the mean of the concomitant variable. based on rt 
units, and Ei/S are errors which are randomly and independently 
distributed with mean zero and constant variance 0'2. 

TABLE 16.44 SUM OF SQUARES AND SUM OF PRODUCTS 

Source d./. Y Xy X 

Blocks r-I B.S.S(Y) B.S.P(XY) B.S.S(X) 
Treatments t-1 Tr.S.S(Y) Tr.S.p(XY) Tr.S.S(X) 
Error (r-lXt-I) E.S.S(Y) E.S.P(XY) E.S.S(X) 

Treatments Tr.S.S(Y) Tr.S.P(XY) Tr.S.S(X) 
+Error ret-I) +E.S.S(Y) +E.S.P(XY) +E.S.S(X) 

The. block s~m of squares, treatment sum of squares for 
characters Y and X'are obtained in the usual way as in Analysis 
of variance for R~ildomized block design. The sum of products 
for Blocks 'and TreaQIlents are computed as 

B.S.P(XY) = ~ By·Bx 

t 
Gy·Gx 

rt 
(16.20) 
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where By, Bx. Gy and Gx are the block totals and Grand 
totals for characters Y and X respectively. 

Tr.S.P(XY) = ~ Ty·Tx _ Gy·Gx 06.21) 
r rt 

where Ty , Tx are the totals of each treatment for Y and X 
respectively. The sum of squares and sum of products i'n Error 
line are obtain~d by subtraction. The (treatments + Error) line is 
included in Table 16.44 by adding the corresponding value-s of 
treatments and Error. 

TABLE 16.45 CORRECTED ANOVA 

Source 
Regression 

d.f. S.S. 

Error 
[E.SP(Xy)]1 

E.SS(X) 
Treatments 1 

[Tr.SP(XY)+ ESP(XY)]I 
+Error Tr.SS(X)+E.SS(X) 
Treatments 

[E.SP(XY)]l 
where SI = E.SS(Y)- E.S.S(X) 

Corrected 
·d·f 

(r-I)(t':""'l)-1 

r(t-l)-l 

t-I 

S.S. 

SI 

S. 

(SI,-SI) 

S = {T S S(Y)+E S S(Y)}- [(Tr .S.P(XY)+E.S.P(XY)]2 
2 r· . . • {Tr.S.S(X)+ E.S.S(XH 

It may be noted that the d.f. for error and (treatment+error) 
will be reduced by one for each concomitant variable. To test 
the null hypothesis that the adjusted treatment means are equal, 

(S2-S1)/t-l . d F" h ( I) [( ) 
the ratio SI/(r-1)(t-I)-1 IS use as Wit t- , r-l 

(t-I)-I]d.f. 
CONCLUSION: If Feal"> Ftab with (t- 1), (r-1)(t-1)-1 

d.f. at chosen level of significance, the null hypothesis is rejected. 
Otherwise the null hypothesis is accepted. 

If the null hypothesis is rejected, each pair of adjusted treat
ment means «p, aq are to be tested with the help of student's 
t-test using S.E as 

Jc d E M s[ 2 (XP.-Xq.)lJ 
orrecte. . . r+ E.S.S(X) 

(16.22) 
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Where Xp. and Xq. are the means of p-th and q-th treatments 
on the concomitant variable. The S.E. for adjusted treatment 
mean Up is given as 

Jc d E M S [ 
1 (Xp _X .. )2 ] (l623) 

orrecte .. r+ E.S.S(X) . 

EXAMPLE: The following is a 3 X 2 factorial experiment laid 
out in 4 randomized blocks. The first factor is a nitrogenous 
fertiliser applied at 3 levels and the second factor phosphorus 
applied at 2 levels to a wheat crop. The yields (kg) (Y) and plant 
population (X) are presented in Table 16.46. 

TABLE 16.46 

Blocks 
Treatments (J) (II) (Ill) 

Y X Y X Y X 

n.p, 6.0(-3.0) 40(0) 6.5( -2.5) 37(-3) 6.4(-2.6) 39(-1) 
nOPl 8.5( -0.5) 39(-1) 8.0(-1.0) 42(2) 8.7(- 0.3) 38(-2) 
nlPO 9.0(0) 38(-2) 8.7(-0.3) 40(0) 9.2(0.2) 45(5) 
n1Pl 10.0(1.0) 41(1) 9.8(0.8) 43(3) 10.4(1.4) "2(2) 
naPo 8.2(-0.8) 40(0) 9.0(0) 41(1) 9.8(0.8) 38(-2) 
n.Pl 11.5(2.5) 43(3) 10.9(1.9) 40(0) 11.2(2.2) 40(0) 

-0.8 1 -1.1 3 1.7 2 

Table 16.46 can be rewritten by taking deviations from arbi
trary means for Y (9.0) and X (40) respectively and presented in 
Table 16.46 itself. 

0 7 =-0.2, Ox = 6, r = 3, t = 6 
(-0.2)2 (6)2 

C.F(Y) = 18 = .002, C.F(X) = 18 = 2.0 

C.F(XY) = (-~'i)(6) = 0.067 

Total S.S(Y) = ~ yl-C.F(Y) = 43.06-0.002 = 43.058 
Total S.S(X) = ~ Xl-C.F(X) = 76.0-2.0 = 74.0 
Total S.P(XY) = ~ XY -C.F(XY) = 22.3 - .067 == 22.233 
Block S.S(Y).= 1/6 [(0.8)2+( -1.1)2+(1.7)2]-.002 = 0.788 
Block S.S(X) = 1/6 [(1)2+(3)2+(2)2]-2 = 0.333 
Block S.P(XY) = l/t ~ Bx.B7 -C.F(XY) 

= 1/6 [(-0.8)(1)+(-1.1)(3)+(1.7)(2)]-0.067 = 0.767 
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The two-way table for computing the treatment sum of squares is 

TABLE 16.47 

II, 111 ". Tolal 
y X Y X Y X Y X 

p, -8.1 -4 -0.1 3 0 -1 -8.2 -2 
PI ~1.8 -1 3.2 6 6.6 3 8.0 

Total -9.9 -5 3.1 9 6.6 2 -0.2 

N.S.S(Y) = 1/6 [( -9.9)2+(3.1)2+(6.6)2]-0.002 = 25.195 
N.S.S(X) = ]/6 [(-5)2+(9)2+(2)2]-2.0 = 16.333 
N.SP(XY) =< l/rx2 ~ NxNy-C.F(XY) = 1/6 [(-9.9)( - 5) 

8 

6 

+(3.1)(9)+(6.6)(2)]-0.067 = 15.033 
P.S.S(Y) = 1/9 [(-8.2)2+(8.0)2]-0.002 = 14.580 
P.S.S(X) = 1/9 [( -2)2+(8)2]-2.0 = 5.556 

P.SP(XY) = r~ 3 I: Px.Py-C.F(XY) = 1/9 [( -8.2)( -2) 

+(8.0)(8)]-0.067 = 8.866 
For finding out the sum of squares and products for interac

tion, the sum of squares and products for Table 16.47 are 
obtained as follows. 

Table S.S(Y) = 1/3 [( -8.1)2+( -0.1)2+ ." +(6.6)2]-0.002 
= 40.885 

table-S.s(X~-= 1/3 [( __ 4)2+(3)2+ ... +(3-)2]-2~0 = 22.0 
TableS.P(XY) = 1/3 [(-8.1)(-4)+(-0.1)(3)+ ... +(6.6)(3)] 

-0.067 = 24.233 
NP.S.S.(Y) = Table S.S(Y)-[N.S.S(Y)+P.S.S(Y)] = 1.110 
SImilarly NP.S.S(X) and NP.SP(XY) are obtained as 0.334 

and 0.111 respectively. The error sum of squares and pro~ucts 
are obtained by subtraction. 

TABLE 16.48 SUM OF SQUARES AND PRODUCTS 

Source d,f. S.S.(Y) SP(XY) S.S(X) 

Blocks 2 0.788 -0.767 0.333 
N 2 25.195 15.033 16.333 
P 1 14.580 8.866 5.556 

NP 2 1.110 0.334 0.111 
Error 10 1.385 1.233 51.667 

- N+Error 12 26.580 16.266 08:000 
P+Error 11 15.965 10.099 57.223 
NP + Error 12 2.495 1.567 51.778 
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TABLE 16.49 CORRECTED ANOVA 

Source 
Regression Corrected 

Feal 
d,f. S.S. d./. S.S M.S 

Error 0.029 9 1.356 0.151 
N+Error 1 3.891 11 22.689 
P+Error 1 1.782 10 14.183 
NP+Error 0.047 11 2.448 

N 2 21.333 10.666 70.63** 
P 1 12.827 12.827 84.94** 

NP 2 1.092 0.546 3.61 

"'.Significant at 1 per cent level. 

Here Feat is found to be significant at 1 per cent level in the 
case of main effects but not significant even at 5 per cent level 
in the case of interaction. The regression coefficient, 

.. = E.SP(XY) = 0 024 
Y E.S.S(X) . 

The adjusted means of N are calculated for comparison 
within their levels and presented in Table 16.50. 

TABLE 16.50 ADJUSTED MEANS OF N 

Levels y,. X' (Xi. -X .. ) Y(Xi. -X .. ) Yi. -r(Xi. -X .. ) I. I. 

of N 

n, 7.35 39.17 -1.16 -0.028 7.378 
n l 9.52 41.50 1.17 0.028 9.492 
0, 10.10 40.33 0 0 10.100 

The adjusted means of level~ of P are presented in Table 16.51 

Levels Yi. 
olP 

Po 8.09 
PI 9.89 

TABLE 16.51 ADJUSTED MEANS OF P 

Xi. (Xi. -X .. ) y(Xi. -X .. ) Yi. -y(Xi. -X .. ) 

39.78 
40.89 

-0.55 
0.56 

-0.013 
0.013 

8.103 
9.877 
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S.E. of the difference between two levels of 

N = / 2[adj.E.M.S.] 
"'Ii rx2 

= 0.224 

S.E. of the difference between two levels of 

P =r J 2[adj.E.M.S.] 
rX3 

= 0.183 

16.15 Tukey's Test of Additivity 

247 

One of the assumpfions in all the models for different designs 
given in this chapter so far is that different factor effects are 
additive. This assumption may not always be trqe. If this assum
ption is not true the errors will be inflated. To know whether 
this assumption holds good or not 'Tukey's test of additivity' is 
used. In other words this test is useful to know whether trans
formation of given data is necessary for bringing the original 
observations to additive scale. Let A and B be two factors such 
that A is at's' levels and B is at 't' levels and nij be the number 
of observations ror the (i, j)-th cell where nij = 1. Let YO be 
the interaction between i-th level of A and j-th level of B. 
Assuming that Yij represents quadratic expression, we have 

YO = a+b(Xi+c~j+d(Xr+e~J+g(Xd~j (16.24) 

where (Xi, ~j, are the effects of i-th level of A and j-th level of B 
respectively and a, b, c, d, e and g are the constants In the 
quadratic expression of Yij. 

Using the conditions ~ Yij = 0 for every i 
j 

We finally obtain 

Yij .... g(Xi~j. 

~ Yij = 0 for every j 
i 

The mathematical model for the two-way classification is 

(16.25) 

Yij = .u+(Xi+f3j+g(Xi~j+Eij (16.26) 

The null hypothesis is that there is no non-additivity in the 
model 

i.e. Yij = 0 which impljes g = O. 
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The sum of squares due to non-additivity is 
(~ ~ YijtXi~j)2 

i j 

(~&~ ~~~) 
i j 

where tXi = Vi. - Y .. and ~j = Y.j-Y .. ; Vi. = ~ Yij; 
j 

-' 1 Y.j = ~ Yij, Y .. = ~ ~ Yij; Vi. = - ~ Yij; 
i i j l/i. ; 

- 1 - 1 
Y.j = - ~ Yij; Y .. = - ~ ~ Yij and 

n.; i n .. i j 

ni. = ~ nij; n.j = ~ llij; n .. = ~ ~ nij 
j i i j 

(16.27) 

The Analysis of variance table for testing g = 0 is given in 
Table 16.52. 

TABLE 16.52 ANOVA TABLE 

Source d./. S.S. M.S. FcaJ 

A s-1 
y2 I 
E~-~ AMS 
i t st 

2 

B t-l 1: Y.i_ yl .. 
BMS 

j s st 

Non-additi-
(~ ~ Yij cii~j)1 

1 1 J OMS OMS/EMS. 
vity (g) (1:&~:E ~~) 

i I j J 

Error st-s-t Subtraction EMS . 
Total st-l 1: E Y2- yl .. 

i i ij st 

CONCLUSION: If F (calculated) ~ F(tabulated) with 1, (st-s-t) 
d.f. at chosen level of significance, the null hypothesis is rejected. 
Otherwise, it is accepted. If the null hypothesis is rejected there 
exists non-additivity in the data and hence one of the transfor
mations like logarithmic, angular or square root may be appli
cable for bringing the data into additivity. 

16.16 Random Effects Models 
For random effects model all the observations have same 

expectation, while they have different expectation for a fixed 
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effects model. For a fixed effects model all observations are not 
all independent. The analysis of variance model for a Randomi
zed block design is 

(16.28) 

]f (Xi'S and ~j's are unknown constants and are known as 
fixed effects. If (Xi'S and ~i's are random variables except the 
general mean, then it is called as 'random effects' model. If one 
of them is a random variable and the other fixed effect in addi
tion to general mean then the model is called 'mixed effects' 
model. 

16.16.1 One-way Classification: Consider an experiment in 
dairy with I breeds which are assumed to have come from a 
population of breeds. Let there be 'J' cattle within each breed in 
the experiment. There will be variation between the breeds as 
well as the variation between the cattle within each breed with 
respect to milk yield. Let Yij be the milk yield of j-th cattle in 
the i-th breed, then the analysis of variance model is 

(16.29) 

Here ai's and eii's are independent from each other, m's are 
identically distributed with zero mean and variance O'i. eij'S are 
identically distributed with zero mean and variance O'~. 

Hence V(Yij) = V(",+ai+elj) 

O'~ = O'i + O'~ 
oi and 0'; are called the variance components of O'~. 

The Analysis of variance Table for testing the different 
variance components in the model is given in Table 16.53. 

TABLE 16.53 ANOYA TABLE 

Source d./. S.S. M.S E(M.S) 

Breeds (A) 1-1 J ~(Yi._Y .. )1 A.M.S 2 J 2 a e+ aA 
1 

Error I(J-l) ~ ~ (Yij - YI.)' E.M.S a2 
I j e 

Total IJ-l ~ ~ (Yii - Y .. )· 
1 l 

where YI. = I/J 1: Yij, Y .. = l/IJ 1: 1: Yij 
j I 

Null Hypothesis: O'i = 0 

F = A.M.S. 
E.M.S. 



250 STATISTICS FOR AGRICULTURAL SCIENCES 

CONCLUSION: If F (calculated) ~ F(tabulated) with (I-I), 
I(J-I) d.£. at chosen level of significance, the null hypothesis is 
rejected. Otherwise, it is accepted. 

Estimation of variance components: Let 6i and 6; be the 
unbiased estimates of ai and a; respectively. Equating the expres-

sions of E.(M.S.) with M.S. in Table 16.53 by replacing ai and 
a; with 6i and 6;, we have 

A~M.S. = J6i +d~, E.M.S = a; 
~2 _ A.M.S-E.M.S. 
U A - J 

16.16.2 Two-way Classification: Let there be I milking machin
es and J breeds and each machine is assigned to each breed for 
K cattle. The milking machines are assumed to be of the same 
make and model and I machines are the'random sample from a 
large population of machines. Let ¥ijk be the yield of milk 
obtained by using the i-th machine, on the k-th cattle belonging 
to the j-th breed. J breeds are assumed to be a random sample 
from a population of breeds. If i-th machine is obtained from a 
random sample of machines and j-th breed is obtained from the 
random sample of breeds, i and j are assumed to be statistically 
independent. In otherwords, i-th machine was selected irrespec
tive of the breed for which it was to be applied. The mathemati
cal model is 

¥ijk = ~+ai+bj+cij+eijk (16.30) 
where ai, bj, Cij are the effects of i-th machine j-th breed and 

(i, j)-th interaction respectively. 
Here E(ai) = E(bj) = E(Cij) = 0 

where E(ai) is denoted as the expected value of ai and so on. 

V(ai) = ai. V(bj} = a~, V(Cij) = aiB 

ai, bj and Cij are statistically independent. Further ai's, bi's, Cii's 
are independently normally distributed with zero means and 
variances ai, ai. aiB and a; respectively. 

where ¥ij. = I/K ~ Yijk, Yi .. = l/JK ~ ~ Yijk, 
k j k 

¥.j. = l/IK~ ~ Yijk, Y ... = l/IJK ~ ~ ~ ¥ijk 
i k i j k 

(i) Null Hypothesis: aiB = 0 
F = AB.M.S./E.M.S 
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TABLE 16.54 ANOVA TABLE 

Source d,f. S.S. M.S. E(M.S) 

Machines 
(A) 1-1 JK L (Yi .. _Y ... )2 A.M.S. a2+Ka2 +JKa 2 

i e AB A 

Breeds 
(B) J-l IK 1: (Y.i.- y. .. )~ B.M.S. a:+KaiB+IKa~ 

i 

AB (I-l)(J-l) K 1: 1: (Yij.-Yi ... - AB.M.S 2 K 2 
i j 

ae+ aAB 

Y.j.+ y' .. )2 
Error JJ(K-l) L 1: L (Yijk- Yii.)' E.M.S 02 

i .i k e 

Total JJK-l };};}; (Yijk-Y ... )3 
i i k 

CONCLUSION: If F(calculated) ~ F(tabulated) with (I-I) 
(1-1), IJ(K-l) dJ. at chosen level of significance, the null 
hypothesis is rejected. Otherwise, it is accepted. 

If F(ca1culated) is found to be significant, then we t~st 
ai, = 0 and a~= O. 

(ii) Null Hypothesis: ai = 0 
F = A.M.S./AB.M.S. 
CONCLUSION: If F(ca1culated) ~ F(taouJated) with (1--1), 

(1-1) (J-l) d.f. at chosen level of significance, the null hypo
thesis is rejected. Otherwise, it is accepted. 

(iii) Null Hypothesis: a~ = 0 
F = B.M.S/AB.M.S. 
CONCLUSION: If F(calculated) ~ F(tabulated) with (1-1), 

(1-1) (1-1) d.f. at chosen level of significance, the null hypo
thesis is rejected. Qtperwise, it is accepted. 

It may be noted that if there is only one animal for each 
combination of breed and machine, E.S.S and its d.f. would be 
zero. In that case AB.S.S would substitute for E.S.S. 

Estimation of variance components: 

02 = (A.M.S-AB.M.S) d2 = (B.M.S-AB.M.S) 
A JK ' B IK 

'2 (AB.M.S-E.M.S) '2 = EMS 
a AB = K - , °e ... 

16.17 Mixed Models 
In the example given in sub section 16.16.2 if the milking 

machines could be considered as fixed .and the breeds of cattle 



?S2. STATISTICS FOR AGRICULTURAL SCIENCES 

as random sample from a population of breeds then it becomes 
'mixed model'. Let Yijk be the milk yield of the k-th cattle 
belonging to the j-th breed using i-th machine. The mathemati
cal model is 

Yiik = f£+CiCj+ bd-cij+eijk (16.31) 

where p be the general mean, /Xi be the effect of i-th machine, bj 
be the j-th breed effect, Cij be the effect of j-th breed using i-th 
machine and eijk'S arc errors which are independently and iden
tically distributed with zero mean and same variance as ae2• The 
bj's, Cij'S, eiik's are jointly normal, bi'S and Cii'S have zero means 
and variances and covariances. 

TABLE 16.55 ANOVA TABLE 

Source d.! S.S. M.S. E(M.S) 

A (fixed) 1-1 JK ~ (YI.. _ Y ... )2 A.M.S a:+KalB +JKo~ 
I 

B 

(random) J-l IK ~ (Y.j.-Y ... )! B.M.S a~+IKCJi 
j 

AB (I-l)(J-I) K l: l: (Yij. - Yi .. _ AB.M.S -2. 2 
ae+KaAB 

i j Y.j-Y ... )-

Error IJ(K-l) 1; l: l: (Yijk-Yij.)1 
i j k 

E.M.S 0
2 
e 

Total UK-l 1; ! 1; (Yijk-Y ... )· 
i j k 

Tests of hypothesis: To test the nutl hypothesis ai = 0 and 
aiB = 0, F = B.M.SjE.M.S and F = AB.M.S.jE.M.S would 
be used and compared with F (tabulated) with (J-I), IJ(K-l) 
d.f. and (1-1)(1-1), IJ(K-I) d.f. respectively. However for 

testing the null hypothesis ai = 0, F = A.M.S.jAB.M.S would 
be compared with F (tabulated) with (I-I), (1-1) (J-I) d.f. as 
an approximate test. For further reading on this topic please 
refer to Scheffe (1967). 

16.18 Henderson Methods 
Henderson (1953) gave three methods for estimating variance 

components for random models, mixed models and random 
models through fitting of constants method in unbalanced case 
since estimation procedures for yariance components for un
balanced data are not as straight forward as in the balanced 
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case. The Method-I is described in detail and the Method-II and 
III are dealt with briefly. 

16.18.1 Henderson Method-I: This method is used for Ran
dom models. The estimation procedure is essentially the same as 
that of analysis of variance method in balanced case except that 
instead of mean squares their quadratic forms would be equated 
with their expected values. Mean squares in balanced case are 
always positive but their equivalent quadratic forms in unbalan
ced .case may be positive or negative. 

16.18.1.1 One-way Classification: Here it is assumed that there 
are unequal numbers in each level of factor A. Let Ylj be the 
value on the j-th unit of i-th level of A for i = 1, 2, ... , I and 
j = 1, 2, ... , DI. The mathematical model is 

Yij = J4+a+eij (16.32) 
where J4 be the general mean, al be the effect of i-th level of A 
and elj's are the errors. ai's are assumed to have zero means and 
variance as ai and eijs are assumed to have zero means and 
variance as a~. al's and eli's are assumed to be un correlated 
with each other. 

TABLE 16.56 ANOVA TABLE 

Source d.! S.S. M.S. E(M.S) 

2 2 
A 1-1 1: Yi.-Y .. A.M.S 2 2 

I OJ N 
Ge+kOGA 

Y~ 
cr2 Error N-I ! ! Y2 _ !---2: E.M.S 

i j Ii i nj e 

2 
Total N-l 1:! y'2 - y •. 

I j Ij N 

where N -= ~ fli, YI. = 'E Yii> Y .. = ~ ~ Ylj. The expectation 
j j i j 

Y 2 Y 2' 
of ~ ~ Y~j, 1.: _1_. and N" could be worked out and could be 

i j j Di 

shown that 
E(E.M.S.) = a! and 

2+ 1 1.: n2 
E(A.M.s)=ae (a_l)(N-iNi)a i - a~+koai 
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1 (N-l:n~) 
where ko = i I 

(a-I) -w-

Since ko is known and equating observed M.S and E(M.S), we 
have 

a~ = E.M.S and ai = L (A.M.S.-E.M.S) 

16.18.1.2 Nested Two-way Classification with Unequal Sub 
Class Numbers: Let Yijk be the value on the (i, j, k)-th unit for 
i = 1,2, .. I; j = 1,2, "', Ii and k = 1,2, ''', Ojj. The mathe
matical model is 

Yijk = I'+ai+bii+eijk (16.33) 

where p. be the general mean, ai and bij be the effects of i-th 
level of A, j-th level of B within i-th level of A respectively and 
eijk be the error on the (i, j, k)-th unit. All the effects except p. 
are random variables with zero means and covariances and finite 

. 2 2 2 vanances as G A' GD, Ge• 

Let Ni. = ~ nij, N .. = ~ ~ nij, J == ~ It. 

Source 

A 

B(within A) 

Error 

Total 

j i j i 

d./. 

I-I 

]-1 

N .. -J 

N .. -l 

TABLE 16.57 ANOVA TABLE 

S.S. 

l: Ni(Yi.. - y ... )1 
i 

l: l: Dij (Yij. - Ydl 

i j 

l: l: l:(Yijk-Yij.)1 
i j k 

J E E( 
i j k 

y2 Y .... ) 
ijk- N .. 

M.S. 

A.M.S 

B.M.S 

E.M.S 

I I 
where Yij. = -- l:: Yijk, Yi .. = -N l:: l:: Yijk, 

Dij k j. j k 

Y ... == liN .. l:: l:: l:: Yijk 
i j k 

It could be shown that 

N .. -~ ( l:: n'j2) 
i j Ni. ~ ~ 2f 

qo = (J-I) == ~ ~ nil ii 

E(M.S) 

2 2 2 ac +qlaB+q.· A 
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where fi' = (_1 ___ 1_) 
J nij Ni .. 

J-l 

1: 1: { nij2 _ nij2 } 
i j Ni. N.. _ ~ 1: .. 2l': 

(I -1) - f j nlJ.Ii 

where fi = (.=1 __ 1 ) (N .. -1: ~i.2 ) 
NJ. N.. d _ iN .. 
(1-1) an q2 - (1-1) 
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1: NI.2fi 
f 

Thus qo, ql and q2 are known and hence equating observed and 
E(M.S), ti0

2, tiB2 and ti A 2 can be obtained. 

16.18.1.3 Two-way classification without interaction in un
balanced case: Let Yijk be the value on the (i, j, k)-th unit for 
i =. 1, 2, ... ,. I; j = 1, 2, . ", ] and k = 0, 1, 2, "', njj. The 
mathematical model is 

Yfjk = I'+af+bj+eijk (16.34) 

where I' be the general mean, ru, bj are the effects on the 
i-th level of A and j-th level of B respectively and efjk'S are errors. 
The effects ai, bj and eijk are random variables with zero means 
and variances as tlA2, tlB2 and tle2 respectively. 

TABLE 16.58 ANOVA TABLE 

Source d./. S.S M.S E(M.S) 

A 1-1 l: rl._ YI ... 
i Ni. N .. 

A.M.S ael+r.aB1+r.a ~ 

1 

B 1-1 ! Y.j._ YI ... B.M.S ael+r.aB1+r,a 1 
j NJ N .. 

Error (N .. -I- subtraction E.M.S ael+rlaBI+rla 2 
1+1) A 

Total N .. -l ! !!Y2 _ Y· ... 
i j k ijk N .. 

It could be obtained that 

1 { ~ N.j2 't" 't" nl?} rl = ~---~ ~--
(N .. -I-J+ 1) i N.. i j N .. 

_ 1 {'t" Ni.2 't" nlj2 } r2 - ~ ---~-
(N .. -I-J-I) N.. j N.j 
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f:J= 

T4 = 

r, = 
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1 ( (N.j)2 ) 
(J-l) N .. -~ N.:-

1 {I: I: nlj2 -I: N2,. } 
(J-l) I j N.j iN .. 

1 {I: I: n
2
ji -I: N.j2} 

(I-I) I j Nj. j N .. 

1 { N21• } 
(I-I) N .. -~~ 

Thus knowing rio r2, ... , r6 and equating observed M.S. with 

E{M.S), de2, di and di can be obtained. 

16.18.1.4 Two-way classification with interaction and un
equal sub class numbers: Let Y'ik be the value on the (i, j, k)-th 
unit for i == 1, 2, "', J; j = 1, 2, "', J and k == 0, 1, 2, "', nlj. 
The mathematical model is given as 

Y'jk = f'+al+bj+(ab)ij+eljk (16.35) 

where f' be the general mean, ai, bj, (ab)Jj and eljk are random 

variables with zero means and variances as al, G;. alB and a ~ 
respectively. The correlations between any two variables (not the 
same) are assumed to be zero. Let N,. = I: nij, N.j = I: nij, 

j j 

N .. = I: I: nlj and N .. be the number of sub classes filled in a 
j j 

two-way table with A and B factors. 

Source d./. 

A 1-1 

B ]-1 

Error (N .. -Nl •. ) 

Total N .• :....l 

TABLE 16.59 ANOVA TABLE 

S.S. M.S. 

YI· .. Y· ... 
A.M.S. ~----.... Nl. N .. 

Y.f. Y· ... B.M.S. :E-----
j N.! N .. 

-J Y·.I'+~ 
I N.J N .. 

J :E :E Y'ilk E.M.S 
i J k 

Y·ij. 
-:EJ -1-' 

I j n J 

.. Y· .. 
~ J J Y'jjk--W- . 
i ! k .. 

E(M.S) 

ae'+k,aAB'k,aA' 

+k.aB· 

ae'+k,aAB1+k,aAI 
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wherek1(I-1)(J-1) =( N .. -I: I: n
2
jj -I: I: n

2
jj +I: I: n

2
j
j ) 

j j Nj. i j N.j I j N .. 

N21 n21' 
k2(I-1)(J-1) = I: --' -I: I: _1 

iN.. I j N.j 

k3(I -1)(J -1) = I: N2.j _ I: I: n
2
jj 

j N.. j j Nf. 
n2.. n2 .. 

k4(J-1) = I: I: -~ - I: I:_J} 
i j N.j j j N .. 

ks(J - 1) =a I: I: n
2
jj _ I: N2j. 

j j N.j iN .• 
N .2 

k6(J-l) = N .. -l:: -"-
j N .. 

k,(I -1) = l:: l:: n
2
jj -l:: l:: n

2
jj 

I j Nf. i j N .. 
N2. 

ks(I-l) = N .. -l:: _I. 

IN .. 

k9(I -1) = l:: l:: n
2
jj -l:: N.j2 

. i j Nj. j N .. 

The k-functions were defined for filled cells only. Since the sum 
of squares given in Table 16.59 being quadratic forms which 
mayor may not be positive. Since the values of k-functions were 
known the estimates of variances al, aB2, alB and a e2 can 
be obtained by equating M.S and E(M.S) and solving for the 
estimates of variances. 

EXAMPLE: An experiment was conducted with two rations on 
gain in weight of pigs with three sires and the results are given 
as follows. 

Ration No. 

1 

2 

Pig No. 

1 
2 
3 
4 
5 

1 
2 
3 
4 

5 

1 
5 
6 

2 
3 

Sire No. 

2 
2 
3 
5 
6 
7 

8 
8 
9 

3 
3 

4 
4 
6 
6 
7 
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Estimate the variance components with the help of Henderson 
Method-I. 

Using the model of 16.18.1.4 of Henderson Method-I, the 
sum of squares, mean squares and k-functions were computed 
and presented in analysis of variance table in Table 16.60. 

C.F = (94)2/18 

R t · S S = [(37)2 + (57)2 J_ (94)2 = 5 14 
a Ion . . 8 10 18 . 

Sire S.S = [(1:)2 + (4:)2 + (3~)2 J_ (~~2 = 11.11 

Ration X Sire S.S = Table S.S-(Ration S.S+Sire S.s) 

Table S.S = [(1~)2 + (2~)2 + ... + (2~)2 J_ (~~2 = 51.04 

Ration x Sire S.S = 51.04-t5.14+ 11.11) = 34.79. 
Total S.S = 77.11 
Error S.S = 77.11-51.04 = 26.07 

TABLE 16.60 ANOVA TABLE 

Source d./. S.S. M.S. E(M.S) 

Rations 1 5.14 5.t4 acl + k,aRsl + Ic.<JR'+ k.as' 
Sires 2 11.11 5.56 acl+k,aRSI+k,<JR'+k.asl 

Rations 2 34.79 17.40 acl+ kl <JRS1+ k.<JR 1+ k.as' 
X Sires 
Error 12 26.07 2.17 ael 

Total 17 77.11 

h 2 2 2 2 • were ac, aRt as and aRS are the varIances for the error, 
rations, sires and rations X sires respectively, and 

1 [ n 2r n2ij nf'2 ] 
kl = (1-1)(1-1) N .. -1: ~ N" - 1: ~ N. +1: 1: N' 

i J I· I J ., I I .. 

= ,[18-(7.55)-(10.58)+(3.78)] = 1.825 

k2 = 1 [1: N2i . -1: l; n2ijJ 
(I-I)(J-l) i N.. i j N.j 

= i{9.11-10.58) =-0.735 

k, = 1 [ l; W. j 
- ~ ~ n

2
i j J 

(I-I)(]-l) j N.. i j Ni. 

= ,(6.44-7.55) =-0.555 
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k4 = _1_[ ~ ~ n
2
ii _~ ~ n2ij J 

(J -1) i j N.j i j N .. 

= l(10.58 -3.78) = 3.40 

k.s = _1_[ ~ ~ n
2

1j _~ n~. ] 
(J -1) i j N.j iN .. 

- l(10.58-9.11) = 0.735 

k6 == (J~l) ( N"-r ~:~2) 
0:: l(18-6.44) = 5.78 

k7 == _1_.[ ~ ~ n
2
1j _~ ~ n

2
1j J 

(I -1) i i Ni. i i N .. 
== i(7.55-3.78) = 3.77 

k. == (I 1 1/ N"-7 ~~I: ) 
1 

- T(18-9.1l) = 8.89 

kSl __ l- [~~ n2
1i _~ N2. j ] 

(I -1) i j Nt. j N .. 

1 - T (7.55-6.44) = 1.11 

The estimates of variances are obtained as 

6.2 0:: 2.17 
kIORS2+k~R2+k30s2 = 15.23 
1.825 ORS2-0.735oR2-0.555oS2 = 15.23 
kl.aRS2+k.s0R2+k60S2 = 3.39 
3.406RS2+0.735oR2+5.78oS2 = 3.39 
k.,6Rs2+ka6R2+k,os2 = 2.97 
3.776RS2+8.896R2+1.11ds2 = 2.97 
Solving equations (16.36), we have 
6RS2 = 6.59,6R2 =-2.08, 6S2 = -3.02 
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(16.36) 

Here the estimates of variances for rations and sires have 
come out to be negative and which is possible since quadratic 
forms are considered for mean squares. 

16.18.2 Henderson method - II: This is a method for correct
ing the bias in E(M.S) when mixed model was used. The bias in 
E(M.S) occurs since they contain functions of fixed effects which 



260 STATISTICS FOR AGRICULTURAL SCIENCES 

differ from line to line of the analysis of variance table. There
fore, Henderson's Method·.! cannot be applied successfully to 
estimate variance compontnts in mixed model. 

This method uses the data to first estimate fixed effects of the 
model and then using these estimators, the data are adjusted. 
Henderson's Method-! would be used for the adjusted data to 
estimate the variance components. Now these estimates of vari
ance components are unbiased. However, the method of analysis 
of data adjusted for fixed effects cannot be uniquely defined. 
For further reading please refer Henderson (1953). 

16.18.3 Henderson Method-III: In this method Random effects 
model is considered for non-orthogonal case. For example, the 
model for two-way classification with interaction is 

(16.37) 

where Yijk be the value on the (i, j, k)-th unit for i = 1,2, ... , r, 
j = 1, 2, ... , t; k = 1, 2, .:., nij. In this case E[A (eHm. B)M.S], 
E[B (elim. A)MS] and E[AB.M.S] would be obtained. For 
further reading please refer to Henderson (1953). 

16.19 Compact Family Block Design 
In this design not only progenies but also families (or crosses 

or field selections) would be tested. The families are randomized 
in each replication and the progenies are randomized within 
each family. The layout in this case is similar to that of split 
plot design as the families are laid out in main plots and the 
progenies are laid C out in sub-plots within each main plot. 
However, the statistical analysis is slightJy different from that of 
split plot design since the families are analysed separately and 
the progenies within each family are analysed separately in 
different ANOVA Tables. Let there be 'p' families and 'q' 
progenies within each family with 'r' replications. The families 
are randomized within each replication and the progenies 
are randomized within each family as shown in Fig. 16.23. 
In Fig. 16.23 the progenies are represented by 1,2, "', q and the 
families are represented by Fit F:z, "', Fp. The analysis of 
variance table for testing the equality tqf families with respect 
to performance is given in Table 16.61. 

The sum of squares due to replications, families and error are 
obtained as in the case of Randomized block design analysis. 
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QEP I J:tEP.n REP. m 
.3,4 "''r--.... 
r:::r~n F2. FS F (p..:1) F3 Fp 

F5 FE) Fp FlP-~ F, F5 

f4 F2 F(I>"f.) F(P-3) 

Fig. 16.23 Compact family block design. 

TABLE 16.61 ANOYA TABLE 

Source d./. S.S M.S Feal 

(r-l) R.S.S R.M.S Replications 
Families 
Error 

(p-I) F.S.S F.M.S F.M.SJE.M.S 
(p-l)(r-l) E.S.S E.M.S 

Total pr-l 

The analysis of variance table for testing the equality of 
progenies within each family is presented in Table 16.62. 

Source 

Replications 
Progenies 
Error 
Total 

TABLE 16.62 ANOYA TABLE 

d.,. 
(r-l) 
(q-l) 

(r-l)(q-l) 
rq-l 

S.S 

R.S.S 
P.S.S 
E.S.S 

M.S Feal 

P.M.S P.M.SJE.M.S 
E.M.S 

Here the each family is repeated in r replications and hence the 
total number of progenies in all the replications is qr. The sum 
of squares due to progenies would be obtained by considering 
the total of each progeny in all the r replications. The sum of 
squares due to replications and error are obtained in the usual 
way as in 'randomized block' analysis. The equality of progenies 
would be tested with respect to performance for each of the 
families as given in Table 16.62. 
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The comparison of error mean squares within families would 
provide us an idea about the genetic variation within families. 
The error mean squares are not significantly different from each 
other then it may be said the genetic variation between the pro
genies within each family is of the same order. 

The comparison of error mean squares would be done with 
the help of Bartlett's test of homogeneity of variances given in 
the following sub-section 16.19.1. 

16.19.1 Bartlett's test of homogeneity of variances: Let S,2, S22, 

"', Sk2 be k mean squares with d.f. rIt r2 .... , rk respectively. 
Null Hypothesis: al2 = a22 = ... :::;: ak2 where a2It a22, "', 

ak2 are the variances for 1st, 2nd, ... k-th populations respecti-
vely. 

X, = 1+ 1 {~ _1 _1_} m" ) log s.'-~ n log 8;'} 
3(k-l) I Ii - ~ Ii (16.38) 

i 

where Se2 = ~lfi {~ fiSi2 } is the combined estimate of mean 
i 

squares. 
CONCLUSION: If X2 (calculated) ~ X2 (tabulated) with (k-l) 

d.f, at chosen level of significance, the null hypothesis is rejected. 
In otherwords there is significant difference between variances. 
Otherwise the null hypothesis is accepted,. 

16.20 Simple Lattice Design 
In balanced lattice design the number of replications required 

for conducting an experiment would be large since the replica
tions should be (k+ 1) for k2 treatments. If the number of varie
ties are 81 then the number of replications should be 10 which 
require not only large experimental field but also the large 
quantity of experimental seed. In this situation two, three or four 
replications could be maintained without much loss of experi
mental precision. If there are two replications then it is called 
'simple lattice' three replications 'triple lattice'; four replications 
'quadruple lattice' and so on. These designs are known as 
'Partially balanced Lattice' designs. The method of analysis for 
'simple lattice' is illustrated by taking an example with 49 varie
ties and 2 replications. 



EXPERIMENTAL DESIGNS 263 

EXAMPLE: An experiment was conducted with 49 varieties of 
hajra and two replications ina simple lattice layout. Seven 
varieties were randomized within each incomplete block. The lay. 
out along with yields (kg) are presented here. 

Rep. I 

Blocks Total 

(2) (4) (7) (6) (5) (1) (3) (B) 
. 3.0 4.1 2.8 5.7- 3.4 6.2 5.0 30.2 

2 (9) (11) (14) . (8) (10) (13) (12) 
5.9 6.4 3.3 2.7 9.5 4.8 5.1 37.7 

3 (18) (20) (17) (15) (19) (21) (16) 
3.7, 2.9 7.9 8.5 7.5 9.2 8.4 48.1 

4 (26) (24) (25) (22) (27) (28) (23) 
6.5 5.9 4.3 5.7 3.1 4.5 3.8 33.8 

S (29) (32) (35) (30) . (34) (31) (33) 
9.8 9.S 5.4 '·6.8 7.4 5.8 4.6 49.3 

6 (38) (40) (42) '(37) (39) (36) (41) 
4.~ 4.'0 5.8 5.0 9.4 7.2 . 6.8 42.5 

7 (47) (44) (48) (43) (45) (49) (46) 
5.2 4.0 3.7 4.5 6.8 9.8 10.2 44.2 

285.8. 

Rep. Ii 

Block! Total 

1 . (15) (29) (8) (43) (22)' (36) (1) (B) 
9.0 10.4 2.2 5.1 6.0 2.1 6.0 40.8 

2 (30) (16) (44) (9) (23) (2) . (3,7) 
7 .. 5 8.0 5.8 5.1 4.6 4.1 4.2 39.3 

3 (17) (31) (38) (3) (10) (24) (45) 
8.9 4.9 4.6 5.2 9.1 6.2 7.5 46.4 

4. (46) (18) (4) (32) (39) (11) (25) 
10.4 4.3 3.7 9.8 10.2 6.1 3.8 48.3 

5 (5) (19) (33) (47) (12) (26) (40) 
4.0 . 7.8 4.0 5.9 4.9 7.2 4.3 38.1 

6 (41) (13) (34) (6) (48) (20) (27) 
6.3 4.5 7.8 5.2 4.6 3.2 3.2 34.8 

7 (49) (28) (7) (35) (42) (14) (21) 
10.1 4.4 3.4 5.6 5.6 ' 3.7 10.00 42.8 

290.5 

The values in parentheses are the varieties. 



264 s rATISTICS FOR AGRICULTURAL SCIENCES 

The total S.S., R~plication S.S and treatment (unad.fusted) S.S. 
are calculated in the usual way except the blocks within replications 
(adj.) S.S. *') 

B· .. 
Blocks within replications (adj.) S.S. ::d ~--k--(.1.--) 

*2 I r I -I 
, R j 

.. -~ •. ---2 -;---
I k r(r-"I) 

Where B.* =-~ total of all the treatments in i-th block over all rep
lications -r. total of i-th block) 

R.* :.-- total of all 8.*'s in a replication. For example. B.* for 
. R:*::- total of all 13.'* in a replication. For example, B.* for block 

] and replication I is I I 

801-6.1 -1- 16.8+ 17.5+ 15.3+ 19.2+ 16.4·-2(48.1) 
, .. , 3.1. The values of 13.* and R* are given in Table 16.63: 

I I . 
\ 

TABLE 16.63 REPLICATIONS. 

Block I(B j*) • II (H j *) ----... ---_._-----_ ... _-_. 
1.4 3.8 

.2 -2.1 -2.4 
.., 

3.1 -- 1.2 .:> 

'I 1.6 -- 0.7 
5 0.7 -- 1.8 
6 ·-5.2 -0,4 
7 5.2 ·-2.0 

R* 
I 

4.7 --4.7 
---

I 
Blocks within ~eplications (adj.) S.S = -7 x-2(2 --I) (I A? 

.. (4.7)2 + (.-4.7)2 
(- 2.1)2 + ... + (-- 2.ofJ -- -(-'-)2---(------) ::: 6.8806. 

7 x2x 2--1 

TABLE 16.64 ANOVATABLE. . ... -,----- -_._-- ---_.-
Source elf S.S M.S. 

-Replications I, (r--I) .2254 0.1397 
Treatments (unadj.) 48, (k2_1) 465.5882 9.6998 
Blocks within 

Replications (~Idj.) 12, [r(k--I,)] 6.8806 0.5734 (B.M.S) 
ErrOl" . 36 (k-I )(rk- k·-I ) 2.839 0.0789 (E. rv1.S) 
Total 97 rk2·-1 t175.5331 
--"---

The weighting factor for obtaining adjusted treatment totals and 
means is given as 
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(BMS) - (EMS) 0.5734 - 0.0789 
- = = 0.1232 

a - K(r -I)BMS 7(2 -1)0.5734 

The treatment totals are adjusted by subtracting [a X Bi*] of the 
Blocks in which the treatment appears in different replications 
from the corr\:sponding treatment total. The correction factors 
[a Bi*] would add to zero over all replications. For example, the 
adjusted total of treatment (7) would be (2.8+3.4)-a(Bi* of 
Block 1 in Rep. J)-a(Bi* of Block 7 in Rep. II) i.e. 6.2-.0269 
(1.4)- .0269( -2.0) = 6.2161. 

Similarly adjusted totals were obtained for all the treatments 
and presented in Table 16.65. 

TABLE 16.65 ADJUSTED TREATMENT TOTALS 

(I) (2) (3) (4) (5) (6) (7) 

12.06 7.10 to.23 7:78 7.41 10.87 6.17 
(8) (9) (10) (11) (12) (13) (14) 
4.85 11.09 1~.69 12.58 10.10 9.37 7.06 
(15) (16) (17) (18) (19) (20) (21) 

17.23 J6.35 16.75 7.95 15.27 6.03 19.12 
(22) (23) (24) (25) (26) (27) (28) 

11.55 8.39 12.12 8.08 13.71 6.27 8.86 
(29) (30) (31) (32) (33) (34) (35) 

20.06 14.32 to.71 19.30 8.63 15.19 10.99 
(36) (37) (38) (39) (40) (41) (42) 
9.34 9.38 9.07 19.76 8.49 13.25 11.55 
(43) (44) (45) (46) (41) (48) (49) 
9.38 8.72 14.25 20.52 11.04 8.20 19.79 

S.E. for the difference of two treatment means in the same block is 

= J2(E.~.S) [I +(r-l)a] 

= J2(.4~1O) [1 +(2-1).0269] = 0.6417 

S.E for the difference of two treatment means not in the same 

block = J2(E,~,S)(1+ra) = J2(0·iO lO)u+2(.0269)]=.6501 

S.E of average = J~(E.M.s) [ 1 +rka ] 
r (k+l) 

= J 2(0.4010) [1+2X 7X.0269] - 09060 
2 (7+1) - . 
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I 

The ANOVA Table given in Table 16.65 is not useful for 
testing the adjusted treatment totals by F-test. If the 'Blocks 
within replications (adj.) is not found to be significant then the 
unadjusted treatment M.S. can be tested against Pooled error 
M.S. which comprises of Blocks within replication M.S. and 
error M.S. 

The F-test for adjusted treatment totals is performed as 
follows. 

The treatment (adj.) S.S. = treatment (unadj.) 

s.S-k(r-l)a[ (r-l)(~ +ka) J B.S.S (unadj.)-B.S.S (adj.) 

where B.S.S (unadj.), B.S.S.(adj.) are the sum of squares for un
adjusted and adjusted block totals respectively. Since Blocks S.S. 
(adj.) is already available from ANOV A Table given in 
Table 16.65. only Blocks S.S (unadj.) has to be calculated. 

Blocks S.S (unadj.) = 1/7(24091.63)-3377.2458 = 64.4156 
The treatment (adj.) S.S = 454.4192-7(2-1) .0269 

[{(2-1)(1~7X.0269)} 64.4156-5.9292J = 435.1209 

The ANOV A Table for testing adjusted treatment totals is 
given in Table 16.66. 

TABLE 16.66 ANOVA TABLE 

Source 

Treatments (adj.) 
Error 

d./. 
48 
36 

"Significant at 1 per cent level. 

S.S 

435.1209 
14.4361 

M.S 

9.0650 
0.4010 

F 

22.6060" 

The gain in efficiency of simple lattice design over rando
mized block design is obtained by computing error M.S for R.B. 
design as the pooled mean square for blocks and error in Table 
and comparing with the corrected error variance of the simple 
lattice design. 

Th M S f R B d · - (5.9292+14.4361) - 04243 e error . 0 • eSlgn - 48 - . 

The corrected Variance c:>f Lattice design 

= E.M.S [ 1 + (~~ 1)J 
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= 4010 1+ 2X7xO.0269 = 0.4199 
. (7+ 1) 

The gain in accuracy over randomized blocks 

= .4243 100 = 101°/ 
.4199 x ,0 

For analysis of Balanced Lattice design the reader is advised 
to refer Cochran and Cox (1957). 

16.21 Combined Analysis of Experiments 
It is necessary sometimes to repeat the same experiment at 

different research stations (places) to arrive at a decision which 
can be recommended to many places rather than confine to one 
locality. For example, a variety (varieties) is to be stabilized in a 
particular region, a field experiment will be conducted at one 
place and repeated at several places in that region to know 
whether there is any interaction between places and varieties. If 
a particular variety consistently shows good response at all the 
places then that variety can be recommended in that region. 
Similarly for fixing of fertilizer doses in an agroclimatic region, 
the experiment has to be repeated in several places in that region. 
To arrive at a decision the data obtained from different places 
(or centres) will be pooled for carrying out the statistical analysis. 

EXAMPLE: The hypothetical data (total yields) in kg for ran
domized block layout with 5 replications at 5 different research 
stations for comparing the 6 varieties of paddy are presented in 
Table 16.67. The error M.S. per plot for each experiment was 
obtained and presented in the same table. 

TABLE 16.67 RESEARCH STATION 

Variety 1 2 3 4 5 Total 

Tella Hamsa 75 96 84 95 102 452 
Rajendra 82 80 95 97 75 429 
I.R.8 70 72 70 89 84 385 
Jaya 85 94 69 82 95 425 
Padma 60 65 74 75 84 358 
Local 50 45 66 58 62 281 

Total 422 452 458 496 502 2330 

Error m S. 15.2 12.4 10.1 17.5 19.4 
Error d.f 20 20 20 20 10 
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It was found that F-test for treatments showed significant 
difference among varieties at each research station. 

A combined analysis for the data given in Table 16.67 can be 
worked out since the same Randomized block design was repeat
ed at all the five research stations. Before proceeding for com
bined analysis it is necessary to test the error M.S for their 
homogeneity for all the experiments with the help of Bartlett's 
test given in sub-section 16.19.1. If the Bartlett's test shows 
homogeneity of error M.S. for all the experiments, we proceed 
for computing combined analysis by assuming the analysis of 
variance model as 

(16.39) 

where Cli, (3j, represent the effects of place and variety respectively, 
YIi, that of variety X place interaction and Eij'S are the a.verage 
of the experimental errors on the r plots that receive the variety 
at that place. 

Applying Bartlett's test as given in Section 16.19.1, x2 was 
found to be not significant at 5 per cent level with 4 d.f. There
fore, the error mean squares can be considered as homogene~>us. 
Hence the error mean squares of all experiments can be pooled 
i.e., s~ = 14.92, Places S.S 

= 1/30[(422)2+(452)2+ ... +(502)2]- (2~;g)2 = 146.40 

Varieties S.S = 1/25[(452)2+(429)2+ ... +(281)21 

_ (2~;g)2 = 780.13 

Table S.S = 1/5[(75)2+(82)2+ ... +(62)2] 

_ (2;:g)2 = 1229.73 

Variety x Place S.S· = Table S.S-(Places S.S+Varieties S.S) 
= 303.20 

TABLE 16.68 COMBINED ANOVA TABLE 

Source d.f. S.S. M.S. 

Varieties 5 780.13 156.03 
Places 4 146.40 36.60 
Varieties x Places 20 303.20 15.16 
Pooled error 100 14.92 
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For testing the varieties and place~ we shall ascertain first 
whether varieties X places interaction is significant or not. If 
interaction is found to be significant, varieties and places M.S. 
would be tested against interaction M.S. If interaction is not 
found to be significant the interaction M.S can be pooled with 
pooled error M.S by obtaining weighted average. This can be 
seen by observing the expected mean squares of varieties, places, 
varieties X places and pooled error from the Table 16.69. 

TABLE 16.69 
-------------------_._---------------

Source d.f. S.S. M.S. E(M.S.) 

Varieties v-I = 5 780.13 156.03 ael+r aII+rp av' 
Places p-l = 4 146.40 36.60 ael+r aII+rv apl 
Varieties X places (v-1)X 303.20 15.16 ael+r all 

(p-1) = 20 
Pooled error p(v-l)x(r-l) 14.92 ael 

= 100 

where v, p, r be the number of varieties, places and replications 
respectively and av

2, ap
2, aI2 and ae2 are the variances due to 

varieties, places, varieties X places interaction and experimental 
error respectively. 

From the E(M.S) column of Table 16.69 it can be noted that 
for testing al2 = 0, varieties X places M.S would be tested 
against pooled error M.S. In the present case F = 15.16/14.92 
= 1.02. The F-value was found to be not-significant at 5 per 
cent level and hence the interaction of varieties X places sum of 
squares can be pooled with pooled error sum of squares as 

20x 15.l6;~00X 14.92 = 14.96 

Since the interaction was not found to be significant, the varieties 
M.S. would be tested against the pooled M.S. of interaction and 
pooled error. Therefore, F = 36.60/14.96 = 2.45. 

The F-value was found to be not significant with (4, 120) d.f. 
at 5 per cent level of significance. 

In case the Interaction is found to be significant, the varieties 
and places M.S. would be tested against interaction M.S. 

16.21.1. If error mean squares found to be significantly 
different from ·place to place as evidenced by Bartlett's test, then 



270 STATISTICS FOR AGRICULTURAL SCIENCES 

the procedure of· testing treatments would be different. If the 
interaction of treatments X places was found to be significant 
then the treatments means squares will be tested against inter
action mean square. If the interaction is not found to be signi
ficant then the weighted analysis of variance has to be followed. 
In this method each treatment total is divided by the correspond
ing error mean square of that place. For further reading please 
refer to Cochran and Cox (1957). 

16.22 -Response Surface 
If in an agricultural experiment, yield is influenced by several 

factors like height of the plant, length of ear head, temperature, 
relative humidity, etc., which are all quantitative variables then 
the yield (or response) is a function of the levels of these vari
ables and is denoted by 

(16.40) 

where j = 1, 2, "', n represent the j-th observation in the 
factorial experiment and Xij denotes the level of i-th factor of 
the j-th observation and Ej's are experimental errors which are 
assumed to be independent and follow normal distribution with 
mean zero and variance O'k2• The function 'tfo' is called response 
surface. Tf rp is known then it is easy to predict (or forecast) the 
value for knowing the different levels of factors. Further 
the combination of levels of factors can be arrived at to 
attain the optimum and maximum response once the function is 
known. 

In the absence of knowletlge of the function it can be assum
ed that the experimental region can be represented by a polyno
mial of first or second degree. The designs used for 
fitting the first degree and second degree polynomials are called 
first order and second order designs respectivly. The fitting of 
second order polynomial is illustrated here with an example. 

EXAMPLE: An experiment was conducted with nitrogen at 
four levels (40, 60, 80, 100 kg/acre) along with phosphorus at 
three levels (15,30,45 kg/acre) in' a layout of randomized block 
design having three replications for paddy. The hypothetical 
yields are presented in the following Table 16.70. 
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TABLE 16.70 REPLICATIONS 

Treatment 1 2 3 Total 

-------------------- ----
nopu 8 10 9 27 

nOo1 10 14 12 36 

noPIl 11 9 10 30 

n1Po 13 12 15 40 

nlPl 15 14 13 42 

nlP2 18 16 19 53 

n2Po 14 12 10 36 

n2Pl 20 22 22 64 

D2PZ 24 26 25 75 

naPo 16 15 18 49 

naPl 22 20 23 ~S 

naP2 28 27 29 84 

199 197 205 601 

Fit the response surface for the above data. 
The two-way table of nitrogen and phosphorus with plot 

yield totals of three replications is given in Table 16.70. 

TABLE 16.70 PHOSPHORUS 

Nitrogen 15 30 45 Total 

40 27 36 30 93 

60 40 42 53 135 

80 36 64 75 175 

100 49 65 84 198 

The factorial analysis is presented in the ANOVA Table 16.71. 
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SoUrce 

Replication! 

Treatments 

N 

P 

NP 

Error 

Total 
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TABLE 16.71 ANOVA TABLE 

d.! S. S. 

2 2.89 

11 

3 711.42 

2 343.06 

6 177.83 

22 44.44 

35 1279.64 

M.S. 

l.4S 

237.14 

171.53 

29.64 

202 

Feal 

117.40** 

84.92** 

14.61** 

** Significant at 1 per cent level. 

To examine the trend in yield for different levels of nitrogen 
and phosphorus, the linear, quadratic components for phos
phorus; linear, quadratic and cubic components for nitrogen 
as wen as for NP interaction were computed as follows. The 
coefficients of orthogonal polynomials for linear and quadratic 
components fOf phosphorus levels are (-I, 0,1) and (I, -2, I) 
respectively, the coefficients for nitrogen levels for linear, 
quadratic and cubic components are (-3, -1,+1, +3), (+1, 
-1, -1,+1),(-1, +3, -3,+1) respectively. 

TABLE 16.72 'NITROGEN LEVELS 

40 60 80 100 

PL (linear) 3 13 39 35 90 

P Q (quadratic) -IS 9 -17 3 -20 

PL' S. S.= 
(90)2 

3x4x2 =337.50, 
(-20)2 

PQ• S. S. -3x4x6 =5.56 

It can be verified that PL' S.S.+PQ.s.S.=P. S.S. 
Similarly the linear, quadratic and cubic components for 

nitrogen are computed as follows. 
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TABLE 16.73 PHOSPHORUS LEVELS 

15 30 45 

NL (linear) 62 109 184 355 

NQ (quadratic) 0 -5 -14 -19 

Nc (cubic) 34 -37 -12 -15 

NL. S. S. (355)2 =700 14 
3x3x,20 . 

NQ. S. S. 
_ (-19)2 

=10.03 
3 x3x4 

Nc. S.S. 
-(15)2 _ 

3 X 3 X 20 -1.25 

The interactions of PL with NL • NQ> Nc and PQ with NL , 

NQ• Nc would be computed as follows. 

PLNL = -3(3) -1(13) +1(39)+3(35)=122 

PtNQ= + 1 (13) -1(13) -1 (39) + 1 (35) = -14 

PLNc= -1 (3) + 3 (13) -3 (39) + 1 (35) = -46 

(122)2 
Pt.Nt · S. S.= 3x2x20 124.03, 

(-14)2 
PLNQ• S. S. = 3 X 2 X 4 = 8.17 

(-46)2 
PLNc• S. S.= 3x2x20 17.63 

273 

PQNL=-3 (-15) -1 (9) +1 (-17) +3 (3) =28 

PQNQ= + 1 (-15) -1(9) -1 (-17) +1 (13) = -4 

PQNc = -1 (-15) +3(9) -3(-17) +1 (3) =96 

(28)2 
3 x6X20=2.18, 

(_4)2 
3x6x4 =0.22 
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_ (96)2 _ 
PQNc· S. S'-3 X 6x20-25.60 

The Analysis of variance table given in Table 16.71 is now 
rewritten as presented in Table 16.74. 

TABLE 16.74 ANOVA TABLE 

Source 

Replications 

N 

NLP.r:. 

NLPQ 

NQPL 

NQPQ 

NCPL 

NcPQ 

Error 

Total 

d./. 

2 

3 

1 

1 

2 

1 

1 

6 

1 

1 

1 

1 

1 

1 

22 

35 

S.S. 

-2.89 

711.42 

700.14 

10.03 

1.25 

343.06 

337.50 

5.56 

124.03 

2.18 

8.17 

0.22 

17.63 

25.60 

44.44 

1279.64 

•• Significant at 1 per cent level. 

M. S. 

l.4S 

700.14 

10.03 

1.25 

337.50 

5.56 

124.03 

2.18 

8.17 

0.22 

17.63 

25.60 

2.02 

Fcal 

346.60** 

4.97 

167.08** 

61.40** 

8.73** 

12.67** 

From Table 16.74 it can be observed that the yield is significantly 
effected by linear and quadratic trend of nitrogen, linear trend 
of phosphorus, linear trend of nitrogen with linear trend of 
phosphorus, cubic trend of nitrogen with linear trend of phos
phorus, cubic trend of nitrogen with quadratic trend of 
phosphorus. 
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The response surface is the mathematical relation taking 
yield as the dependent variable and the above mentioned factors 
as independent variables. Let the relation between yield and 
NL , NQ• PL , NLPL• NCPL and NcPQ is given by 

A -

y = Y + b1X1 + b2X2 + b3Xa + b,X, + b6X6 + b6Xe 

where Y is the estimated value of yield and 

Xl = NL• X2 . NQ, Xa = PL, X,,=NLPL , X6=NcPLJ Xa=NcPQ 

and b;' s are regression coefficients. 
In order to find out the regression coefficients (b/'s), the 

coefficients of orthogonal polynomials will be used as given in 
the Table 16.75 since bi=~XIY/~X,2 

TABLE 16.75 

Nitrogen Phosphorlls Yield NL= Na PL NLP, NcPL NcPa 
levels levels total .1(N-70) 

(Y) 

40 

60 

80 

100 

15 

30 

45 

15 

30 

45 

15 
30 

45 

15 

30 

45 

27 -3 

36 -3 

30 -3 

40 -1 

42 -1 

53 -1 

36 +1 
64 +1 

75 +1 

49 +3 

65 +3 

84 +3 

+1 -1 
+1 0 

+1 1 

-1 -1 

-1 0 

-1 1 

-1 -1 

-1 0 

-1. 1 

+1 -1 

+1 0 

+1 1 

+3 +1 
o 0 

-3 -1 

+1 -3 

o 0 

-1 +3 

-1 +3 

o 0 

+1 -3 

-3 -1 

o 0 

+3 +1 

-1 

+2 

-1 

+3 

-6 

+3 
-3 

+6 
-3 

+1 
-'2. 

+1 

601 355 -19 90 122 -46 96 
60 12 8 40 40 120 

5.9167 11.2500 -1.1500 0.800 
-1.5833 3.0500 
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The response surface between yield and Xi s· is given by 
A 

Y=50.0B33+5.9167 X1 -1.5833 X2+11.2500 X3+3.0500 X4 

-l.l500 Xs+O.BOOO X6 
The same relation between yield and NL• NQ• PL' NLPL , NCPL 

and NcPQ is rewritten as 

" Y = 50 0833 + 5.9167 NL - 1.5833 NQ + 11.2500 PL+3 0500 
NLPL '-:'1.1500 NCPL +0 BOOO NcPQ 

The estimated yields can be obtained for given levels of nitro
gen and phosphorus. 

Por example, the estimated yield, when the level of nitrogen 
is 80 and the level of phosphorus is 45, is obtained by substi
tuting in the fitted equation for NL = + I, NQ= -I, PL = + 1, 
NLPL=+I, NCPL =-3 and NcPQ=-3 i.e. 

Y =50.0833+ 5.9167 (+ 1)-1.5833 (-1)+ 11.2500 (+ I) 
+3.0500 (+ 1)-1.1500(-3)+0.8000 (-3)=74.5333. 

16 ,23 Path Coefficient Analysis 
It is observed that there will be not only direct influence 

(effect) of independent character on the dependent character ·but 
also indirect influence on it through independent characters. 
For example. in plant breeding experiment, yield is influenced 
bv characters like length of the ear, number of panickles, number 
of tillers, test weight, height of the plant, etc. Number of 
panickles, for instance not only influences yield directly but also 
indirectly through length of the ear-shoot, number of tillers, etc. 
Therefore, in breeding experiment it is essential to identify the 
character (characters) which influence the yield directly as well 
as ind~rectly by inheritance from generation to generation. 

Path coefficient analysis helps us to identify the different 
independent characters· which affect the dependent character 
directly as well as indirectly. It gives us the path in which an 
independent variable is affecting the dependent variable in a 
given set of independent variables. 

Let k independent variables be significantly correlated with 
dependent variable Y then the correlation matrix representing 
correlation coefficients (phenotypic or genotypic) is given in 
Table 16.76. 
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TABLE 16.76 CORRELATION MATRIX 

Y 1 2 3 k 

Y 1 

1 flY 1 

2 r lly fZ1 1 

3 fay Til fS2 1 

k rky rkl rkll T.H:3 1 

The matrix given in Table 16.76 is a symmetric. matriX 1 e. 
rry=r\'lt r21=r12' ... rk-l' k=rk. k-l 

The correlation coefficient between i-th independent variable 
X and dependent variable Y is linearly related with the corre
lation coefficients of i-th- independent varJable wit.h the remain
ing independen~ variables. This relation is denoted by 

rly=P1yril +P2yr12+'" +P1- lyr t,1-1 + ... +PiV+Pi+lyrtt1+1 + '" 
+Pkyrlk for i=1,2, ... k ... 16.41 

where Pu <, P2y, ... , Pky are the coefficients in the linear relation 
and are known as path coefficients; ril. flZ' .. ·.,Ttk are the simple 
correlation coefficients (phenotypic or genotypic) among the 
independent variables and fly is the simple correlation coefficient 
between i-th independent variable Xl and the dependent 
variable Y. Pty is called the directeff'ect of Xi on Y and PlY' rlt, 
PZyrlZ""Pl-l,yTlt1-I, P1+1,yrb1+I"'" Pkyrlk are called the indirect 
effects of Xi on Y through Xl' XI;'''' Xl-I, X1+1'",Xk respectively. 
Therefore the simple correlation coefficient (Total effect) between 
Xl and Y is the sum of direct and indirect .effects of Xl on Y. 
The linear relations are represented by matdx notation as 

kxk kXl kX1 

[ 

1 ru 
rtl 1 

rkl Tka 

Hence 

I ~:: ] = [ r21 

L Pky rkl 

rlk] [PlY] [rIY] r~k ~ay = rt 

1 Pky rky 

;;: r [ :: ] 
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Therefore, the path coefficients are obtained and hence the 
direct and indirect effects can be obtained. 

Further, the residual effect is obtained by the relation 

PR,}'=v l~tPl}'rl},+P2Y r2y -1- ... +Pky rky) 

V 

Fig. 16.24 Path coefficient diagram. 

EXAMPLE: The following are the significant (hypothetical) 
phenotypic correlation coefficients between 5 independent vari-
ables (height of the plant, length of ear head, test weight, 

TABrE 16.17 CORRELATION MATRIX 

Y 1 2 3 4 5 

Y 1 

1 0.68 1 

2 0.85 0.59 1 

3 0.92 0.67 0.95 1 

4 0.88 0.76 0.90 0.94 

5 0.74 0.68 0.89 0.96 0.87 1 
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Dumber of panickles, volume of the grain) and yield in bajra 
based on 21 observations. Obtain the path analysis. 

The coefficients are obtained from the following relation in 
matrix notation. 

l r i:~ ]=[ b~ t: ~:~~ H~ Hi J-1 

[g::~] 
P,y 0.76 0.90 0.94 1 0.87 0.88 
PSy - 0.68 0.89 0.96 0.87 1 0.74 

After inverting the matrix, we have 

[

PlY] [3.1598 1.1499 3.8356 -4.4369 -2.9941] PlY 1.1499 11.3733 -12.2597 -1.3923 2.0764 
PSy = 3.8356 -12.2597 51.7796 -·186400 -25.1887 
P,y -4.4369 -1.3923 -18.6400 15.9426 8.280S 
PSY -2.9941 2.0764 -25.1887 8.2805 18.1652 

[ 

0.68 'J' 0.85 
x 0.92 

0.88 
0.74 

Therefore, Ply = 3.15?8 x 0.68 + 1.1499 x 0.85 + ... -2.9941 x 

0.74 = 0.5347, P') = -0.5183 Similarly P = 4 7819 -y '3y . , 
P4y = - 1.1922. PSy = - 2.7156. The direct and indirect effects for 
height of plant (X I) is computed as directed effect. Ply = 0.5347. 

In direct effect though X2 = P2/12 = - 0.5183 x 0.59 = - .3058 

" " X3 = P3/ 13 = + 4.7819 x 0.67 = 3.2039 

" " X4 = P4/ 14 =-1.1922 x 0.76=0.9061 

" " Xs = PSyrlS = - 2.7156 x 0.68 = 1.8466 

TABLE 16.78 DIREcr AND INDIRECf EFFEcts 

Xl Xli Xs X, Xs r'l 

Xl 0.5347 -.3058 3.2039 -0.90Gl -1.8466 0.68 

X2 0.3155 _0.5183 4.5428 -1.0730 -2.4169 0.85 

Xa 0,3582 -0.4924 4.7819 -1.1207 -2.6070 0.92 

X, 0.4064 -0.4665 4.4950 -1.1922 -2.3626 0.88 

Xs 0.3636 -0.4613 4.5906 -1.0372 -2.7156 0.74 
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It can be verified that the total of direct and indirect effects 
should be equal to flY i.e. 0.5347-0.3058+3.2039-.9061-
1.8466=0.68 (flY)' Similarly the indirect effects are calculated 
for other variables and presented in Table 16.78. 
The values underlined in Table 16.78 are the direct effects. 

The residual effect is 

PRoy=vl-(PlyrIY+PSyr2Y+'" +PDYr6y)=0.S135 

The direct, indirect and residual effects are shown by diagram 
given in Fig. 16.25. 

y 

Pia. 16.25 Path coefficient diagram. 

16.24 Least Squares Procedure-Two-way Analysis of Variance 
Kemp (1972) gave the procedure for least squares Analysis 

of data with unequal sub class numbers. The mathematical 
model is 

for i=l, 2, ..• , a; j=l, 2 •... , b; k=l, 2, ...• nil and 'a' be 
the number of levels of factor A, 'b' be the number of levels 
of factor B and nil be the number of observations for the ABij 
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combination of factors. YiJI{ be the k-th observation on the 
il-th treatment combination, fJ. the over~ll population mean 
when equal frequencies exist among the AB sub class, OCj the 
effect of i-th level of factDr A, ~J the effect of j-th level of 
factor B, ot~il the effect of ij-th AB sub class after average 
effects of A and B have been removed and ajlk's are random 
errors which are assumed to be normally independently dis
tributed with mean zero and variance (Je

2• The design matrix 
ex' is formed as follows: 
Xj.k=1 for. i=l, 2, ... , a-I if the level of the A effect is 

present. 
Xj.k=O otherwise, exoept 
Xj •k = -1 for all i= 1. 2, ... , a-I jf a-th (last) level of A is 

present. 
Xj •k = 1 for j c: 1, 2, ... , b-l if the j-th level of the B effect is 

present. 
X.jk=O otherwise, except 
X'Jk=-1 for all j=l, 2, ... , b-l if the b-th (last) level of B 

is present. 
The estimates of least squares constants is obtained by 

A 
!T =(XlX)-l XlV 

where 9- is the vector containing constant estimates~" ~J and 

" ot~iJ. XIX is the set of reduced norma] equations and Xly is 
the right side of reduced normal equations. The method of 
analysis is illustrated with an example hereby taking data from 
Reddy (1980). 

EXAMPLB: In this experiment there are' two factors each at 
two levels. The first factor consists of Brown and Jodipi 
strains of cows and the other factor as sex and their body 
weights are presented in the following table. 

TABLE J6.79 BREED 

Sex Brown lodipi 

Male 23 8 31 

Female 21 28 S5 

50 36 86 
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The mathematical model is 

Yijk=ll+u +p.+y.+8 .. , 
r 1 J IJ 1JO< 

for i=l, 2;j=1, 2; k=nij 

For obtaining reduced normal equations the design matrix 
(X) would be constructed as follows. 

TABLE 16.80 DESIGN MATRlX 

All obs. Sex totals 
Xo· . Xl' . X· I · X l1• 

n 
1) 

} } ]'1 :1 
· I 
· I --i( -II -lJ 
· I -1 I : 8 

-1 ~ I · I -1 : '35 
1 · I Hz, ~ · I I 
I 86 ~ ~5 I 
I 

.1 -lJ 
· I 

Hz. n~ · I · I 
iJ · I 

-lJ 

The XIX matrix is obtained as the sum of the products of the 
columns in X matrix. 

XIX=[ -H -~ ~: -i: J 
16 14 -24 86 

The inverse of XIX matrix is 

[ 

0.015077 0.005983 --0.005012 -0.005178 ] 
0.005983 0.015077 --0.005178 --0.005012 

(XIX}-l.... --0.005012 -0.005178 0.015077 0.005983 
--0.005178 --0.005012 0.005983 0.015077 

The Xly column vector is obtained as 
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- 209.7 -+ Total of Brown-total of Jodipi 

r 1964.3 J --;.. Grand total 
XlV -l 700. 3 -+ Total of male- total of female 

328.3 -4 (Male Brown + Female lodipi)-(Female 
Brown+Male Jodipi) 

r 22.674900] 
- 1.537282 

(XIX)_l.XIY=l - 1.093052 

- 0.456828 
Estimates of parameters 

)l = 22.6759. Breed = - 1.093 

Sex = - 1.5373, Interaction = - 0.457 
Different effects: 

"" " !L=22.675, otl (Male)=-l. 5373, ots (Female) = 1. 5373 

" " ~l (Brown)=-1.093, ~2 (Jodipi)=1.093 

YJI = - 0.457, Y12 = 0.457, Y21 = 0.457 

Y 22 = - 0.457 
Least squares Analysis of variance : 

I 
S S due to sex = (- 1.537) (-1.537) = 156.687 . . 0.015077 

1 
S.S. due to Breed = (- 1.0.93) 0.015077 (-1.0.93) = 79.237 

I 
Sex x Breed S.S = (- 0.457) 0.015077 (-0.457) = 13.852 

Total Crude S. S=46220. 6 (without deducting correction 
factor) 

Regression S.S.=(XIX)-l Xly.x1Y 

TABLE 16.81 ANOVA TABLE 

Source a./. M.S. F 

Sex 1 156.687 16.370· 

Breed 1 79.237 8.278* 

Sex x Breed 13.852 1. 447NS 
Error 82 9.752 

·Significant at 5 per cent level. 
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=(22.675 x 1964. 3)+ ... +(3283x -0.457) 
=45237.675 

Error S.S.=Total S.S.-Regression S.S. 
=(46220.6-45237.675)=784.924 

Least square means: 
A 

Male=(.I.+ot1 =(22.675-1.5373}=21.1377 

" Female=fL+ Ct. 2 =(22.675+ 1. 5373)=24.2123 

Brown=fL+ ~1 = (22.675-1. 093}=21. 582 
A 

Jodipi=fL+~2=(22. 675 + 1. 093)- 23.768 
_ ,.. A A 
Yll =fL+otl+~l+ot~ll =19.58765 

,.. " A , 
Y12=fL+CX1+~2+CX~12=22.68775 

_ "" A 
Yn=fL+ots+~l+ot~lu =22.66225 
_ ",.. A 
YI2=(.I.+ots+ ~1l+ot~22=25. 76235 

Standard errors o/means: 

S.E'(fL)=,yC,..,..(EMS) where C,..,.. is the (1, 1)-th element in 
inverse matrix (XIX)-l and EMS is the Error mean square 
from ANOV A Table 

S. E. «(.1.)= vO~."""'0"""'15=07=7""-x-=-9-:. 7=52=-=0.383446 

S.E. (Male)=,y(C",,,,+CAlA1+2Cl"Al)EMS 
where CA1A1 is the (2, 2)-th element, CM1 is the (1, 2)-th ele
ment of (XIX)-l-matrix 

=,y (~O--:. 0::-:'1":':50=7=7 +~O-::. 0"""1 5=0=77=-+,..-,2=-x....,0..-. 005983)9. 572 
=0.6350 

SE(Female}=,yC""",,+CAIlA2+2CI"A2) EMS= 0.4172 
SE (Brown) = v(C",I"+CB1B1 + 2C-;;;)EMS=0. 4390 

SE (Jodipi)=,y(C"''''+<;2B2+2CILBIl)EMS=0.6201 

S.E.( Yll) =JEMS _J9 .572 =0.645 
n11 23 

S.E'(Y12)=JEMS=,y9:S727S=1.093 
nlS 

S.E'(Y21)=JEMS=v'9'. 572/27=0. 5954 
Dn 

SE<YI2)=J'EMS =,y9 .572/28=0. 5847 
Dil 
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EXERCISES 

1. The numbers of wireworms counted in the plots of a 
Latin square following soil fumigations (L, M, N, 0, P) in the 
previous year were: 

Columns 

P (4) 0(2) N(5) L (1) M(3) 

M (5) L(O) 0(6) N (5) P(3) 

Rows o (4) M(8) L(I) P (5) N(4) 

N(12) P(7) M(7) 0(10) L(O) 

L (5) N(4) P(3) M (6) 0(9) 

Analyse the data and draw conclusions. 

2. An experiment was conducted in RB. design layout 
with 4 insecticides and 2 methods of spraying comprising in all 
8 treatments (lISl' 11s2, ••. , l,s2) in 3 blocks. 

Blocks 

1 2 3 

(15) 11S1 (10) 12s2 (15) Ias2 

(13) 1:.s2 (12) l,sl (7) 11s1 

(10) I2s2 (17) lasl (18) I,s. 

(4) I2S) (10) 11s2 (8) I,SI 
J 

(16) l,sl (19) 1,82 (15) JI SI 

(11) lasl (16) 12s1 ( ) Jas1 

(8) 1182 (6) 11S1 (11) J2S1 

(9) l,sl (13)\13S2 (6) 11s2 

Estimate the missing value and complete the analysis. 

3. An experiment was conducted to learn about losses 
of ascorbic acid in soya beans stored at 3 temperatures for 4 
periods. 4 packages were assigned at random to each of the 
12 treatments. 
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Tern peratures 

o 
15 

30 
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Weeks of storage 
246 

42 

40 

30 

46 

39 

25 

44 

41 

20 

8 

45 

35 
1" • I 

Analyse the data factorially and also into linear, quadratic, 
cubic components and draw the conclusions. 

4. An experiment was conducted in the green house to 
determine the effects of two types of soil (bo=soil mixed with 
sand and b1 =soil with compost added) and two levels of soil 
moisture (co=dry soil and c1=wet soil) on the yields (kg) of 
two varieties ao and a1 of green fodder crop. The scheme of 
confounding is balanced partial confounding. 

(1) Identify the confounded interactions (2) Carry out the 
complete analysis of data 

Block 1 

Block 2 

Rep. I 

000 3 

11.1 12 
100 8 
011 7 

010 6 

101 10 

001 5 

110 12 

Rep. II 
110 14 

000 6 

111 15 
001 9 

011 7 . 

101 12 

010 9 

100 11 

Rep. III 
100 8 
001 6 

110 16 
011 14 

101 7 

010 8 

000 6 

111 18 

Rep. IV 
111 17 

100 
001 
010 

8 

9 
5 

000 3 

011 7 

101 14 

110 18 

5. The following are the yields of three varieties of fodder 
(Tons per hectare) with the sub treatments being number of 
cuttings. A: 2 cuttings, B:3 cuttings C: 4 cuttings D: 5 cuttings. 

Variety No. of Replications 
cuttings 1 2 3 4 

I A 5.2 4.6 4.2 4.8 

B 5.6 5.0 5.4 4.9 

C 4.9 4.5 4.6 4.3 . 
D 4.6 4.8 4.0 4.4 
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II A 4.8 4.7 4.1 4.5 

B 4.9 5.2 4.7 4.8 

C 5.3 5.4 5.6 5.0 

D 4.2 4.0 4.3 3.8 

III A 3.8 3.7 3.4 3.9 

B 4.6 4.8 4.5 47 

C 4.9 5.0 5.1 5.3 

D 5.4 5.6 5.2 5 5 

Analyse the data and draw conclusions. 
6. The results of chillee v~rietal trial at a particular research 

station with 4 varieties and' 5 replications laid out in R.B. 
design. The data give the yield of green chillees per plot (kgs) 
and number of plants per unit length. 

Varieties 
Blocks 1 2 3 4 

1 10.2(3) 12.7(6) 14.2(9) 13.7(8) 

2 10.6(4) 12.4(4) 14.4(8) 12.9(5) 

3 10.5(5) 13.1(7) 13.9(6) 12.4(6) 

4 10.0(2) 12.9(8) 13.6(5) 12.7(4) 

5 10.7(8) 13.2(6.1 13.2(7) 13.2t7) 

Carry out the a~ralysis of covariance and draw the con
clusions. 

7. Four rations (A, B, C and D) are tested on 4 animals 
at 4 lactations having 4 weight groups. The milk yields were 
recorded as follows. 

Weight groups 
B D A C 

Lactations (4) (6) (10) (3) 

A C B D 

(8) ( ) (5) (7) 

D A C B 

(8) (11) (4) (6) 

c B D A 

(5) (6) (7) (10) 
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Estimate the missing value and analyse the data and draw 
conclusions. 

8. An experiment was conducted with 4 different strains at 
5 different temperatures on sheep for wool production. 

Strain 
Temperature 1 2 3 4 

I 5 7 6 8 

II 12 10 11 13 

III 4 3 2 5 

IV 15 18 11 9 

Analyse the data and draw the conclusions. 

9. The following data were based on experiment conducted 
by randomly'selecting 4 poultry farms from the population of 
poultry farms and 6 birds were randomly selected from each 
of the selected farm and 3 egg counts were made in a month at 
random for each selected bird and the part of ANOV A Table 
is given. 

- -----------------------
Source d.f. S.S. M.s. E(M.S) 

Fa~ms 125.7 

Birds within Farms 78.6 

Counts within Birds within Farms 14.8 

Total 219.1 

Complete the ANOV A Table and estimate the variance 
between fa.rm effects and Bird effects and tes~ their significance 
using Random effects model. 

10. An experiment was conducted with 4 depletion levels, 
3 sowing dates and 4 replications for a paddy crop with sowing 
dates taken in strips. The depletion levels are denoted by do. 
dl' d2 and da• sowing dates by so. SI' and S2 and the recorded 
yields in strip plot design are 
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Rep. I Rep. II 

d. do d. dl da d2 do· d1 

S2 12 6 16 10 51 19 16 11 14 

So 7 4 13 8 51 18 13 9 17 

51 18 10 16 17 'So 17 13 6 10 

Rep. III Rep. IV 

do da da d1 d1 da do dl 

51 13 20 IS 16 So 6 13 S 14 

So 8 10 16 11 51 16 20 7 10 

S2 '1 14 18 12 s2 11 14 8 19 
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CHAPTER 17 

SAMPLING METHODS 

17.1 Introduction 
Sampling is a part and parcel of our daily life. The house

wife uses the technique of sampling in taking a decision whether 
the rice is cooked properly or not by inspecting a sample of 
grains from a cooking vessel A businessman inspects a sample 
of goods for ordering a large consignment. In industry, a 
sample would be observed to assess the quality of a product (or 
products). A farmer would estimate his crop prospects by 
observing a sample of earheads (or the plants). In the above 
situations. sampling is being followed to save money and time 
to arrive at an idea of the characteristic in the popUlation. 
If there would be a considerable variation in the population, 
sampling adopted in the usual way might not give correct 
picture about the population. For example, the consumer 
wants to purchase rice by inspecting a handful of it from the 
upper portion of bag. If the quality of rice is not uniform 
throughout the bag the decision he takes on the basis of 
inspecting an upper portion of the material may bring him a 
monetary loss. Similarly the decision taken on only few bags 
out of large consignment of bags which are not having uniform 
quality would be of serious consequence. Hence different 
sampling procedures were evolved for different situations to 
estimate the population characteristics with· minimum risk 
These sampling methods were developed based on probability 
theory. There is also a sampling method called 'purposive 
sampling' which do not use probability theory. The main 
drawback of 'purposive sampling' is that it is not possible to 
provide the error involved in arriving at an estimate of the 
population, and also the confidence intervals for the population 
characteristic. 

17.2 Simple random sampling 
In this method ~very unit in the popUlation will have equal 
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probability of being selected in the sample. Alternatively. the 
simple random sampling is the method of selecting 'n' sampling 
units out of total N units such that all the possible (~) samples 
would have equal chance of being selected. 

17.2.1 Sample random sampling with replacement (SRSWR): 
A sample is drawn such that every sampling unit drawn would 
be replaced back in the population. In this way the sample may 
contain repeated elements and any number of samples could be 
drawn. 

17.2.2 Simple random sampling withoutreplacement (SRSWOR): 
A sample is drawn such that every sampling unit drawn would 
not be replaced back. The sample would contain all distinct 
elements. If there are N units in the population and n units ill 
the sample, there would be (~) distinct samples by this method. 

17.2.3 Selection of a random sample: List of units would be 
prepared by serially numbering all the sampling units from 1 to 
Nand n random numbers would be selected from the column 
(or row) of a table of random numbers either by SRSWR or 
SRSWOR. For example, ifN=40 and n=5,two columns would be 
selected from the table of random nnmbers. The maximum figure 
in two column table would be 99. The numbers 81 to 99 would 
be rejected since they have more probability than the numbers 
from 1 to 80. Supposing that 75 would be' selected in the first 
.draw, the actual random numbers would be the remainder after 
dividing 75 by 40 i. e., 35. If 80 would be selected in a parti
cular draw the random number selected would be 40 since the 
remainder would be zero. In this way all the five numbers 
would be selected either by with or without replacement. 

The method of providing estimates of population mean, 
standard error 'of mean and the confidence intervals for popu
lation mean are given as follows. Let Yi be the i-th observa
tional value for the character under study. 



Sample 

n =size of the sample 
- 1 II 

Y =- L Yl=mean of the sample and is an un-
n i~l 

biased estimate of the population mean, YN • 

Y = N . Y n = estimate of the population total, Y and 
is an unbiased estimate. 

1 D -
S2=- I: (Yl-Y)2 

n-l i=l 

=_1_ [ {. Yt2-efl Yl)Z] = mean square in the 
n-l i~l n 

sample and is an unbiased estimate of S2. 

Population 

N =size of the population 
_ N 

YN=l/N L Y1=mean of the population. 
i=l 

N , 
Y = I: Y1=Population total 

i-I 
1 N _ 

S2=N_l I~ (Y1- Y N? 

=_1_[ ,~ Y 1_,(LY1)2] 
N -1 t:-l 1 N 

=mean square in the population. 

- N-n - N-N 
Est. V(Yn) = Nn s2=estimate of the variance of V(Yn)=~ S2=variance of sample mean in the 

the sample mean and is an unbiased estimate of N-n population, and -N js called the finite population 
V(Yn). 

Est. S.E(Yn) = vEst V(Y~)=estimate of the standard 
error of sample mean and is an unbiased estimate 
or S.E(Yn)· 

correction. S.E(Yn)=YV(Yn)=standard error of 
sample mean in tJIe population. 



· A NI(N-n) 
Est V(Y)= Nn s2=estimate of variance of 

" (N-n) V(Y)=N2 ~SZ=variance of sample total in the 

the estimate of total and is an unbiased estimate of population. 
" V(Y). 
Confidence limits: If 82 is not known and the 

size of sample is small, the confidence limits for 
population mean, Y N are given as 

Yn±tCn-l) x Est. 8.E .(Yn) 

as upper and . lower limits. These limits can be 
written as 

)1n-t(n-11 XEst S.E.(Yn) 

and Y + t(n-l' X Est. S. E. (Y n) 

where tcn-l is tabulated value of student's t-distri
bution with (n -1) d. f. 

EXAMPLE: A sample of 50 progressive farmers were selected from a district containing 800 
progressive farmers by simple random sampling method so as to estimate the total area under high 
yielding variety of paddy. The list of selected farmers along with corresponding areas under high 
yielding variety (HYV) is given in Table 17.1. Estimate the mean area under HYV, standard error and 
confidence limits for the mean area in the district. 
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TABLE 17.1 

Holding Area Holding Area Holding Area 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

(Hectares) (Hectares) (Hectares) 

3.S J8 4.2 3S 2.1 

3.2 19 6.1 36 2.4 

2.S 20 1.1 37 1.S 

4.0 21 1.0 38 1.1 

3.2 22 1.7 39 0.7 

2.0 23 2.3 40 3.1 
2.2 24 5.2 41 3.3 
I.S 2S 4.6 42 2.8 

2.6 26 0.8 43 2.2 

2.8 27 1.9 44 4.3 
3.S 28 2.S 45 3.8 
3.0 29 2.6 46 6:2 
1.4 30 3.1 47 5.0 

1.2 31 6.2 48 o 7 
1.3 32 S.4 49 0.'9 
3.6 33 3.6 50 1.2 
3.2 34 4.S 

IY =141.6, :Eys=517. 74 

Y 141.6 2 83 2 1 [1 7 (141.6)IJ n=-so= . , s =50-1 5 7. 4- 50 =2.38 

- SOO-50 
Est.V(Yn) SOOX50 X2 .38 =0.0446 

Est. SE(Y ~=VO. 0446=0.2112 

Confidence limits of YN ; 

Lower limit: 2.S3-1.96xO.2112=2.42 

Upper limit: 2.S3+1.96xO.2112=3.24 
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17.3 Stratifieu random sampling 
In this method the population is divided into different 

homogeneous groups known as strata and a simple random 
sampling is selected from each of the strata to estimate the 
population mean (or total), standard error of the estimate and 
confidence limits for the p~pulation mean. It could be seen 
from the expression of Est. V(Y n) from Section 17.2 of simple 
random sampling, the precision of the estimate depends on 
size of sample as well as the value of S2. If the size of sample 
increases and the value of S2 decreases, the precision of the 
estimate (Yo) increases. Assuming that due to ]imitation. of 
time--and money it would not be possible to increase the size of 
sample, the only alternative would be to decrease the value of S2 

for increasing the precision of the estimate, (Yo). Stratified ran
dom sampling method provides the scope for decreasing the 
value of S2 by dividing the popUlation into homogeneous- groups 
such that there would be more heterogeneity between the groups 
(or strata) and more homogeneity within the groups (or 
strata). For example, considering the selection of sample 
of rice from a bag by a consumer, if the bag does not contain 
uniform quality of rice the consumer would be risking a loss. 
Similarly if the adoption of rice yielding varieties is not same 
throughout the district .and differs from one Panchayat 
Samitito another then the:_estimate of the extent of adopuon 
by farmers in the,aistrict would be less efficient assuming that 
the samples size is not small. Let Y be the character under 
study. The estimate of population, standard error of the 
estimate and the confidence limits for the population mean are
given as follows. 

17.3.1 Proportional allocation of Sample: If the proportion 
of the sample- size in the i-th stratum is assumed to be same as 
proportion of population size in the same stratum, we have 
ni!n=N1/N=constant. In other words; the-sample-size to be 
allocated for i-th stratum is nl=n. N1/N for 1=1, 2, ... k. . , 
This type of allocation of sample is known as proportional 
allocation. By substituting n1=n.- Nl/N in the mean of the 
sample, variance of the estimate, estimate of the variance of the 
estimate in Section 17.3. We have 



Sample 
n=size of the sample. 
ni=size of the sample in the i-th stratum for i=I,2, 
... ,k, where k is the number of strata. 

k 
n= L nj 

j-l 

- 1 Di 
Yni=- L Yj=mean of i-th stratum in the sample 

nj j",,1 
and is an unbiased estimate of Y Nj 
_ k_ 

Yn=l/n L njYni=mean of the sample. 
j=1 

_ k_ 

Yst=l/N 2::: Nj Yni = estimate of the population 
j-l 

mean in the stratified random sampling method and 
is an unbiased estimate of Y N, 

1 Di _ 

S1
11=--1 2: (Yjj- Ynj)2=mean square of i-th nj- j=1 

stratum in the sample for i=1,2, .. ,k 
- k N·2 (N.-n.) 

Est. V (Ysi)= L N~ N I sj2=estimate of variance 
i~1 jnj 

of the estimate. 

Est.S.E(Yst)=y'Est. V(Yst) = estimate of the 
standard error of the estimate 

Confidence limits for YN : If Sis is not known and 
the size of total sample is sma)), the limits are given as 
Y st - ten-I) X Est.S.E.(Yst) as upper and lower limits. 

Population 
N=size of the population 
Nj=size of the i-th stratum in the population tor 
i=l, 2, .. ,k, where k is the number of strata . 

k 
N=~ Ni -

1-1 

Y ll~!y f'b . h Ni=N L. ,=mean 0 I-t stratum In t e popu-
ii=1 

lation. 
_ k _ • 

YN=l/N L Ni YNi=mean of the populatIOn. 
i-I Ni _ 

Si2=1/Ni-l L (Y/j-YNi)2=me.an square of i·th 
j=1 

stratum in the population for i = 1,2, .. k 

S.E.(Yst)= v'V(Yst)=stanpard error of the esti
mate. 
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Sample Population 

Yst=Yn=estimateof thepopu- V (Yst) prop 
lation mean in the proportional N - n k Nl 2 • 

alIocation. = Nn t;;N SI = varIance 

Est. V (Yst) Prop df the estimate in the propor

N-n k N I • 
=-- I: -s2=estlmate 

Nn i="l N 1 

of the variance of the estimate 
in the propOltional allocation. 

Est. S. E. (Yst) prop. 
• =-....."...,:----=;;;-

= vEst. V (Yst) = estimate of 

the standard error of the 
estimate in the proportional 
allocation. 

tional allocation. 

S. E. (Yst) prop. 

- ~ IV (y) prop=standard - v st 

error of the estimate in the 
proportional allocation . 

Confidence limits for Y N can also be obtained on the similar 
lines as in Section 17.3 for the proportional allocation. 

17.3.2 Neyman's allocation of sample: In this case the total 
sample would be allocated to different strata in such a way 
that the variance of the estimate would be minimized with th~ 
condition that the total of all the strata samples is equal to the 

k 
total sample size i. e. I:ni=n. By minimizing the variance of 

i-I k 

the estimate in Section 17.3 with the restriction that L nl=n, 
N.S. i-1 

we have n,=n x k 1 1 

L NiSi 
i=I 

On substituting this expression of nj in the variance of the 
estimate and estimate of the variance of the estimate in Section 
17.3, the corresponding expression in optimum allocation, ar.e' 
obtained as follows. 

Sample 
I 

Est. V (Yst) opt= N2n 

k I k 
(2.: N i si)2 - --2 (2.: Nisil) 
i-1 N i=1 

= estimate 01 the variance of 
the estimate in the (optimum) 
Neyman's allocation. 

Population 
- 1 k NjS.2 I v (Yst) opt'=N2 (2: __ 1)_ 

i-I n 

N
Ile!:. Nisj2)=variance of the 

i-1 

estimate in the (optimum) 
Neyman's allocation. 
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17.3.3 Comparison of Stratified random sampling witb simple 
random sampling: It was proved that 

V (Yst)opt ~ V (Yst)prop ~ V (Yn)ran 
which indicates optimum allocation is more precise in com
parison to proportional allocation which in turn more precise 
to simple random sampling. For further reading on this topic 
please refer to Cochran (1953). 

17.3.4 Selection of a Sample with probability proportional 
to size: Often a situation arises to draw a sample from the 
population with probability proportional to size. For example, 
a sample of farmers are to be selected with probability propor
tional to area under their holding. The procedure of drawing 
n farmers out of N with probability proportional to area under 
holding is as follows. Let i-th farmer holds Ai hectares and 

N 
L Af=A. All the farmers would be arranged serially according 
i-I 

to the size of their holding. The third column in Table 17.2 
gives cumulative totals of holdings. 

TABLE 17.2 

S. No. 01 Parmer Holding l'ire Cumulative totals 
1 2 3 

1 Al Al 

2 As Al + AI 

3 As A1+All + As 

N 
N AN 2: Ai = A 

i-I 

Select a random number (say) r from the table of random 
,numbers out of A. If this number lies between Al + All + ... 
Ai-I and A1 + All ... + Ai - I + Ai then i-th farmer is selected. 
Select another -random number and if it lies between 1 and Al 
then first farmer is selected. In this way all the n farmers can 
be selected. 
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17.3.5 Labiri's method of selecting a sample with probability 
proportional to size: This method avoids the need of writing 
cumulative totals for selecting a sample when the number of 
units in the population is considerably large. Let N be the 
number of units in the population and M be the maximum of 
the sizes of the N units or some number greater than that 
maximum size (M) and let Mi be the size of the i-th unit. The 
procedure is as follows: 

(i) Select a number at random from 1 to N, say, i 
(ii) Select another number at random from 1 to M, say, R 
(iii) -Select i-th unit in the sample if R ~ Mi 
(iv) Reject i-th unit and repeat the above process if R > Ml 

For selecting a random sample of n units with probability 
proportional to size with replacement, the above procedure 
has to-:be_repeated n times. If the selection is without replace
ment the above procedure has to be repeated till n distinct units 
are obtained. 

EXAMPLE: A sample survey was conducted to estimate the 
credit needs of cultivatQ1s in a Taluka by considering panchayat 
samitis in that Taluka as strata. A random sample of 10 vill
ages were selected from each of the three Panchayat Samitis 
of sizes 150, 100, 120 respectively. The credit needs (in thou
sand rupees) of the thirty villages are given in Table 17.3. 
Estimate the average credit needs of cultivator in the Taluka, 
standard error of the estimate and confidence interval for the 
average credit need. 

TABLE 17.3 CREDIT NEED (IN THOUSANDS) SAMIT1I1 

Village I II III 

1 JS 16 7 
2 12 10 8 

3 8 11 5 
4 6 9 10 
S 10 S 12 

6 4 3 9 
7 3 7 11 

8 16 5 10 

9 7 13 6 

10 5 4 2 
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n1 =n2=n3=10, N 1=IS0. N2=100, N3=120 
3 ·3 

n= L ni=30, N= L N i=370 
i-I i-I 

TABLE 17.4 

Stratum N, n, y., N,I(N,-n,) I H,-
No. 

6, 
N'-N,II, S, -Ynt 

N 

1 ISO 10 8.6 20.49 .3135 3.53 

2 100 10 8.3 18.01 .1189 2.24 

3 120 10 8.0 9.33 .0896 2.99 

370 .5220 8.76 

1 [Dj (Dj )1] 
S,I= -1 ~ Y~ - ~ Yi) 

nf J-1 J-l 
~-...:.. 

Dj 

Yst=I/N L Ni Yni=8.76 

Est. V (Yst)-= t NNi : (NNi -
ni) sjl=0.5220 

i-I i ni 
Est. S.B (Yst)--O. 7225 

Confidence limits of Y N: 
The lower limit: Yat-t,n-l) xEst. S.B (Y.t) 

~8.76-2.045XO. 7225=7 .28 
The upper Iimit==Yst+t,n_l)xS.E(Yst) 

==8.76+2.045 x. 7225=10.24. 

17.4 Cluster I81Dpling 
In this method the statistical population would be divided 

·into groups of ultimate sampling units called clusters for the 
proces.,s of sampling. For exaD;lple, ·the ultimate sampling unit 
might be farm holding or village or group of villages for esti
mating the area under high yielding varieties (HYV) in a distri~t. 
The choosing of ultimate sampling unit as farm holding. etc., 
depends on the precision required for the estimate and the cost 
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involved in conducting the survey. In the selection of soil 
samples, the ultimate sampling unit depends on the type and 
size of tool used for obtaining the soil profile. It was expected 
that the smaller the size of, cluster the better the precision of 
the estimate but the cost involved might be more due to increase 
in sample size for covering the entire cross section of the 
popUlation. On the other hand the larger the cluster the cost 
involved might be less due to less expensiveness in collecting 
information on the neighbouring units at the expense of some 
reduction in precision of the estimate. Further, sometimes the 
information might be available for clusters but DOt on the 
ultimate sampling units, as for example, village-wise data might 
be available but not on the holdingwise in the Panchayat 
Samithi re60rds for the area under different crops. In these 
situations cluster sampling method would be useful for esti
mating the population characteristics. In this method a sample 
of clusters were randomly selected out· of a popUlation of 
clusters.' . The estimate of the population mean, standard error 
of the estimate and confidence limits of the population mean 
by cluster sampling method are given as follows assuming that 
the size of each cluster is same. Let Y be the variable under 
study and Yi! be the observational value for the j-th element 
in the i-th cluster for j~l, 2, ... M; i=1,2, ... , N. Let n 
clusters be randomly selecte4 out of N clusters and M be the 
size of each cluster. 

Sample 

_ M 

YiM== 11M L Yu=mean of the 
j-I 

i-th cluster. 

th~ population mean in the 
duster sampling method and is 
an uJ;lbiased estimate of Y NM' 

Population 

cluster means in the population. 

N M 
=l/NM L L Yu=mean 

i-lj-l 

in the population. This is true 
because the size of each cluster 
is same. 
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Sample 

=mean square between the 
cluster means in the sample. 

- N-n 
Est. V(Ycl)= Nn Sb2 

=estimate of the variance and 
is an unbiased estimate of 

V(Ycl). 

Est. S.E(Ycl)=YEst. V(Ycl) 
=estimate of the standard 
error of the cluster sampling 
estimate. 

Confidence limits/or Yl'II'M: 
If Sb2 is not known and the 
size of sample is small, the 
confidence limits for Y NM are 
given by Yc1±t(n-l) X Est. S. E. 
(Yc:1) as' the upper and lower 
limits. 
If nM ultimate sampling units 
are randomly selected from 
NM sampling units in the 
population, we have 

_ n M 

YnM= IlnM L L YiJ= mean 
i-1 j-l 

of nM sampling units in the 
sample.· 

- NM-nM 
Est. V(YnMl NM I/nM 

{(£t-l)MSb2+~(M- 1)Sw2}= 
NM-l 

estimate of the variance of the 

. h 11_ 1 estimate, were Sw - n( M _ ]) 
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Population 

N _ _ 

Sb2=1/N-l 2:: (YiM-YNM)2= 
1-1 

mean square between the clus
ter means in the population. 

- N-n 
V(Ycl= Nn Sb2=variance of 

the cluster sampling estimate. 

S.E'(Ycl)=y V(Yc!l=standard 
error of the cluster sampling 
estimate. 

1 N M _ 
sa NM-l;E ~ (Yij-Xm.J2 

1-1J-1 

= mean square between ulti
mate sampling units in the 
population. 

V(Y ) NM-nM S2 
OM NM nM 

co yariance of the estimate. 

Efficiency: EffiCiency of cluster 
sampling method with cluster 
as the sampling unit to that of 
the method with an ultimate 
sampling' unit is given' by E 
where 
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Sample 

• II M _ 

L 2:: (Yil-YiM)B=meansqu
i-1 j-l 

are within clusters in the 
sample. 
Estimate of efficiency: The 
estimate of efficiency of clusters 
sampling method to that of the 
method with an ultimate 
sampling unit is given by 

Bst. (E) 
(N-l)M sbl+N(M-l)swl 

(NM-l)M Sbl 

o.tl/M+(M-l) sw2 

M MSb2 

Anova table: The analysis of 
variance (ANOVA) table is 
useful for obtaining the values 
of Sb2 and sw· which are in 
turn required for computing 
Est. V(yc1) and Est. V(YDM). 

The ANOV A table is given as 

STATISTICS fOR AGRICULTURAL SCIENCES 

Population 

E 

Intra class correlation coeffi
cient: The correlation coeffi
cient between the elements of 
a cluster is denoted by 'po and 
is known as the intra class 
correlation coefficient, where 

N-l Sbl - Swl 

N M 
NM-l S. 

NM 
p 

Anova table: . The analysis ~f 
variance table (ANOV A) is 
useful for computing the values 
of SI and Sbl which are in turn 
required in computing V(.YlIM) 

and V(Yc:J) respectively. The 
ANOV A table is given as 

TABLE 17.S ANOVA TABLE 

Source d.f. SS. M.S. 

D C.S.S M I Between clusters 0-1 M L (YiM- Yell2 --= Sb 
1-1 0.:...1 

... C. S. S (~ay) 

WitbJo clusters n(M-l) By subtraction 
W.S.S s I 

o(M-l) w 
(W. S.S) 

11 M 
~=II Total nM-l L L {YiJ-Yc1)1 

i-1 J-1 . oM-l 

==T .S.S (say) 



SAMPLING METHODS 

TABLE 17.6 ANOVA: TABLE 

SOllrce d./. 

Between clusters N-l 

Within clusters N(M-t) 

Total NM-J 

S.S. 

=c.s.s (say) 

By subtraction 
(W.S.S) 

2: L (YiJ - YNM)I 
i-1 j-1 

=T.S.S. 
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M.S. 

c.S.S_S 2 
---b 
N-l 

W.S.S 
N(M-l) 

~=SI 
NM-l 

Formatioll of cllUterl: If clusters are formed randomly the variance of 
tho clusters sampling estimate is given by using intra class correlation 

- N-n (NM-lS2) 
coofDciont as V(Yc1)=- M N 1 M{l+(M-l)p} n (- )n 

B=M(N-l) 1 
NM-l {l+(M-l)p} 

EXAMPLE: An investigation was undertaken to estimate the 
milk consumption per jndivjd~al in a town by selecting a 
random sample 9f 50 households which are considered as 
clusters of individual members of family from a total of 2000 
households. On an' average each household was assumed to 
have a family size of 5 members. Estimate the milk consump
tion per individual in the town, standard error of the estimate, 
confidence limits for the population mean given the foll~wing 
data in Table 17.7. 

TABLE 17.7 

S.No. Milk consumption pI Total 
5 family membetl (litl.) consllmptlon 

1 O.S, 0.8, O.S, O.S. 0.6 2.9 

2 0.4, 0.8, 0.9, O. S, 0.5 3 ~ ... 
3 0.6. O.S, 0.5, 0.6. 0.4 2.6 



308 STATISTICS FOR AGRICULTURAL SCIENCES 

TABLE 17. 7 (contd.) 

S. No. M#k consumption 0/ Total 
5 family members (lits.) consumption 

4 0.5, 0.4, 0.7, 0.3, 0.5 2.4 

5 0.2. 0.5, O. t, 0.5, 0.7 2.0 

6 0.3. 0.4. 0.3, 0.2. 0.4 1.6 

7 0.5, 0.6, 0.5, 0.7, 0.1 2.4 

8 0.4, 0.5, 0.8, 1.0, 0.7 3.4 

9 0.3, 0.2, 0.3, 0.4, 0.5 1.7 

10 0.2, 0.7, 0.5, 0.6, 0.4 2.4 

11 0.3, 0.2, 0.6, 0.7, 0.2 2.0 

12 0.4, 0.3, 0.2, 0.4, 0.7 2.0 
13 0.6, 0.4, 0.5, 0.7, 0.8 3.0 
14 1.0, 0.7, 0.5, 0.4, 0.2 2.8 
15 0.2, 0.4, 0.8, 0.3, 004 2.1 
16 0.3, 0.4, 0.3, 0.2, 0.4 1.6 
17 0.3, 0.1, 0.5, 0.4, 0.7 2.0 
18 0.5, 0.4, 0.3, 0.2, 0.1 1.5 

19 0.3, 0.2, 0.8, 0.2, 0.6 2.1 

20 0.7, 0.5, 0.6, 0.3, 004 2.5 

21 0.5, 0.6, O.~. 0.3, 0.5 2.8 

22 0.4, 0.7, 0.5, 0.4, 0.2 2.2 
23 0.6, 0.7, 0.8, 0.3, 0.2 2.6 

24 0.4, 0.5, 0.5, 0.1, 0.3 1.8 
2S 0.2, 0.4, 0.3, 0.6, 0.1 1.6 

26 0.4, 0.2, 0.5, 0.1, 0.6 1.8 

27 Q.3, 0.1, 0.5, 0.7, O.S 2.1 

28 0.4, 0.5, 0.6, 0.3, 0.2 2.0 

29 0.6, 0.5, 0.5, 0.2, 0.1 1.9 

30 0.6, 0.5, 0.3, 0.4, 0.1 1.9 
31 0.2, 0.4, 0.8, 0.3, 0.2 1.9 

32 0.6, 0.5, 0.'8, 0.7, 0.6 3.2 
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TABLE 17.7 (contd.) 

8. No. Milk consumption 0/ Total 
5!amily members (fits.) consumption 

33 0.4, 0.3. 0.5. 0.2. 0.3 1.7 

34 0.6 0.7, 0.3, 0.2, 0.4 2 2 

35 0.7, 0.1, 0.5. 1.0. 1.2 3.5 

36 1.0. 0.5. 0.8. 0.7. 0.2 3.2 

37 0.7. O.S. 0.5. 1.0, 0.7 3.7 

38 0.1. 0.2. O. S. 0.3. 0.1 1.5 

39 0.6. 0.1, 0.8, 0.7. 0.8 3.0 

40 O. S, 0.9, 0.5. 0.3, 1.0 2.S 
41 0.6. 0.5. 0.2, 0.6. 0.2 2.1 

42 0.4, 0.1, 0.3, 0.9, .1.0 2.7 

43 1,;0. 0.5, 0.5, 0.4, 0.2 2.6 

44 0.6, O. S. 1.0, 0.2, 0.1 2.7 

45 0.3, 1.0. 0.9. 0.4, 0.5 3.1 

46 1.0. O.S. 0.5. 1.0, 0.2 3.5 

47 1.0, 0.4, 0.3, 0.0. 1.2 2.9 

48 0.5, 0.1. 0.8, 1.0, 0.7 3.1 

49 0.4, 0.6, 0.5, 1.0, 0.6 .3,1 

SO 0.7, 0.3, O.S, 1 .. 0, 0.4 3.2 

TABLE 17.S ANOVATABLE 

Source d./. 8.S M.S. 

Between clusters (n-l)=50-1=49 4.50 0.091S=Msbl 

Within clusters 249-49=200 8.86 0.0443=swl 

Total (nM-l)=2S0-1=249 13.36 0.0537=sl 

y _125.6_0 5024 1- .0918 - 0184 
cl- 250 -. , Sb - ~5-'-' 

- N-n 2000-50 
Est. V(Ycl)= Nn ,Sb

l =2000xSOX .0184 =.0004 
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Est. S.E.(Ycl)=Y .0004=0.02 

Confidence limits/or YNM: 

Lower limit: 0 . 5024-1 .96 X .02 =0.4632 

Upper limit: 0.5024+ 1.96x .02==0.5416 

If nM ultimate sampling units are randomly selected from NM 
units, we have 

_ D M 125.6 
YnM=l/nM .L .L YiJ== 250 ==0.5024 

,-I l~l 

E t V(Y ) NM-nM 11 M{(N-I)MSbZ+N(M-I)S"Sl 
s . nM = NM n NM-I J 

== 0039(2000-1) x .0918+2000(5-1)x .0443 
. • 2000 x 5-1 

=.0002 

Est. S.E.(Yn~=Y .0002=0.0141 

Estimate of efficiency: 

Est. (E) (N - ~::~i)~~ -I)s,,' =0. 5860· 

The estimate of the efficiency of cluster sampling method to 
that of the method with ultimate sampliJlg unit is 58.60 %. In 
the given study the cluster sampling method is less efficient 
than the method with ultimate lSampJin~ unit. 

17.5. Two-stage sampling 
Sometimes it might be uneconomical as well as less efficient 

to enumerate complete clusters in the case of cluster sampling. 
The elements in each cluster Plight be homogeneous due to 
geographical continguity or due to any other reason. In such 
case enumerating all the elements in the cluster might prove to 
be uneconomical. Further the larger the size of the cluster 
the lesser the precision of the estimate as was observed in 
cluster sampling method. For example, to estimate the area 
under maize crop in a Panchayat Samiti it would be more 
economical and precise to select randomly more number of 
villages at first stage and select randomly fewer households from 
each of the selected village at the second. stage'rather than 
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selecting randomly few villages and enumerating completely all 
the households" from each of the selected villages as was done 
in the case of cluster sampling method. The former method is 
known as two stage sampling method (or sub-sampling), because 
the selection was done at two-stages with villages as first stage 
sampling units and households as second stage sampling units. 
The two-stage sampling method and some times stratified two
stage sampling method are quite applicable in most of the socio
economic surveys and this method is useful when complete 
frame is not available. 

Let Y be the variable under study and YiJ be the observa
tional value of the j-th second stage unit of the i-th first stage 
unit for j=l, 2, .•. , M; i=l, 2, ... , N in the population assum
ing that each first stage unit contains M second stage units. In 
other words there would be in all NM secoild stage units in the 
population. 

Let n first stage units be selected at random out of Nand 
m second stage units be selected at random from each of the 
selected first stage units in the sample. The estimate of the 
population mean, standard error of the estimate, confidence 
limits for the population mean are given as: 

Sample 

_ m 

Yim=l/m:L YiJ=meanofi-th 
j-l 

first stage unit in the sample. 
_ D n m 

Yts=l/n :LYim=l/nm L :LYiJ 
i-1 i-lj-l 

=mean per second stage unit 
in the sample and also the esti
mate of the population mean 
by two-stage sampling method. 
This is an unbiased estimate 
ofYNM 

Population 

M 

~ M = 11 ML Yjj = mean of i-th 
j=l 

first stage unit in the population. 
_ N_ 

y NM= lIN :L YiM=mean of 
i-1 

first stage .unit means. 
_ N M . 

Y NM= I/NM L L YjJ=mean 
i-1 j-1 

per second stage unit in the 
population~ " 

V(Yts)=(J/n-l/N)Sbl 

Est. V(Yts)=(1/n-l/N)sb2 S I 

+l/N{1/rri-l/M) Swl = esti mate +(l/m-l/M); =variance of 
of the variance of the estimate the estimate in two-stage 
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Sample 

in two-stage sampling method 
.and is an unbiased estimate of 

V(Yts), where 
n _ _ 

sb2=I/n-1 I: (Yim-Y ts)2 
i-1 

=mean square between the 
first stage units means in the 
sample. 

1 m -
"Si2=m -1 L (YiJ - Vim)' 

- j"'1 

=mean square between the 
:second stage units within the 
i-th first stage unit in the 
:sample. 

n 
~2 =lIn(m-I)L(m-l)sj2 

j=1 

Est.S.E. (Yts ) =-~'-E-st-.V-(=Y:--ts-) 

Confidence limits/or Y NM 

If Sb2 and S-2 are not known and w 
total size of sample is small the 
confidence limits for Y NM are given 
by Yts x Est. S.E. (Y ts) where 
t(nm-l) is the table value of 
student's t with (nm-l) d.f 

Population 

sampling method. where 
N _ _ 

Sb2=I/N-l L (YiM-YNM)2= 
i-I 

mean square between first 
stage unit means 

M _ 

Si2=I/M-I I: (YiJ-YiM)2 
i-1 

=mean square between second 
stage units within the j-th first 
stage unit in the population. 
_ N 

Sw2= liN I: Sit 
i-1 

EXAMPLE: A sample survey was conducted to estimate the 
total production of milk by selecting a random sample of 10 
dairy farms out of 40 dairy farms in a district at the first stage. 
Further a random sample of 5 animals were selected at random 
from each of the selected dairy farm at the second stage assum
ing that the each dairy farm contains on an average 25 animals 
(buffalo). The milk yields were recorded foJ' all the SO 
-sampled animals for a week and the average yield per day 
is recorded in Table 17.9. Estimate the total milk production 
{buffalo) in a district, standard error of the estimate and con
fidence limits for the total milk production in a district. 
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TABLE 17.9 (AVERAGE MILK YIELD PER DAY IN LlTRES) 

Dairy 
farm 1 2 3 4 5 6 7 8 9 10 
Animal 

1 9.2 12.2 t1.5 10.0 16.2 9.8 8.7 7.0 14.2 10.S 

2 12.5 8.6 9.0 14.7 12.0 16.7 12.6 11.8 10.7 .--8'.6 

3 10.0 10.5 8.4 15.2 10.6 15.1 7.S 9.7 11.3 7.9 

4 15.1 9.4 6.8 10.0 14.3 12.6 6.9 8.9 8.7 1.1.5 

S ·13.5 IS.0 7.5 8.8 13.2 10.5 11.2 13.1 7.6 9.6 

60.3 55.7 43.2 58.7 6.6.3 64.7 46.9 50.5 52.5 48.1 

TABLE 17.10 ANOVA TABLE 

Source d./. S.S. M.S. I 
D m 

Between n-l 108.41 12.0' Yu= l/nm L LYu . 
first = (10 - 1) =ms 2 i-I j-l 

1 
stage units ~ =- 10 X 5 (546.9) = 10.94 

=9 
Within 49- 9 232.71 5.82 Est. V(Yts) 0::: (l/n - lIN) 

first stage =40 -I =Iw s:+l/N 
units 
Total nm-1 341.12 (lIm - 11M) sw-I =(l/10-

= 50-1 1/40) xU.OS + 1/40 (1/5-
=49 1/25) X5.82=1.0202. 

Est. S.B. (Yta) = v'1.0202 = 1.01 

Confidence limits for Y NM: 

Lower limit: 10.34 - 1.96 x 1.01 = 8.96 

Upper limit: 10.94 + 1.96 x 1.01 = 12.92 
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Estimate for total milk production in a district 
,. - . 
Yts = NM Yts = 40 X 25 X 10.94 = 10,940 htres 

Est. V(Yts) = NIM2(l/n - lIN) Sb2 

+ NM2(l/m - 11M) sw-2 

= 1306.9671 + 116400.00 = 117706.97 
'" _I A Est. S.E(Yts) = v Est. V(Yts) = 343.08 

Confidence limits for total production: 

Lower limit = 10,940 - 1.96 X 343.08 = 10,267.56 

Upper limit: 10,940 + 1.96 X 343.08 == 11,612.44 

17.6 Systematic sampling 
In this method, if on~ unit is selected at random the other 

units would be selected automatically. For example to estimate 
the area under a particular crop, one household would be 
selected randomly and the remaining households in the sample 
would be selected in a systematic manner by listing all the 
households in a serial order. Let N be the size of population 
and be the multiple of size of sample i.e. N = nk where 0 is a 
size of sample and k is a positive integer. Let one unit be 
selected at random out of k units and the remaining (0 - 1) 
units pc. selected at equally spaced intervals of k units. Let 
4-th unit was selected out of k units at random then the 
remaining units in the sample are k + 4, 2k + 4, ... , (n - 1) 
k + 4. This could be well understood from the following 
Table 17.11 

TABLE 17.11 

"1 2 3 4 

k+4 

2k+4 

k 

2k 

3k 

(0 - I)k + I (0 - I)k + 2 (0 -1)k + 3 (0 -I)k + 4 ok 
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This method resembles stratified random sampling method 
though there is a subtle difference that one unit is selected at 
random from each of n strata. But the randomness was 
observed on~y for the first stratum but not for the other strata 
whereas this was not so in stratified random sampling. How
ever, this method fs equivalent to cluster sampling wherein one 
cluster is selected at random out of k clusters. This method 
is useful in forest research for estimating the volume of ~imber, 
total production of tamarind, lack, honey, etc. by s.erially 
numbering the trees, estimation of fish in a sea coast, etc. For 
further reading please refer to Sukhatme (1953). 

17.7 NOD-sampling ~rrors 
The standard errors of the estimates for the different 

sampling methods given in previous sections are known as. 
sampling errors. The errors other than due to sampling are 
Called non-sampling errors. The non-sampling errots might 
occur through (i) observational errors and (ii) incomplete 
samples (or non-response). 

17.7.1 Observational errors: In socio-economic surveys, the 
observational value of the character under study may differ 
from investigator to investigator and from time to time even for 
the sam e investigator.. In the sampling methods dealt in the 
previous sections, the assumption was that the value of the 
observation is unique but that is not so in practice. For 
example, estimation of a crop would differ from person to 
person, field to field and time to time. ~urther the recording 
of information by the investigator -supplied by third person 
might be far away from true value. These errors form part of 
observational errors. For further reading please refer to 
Sukhattne (1953). 

17.7.2 Incomplete, samples: The non-sampling errors occur 
also through incomplete~ schedules furnished by field investi
gators or false type of information provided by respondents or 
investigators. If the information is not available for a complete 
sample the estimates based on incomplete sample are biased. 
Further, the cost of the survey would be increased in order to 
obtain the information again on the incomplete sample. For 
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further reading please refer to Sukhatme (1953). 

17.8 Tolerances in the testing of seeds 
Rao and Apte (1972) gave a review on tolerances in the 

testing of seeds. By testing a sample of seeds in a laboratory 
the purity percentage would vary from scientist to scientist. 
sample to sample, core to core in a seed bag and finally from a 
lot to lot. The only way out in order to arrive at a confirni~d 
and accurate result would be to give the confidence limits in 
which the true value of the purity percentage lies. The differ
ence between upper and lower limits is known as 'Tolerance·, 
The tolerance value would be obtained by taking into all types 
of variations which might creep in at the time of drawing a 
sample of seeds or at the time of testing the sample in the 
laboratory. 

The tolerance is expressed in terpls of. probability. The 
tolerances change according to the probability assumed. If 
the tolerance is calculated at 0.05 probability then five samples 
out of hundred may give results outside the expected variation. 

17.8.1 Procedure of selecting a sample: The bags containing· 
seeds, the cores within bags. the samples within cores would 
be selected randomly at each stage so that the drawn samples 
of seeds would become representative of the whole lot. If the 
random sampling procedure was not adopted at each stage it 
would be difficult to calculate the standard .error of the esti
mate and thereafter -the values of tolerances could not be 
estimated precisely by statistical methods. After selec~g the 
sample by random sampling procedure it would be sent to 
laboratory for testing purity percentage (or germination 
percentage). other crop seeds, noxious, weed seeds, etc. The 
samples would be labelled along with tolerance values on each 
sample after they were tested and would be released to market. 

17.8.2 Methods of compnting tolerances: 1st method: G.N. 
Collins proposed formulae to compute tolerance for non-chaffy 
and chaffy seeds based on Binomial distribution. For calculat
ing tolerances for non-chaffy seeds (Purity and germination 
percentage) we have 



SAMPLING METHODS 

where 'Xl ' be the percentage of the component under consi
deration and Xa = 100 - Xl. The values of Xl and Xa could 
be obtained by testing the samples either for purity or for 
germination. These percentages could vary up to an extent 
ofTa· 

Similarly, the tolerances for other crop seeds, weed seeds 
and Inert matter were calculated by the same author using the 
formula 

T = 0 2 + (0.2 . XtXII) 
8· 100 

In Ta. the first component of variation was found to be smaU, 
while the other component of variation remained constant. 

Since chaffy seeds would not mix well, the range of variation 
for purity, etc. was expected to be more compared to non
chaffy seeds. The tolerance value for chaffy seeds was given 
by the formula 

T - T (Xl or X,) 
3 - I 100 

where T 1 be the tolerance value for non-chaffy seeds, Xl or XI 
be used in the formula whichever is less. 

2nd method: S.R. Miles, A.S. Carter and L.C. Shenberger 
gave the following formula for tolerance of seeds. 

T4= 1.414xtx . /N-n[Ss2 + sca + swl + SAl + STI] 
'V n n n n n n 

where t be the tabulated value of student's "t' for one· tailed 
test at 5 per cent (or 1 per cent level), 8S

I , sc2, sw·, SAl and ~I 
are the means square among bags of seeds, cores within bags, 
working . samples taken from the same submitted sample, 
Analysts, timings of testing the sample by the Analyst, respec
tively and n be the size of sample in each case. This formula 
could be used for both the chaffy and non-chaffy seeds and 
this was applicable to a given percentage of pure seed, other 
crop seeds, weed seeds or inert matter. The tolerances obtained 
for pure seed by this formula are somewhat small compared 
to tolerances obtained by previous formulae either in the case 
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of chaffy and non-chaffy seeds. But in the case of other crop 
seeds, weed seeds and inert matter, the tolerances obtained by 
this formula are somewhat greater than previous tolerances 
d~e to small percentage of the component under consideration. 

3rd method: The method for calculating tolerance for 
weed seeds is given here. Tests for seeds of noxious, weeds are 
quite different from the usual tests since the number of weed 
'seeds per Kg (or Lb) in a lot should be determined. Usually 
the number of weed seeds would be quite small so the Poisson 
distribution is used in obtaining tolerances. These tolerances 
are dependent on the number of weed seeds found in each 
sample. They would give the maximum interval in which the 
number of weeds lie in each sample taking into consideration 
of variation due to sampling. Let T 6 be the tolerance value, 
we have 

T5 = (m + 1) + 1./96v'iii 
where em' be the number of weed seeds found from a random 
sample of seeds and viii be the standard deviation of the vari
able om' in a Poisson distribution. Normally, the sample 
selected for finding the weed seed tolerance would be 10 times 
of the sample taken for purity and germination percentage due 
to small percentage of weed seeds found in an ordinary sample. 

EXERCISES 

1. A sample of 20 adult women were selected from a 
locality containing 200 households by simple random satnpling 
to estimate the average protein intake in a diet in that locality. 
The hypothetical data of average intakes of protein in a diet in 
a week by 20 adult women are presented here. Give the esti
mate of average intake in that locality and estimate of standard 
error and confidence limits for the popUlation mean. 

S.No. Average protein intake S.No. Averageprotein intake 
(gm) (gm) 

1 57 4 45 

2 33 5 52 

3 47 6 51 
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V 56 14 35 

8 40 15 58 

9 48 16 41 

10 38 17 46 

11 37 18 52 

12 49 19 47 

13 42 10 36 

2. A sample survey was conducted in a locality by divid
ing the ·households into four income groups, for estimating the 
average height of adult males along with standard error. The 
sample was selected based on proportional allocation. . Tho 
hypothetical data are presented. Estimate the average height 
of adult male along with standard error and confidence limits. 

Income group Ni ni Yni Sil Ni/N.sf" 

I 100 10 150 20.4 6.80 
II 80 8 157 24.8 6.Gl 

III 70 7 164 36.2 8.45 

IV 50 5 169 45.3 7.55 

3. A sample survey was conducted to estimate the total 
egg production in a .district by cluster sampling method by 
randomly selecting 6 clusters of villages from the 40 clusters 
in a district. There are 5 poultry farms in each cluster and the 
egg count (in lO's) (hypothetical) in each Poultry farm is given. 

Poultry farm Clusters 

1 2 3 4 5 6 

1 42 18 18 14 13 3 
2 38 37 39 17 9 13 
3 26 43 42 28 31 18 
4 20 25 50 16 16 24 
5 19 21 35 25 19 16· 
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Estimate the total egg production, estimate the standard error 
and the confidence limits for the total in a distric •. 

4. A sample survey was conducted to estimate the total 
area under the high yielding varieties of paddy in a district 
with the stratified random sampling method with proportional 
allocation and the following results were obtained. 

Stratum Stratum size (N;,) sample size (nj) Sj2 YDj (in 100 hectares) 

1 

2 

3 

5 

8 

7 

15 

25 

20 

3.5 

4.2 

5.4 

10 

12 

14 

Estimate the total area, standard error and confidence 
limits for the total area under high yielding varieties. 



CHAPTER 18 

ECONOMIC STATISTICS 

18.1. Introdnction 
Series of observations generated through time on a character 

under study is known as time series. Population of India for 
different years, coal output in India for different months, rain
fall in a region for different weeks, temperature for different 
days, sale of umbrellas in a super bazaar for different months, 
etc. are some of the examples of a time series data. Let YI , 

YI , ... , Yn be the time dependent observed values for the years 
I, 2, 3, ... , n. and time, t may be years, months, weeks, days, 
hours, etc. which may not be necessarily in equal intervals. 
Time-series is said to be continuous if time is continuous 
variable otherwise it is discontinuous series. In this chapter, 
only discontinuous series is discussed. The observations in 
time series should be comparable among themselves though 
time variable may not have equal duration. For example, some 
m9nths have 31 days, others have 30 days and February have 
28 or 29 days, it would be desirable to have monthly wise data 
as such rather than day wise. 

18.2. Aaalysis of time-series data 
TJae objective of analysis of time series is to know the 

different sources of .variation effecting the behaviour of the 
obaenations. Further, the analysis is useful for deeper under
ItandiDl of the inner behaviour of the character under study 
u well as for forecasting the future time dependent observed 
value. Also the analysis would be useful ~o compare one series 
with another. The observed value of the time series is effected 
by four components: (i) longtime (or secular) trend, (li) seasonal 
ftriatiOll, (iii) cyclical variation, and (iv) random fluctuation. 
The relation between observed value and components of time 
series is 
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Y=T*S*C*R 

where ,*, denotes convolution which represent' +' sign whenever 
the series follows additive law and' x' sign wheneverl:he series 
follows exponential law and Y, T, S, C and R denote observed 
value, secular trend, seasonal variation, cyclical variation and 
random fluctiiation respectively. Secular trend would indicate 
the general behaviour of the observed value over a long time as 
whether the trend is increasing or decreasing or remaining 
stationary. Seasonal variation would be the effect of season 
extending to a period less than a year, cyclical variation would 
be the effect of cycles extending to a period more than a year 
and random fluctuations are the fluctuations due to unforeseen 
causes due to wars, floods, droughts, etc. The analysis would 
attempt to isolate these factors separately and study them. 
This isolation of different causes of variation would help the 
planners and policy makers for taking proper decisions. These 
four components of time series are depicted in Fig. 18.1 (a), 
(b) and (c). 

y 

L------T-'-M-E~(~t)~----..-ool 

FiS. 18.1 (a) LODg time trend. 

L-__________ .-.. __________ x 
TIMECt) 

Fig. 18.1 (b) Long time trend with cyclical variation. 
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~ ______ ~~~~ ________ ~x 
TIME (t) 

Fig. 18.1 (c) Long time trend"cyclical variati(,n and seasonal variation. 

18.2.1. Secular trend: It would be desirable to know the 
movement of the observation over a lo~g period given a 
time dependent series. For example, it is desirable to know 
the production trend. of paddy over a long period whether it is 
in increasing or decreasing trend or remains stationary. The 
term 'long' is subjective and the range of time depends on 
objective under study. Fir~t. a graph would be drawn by 
plotting the points with time as independent variable on the 
X-axis and observed value on the Y-axis. The figure obtained 
by joining these points with a scale is known as 'historigram' 
and is shown in Fig. 18.2 

1960 62. 64 66 

Fig. 18.2 Histori~m. 

68 70 71 
YEAR 

The three methods to fit the secular trend are : (a) Trend fitting 
by observation, (b) Fitting a polynomial by least squares method 
or fitting any mathematical model, and (c) Method of moving 

averages. The adoption of these methods depends on the objective 
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of study. If the objective is only to isolate cycles then it would be 
reasonable to assume that the trend as a straight line drawn in 
such a way that upper and lower portions of cycles will balance 
each other. Ifit is to forecast (or predict) the values for the 
future it would be desirable to fit a mathematical model of suitable 
type. Fitting a mathematical model does not remove subjec
tiveness in trend since it depends upon the adoption of 1l parti
cular mathematical model as well as range of time considered 
in that curve. Similarly for smoothening the seasonal and 
random fluctuations, ml(thod of moving averages would be 
adopted. 

18.2.1. 1 Trend fitting by observation: This is the easiest 
method since fitting is done by mere inspection. If the chistori
gram' appears to be of straight line nature a straight line would 
be drawn with the help of a scale in such a way that upper and 
lower phases of cyclical curves would cancel ea.ch other. If the 
'historigram' appears to be of non-linear form, a·smooth hand 
curve would be drawn closely to the points by removing seasoDal 
variations. This is a subjective method since the trend fitted 
is based on prefixed notion whether the trend should, be a 
straight line or curve. Further the straight line (or curve) drawD 
may vary from Derson to person. 

18.2.1.2 Fitting of polynomials by least squares method: Let 
the relation between observed value and the time be of the form 
Y = a + bt where a and b are called constants. This relation 
is known as a straight IinereJation and is also·called'.s poly
nomial of first degree. In general, Y = a + bt + cta + A •• + ptl
is known as polynomial of k-th degree. 

18.2.1 .3 Fitting' of first degree polynomial (or straight line): 
Fitting of polynomial by least square method is to obtain the 
values of' constants iD the polynomial in such a way that'tht 
sum of the squares of the deviations observed and expecteC# 
values of depeDdeDt variable should be minimum. The two 
normal equations are 

IY = Da + bIt 

ItY = aIt + b~t. (18.1 
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Solving (18.1) 'a' and 'b' would be obtained. In order to 
simplify the calculations linear transformation could be done 

from 't' to 'u', u = (t ~ A) where A is arbitrary value which 

would be taken as the middle value when n is odd and average 
of two middle ones when n is even such that Iu = Ius -= Iu6 

= ... = 0, 'h' is a common divisor and n is the number of 
observations. The first degree polynomial would become 

Y=a+ b (uh+ A) 

= (a+ bA) + bhu 

(18.2) 

where al = a + bA and bI = bh. The normal equations for this 
polynomial would be 

IY = nal + b1Iu 

IuY = alIu + b1};u2 

Since Iu = 0, we have 

al = IY/n and bl = IuY/Iu2 

Therefore, b = bl/h, a = a1 - b~. 

(18.3) 

The expected values of Y could be obtaineQ. by substituting the 

values of u in the fitted equation y = a + bu and these are 
known as trend values. 

18.2.1.4 Fitting of second degree polynomial: The equation 
of the seCond degree polynomial is 

y .... a+ bt+ ctl (18.4) 

where a, b and'c are constants. The normal equations for 
estimating the constants are 

Iy = na + b'£t + cIt-

Ity = aIt + bItl + cIt8 

It'y = aIt- + bItS + cIt' (18.5) 

Solving (18. 5), the values of a, b and 'c' could be obtaine~. 
'The expected values of Yare obtained by substituting the 

values of t in the fitted equation Y = a + bt + ct'. In order to 
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simplify the calculations for solving the normal eq uations. a 
linear transformation from 't' to another variable 'u', 

t-A 
u = -h- was employed, where A is the arbitrary value which 

is the middle value when n is odd or average of two middle ones 
when n is even and c is the common divisor such that l':u = 
l':u3 = l':u6 = O. The polynomial would be written as 

Y = a + b (A + hu) + c (A + hu)1 

= (a + bA + cAl) + (bh + 2chA)u + ch2ul 

Y = a l + blu + Cl U2 

where al = a + bA + cA2, bl = bh + 2chA and c1 = chi. 
The normal equations for(18.6) are 

l':Y = nal + b1};u + c1l':u2 

l':uY = a1l':u + b1l':u2 + c1l':ul 

l':u2Y = a1};u2 + b1l':u3 + c1l':u' 

Since };u = l':u3 = 0, the normal equations become 

l':Y = nal + cll':ul 

};uY = b1l':u2 

l':u2Y =.a1l':u2 + cll':u' 

Hence bl = };uY 
l':u2 

(18.6) 

(18.7) 

By solving the first and third equations, al and cl could be 
obtained. 11herefore 

b 1 - 2chA 
c=cl/h',b= h anda=a1 -bA-cA2 

The expected values (trend values) of Y could be obtained by 
substituting the values of u in the fitted equation 

A 
Y = a1 + b1u + ClUI 

EXAMPLE: Fit the second degree polynomial for the follow
ing time series data on Bajra production for the years from 
1960-61 to 1972-72 in India and obtain the trend values and 
ratios to trend values. 
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Year Bajra Prod. (m.t.) Year Prod. (m.t.) 
1960 3.23 1966 4.67 
1961 3.56 1967 5.19 
1961 3.89 1968 3.80 
1963 3.73 1969 5.33 
1964 4.45 1970 8.03 
1965 3.75 1971 5.36 

Figures rounde.d off to second decimal place. 
Source: 'Agricultural situation in India' journal. Agri· 

cultural year 1960-61 is taken as 1960 and so on. 

Y =a1+ b1u+c1u2 

The normal equations for fitting the above equation are 

~Y = na1 + bl~U+Cl~UIl 
~uy = al~u + bl~UI + Cl~U8 

!u2Y = al~u2 + bl~U3 + Cl~U' 
Since !u = ~U3 = 0, the normal equations become 

Hence 

~y = nal + Cl~Ul! 
l:uY = blIu2 

IulY = a1l:u2 + cll:u' 

b1 = !u Y = 77.23 _ 0 1350 
Iu' 572 - . 

54.97 = 12a1 + 572c1 

2705.39 = 572a1 + 48620c1 

Solving these two equations. we have c1 = 0.0040, a1 = 4.3902 

Y = 4.3902 + 0.1350u + .0040u2 

Transforming back from u to t, we have A = 6.5 

c = c1/(0.5)1I = ~.~4 =0.016,b = b
1
-;ChA 

.. _ 0.1350 - 2x ~016xO.5x6.5 _ 0 062 
- 0'.5 - . 

a=a1 - bA-cA2 

0::::1 4.3902 - 0.062x6.5 - 0.016 (6.5)2 = 3.3112. 



W 
tv 

TABLB 18.1 00 

Year 
Prorluction 't' t-A uY u' uZY Trend vallie Ratio to 
(m.t.)(Y) (S.No.) 

u=--
(T) trend 0.5 

1960 3.23 1 -11 121 -35.53 14641 390.83 3.39 95.28 

1961 3.56 2 -9 8f -32.04 6561 280.36 3.50 101. 71 

1962 3.89 3 -7 49 -21.23 2401 190.61 3.64 106.87 
CIl 

1963 3.73 4 -s 2S -18.65 625 93.25 3.82 97.64 
.., 
~ 

1964 4.45 5 -3 9 -13.3S 81 40.05 4.02 110.70 en .., 
1965 3.75 6 - 1 1 - 3.15 1 3.75 4.26 88.03 (=i 

CIl 

1966 4.67 7 1 1 4.67 1 4.67 4.53 103.09 'Tl 
0 

1967 5.19 8 3 9 15.57 81 46.71 4.83 
;x:J 

107.45 ;I> 
0 

1968 3.80 9 S 25 19.00 625 95.00 5.17 73 50 ;x:J 
(=i 

1969 5.33 10 7 49 37.31 2401 261.17 5.53 96.38 c 
t; 

1970 8.03 11 9 81 72.21 6561 650.43 5.93 135.41 c:: 
;x:J 

1971 5.~ 12 11 121 58.96 14641 648'.56 6.36 84.28 
;I> 
t""' 
CIl 

54.97 572 77.23 
(j 

48620 2705.39 ~ 
(j 
trl 
CIl 
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The fitted second degree polynomial is 

Y = 3.3112 + .062t + O.016t2 

18.2.1.5 Fitting of polynomials of higher degree: Th~ higher 
degree; polynomials would be fitted on the similar lines of fit
ting first or second degree polynomials. For example, the fitting 
of third degree polynomial, Y = a + bt + ctl + d t8 would be 
done by solving the foIIowing normal equations for obtaining 
a, b, c and d as 

IY = na + b~t + cItS + ~~t8 
ItY = aIt + bIf' + cIt3 + d~t' 

ItlY = aIt2 + bIt3 + cIt' + dIt6 

ItllY = aIt3 + bIt' + c1;t5 + dIt8 

where n is the number of observations. 
(18.8) 

The important point to be considered is that which degree 
of polynomial would be appropriate for fitting the trend. The 
approximate procedure is to compute the first differences, second 
differences, third differences, etc. and if the first differences are 
constant, the first degree polynomial would {,e better fit, the 
second differences are constant the second degree polynomial 
would be better fit and so on. The second method for finding the 
suitable degree CJf polynomial for trend ,s by variate-differences 
method. 

18.2.1.6 Variate differences method: If the series consists of 
polynomial element and random element, the polynomial 
element can be eliminated with the help of successive dift'erenc
ing. Let Et be the random element at the time, t and III be 
the s-th differencing, then 

ABEt = Et+s - (: )Et+S-l +(; )Et+B-2 + ... + (- I}'Et 

assuming that E (ABEt) = 0 

and V (6BEt) = (2: ) V 

and the estimate of V is given by 'V' where 

V == V I (ABEt) and V (A BE ) = sum of squares of ABEt (18.9) 
( ~s ) :I t (No. of observations-s) 
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"'-
If the value of V comes out to be approximately constant at 
say, r-th degree and onwards, then r-th degree polynomial 
would be taken as a suitable fit. The values of V remains 
stationary at a particular degree of differencing is a somewhat 
subjective statement, the variance of the difference between 
s.um of squares at s-th and (s + l)-th degree is provided 
here for the normal approximation for large Nand s > 6 as 

. (3 s + l)V(2ns) f (S.S), }2 
V (dtlference) = 2(2s + W<N - s -) l (N _ s) (~S) . (18.10) 

where N is the number of observations and (S.S)s is the sum of 
squares at the s-th degree. If the reduction in variance is 
of not much significance from s-th level onwards then the 
trend line may be taken at s-th degree polynomial. 

18.2.1.7 Fitting of exponential curve:, If the data indicate a 
constant ratio of change instead of constant amount of change 
the exponential curve of the type 

Y=abt 

is appropriate for fitting the trend. The data plotted on semi-log 
paper (t on the X-axis and log Y on the Y-axis) showed straight 
line relationship the exponential curve of,the type mentioned 
above is suitable. For fitting the exponential function the least 
squares method would be adopted. 

Y = abt (18.11) 
log Y = Jog a + t log b 

The normal equations are 

I log Y = n log a + log bIt 

It log Y ....: log a It + log b It2 (18.12) 

Solving equations (18.12) 'log a' and 'log b' could be obtained. 
By taking anti log of log a and log b, a and b could be obtained. 

If the data plotted on semi-log paper show a parabolic 
curve, a second degree exponential curve of the type 

Y = abt ctl would be an appropriate trend curve. The proce
dure of fitting this curve runs on the similar lines as given here. 
In general the first and second degree exponential curves would 
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be fitted whenever the first and second differences of the 
logarithms respectively are constant. 

18.2.1.8 Fitting of modified exponential curve: If the data 
show the amount of growth declines by a constant percentage 
the curve asymptotically approaches to certain upper limit 
called asymptote then the trend curve may be taken as modified 
exponential curve. If it is a decreasing series, the curve indicates 
the constant amount of decrease in the decreasing series. The 
equatio'n of the modified exponential curve is given as 

Y = a + bct (18.13) 

where a is called asymptote and b, c are constants. The 
approximate fitting of this curve is illustrated here with hypo
thetical data. 

TABLE 18.2 

I Y Partial Y Pe~ cent of 
total increment preceding 

increment 

0 52 

1 68 120 16 

11 68.75 

2 79 165 7 63.64 

3 86 5 71.43' 

4 91 185 3 60.00 
S 94 

Here 'a' be the asymptote, 'b' be the distance between trend 
value Y when t = 0 and the asymptote and c be tbe ratio 
between successive first differences. Since there are three 
constants, three equations are required for fitting the function. 
The total observations of dependent variable, Yare divided 
into throe equal parts such that Tl be the total of the first part, 
T. be the total of second part and Ta be .the total of the third 
part assuming that each part consists of n observations, then 
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y 

~-------------------~ 
Fig. 18.3 Modified exponential curve. 

(18.14) 

By substituting the values for T1, Ta and Ts from Table 18.2 a. 
T1 ... 120, T. == 165 and Ts = 185 the values of a, band care 
given as 

1 [(120 x] 85 - (165)2] 
a='2 120+185-2x165 = 100.5, 

(0.67 -1) 
b == (165 - 120)X [(0.67)2 -:-1)]2 = 48.90 

[
185 - 165Jl 

c = 165 _ 120 = 0.67 

18.2.1.9 Fittin~ of Gompertz curve: This curve gives a treDd 
in which the logarithms of the increasiPB values decline by a 
constant percentage. The Gompertz curve would be used if 
the approximate trend when plotted on a semi-logarithmic 
paper resembles a modified exponential curve. The model of 
the Gompertz curve is given by 

'¥_abct (18.15) 

where a, b and c are constants. By·taking logarithms for this 
equatioD, we h~ve 
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log Y == log a + ct log b -log a + (Jog b) ct 

This curve has two asymptotes and the lower asymptote will be 
zero. The curve is similar to modified exponential curve afeer 
logarithmic transformation is effected. This curve is useful in 
the study of growth of industries. 

The approximate estimates of a, band c are obtained on 
the similar lines as in the case of modified ~ponential curve by 
considering log Y values in place of Y'" values. Let T 1 be the 
total of logarithms of first n year.s data, T. be t~e total of 
logarithms of second n years data and Ta for the third n years 
data where each part was assumed to be consisting of n 
observations. Then. we have 

cU=Ta-T. 
T.-T1 

log b=(T.-T1)(c-l) (18.16) 
(Cn - 1)2 

log a = Jln [ T1 ":" ~:--1;) log b ] 

If c>l. there will be no upper asymptote and if c<:1 there 
will be upper and lower asymptotes with lower asymptote 
being zero. 

18.2.1.10. Fitting of Logistic curve: lfthe first differences of 
the reciprocals of Y values declfue by a constant percentage,-th~ 
logistic curve would be appropriate and is given by the formula 

llY = a+ bet (18.17) 

where a. band c are constants. This curve is uscful in the 
stady of population growth. growth of drosophila and yeast. 
The fitting of this curve is done on the similar lines of modified 
exponential by using totals of reciprocals of Y values (T" ·T. 
and Ta> when the total number of observations were divided 
into three equal parts. 

18.2..1.11 Method of moving averages: This is one of the 
simplest and effective method of fitting the trend of the time 
mea data. In this method. the arithmetic means (or Geome
tric mc.~) are calculated successively by taking a specified 
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number of values, say p, at a time and then adding the next 
value and dropping the initial value until all the values are 
exhausted. The averages would be written against the middle 
values of the corresponding observations when p is odd and if 
it is even, the averages would be written against the middle of 
the two middle ones, where p is called the period of moving 
averages. Let Yt be the t·th observational value in the time 
series for t = 1,2, ... , N and let p be the period of moving 
average then the moving averages are given as 

m1 = IIp (Y1 + Yll + ..• + Yp), 

mil = IIp (Y. + Ya + ... + Yp+1), etc. (18.18) 

It may be noted that one need not compute each mOVing 
average afresh since mil can be obtained from m1, ms from~. 
etc. as follows. 

m.=m1+ l/p(Yp+I-Yl),m3=m.+l/p (Yp+II-YZ)' etc. (18.19) 

TABLE 18.3 

Year Production 3- yearly .moving Ratio to trend 

average 
Col.(1) 
Col.(.f) X 100 

1 2 3 4 

1960 3.23 

1961 3.S6 3.56 100.0 

1962 3.&9 3.73 104.3 

1963 3.73 3.69 101.7 
1964 3.45 3.64 94.8 
1965 3.75 3.89 96.4 
1966 4.47 4.47 100.0 

1967 5.19 4.49 115.6 

1968 3.80 4.77 79.7 

1969 5.33 S.72 93.2 

1970 8.03 6.24 128.7 

197i 5.36 
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EXAMPLE: The following are the data on Bajra produc
tion for the years from 1960-61 to 1971-72 in India. The 
secular trend with the help of 3- yearly and 4-yearly moving 
averages and also ratios to trend values are presented in Tables 
18.3 and 18.4 respectively. 

Produotion figures were rounded off to second decimal place. 
Source: 'Agricultural situation in India' journal. The 

agricultural year 1960-61 is taken as 1960 and so on. 

TABLE 18.4 

4-yearly 2-yearly Ratios to trend 
Year Production moving moving Col. (2) x 100 

average average for Col. (4) 
col. (3) 

1 2 3 4 5 

1960 3.23 

1961 3.56 

1962 3.89 3.60 ,3.76 103.5 

1963 3.73 3.91 3.94 94.7 

1964 4.45 3.96 4.03 110.4 

1965 3.75 4.10 4.29 87.4 

1966 4.47 4.47 4.39 101.8 

1967 5.19 4.30 4.50 115.3 

1968 3.80 4.70 S.IS 73.8 

1969 5.33 5.59 5.61 95.0 

1970 8.03 5.63 

1971 5.36 

Properties of moving averages: (i) If the time serios data'is of 
exponential type, the Geometric means are used instead of Ari
thmetic means in the moving averages method. Geometric means 
can be computed by taking antilogarithm of the 'arithmetic 
means of logarithms of the observations. (ii) If the relation bet
ween Y and 't' is of linear type (say) Y =a + bt and the time series 
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data is assumed to be of equi-spaced time intervals, the moving 
averages would also lie on the fitted straight line. If the 
relation between Y and 't' is more than first degree polynomial, 
the moving averages may not lie on the fitted polynomial. 
In this case, weighted moving averages might be more appro
priate. (iii) If the p:1oving averages represent the trend perfectly 
except, a single cyclical movement of p years is superimposed 
on it, then the period of moving averages would be taken as p 
so as to balance the upper values ,with the lower values. If the 
number of cyclical movements superimposed on the trend is 
more, the period 0 f moving average would be arrived at by 
trial and error. 

18.2.2 Seasonal variation: It is a variation in observed values 
due to seasons. For example, prices of foodgrains might be 
lowest at the harvest time and gradually increase up to the 

. time of harvest; sale of ice creams would be highest in the 
summer season compared to other seasons, sale of umbrellas 
would be high in rainy and summer seasons compared to winter 
bank deposits would be highest in the first week and lowest in 
the last week of the month, sale of commodities in a super 
bazar would be highest in the first week of month and lowest 
in the last week of month, etc. Season here can be a week, 
month or quarter but less than a year. To evaluate seasonal 
variation, seasonal indices are calculated by the following 
method. 

l8.2.2.1 Method: SU'pposing that the time series data are of 
monthly or quarterly wise, the deviation of the monthly (or 
quarterly) average from yearly average is known as seasonal 
effect. Here the monthly (or quarterly average) would be 
obtained by averaging the monthly (or qg.arterly) observations 
over number of years. Seasonal index is the percentage of 
seasonal average to their mean and this can be written as 

S 1· d Seasonal average 100 18 20~ easona 1n ex = X ( average of seasonal a.verages ;. . 

EXAMPLB: Compute the seasonal indices for the following 
time series data on wh<i>lesale monthly prices of wheat. per 
quintal. 
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TABLE 18.5 

Year June July AugUst September October NO'lember December 

1961 43.00 44.00 43.12 

.1962 44.38 48.00 44.50 

1963 44.00 45.00 46.50 

1964 48.00 48.50 50.00 

1965 58.00 66.70 61.00 

1966 72.80 13.75 73.00 

1967 7S.00 74.50 76.25 

1968 79.20 84.00 86.70 

1969 75.00 97.00 97.00 

43.00 45.00 

42.00. 46.00 

46.75 48.00 

58.25 

53.00 

71.30 

77.25 

89.00 

98.20 

58.50 

55.70 

84.20 

80.20 

96.00 

99.70 

46.00 

42.00 

48.50 

49.00 

44.00 

48.95 

58.50 67.50 

59.60 57.00 

86.10 96.10 

86.50 79.00 

98.00 100.00 

100.25 1102.70 

Total 539.38 581.45 518.07 578.75 613.30 625.45 644.45 

Seasonal 
average59.93 64.61 64.23 64.11 68.14 69.49 71.61 

Seasonal 
index 90.57 97.64' 97.01 97.19 102.98 105.02 108.22 

TABLE 18.5 (Contd.) 

Y.ar January, February March April May 

1961 

1962 

1963 

1964 

1965 

1966 

1967 

1968 

46.50 

49.00 

45.00 

67.85 

62.00. 

60.75 

110.50 

45.75 

so. 00 

44.00 

61.50 

66.50 

68.80 

109.25 

80.00 SO.{;O 

1969 102.00 99.00 

Total 621.(iO 625.4.0 
Seas9naI average 69.29 69.49 

Seaso.w.fndex. 104.12 .10S.02 

46.00 

48.00 

46.00 

59.00 

68.50 

69.35 

nO.75 

80.00 
88.00 

615.60 

68.40 

101.37 

47.15 

48.50 

43.00 

'46.25 

53.00 

61.70 

89.70 

82.50 

90.00 

56t.80 

62.42 

94.33 

4S.6O 

43.00 

44.20 

48. SO 

5S.00 

66.95 

88.50 

79.75 

87.60 

5S9.10 

62.12 66.17 

93.88 
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From the above table it can be observed that the seasonal 
variation was very high in December and very low in June. 

IS.2.3 Cycliu'Al variation and random flnctuations: In order to 
isolate cyclical variation the following residual method would 
be adopted. Let Y be the observed value where Y =T*S*C*R 
Assuming that Y=T x S x C X R, we have 

T x S x C x R x lOO=T x C x R 
S (18.21) 

TxCxRx 100=CXR 
T 

The cyclical variation can be isolated from data of C x R by 
smoothening 'random fluctuations' through short term moving 
averages of appropriate period. In isolating cyclical variation 
at least monthlywise time series should be considered. The 
tandom fluctuations also would be isolated in a similar manner 
by dividing C x R by C. The behaviour of random flUctuations 
can be better understood by drawing frequency curve. If the 
random fluctuations are truly appearing in 'random' then the 
shape of frequency curve would be of normal curve type. In 
practice the curve may be slightly different from normal since 
even after isolating random (or irregular) fluctuations tbere 
might be other factQrs which influence the time series for a 
longer period than a single month in a monthlywise data. 

is.3 Index numbers 
Index numbers are the measuring, devices of comparison 

within the variable or between the variables over a period of time. 
For example, it measures the change of prioe of rice from 1966 to 
1976 in percentage. In other words it measures the price of rice 
in 1976 assuming th~ price in 1966 as 100. If the index number 
of price of rice in 1976 is 120 in comparison to 100 in 1966, the 
price rose by 20 per cent in a decade. Index numbers are the 
scaling devices of the magnitude of the variable at one point of 
time in comparison to the magnitude of the same variable at 
another point of time or for comparison of two variables at the 
same point of time. These are also known as 'EcoI:!omic 
barometers'. We shaH list out here some of the uses of index 
numbers. 
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18.3.1 Uses: The index numbers are useful in situations such 
as (i) change of price of a commodity (or commodities) over a 
period of time. The knowledge of price movement is essential 
in order to detect the causes effecting the price changes. For 
example, if the -index numbers of prices of rice are going up, 
then the causes such as inflation, less production due to drought 
and floods, less supply of inputs like fertilizers, manures, seeds 
and irrigation, unremunerative prices, increase in population, 
etc., may be looked into so that necessary remedial steps may 
be taken up by the administrative machinery. On the other hand 
if the index numbers of prices of rice are not increasing in rela
tion to other inputs like fertilizers. irrigation charges, seeds, 
etc., the farmer would prefer some cash crop to paddy. Hence 
index numbers- are very useful for policy makers as well as for 
consumers and producers. 

(ii) Change of quantities over a period of time : The changes 
in quantities of import and export of different commodities will 
be helpful in order to know the foreign exchange position of 
the country. For example, the index numbers decline for 
export 'commodities ]ike jute, textiles, coffee, tea, machine tools, 
railway wagons, leather goods, etc. necessitating the review of 
export policy like quality of goods exported. world market 
position, incentives to farmers, etc. 

(iii) Clutnge of total commodity values over a period of time: 
The change in cost of living index is of vital importance to 
wage earners since wages should commensurate with their 
minimum standard of living. That is why, Govt. of India 
linked up the dearness allowance of an employee with the cost 
of living index. For example, if the cost of living index rises 
by (say) 10 per cent dearness allowance also would be raised 
by some percentage of the basic pay so that the same standard 
of living would be maintained. The cost of liviog index would 
also effect the taxation policy followed by the Government. 
The net rise in per capita income could be determined by divid
iog the actual per capita income with the cost of living index 
number. The national income divided by the price index 
number would eliminate the changed value of money. 

(iv) Change in educational efficiency over a period of time: 
the ch~ge in level of attendance of school going children in 
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primary education, change in percentage of passes in secondary 
education, change in average expenditure per pupil in profes
sional coUeges for attaining a degree, change in ratio of 
educated employed to unemployed over a perJod of time can be 
evaluated with the help of index numbers. 

18.3.2. Let Pn X 100 be the price relative where PD, i=~ are 
Po . 

the prices of a commodity at n-th year and base year respec
tively. The base year can be any year previous to tho n-th 
year. The base year would be a normal year in which extre
meties like drought, war, floods, etc. would not occur. Some
times base year value will be taken as the average of some 
normal years instead of one year. 

18.3.3 Price iudex number: The price index number is 

PD,o = (IPu/Ipo) X ]00 (18.22) 
where PD, Po are the prices of a: particular commodity at n-th 
and base years respectively for n:>O. The summations in 
(18.22) indicate the summing over all the commodities' involved. 
Here the yearwise data on prices are assumed to be available. 
This index number is also known as simple aggregative index 
number. 

This price index number wiJI be influenced by a commodity 
which 'has relatively very high price though its importance may 
be less in the daily life. For example, Diamo.nds would inflate 
the.price index number due to very high price but their impor
tance in daily life is negligible compared to other essential 
commodities. 

18.3.4 Laspeyre's price index number: In this index number, 
the prices are weighted with quantities produced (or consumed) 
in the base year for each of the commodities. Laspeyre's price 
index number is 

(18.23) 

where Pn, Po are the prices of each commodity at n-th year 
and base year respectively, qo be the quantity of the same 
commodity produced (or consumed) in the base year and ( I' 
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extending over all commodities. This index number measures 
the changing value of goods produced (or consumed) at the base 
year. All the weighted price index numbers including Laspeyre's 
price index number are known as cost of living index numbers. 
This index number may show upward bias since it measures 
the percentage change in values of goods produced in base 
year. 

18.3.S Paache's price index Dumber: The quantities produced 
in the n-th year are given as weights to the prices in Paache's 
price index n urn ber, 

(18.24) 

where Pn, Po are the prices of each commodity at n-th year 
and base year respectively and qn is the quantity produced (or 
consumed) of the same commodity in the n-th year. This 
index number gives downward bias since it measures the per
centage in value of goods produced (or consumed) in the n-th 
year. 

18.3.6 Marshall-Edgeworth price index number: Here the 
weights are taken as the arithmetic mean of the quantities 
produced (or consumed) at the base and given years for the 
prices. 

(18.25) 

This index number has 'no known bias towards any direction 
since it uses both the quantities produced (or consumed) at the 
base and give.n years. 

The, weights may also be taken as the average of all the 
quantities of all the years' for which the index numbers are to be 
computed. However, this method is not used much in practice 
since weights have to be revised every time. The weights may 
also be taken as the arithmetic mean of the quantities of all 
the typical yeats. This is practicable since a list of quantities 
can be used for computing the weights. If this list of quantities 
becomes outdated a new list can be prepared. 
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18.3.7 Keynes method: Here the weights are to be the highest 
common factor- of the quantities for either base and given years 
or for all the years. Since the common factor of quantities differs 
in general for each commodity this index number is expected 
to utilise the quantities of the crosswise section of the years. 

18.3.8 Fisher's ideal index number: This index number is the 
Geometric mean of the Laspeyre and Paaches' price index 
numbers and which is given as 

Fn,o = . I~Pnqo X ~Pnqn X 1002 

'V !Poqo Ipoqn 
(18.26) 

This is called 'ideal index number' since it satisfies two pro
perties 'Time reversal test' 'and 'Factor reversal test'. 

18.3.8.1 Time reversal test: The index number obtained by 
interchanging the 'time' should be the reciprocal of the given 
index number. Let Pn,o be the price index number and Po,n be 
the index number obtained by interchanging time then we have 

1 
Po,n=p

n,o 

Since the index number represents the changing value of prices 
(or production), the formula should be able to represent the 
changing value of price~ (or production) backwards also i.e., 
from the given year to base y~ar. For example, if the index 
number shows 100 per cent rise in the prices ofbajra from 1960 
to 1975 the same index number should also indicate SO per cent 
decrease in prices from 1975 to 1960. 

Fisher's ideal index number satisfies 'time reversal test' as 
follows 

Fn,o =. IIpnqo X l:Pnqn 
'V Ipoqo Ipoqn 

Interchanging '0' and 'n' years in Fn,o, we h.ave 

F =. jIpOqD X Ipoqo 
o,n 'V ~Pnqu Ipnqo 

Fn,o X Fo,n = 1. Hence Fisher's ideal index number satisfies 
'time reversal test'. 
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18.3.8.2 Factor reversal test: The index number obtained by 
interchanging factors 'p' and 'q' in the original index number 
and multiplied by the given index number should be equal to 
the value index number. Let Pn,o be the price index number 
and P~,o be the index number obtained by interchanging the 
factors in Pn,o, we have 

Pn,o·p!,o = Vu,o 

where V n,o is the value index number and is given as 

V =~PnqnxlOO 
U'O Ipoqo 

Fisher's ideal index number satisfies 'factor reversal test' as 
follows 

F _. IIPnqo ~Pnqn 
n,o - V ~Poqo . IPoqn 

Interchanging factors p and q in Fn,o, we have 

P l __ vIqnPo . IqnPn 
00-" ~,., • oI"oIqoPo -toPn 

P Fl IPnqn V 
n,o' 0,0= ~Poqo = n,o' 

Hence Fisher's ideal index number satisfies 'factor reversal 
test'. It can be seen that' Laspeyre' and 'Paaches' index -num
bers do neit satisfy both 'time' and 'factor' reversal tests. 

The advantages and disadvantages of Fisher's ideal number 
are listed here. 

Advantages: (1) It satisfies both 'time' and 'factor' rever
sal tests and perhaps no other index number satisfies. (2) Since 
Laspeyre's index number shows upward bias and Paache's 

. index number downward bias the Fisher's index numtier which 
is the geometric mean of these two would lie in between them. 

Disadvantages: (I) It is difficult to interpret what exactly 
it measures. (2) The geometric mean of the 'upward' and 
'downward' bias index numbers does not necessarily give correct 
one. (3) This index number requires quantities' of both base 
and given ycars which may not be feasible duc to 'timc' and 

, 'cost' involved. Further, index numbers of any two years are 
not comparable due to change of quantities in the denominator. 
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But this is not the case with the Laspeyres' index number 
where the denominator is constant throughout. 

EXAMPLE: The following table gives the prices and quanti-
ties (hypothetical) of. production of different food grains in 
India for the years 1961, 1970 and 1971. Taking 1961 as base 
year, compute Laspeyre's, Paasche's, Marshall-Edgeworth and 
Fisher's index numbers for the years 1970 and 1971. 

TABLE 18.6 

Prices! quintal Quantities 
Food (Ra.) (million tons) 
grains 1961 1970 1971 1961 1970 

(Po) (P.-I) (P.) (qo) (q.-l) 

Paddy 35 60 62 40.7 43.0 
Wheat 70 102 110 45.4 60.2 
Jowar 42 75 80 4.2 5.5 
Bajra 40 78 82 3.5 4.0 
Maize 45 80 85 2.8 3.2 

TABLE 18.7 

Food 
grains qoP,,-1 qop" qopo Q"-l P"-1 q"p" q"-lPO 

Paddy 2442.0 2523.4 1424.5 2580.0 2678.4 1505.0 

Wheat 4630.8 4994.0 3178.0 6140.4 6655.0 4214.0 

Jowar 315.0 336.0 176.4 412.5 472.0 231.0 

Bajra 273.0 287.0 140.0 312.0 360.8 160.0 

Maize 224.0 238.0 126.0 256.0 280.5 144.0 

7884.8 8378.4 5044.9 9700.9 10446.7 6254.0 

Laspeyre's price index n<'. for the year 1970, 

T = IqOPo-l x 100 = 7884.8 x 100 =156 29% 
...... -1'0 Iqo PC! 5044.9 . 0 

T _ IQopp 100- 8378.4 100-166 08% 
...... ,0 - IqoPo X - 5044.9 x - . 0 

1971 
(q.) 

43.2 
60.5 

5.9 
4.4 
3.3 

q"po 

1512.0 

4235.0 

247.8 

176.0 

148.5 

6319.3 
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Paasche's price index No. for the year 1970. 

P - Iqn-lPD-l 100 - 9700.9 100 - 255 12 % D-l,O - ~ X - 6254 0 x - . 0 
~qn-lPO • 

p =IqnPn X l00=10446.7 100=165 31 
n,o IqnPo 6319.8 X • 

Fisher's ideal index no. for the year 1970~ Fn- 1,0 

=~!.qoPn-l X IQn-lPn-l = '\1'156.29 x255.12 = 199.68% 
IQoPo Iqn-lPO 

Fn,o = . /IQoPn. IqnPn =.y166.08x 165.31 = 165.69% 'V !.qoPo ~nPo 
For computing the Marshall-Edgeworth Index number, the 

following table is formed. 

TABLE 18·8 

Food (qu-t+qo) PO(qU-l (qn+ qo) Pn(qn Po(qn Pn-l(qn-l 
grains +qo) +qo) +qo) +qo) 

Paddy 83.7 2929.5 83.9 5201.8 2936.S 5022.0 

Wheat 105.6 7392.0 105.9 11649.0 7413.0 10771.2 
Jowar 9.7 401.4 10.1 . 808.0 424.2 727.5 

Bajra 7.5 300.0 7.9 641.8 316.0 585.0 

Maize 6.0 210.0 6.1 518.5 274.5 480.0 

. 
11298.9 18825.1 11364.2 17585.7 

Marshall-Edgeworth Price index· no. for the year 1970, 

M _IPn-l(Qn-l+Qo) 100_17585.7 100-15564% 
n-l'O - ~ ( ) x - 11298 9 x - . 0 ..:.Po Qn·-l+qo • 

M = IPn (qn + Qo) 100 = 18825 .1 100 = 165 65% 
n,o IPo(Qn +- qo)X 11364.2x . 0 

18.3.9 Geometric mean of price relatives: If geometric mean 
is used instead of arithmetic mean for the index number, we 
have 

( 
Pn)l/k 

P n,o = 'It P-;; 
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where ''/'C' stands for the product of k ratios. If Wi is . the' 
weight to be used for i-th commodity and W = LWi in the geo

i 

metric mean of price relatives, the formula becomes 

Pn,o = [~ (Pn)WiJ1/W 
i-1 Po 

These index numbers satisfy 'time' reversal test. The inclex 
number of wholesale prices published by Economic and Statisti
~al Advisor, Ministry of Agriculture, Govt. of India is the 
weighted geometric mean of the price relatives. 

Similarly quantity index numbers could be computed by 
interchanging prices and quantities in Paasche, Laspeyre index 
numbers. For further reading please refer to Croxton and 
Cowden (1966). 

18.3.10 Important points in the construction of Index number: 
(i) Objective of constructing Index number: The objective 

for which the index numbers are to be constructed should "be 
dear. For example, to measure the cost of living of salaried 
class employees, the level of employees (skilled or semi-skilled), 
the region to be covered, the food articles to be included, etc. 
should be specified. 

(ii) .[tems to be included: Representative as well as sum
dent number of items are to be included according to. their 
impo"rtance to cover the entire object of study. The number of 
items should not be too small. Cost and time factors should be 
considered whenever large number of items are available. "For 
example, the number of items for the cost of living index 
number discussed above could be: (1) food, (2) clothing, (3) fuel, 
(4) rent and electricity charges, (5) education, (6) entertainment, 
and (7) miscellaneous. Again sub-items are to be selected 

. within each item on the basis of representative character. For 
example, within the item of food the sub-items could be: (1) 
cereals like rice, wheat, bajra and jowar, (2) Milk, sugar, coffee 
and tea, (3) fruits, vegetable, meat and eggs. (4) dal and oil, (5) 
salt and spices. Similarly in constructing price index number 
of fertilizers the items like: (1) chemical manures, (2) organic 
manures, etc. are to be included. Again within item (1) chemi
~l manures the sub-items like (1) urea, (2) Ammonium sulphate, 
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(3) mixtures like 28:28:0, 14:35:14, (4) micro nutrients, etc. 
are to be included. 

(Ui) Sources of data: The retail and wholesale prices at 
representative markets in different states for important agri
cultural commodities are being published by Economic and 
Statistical Advisor to Ministry of Agriculture and Irrigation. 
Government of India in 'Agricultural situation in India'. 
Monthly retail and wholesale prices of other consumable articles 
like Dal, oil, sugar, jaggery, spices, etc. are being published in 
bulletins by the State Governments Directorates of Economics 
and Statistics. Weekly retail and wholesale prices of gifferent 
commodities are being published in daily newspapers like 
'Financial Times', 'Economic Times', 'Price', ~tc. For example, 
in constructing consumers price index number for steel mill 
workers, the retail prices in the market where the workers 
colonies were located should be considered. In passing it may 
be noted that a care should be taken in handling secondary 
data as available in journals, etc. The data should be reliable, 
appropriate and representative otherwise the index numbers 
may present misleading picture. 

(iv) Selection of base period: The base period may be 
taken as a representative (or normal) year. Since yearly data 
is effected by a cyclical variation, an average of some years 
would be appropriate as base periOd. For example, 1957-1959 
can be taken as base period for agricultural commodities. Base 
period would be snifted to a more recent period due to varia
tion in prices, growth of population~ technological develop
ment, currency depreciation, change in food habits, change in 
quality of goods, etc. to make comparisons more reali~tic. 

However, it is advisable to use same base period for al1 types of 
commodities. 

(v) Suitable weighting: Though different methods of 
weights are described earlier in this section, on.e has to choose 
them keeping the items such as objective~ time, availability of 
data and cost involved in coIlecting the data in mind. 

18.4 Interpolation 
It is an operation of estimating the value of a function f(X) 
for any intermediary value of X given the values of fOC) for diffe-



348 STATISTICS FOR AGRICULTURAL SCIENCES 

rent values of X. It also helps in determining the missing value 
off(X). 

The assumption is that the value to be interpolated would 
not be an abnormal one and it follows the same pattern of other 
values of function. 

18.4.1 Finite differences: Suppose the values of X and f (X) 
are given at equal intervals of length 'h' as 

X: a a + h a + 2h ... a + nh 

f (X): f(a) f (a + h) f (a + 2h) .,. f (a + nh) 

then ~f(a) = f(a + h) - f(a), ~f(a + h) = f(a + 2h) - r(a + h). 
etc. are called first differences, and 

~II rea) = ~f(a + h) - .6f(a), Allf (a + h) = Af(a + 2h)"\ 

.6£(a + h), etc. are called second differences and so on. 
The table of differences for 6 values of X is shown in Table 

18.9 

TABLE 18.9 

X !(X)=y 
Difference 

1st 2nd 3rt! 4th . 5th 

a Yo aVo allYo 

a+h YI aY1 .o1 2Y1 asyo 

a+2h Y II aY2 a2YIl aaY1 a'Yo 

a+3h Ya aYa a2Ya aaY2 a'Y1 alYo 

a+4h Y, aY, 

a+Sh Ys 

18.4.2. Newton's formula or Newton-Gregory's formula: In 
order to apply this formu1a the 'values of X must be equidistant. 
The formula is 

f(X)=Yo+P~Yo +p(p -1) AIlYo+ p(p- ~,<P-2)Aayo+ ... 
2! . 

X-a 
"fhere p = -h- and X is the·value for which f(X) is to be 
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interpolated, 'a' is the first value of X and 'h' is the difference 
between any two consecutive values of X and is also known 
as interval of differencing. 

EXAMPLE: The values of the probability integral 
X-

f (X) = "';1t J e-KII dX for certain equidistant values of X are 
o 

given in Table 18.10, Find the value of f(X) when X = 0.5238 
and also when X = 0.5635.-

The table of differences .is given in Table 18.10 itself. 

TABLE 18.10 

X !(X)=y AY Ally ASY 

0.51 0.5292437 
.OO8()550 

0.52 0.5378987 -.0000896 
.0085654 -.0000007 

0.53 0.5464641 -.0000903 
.0084751 -.0000007 

0.54 0.5549392 -.0000910 
.0083141 -.0000007 

0.55 0.5633233 -.0000917 
.0082924 -.0000006 

0.56 0.5716157 -.0000923 
.0082001 

0.57 0.5798158 

In Table 18.10, the - difference. are calculated up to 3td 
difference only since the differences. have come out to be cons
tant at this stage. 

X-Xc, 
X = 0.5238, h = 0.01, P = h 1. 38 

f{Xl == Yo + p·6Yo+ P ~ ~ 1) 6ZYo+P (p - i~ (p - 2)6ay o 

(1.38 - 1) 
= 0.5292437 + 1.38 X.0086550+ (1.38) 2 r 
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( _ .0000896) + (J .38) (1.38 -; I? (1.38 - 2) (_ .OOOOOO7) 

= 0.5411642 

For finding the value of f (X) for X = 0.5635 it is convenient 
to obtain the value of f(X) by using Newton's backward 
difference formula for n = 6 

f(X) = Y + dY + u(u+1) d2y + u (u + 1) (u + 2) ASy 
8 U Ii 2 ! 4 3 ! L.1 a 

x-x x = 0.5635, U = h n 
0.5635 - 0 . 57 __ 0 65 

0.01 - • 

f(X) = 0.5798158 - 0.63 (0.0082001) + (- 0.65) (-;0j65 + 1) 

(- .0000923) + (-0.65)(-0.65 i/)(- 0.65 + 2\-.0000006) 

= 0.5744962 

18.4.3 Lagrange's Interpolation formula: This formula is 
applicable when the values of f(X) are not given at equidis
tant values of X. If there are n. values of f(X> and f(X) is 
assumed to be the polynomial in X of (n - 1)-th degree. 
f(X) = a1 (X - Xt)(X - Xa)' .. (X - Xn) + 8.a eX - X1)(X - XS> 

... (X - Xn) + ... + an eX - Xl) (X - XI)' .. (X - Xn-l) 
where there are n terms each of degree (n - 1) in X. 

The Lagrange's formula for finding the value of f(X) for 
given value of X is 

f(X) = Y (X - Xs)(X - Xa)" . (X - Xn) 
1 (X, - XI) (Xl - Xa) .•. (X1 - XJ 

+ Y (X - Xl) (X - Xa)·· .(X - Xu) 
I (XI - Xl) (X, ....:. XS> ••• (XI - Xu) 

+ ... + Y
u 

(X - Xl) (X - XI)' .• (X - Xn_,) 
(Xn - Xl) (XII - XJ ... (Xn - X.-I ) 

ExAMPLB: Compute the value of f(8) by using Lagrange's 
formula giv~n that 

f(~) =- 10, f(3) == 14, (5) ::;:I 18, f(~O) = 26 
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(8 - 3)(8 - 5)(8 - 10) (8 - 2)(8 - 5)(8 - 10) 
f(8) = 10 (2 _ 3)(2 _ 5)(2 - 10) + 14 (3 - 2)(3 - 5)(3 - 10) 

(8 - 2)(8 -- 3)(8 - 10) (8 - 2)(8 - 3)(8 - 5) 
+ 18 (5 - 2)(5 - 3)(5 - IOJ + 26 (10 - 2)(10 - 3)(10 - 5) 

= 20.86 

EXERCISES 

1. Draw the 'historigram' and fit! the 2nd degree polyno
mial for the following time series data on wheat production for
the years from 1960·61 to 1971-72 in India and obtain the 
trend values and ratios to trend values. 

Year 1960 1961 1962 1963 1964 1965 

Wheat* prqduction(m.t) 12.97 13.45 13.66 13.50 13.4612.57 

Year 1966 1967 1968 1969 1970 1971 

Wheat· production (m.t) 12.8415.00 15.96 16.63 18.24 19.16 

*Figures rounded off to second' decimal place. 

SOURCE: 'Agricultural situation in India' Journal. 1960-61 
Agricultural year is taken as 1960 and so on. 
2. Fit the modified exponential curve given the following 

Tl = 20, Ts = 36, T3 = 58, n = 10 

3. Obtain the Laspeyre, Paasche and Fisher's ideal price 
index numbers for the cost of living per month or"middle income
families given in the following data with the base year as. 
1960. 
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S.No. Name of the item Rate in Quantity Rate in Quantity 
1960 consumed 1977 consumed 

in 1960 in 1977 

1. House rent 100 1 200 1 
(2 rooms flat) 

2. Cloth Rs. 520/metre 20 10. SO/metre 18 

3. Milk 1.00/litre 3 2.20/litre 2.2S 

4. Kerosene l8.S0/tin 1 24.40 1.S 

S. Coal 0.80/kg. 40 l.lO/kg 60 

6. Eggs 3.60/dozen 2 4.20/doz. 2.S 

7. Dais 2.SOlkg. 6 4.S0/kg 7.5 

8. Matches 0.80/box 6 1.20/box 6 ' 

9. Rice 1.40/kg 50 2.20/kg 70 

10. Edible oi1s .3.50/kg 2.S 7.00/kg 3 

4. Compute the 4-year moving averages for the following 
time series data on food production in a particular state. 

1(ear 1964 65 66 67 68 69 70 71 72 73 74 75 76 

Food 70 72 73 75 71 80 82 79 84 86 90 92 94 
production 
(lakh tons) 



CHAPTER 19 

NON-PARAMETRIC STATISTICS 

19.1 Introduction 
The following are some of the preliminary considerations in 

applying statistical test 
1. Null Hypothesis 
2. Selection of statistical test 
3. Level of significance 
4. Sampling distribution 
5. Decision 
Since aU these topics are covered in the earlier chapters, the 

power of the test and different stages of measurement are consi
dered here and which are useful in 'selection of statistical test' 

19.1.1 Power: Power of a test may be defined as the probability 
of rejecting null hypothesis, say, Ho when it is in fact false. 
Type I error is defined as the rejection of Ho when it is true 
and type II error is defined as the acceptance of Ho when it is 
false. The probabilities of committing type I and type II errors 
are denoted by ex and (3 respectively. Now, Power= 1-(3 

In order to make a particular statistical test with fewer or 
less stringent assumptions as powerful as another statistical test, 
the sample size for the former test should be considerably 
increased. 

If test P with np sample size is as powerful as test Q with nQ 
sample size, then 

Power-efficiency of test Q = Dp X 100 
nq 

19 .1.2 Measurement: Measurement may be defined as assig
ning numerical value to observation such that the numerical 
values follow certain mathematical laws in physical and biolog. 
ical sciences. However. this is not always possible especially I 
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when we oeal with qualitative characters such as intelligence, 
colour, shape, etc., in behavioural sciences. The measurement 
can be done in four stages: (i) nominal, (ii) ordinal, (iii) interval, 
and (iv) ratio. 

(i) Nominal Scale: If the objects (01' individuals) are classi
fied by numbers (or symbols), then they are measured at wea
kest level known as nominal scale. If nomenclature is used to 
identify the groups then the measurement is done at nominal 
(or classificatory scaling). For example, the flowers are classi
fied according to colour such as red, black, purple, etc. then- the 
scaling is done with the help of nomenclature. This· scaling 
satisfies equivalence property such as reflexive, symmetrical and 
transitive. 

(ii) Ordinal Scale: In the nominal scaling, the objects (or 
persons) in a g~oup are not much different from each other but 
they can be compared such as 'more than' or 'less than' then 
the numerical values denoting this order is called 'ordinal' (or 
'ranking') scale. This, scaling satisfies relation of ordering 
besides equivalence property. For example, the estimation of 
a particular crop can be done as very good, good, average and 
below average. This measurement is in ordinal scale since very 
good> good> average:> below average. 

(iii) Interval Scale: If the distance between two values in 
ordinal scale can be measured then the interval scaling is 
achieved. In this scale, the ratio of any two intervals is indep
endent of the unit of measurement and of the zero point. The 
unit of measurement and ~ero point are arbitrary in this case. 
For example, the .production of paddy crop in a particular 
region can be scaled as 35 bags per acre as very good crop, 25 
bags per acre as good, 18 as average and less than 18 as below 
average. The distance between good and very good crop can 
be measured as (35'-25) = 10. If the number of bags are measured 
in kilograms, then the values for very good, good, average and 
below average crop are given as 2625, 1875, 1350 and below 
1350 kg re~pectively assuming that bag contains 75 kg. Here it 
may be verified that the ratio of distances between first three 
numerical values is independent of units of measurement i.e., 
7/10. or 525/750 i.e., 7/10. 

The interval scale satisfies not only tbe property of ordinal 
scale but also ratio of the differenccs. The 'nominal' and 
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'ordin~l' scales are qualitative scales, that is, the scales used for 
qualitative data whereas the interval scale is used for qu~n~ita

tive data. Therefore, the parametric tests like student's te~t, 

F-test can be used for interval scale data. 
(iv) Ratio Scale: An interval scale with true zero poin~ is 

called a ratio scale. The ratio of two points of a ratio scale is 
independent of unit of measurement. For example, the height 
ora plant in inches (or centimetres) will have the same zero 
point. The ratio between any two lengths is independent of 
inches (or centimetres) and also the ratio of two inches points is 
identical to the ratio of the corresponding centimetre points. 

Ratio scale satisfies the mathematical properties such as: (1) 
equivalence, (2) greater than, (3) known ratio of any two 
intervals, and (4) known ratio of any two scale values. 

19.2 Parametric vs NOD-Parametric tests 
Parametric tests depend on the conditions of the parameters 

of the population and' they are used for the data of at least 
interval scale. If the conditions of the parameters are satisfied 
and the data are of at least interval scale, Parametric tests are 
the most powerful tests. The inferences drawn from Parametric 
tests are applicable to restricted population since the assumptions 
on parameters are stronger. 

Non-parametric tests do not depend upon the conditions of 
the parameters though the weaker assumptions such as obser
vations are independent and continuous are to be satisfied. 
The non-parametric tests can be used for the data of nominal 
and ordinal scale. Non-parametric tests· are useful in social 
sciences research since the data in general are of nominal or 
ordinal nature. Further, it was observed that the power of
these tests can be improved and made as efficient as for the 
Parametric tests by simply increasing tne size of the sample. 
The inferences drawn from Non-parametric tests are applicable 
to large population since the assumptions are weak. 

19.3 One-sample tests 
In this section the one sample tests are listed. 

19.3.1 Binomial test: The Binomial test is based upon 
Binomial distribution. 
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Case (i) Small samples (n < 25) 
Null Hypothesis: Ho:P=Q=i, H1 :P¥=Q, where Ho is the 

null hypothesis and Hl is the alternative hYP2thesis. 
The probability of obtaining atmost r cases out of n cases is 

Here r is taken as the smaller number out of the two cases in 
the sample. If Hl is P:;i:Q then the two-tailed test is used. Half 
the probability of getting as small as r cases in two-tailed test 
is the probability of getting as small as r cases in one-tailed 
test. 

CONCLUSION: If the observed probability is less than or 
equal to oc=. 01 then Ho is rejected at 1 per cent level of signi
ficance in favour of HI' otherwise Ho is accepted. 

EXAMPLE: ~ group of 20 young farmers were trained in 
two methods of poultry keeping. Half of the trainees were 
randomly selected out of 20 farmers to teacl1 method 1 first 
and to the remaining method 2 first. After a lapse of some 
months the two groups of farmers were examined for their 
adoption of the two methods. The two cases are presented 
here. Examine whether the percentage adoption of 1 st learned 
method is more than the 2nd learned method. 

TABLE 19.1 

l8t learned method 2nd learned method Total 

No. of farmers 16 4 20 

Null Hypothesis: Ho:P:::;oQ=l, H1:P>Q where P is the 
probability of adoption 'of 1st learned method and Q is the 
probability of adoption of 2nd learned method. 

, 
P(r<;;4)= L f?O){iY (l)20-1 

1-0 \i . 

=P(0);+-P(1)+P(2)+P(3)+P(4) 

=0.006 

Here r is taken as 4 since it is smaller than 16 in T~ble ] 9. 1. 
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CONCLUSION: Since Per :S 4) = 0.006 < a = 0.01, the null 
hypothesis is rejected and the alternative hypothesis is accepted at 
I per cent level of significance. That is the percentage adoption of 
I st learned method by young farmers is more than the 2nd learned 
method. 

Case (ii) lArge samples: (n>25): If P is nearer to 0.5 
and n is large (say) greater than 25, r given in Case (i) of 19.3.1 
is approximately normally distributed with mean' nP and 
standard deviation v'nPQ. If P is away from 0.5 then n 
should bp large enough in order to make r normally distributed. 

Null Hypothesis: Ho:P=Qc:::oi; HI; P>Q 

Z Jr-nPJ 
VnPQ 

Z is a,pproximately normally distributed with mean as zero and 
standard deviation as unity. 

Since r is a discrete variable in binomial distribution and 
in order to make it continuous for normal distribution, a 
correction is applied. That is, r is assumed to lie between 
r7"".5 and r+ .S. Ifr>nP, then r-0,5 is taken in computing 
Z and if r< nP then' r+O. 5 is considered. The test will be 

Z l(r±0.5)-nPI 
VnPQ 

CONCLUSION: If the probability that Z (calculated) is less 
than or equal to «= .005 then Ho is rejected in favour of HI' 
Otherwise Ho is accepted. This is the case of one-tailed test since 
HI:P>Q. If H1 :P:pQ it will become two-tailed test. 

19.3.2 Chi-square test: Chi-square test is used to test the 
agreement between observed frequencies and expected frequen
cies when the frequencies fall in different classes. For example, 
if the researcher is interested to test whether the frequencies in 
different cla~ses are uniformly distributed or whether they are 
in agreement with given ratio or not, the XI-test can be used. 
The expected frequencies are' computed on the basis of null 
hypothesis to be tested. 

Null Hypothesis: Ho: The observed frequencies are in 
agreement with expected frequencies. 
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XI =i (Oi-Ei)' 
I-I Ei 

where 0i = observed frequency of i-th class for i = 1, 2, ... , k 

Ei = expected frequency of i-th class for i == 1,2, ..• k 

CONCLUSION: If X" (calculated) > X2 (tabulated) with 
(k-l) d.f. at chosen level of significance, Ho is rejected. 
Otherwise Ho is accepted. 

EXAMPLE: The number of disease infected tobacco plants 
in 10 different plots of equal size (in area and population) are 
given below. Test whether the disease infected plants are 
uniformly distributed over the entire area. 

Plot No. 1 2 3 4 5 6 7 8 9 10 

No. of plants 
infected 8 10 9 12 15 7 5 12 13 9 

lVullllopothesis: The disease infected plants are uniformly 
distributed over the plots. 

TABLE 19.2 

Plot No. 1 2 3 4 S 6 7 8 9 10 

Observed frequency 8 10 9 12 15 7· S 12 13 9 

Expected frequency 10 10 10 10 10 10 10 10 10 10 

Expected frequency of each plot is calculated as total No. of 
plants divided by total number of piots i.e., Expected frequency 
= 100/10 = 10. 

1 _ (8 - 10)8 + (10 - 10)1+ + (9 - 10)1==82 
X - 10 10 ... 10 . 

CoNCLUSION: Here Xl (calculated), .8.,2<X· (tabulated), 
16.919. with (lO-l)d.f. at5 per centlovel of significance. Hence 
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the null hypothesis is accepted. The number of diseased 
plants are uniformly distributed over different plots. 

19.3.2.1 For application of XI-test, it is important to note 
that expected frequency of any cell should be at least 5, if the 
expected frequency of a particular cell is less than 5 then the 
observed frequency of that cell would be added to the adjacent 
cell to make the expected frequency of the new cell equal to 5. 

19.3.3 Kolmogorov-Smirnov test: This is used to test 
whether the observed cumulative frequencies are in agreement 
with the theoretical cumulative frequencies. In other words 
this test is used for testing the goodness of fit. It is based on 
the maximum difference between observed cumulative frequency 
and theoretical cumulative frequency. 

Null Hypothesis:Ho: The sample comes from a known 
theoretical distribution. 

D=Max I T(X)-S(X) I 
where T(X) be the proportion of observations equal to or less 
than X in theoretical distribution i.e., under null hypothesis, 
Ho and SeX) be the proportion of observations equal to or less 
than X in the observed sample. If m be the number of obser
vations equal to or less than X out of n observations in the 
sample, then S(X)=mjn. The sampling distribution of D 
under null hypothesis is known. The tabulated values of D 
for different sample sizes of n at different levels of significance 
were given by Massey (1951) and Siegel (1956). 

CONCLUSION: If D(calculated»D(tabulated) with size n 
at 1 per cent level of significance, the null hypothesis is rejected. 
In other words there is significant difference between observed 
cumulative frequencies and the theoretical cumulative frequen
cies. Otherwise, the nuli hypothesis is accepted. 

EXAMPLB: Wheat was graded as I, 2, 3 and 4 depending 
upon the colour of the grain. Brown grain was graded as 1, 
slight brown as 2, slight white as 3 and white as 4, even tbough 
the chapati making quality was same. Here the assumption 
was that the consumer would prefer white grain in comparison 

,to brown coloured. A sample of 50 consumers were asked to 
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select the grain. The hypothetical data is given below. 
Null Hypothesis: There is no significant difference between 

observed and theoretical cumulative frequencies. 

TABLE 19.3 

Grading 0/ wheat 

1 2 3 4 

No. of persons 0 8 20 22 

T(X) t 2/4 3/4 4/4 

S(X) 0 8/50 28/50 SOISO 

T(X)-S(X) t 17/$0 19/100 0 

D=Max I T(X)-S(X) 1= 17/50=0 .. 34 

CONCLUSION: Here D( calculated) =0 .34> D(tabulated), 
1.36/VSO at 5 per cent level of significance. Hence the null 
hypothesis is rejected. In other words, the observed frequencies 
are ~ignificantJy different from each other. That is, the persons 
show significant preference for colour of wheat. 

It may be noted that Kolmogorov-Smirnov (K-S) test 
considers individual cell frequencies whereas its alternative XI
test looses information by combining the adjacent cell frequencies 
when the expected frequency 'of certain cell is less than 5 .. 
Further. this test can be used even when the expected frequency 
of any cell is less than 5 whereas for Chi-square test, the classi
fication of cells have to be modified. Hence (K-S) test is 
more powerful than the xl-test. 

19.3.4 Ron-test: Repetition of the same symbol followed and 
preceded by different symbols or by no symbol is called a 'run'. 
The following is the example of sequence of 8 runs indicated 
by '+' and '-'ve signs. 

---++++--+++-+-++ 
1 2 3 4 5 6 7 8 
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In the above sequence the first three signs comprise one run, 
the next four would form second run, the next two signs would 
be third run, etc. In all there are 8 runs in this sequence. ~un
test is based on the. number of runs observed in the sample. In 
this test, the number of types of symbols (or signs) are assumed 
to be two only. 

In order to arrive at some decision about the population, 
a sample is to be drawn from the population. If the con
clusions are to be valid based on this sample, the sample 
should be random one. Run-test, therefore, is the test used for 
testing the randomness of the sample. 

Case (i) Small samples (nl ~ 20, n. ~ 20): Let n1 be tll.e 
number of symbols of first type and n. be the numoer of sym
bols of second type such that n = n1 + n. be the total sample 
size. Let r be the total number of runs in a sample. The 
sampling distribution of r was found and the critical values to 
test the null hypothesis were tabulated in two different tables 
for di1ferent values of n1 and D. at 5 pei cent level of signifi
cance, [Table VIII of A ppendix]. The first table gives the lower 
limit values of r and the second table refers to the upper limit 
values of r. 

Null Hypothesis: H~: The observations in the sample are in 
random order. 

The values of r. n1 and n. would be computed from the sample. 
CONCLUSION: If r (cal~u1ated) ~ r (tabulated) with n1, n. 

at 5 per cent level of significance in the first table, the null 
hypothesis is rejected. In other words the observations in the 
given sample are not in random order. It may also be calcula
ted that the observations in the sample are not independent. 
If r (calculated) ::> r (tabulated) with n1, D. at 5 per ceDt level of 
significance in the second table, the null hypothesis is rejected. 
If r lies between the two values of Table YIn (a) and VlII(b) 
. the null hypothesis is accepted. 

EXAMPLB: In a particular musical chair contest the seating 
arrangement has to be done at random between 15 males and 
15 females iD a circular fashion. The following order of seating 
was observed in the said contest at a particular time. 
M FFF MM FMMM FF M FFF MM F MMMM F 

MM FFFF 
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Test whether the above arrangement is in random order. 
Null Hypothesis: Ho: The seating arrangement is in random 

order, 
Here n1 = 15 = n2 ; n = 30 

M FFF MM F MMM FF M FFF MM F MMMM F MM FFFF 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 

r = 14 

CONCLUSION: Since r (tabulated), 10 < r (calculated), 
14 < r (tabulated), 22; the null hypothesis is accepted. Hence 
the given seating arrangement is in random order. 

Case (ii) Large samples (n1' n2 > 20): When either of n1 or 
n l is greater than 20, the small sample test given in case (i) 
will not hold good. 

Null Hypothesis: Ho: The observations in the given sample 
are in random order. 

I r - (2n,n2 + 1)\ 
Z = n1+nl 

. / 201n2 (201n2 - n1 - n2) 

V (n1.+ n2)I(nl n2 - 1) 

CONCLUSION: If.z: (calculated) :> Z (tabulated) at chosen 
level of significance, the null hypothesis is rejected: In other 
words, the observations in the given sample are not in random 
,order. Otherwise, the null hypothesis is accepted. 

EXAMPLE: A coin is tossed 40 times. The sequence of 
number of heads and tails obtaioed are given below. Test 
whether the coin is unbiased. 

T HH TTT HH T H TT HHH TTTT H T HH 

1 2 3 4 5 6 7 8 9 10 11 12 

T HHH TT HH T HHH TTTT H 

13 14 15 16 17 18 19 20 

Null Hypothesis: The coin is unbiased. 
Here r = 20, n1 = number of heads = 20, n2 = number of 
tans =20. 
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Z = 120.- \2_X2~~20 + 1)1 _ =0.32 

/2 x 20 x 20(2 X 20 X 20-20-20) 
\I (20 + 20)2 (20 + 20 - 1) 

363 

CONCLUSION: Z (calculated), 0.32 < Z(tabulated), 1.~6 at 
5 per cent level of significance. Hence the null hypothesis is 
accepted. The coin may be unbiased. 

19.4. Two related samples tests 
In this section the two sample tests are listed. 

19.4.1 Sign test: This test is used to tesf the significant 
difference between two conditions when the observationtare in 
either nominal or ordinal scale. Here the a~sumption is only 
that the variable under consideration has a continuous distri
bution. In small samples the variable under consideration is 
assumed to follow Binomial distribution and in large samples 
it is assumed to follow normal distribution. If the difference 
between scores of each pair in two related samples is positive 
which is denoted by' +' sign and negative difference by '-' 
sign. If the difference of scores is found to be zero and that 
pair of scores will not be counted in finding out the effective 
size of sample. If there are two pairs whose differences found 
to be zero, the effective size of sample would be (n - 2) for 
consideration in sign test where n is the size of sample. 

Case (i) Smq/l Samples (n ~ 25) 
Null Hypothesis Ho: The number of positive signs = The 

Dumber of negative signs. In other words, the probabilities of 
,occurr~nce _of positive and negative signs are same i.e., P=Q=i, 
where P and-Q are the probabilities of occurrence of positive 
and negative signs respectively. 

Let 'r' be 'the -number of '+' or '-' -signs, whichever is 
small, out of n, then the probability of occurrence of atmost 'r' 
signs is given by: 

F (r) = t(n )pKQn-~ 
X-o x 

T~e computed values of F(r) are available' in tables [Table D, 
SIegel (1956»). 
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CONCLUSION: If F(r) calculated < 0.005 the null hypothesis 
is rejected at 1 per cent level of significance and the alternative 
hypothesis (there are more '+' (-) signs than - (+) signs) is 
rejected in the one tailed test. Otherwise, the null hypothesis 
is accepted. _ 

EXAMPLE:, A national demonstration was conducted to 
train tile farmers in improved methods of cultivation. In order 
to ascertain the insight of the difference between the two 
generations, 15 pairs of farmers and their sons were studied 
before and after the National demonstration was conducted. It 
is expected that the sons would have more motivation than 
their fathers in understanding new techniques of cultivation. 
An agricultural extension expert was' asked to evaluate their 
motivation towards improved techniques of cultivation after 
the national demonstration was conducted. The scores of the 
pairs given on 3 point scale, where 1 indicates for less motivation 
2 for good motivation and 3 for high motivation. The results 
are given as 

Pair 

Rating of } 
Motivation 
Difference 

Father 

Son 

TABLE 19.4 

, 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ' 
123 1 231 123 2 1 212 
32123 323 3 2' 1 3 323 

-0+--0--- + + - - - -

Null Hypothesis: Ho: P = Q =i or number of +ve signs 
are equal.to numl?er of -ve signs. 

n = 13, no. of -ve signs = 10, No. of + ve signs=- 3. 
Therefore, r == 3 since r is the lesser among + ve and - ve 

signs. 
CONCLUSION: Prol1ability at n = 13 al)d r == 3 is 0.046 

which is < .05. Hence the null hypothesis is rejected therefore 
it can be concluded that there exists 'difference in motivational 
pattern of father and son. 

Case (ii) Large samples (n>25). When n>25, the binomial 
distribution in case (i) of this test approximates to normal 
distribution. The or' is approximately normally distributed 
with mean nP and standard deviation ynPQ where P is the 
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probability of occurring positive sign (or negative sign) as the 
case may be. 

Null Hypothesis: Ho: P = Q::::I t or number of +ve signs 
are equal to number of -ve signs. 

Z= I r-nP I 
V nPQ 

Since P = Q == i, we have 

Z = Ir - n/21 
tVn 

CONCLUSION: If Z (calculated) > Z (tabulated), 1.96 at 5 
per cent level of significance, the null hypothesis is rejected, 
etherwise it is accepted. 

Note: Since 'r' is a discrete variable whereas normal 
distribution is used. for continuous variable, a correction is 
used to make the distribution of'r' a good approximation to 
normal distribution. Ifr<n/2; (r + 0.5) is used instead of 
'r' and if.r>n/2; (r - O. 5) is used instead of r in the expression 
of 'Z' mentioned above. 

EXAMPLB: The example in case (i) of 19.4.1 for small 
sample would be appropriate for large samples also when 
n>25. 

19.4.2 WilcoxoD test: This test considers the overall direction 
of the differences between the pairs as well as the magnitude of 
the individual differences of pairs whereas the sign test given 
in sub-section 19.4.1 considers only the overall direction of the 
differences of pairs. Therefore, 'Wilcoxon test' is considered 
more powerful than the 'sign test'. 

Case (i) Small samples (n<25): In this method the ranks 
'were give,n based on the magnitude of the differences of the 
scores for each pair irrespective of the negative or positive 
differences. If two or more differences are equal then the 
ranks will be awarded as in the case of tied observations. For 
example, let dl be the difference of 8cores for i-!h pair for 
i = 1, 2, ... , n. Let d1 = - 2 andd,= -2 then th~ rank for 
d1 and dl would be (1+2)/2==1.5 and the next difference would 
get the rank '3'. After effecting the ranks for each di in the 
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above described manner, the ranks for the negative dt's would 
be given negative sign rank and the ranks for thy positive di's 
would be denoted by positive sign rank .. For consulting table 
the number of effective pairs would be taken by subtractin·g the 
number of pairs which give di = 0 from the total number of 
pairs. 

Null Hypothesis: Ho: Sum of the'negative and positive ranks 
is zero or sum of the negative ranks is equal to the sum of the 
positive ranks. 

The value of'S' would be computed from the sample where 
'8' is the total value of the positive ranks or negative ranks 
whichever is sma~ler and n is the effective number of pairs of 
observations in the sample. 

CONCLUSION: If ~ (calculated)' ~ 8 (tabulated) at chosen 
level of significance, the null hypothesis is rejected. In other 
words, there is significant difference between two treatments 
(or conditions) under consideration. Otherwise the null hypo
thesis is accepted. The tabulated value is obtained from Table 
G. (Cr. Siegel (1956» 

EXAMPLE: One of the two brothers of each farmer's family 
was randomly selected and put under training for 'poultry 
rearing' in Agricultural University and the other one remains 
at home with traditional knowledge on poultry. After completion 
of training both the brothers were interviewed on the knowledge 
of 'poultry rearing'. The scores awarded on the performance of 
interview are given in Table 19.5. Test the significant difference 
between the two brothers'with respect to knowledge on 'Poultry 
rearing'. 

Null Hypothesis: Ho: Sum of the negative ranks=·Sum of 
the positive ranks. 

CONCLUSION: Here S(calculated), 8=8(tabulated), 8 at 5 
per cent level of significance. Hence, the null. hypothesis is 
rejected. The training had significant impact on the knowledge 
of 'Poultry rearing'. 

Case (ii) Large samples (n>25) 
Null Hypothesis: Ho: There is no significant difference 

between the two treatments: 
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TABLE 19.5 

Pair T UT Difference Rank s 

1 75 60 15 10 

2 81 68 13 9 

3 70 76 -6 -4 4 

4 83 71 12 7.5 

S 65 70 -S -3 

6 86 78 8 5 

7 72 74 -2 -1 1 

8 92 80 12 7.S 

9 85 74 11 6 

10 65 61 4 2 

8 

T == trained, UT == untrained 

where n is the number of pairs of observations. . . 
CON~LUSION: If Z(calculated) ~ Z(tabulated) at cQosen 

lev~l of significance, the null hypothesis is rejected. Otherlwise, 
it i. accepted. 

E~PLE: An experiment was ,cq,nducted on a batch 9f 32 
stu~ents on individual timings taken for answering que~tion 
paper ~aving two. choic~s of answ~rs in each ques~on. An 
expprimenter who was ~lso an experienced teacher hi~self 
colij,d predict the answer each student would choose. SOqlc of 
t~e predictions of an experimenter might go wrong du~. t~ the 
indifference on the part of the. student. It was expected that '. . 
the stud~nt would take more time for the incorrectly predicted 
cas~ than the correctly predicted cases. The di1fcrQIlces. 
between median time taken for incorrectly predic~ed answers. 



TABLB 19.6 w 
0\ 
00

1 

Stude;'t Difference Student Difference Student Difference 
(d,) rank S (d,) rank S (d,) rank S 

1 1 5.5 11 -1 -5.5 5.S 22 5 2S.5 

2 0 12 -2 -14.0 14.0 23 1 5.5 

3 0 13 1 5.S 24 3 19.5 

4, -1 -S.S S.5 14 1 5.5 25 -2 -14.0 14.0 -Jl g 
'S 2 1.4.0 15 3 19.5 26 5 25.5 Vl 

-l 

6 1 ~. 5 Hi 4 23.0 27 4 23.0 n 
Vl 

7 -2 ~-l·LO 14.0 17 2 14.0 28 1 5.5 'Tl 
0 
;>;l 

8 0 18 0 2,9 2 14.0 :> 
Cl 
;>;l 

9. 3 19.5 19 1 5.5 30 1 5.5 n 
c: 

10 0 20 4 23.0 31 2 14.0 s:; 
c: 

21 0 32 3 19.5 
;>;l 
:> 
("'" 

Vl 

19.5 19 S 14.0 53.0 
(") 

m z 
(") 
tTl 
Vl 



NON-PARAMETRIC STATISTICS 369 

and correctly predicted answers for each student are given 
in Table 19.6. Test whether there is any significant difference 
between correctly and incorrectly 'predicted answers. 

Null Hypothesis Ho: Sum of the positive differences is 
equal to sum of the negative differences or there is no significant 
difference between the median times taken for correctly and 
incorrectly predicted answers. 

Z::s Is-~¥->I 
/n(n+l)(2n+ 1) 

'" 24 

153_26~27)1 Z- =-3.11 
, /26(27)(53) 
'V 24 . 

where S=53, sum of the negative ranks since they are small in 
number and 0=(32-6)=26. 

CONCLUSION: Here Z(calculated), 3. U > Z(tal>ulated), 
1 .96 at 5 per cent level of significance. Hence, the null hypo
th~is is rejected. In other words, there is significant difference 
between median times taken for correctly and incorrectly 
predicted answers. 

19.5 Tests for two independent samples 
In the preceding sections the tests for two related samples 

were. considered. Though the te~ts for two related samples are 
more precise than thC? tests for the two jndep!'Ddent. ~ampl~sp 
the number of situations where these te~ts' are applicable is less. 
In this sectio'n tlJe different tests invo~vjng two independent 
samples are considered. The Student's t-test is applicable only 
when the sizes of samples are small and .ob~rvation·s are inde
pendent which are drawn from normal population. But the 
tests ·considered in this section do not require the assumption 
·of normality and independence I;>ut the scores should be a~ least 
on interval scale. 

19.5.1 Fisher's' test:· This is used to . test the significant 
difference between two groups with respect to ptopottions 
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JIaving been classified in a 2x 2 contingency table. Further 
this te~t i~ ~l)~ful when the sizes onhe two jnd~pendent sampJ~s 
are small say RJo Rs < 15. Since this test is an ~xact probability 
test it is more useful in 2 x 2 contingenc~ tables. 

Null Hypothesis Ho: There is no significant difference 
betw~en the proportions of two classes {pr the two groups. 

TABLB 19.7 

'\. 
'\. C1Q3s 2 

'\. 
Group'\. 

1 I a b Rl 

2 I c ~ Rs 

I <;, <; ~ 

When the marginal totals R1t Rlt C1 and C1 iD Table 19.7 are 
~ed, the probability of getting observed frequenc~es ~t b, c 
and d in 'the different cells in Table 19.7 is given by: 

_(~J) (~I) 
p- (:) 

Th~ probabiliti~s, p were e<;>mputed for the different values of 
R~t Ra, a and c ~nd tabulated by Finney ('1948) and given in 
Table ~ of ~ppendiX. 

- -CoNCLUSION: If ~e probability (caJS:Qlated) ~ 0.05 then the 
nlJU hypothesis is rejecte4 at S per cent lerel of significance. 
Otberwis.~ it is 'acc~P.ted. 

EXAMPU,: T~e followin~ 4~t~ (hypolhttical) ar~ based on 
a stU.d~ ~onducted on 17 far~ers to know whe.ther p'rogressive
neS$ of t,lic;ir oQt1qok dep~nd~ Qn e<1u~~on. Te~t whether 
progressiven ess of farmers differs with respect to education. 

Null Hypot hesis: Progressive and less progressive farw:ncrs 
l;l~v~ c;~~l propo~tions in tp~ case of education. 

:JIer~ RJ = 10; R. r::::a7, c = 2 and a = 9'. 
, ., 
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TABLE 19.8 

Educated Less educated I 
Progressive 9 I I 10 

Less Progr:essive 2 S I 7 

11 6 I 17 
I 

The computed value of p = 0.025 (from table). 
CONCLUSION: Since p (calculated) 0.025 < O. OS, the null 

hypothesis is rejected at 5 per cent level of significance. FIencc 
it can be concluded that the proportions of educated persons 
are not same for progressive and less progressive farmers. 

19.5.2 Chi-square test: Fisher's test is applicable when the 
sizes of the two samples (Rl and R2) are small in 2 x 2 contin
gency tables but Chi-Square test is applicable even for m X n 
contingency table where m, n;> 2 and when the scores are on 
nominal scale and the sizes of the samples are large. This test 
was dealt with in detail in Chapter 11 of Part I. 

19.5.3 Median Test: In this case the individuals or objects 
would be classified according to two groups based on above or 
below common median as shown in the following Table 19.9. 

TABLE 19.9 

',common I 
",-median 

below "'- above 
Group "'-, 

I I a b RJ 

II I c d R.a 

C1 Cz N 
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Null Hypothesis Ho: There is no significant difference 
between two groups with respect to number of individuals (or 
objects) above common median or the two groups come from 
the population having the same median. 

X2= (a d - bc)2 N 
Rl Ra 0 1 0 a 

where a, b, c and d are.the observed frequencies. Rv RI , CI , 

Oa and N are the marginal totals and grand total respectively 
in Table 19.9. 

CONCLUSION: If XZ (calculated) ;> X2 (tabulated) at chosen 
level of significance, the null hypothesis is rejected. In other 
words there is significant difference between medians of both 
groups. 

Note: Yates correction for continuity in XII-test is used 
when N > 30 and the expected frequency of anyone cell is DOt 
less than 5. If the expected frequency of anyone cell is less 
tlIan 5 or N <: 30. Fisher's test given in 19.5.1 is used. 

19.5.4 Mann-Whitney test: This test is used to test whether 
two groups are from the same population when the measure
ment is on ordinal scale. This is a powerful non-parametric 
test for two independent samples' corresponding to t-test in 
parametric case. 

Let n1, n2 be the sizes of small and large groups respecti'vely 
out of the two groups to be tested. where n1 -< 8 and nil < 8. 
Common ranking would be done for all the (n1 + nil) scores 
such that lowest algebraic value (may be negative) would be 
given 1, next higher value 2, etc. 

The scores of both the groups would be arranged in ascend
ing order of magnitude starting from highest negative value, 
if any. These scores would then be . placed in their respective 
groups. Let W be the number of times the score in the group 
of size n. precedes the score of n1 size group. W also can be 
obtained directly with the help of the following formula as 

W - + n1 (nl + 1) T - n l n2 2 - 1 

or 
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where Tl • Til are the sums of the ranks in the groul?s of sizes 
n1 and nil respectively. 

Case (i) Small samples: (n1> nB ~ 20): 
Null Hypothesis Ho: The two groups belong to the same 

population. 

If W is larger than the available values in the table [Table 
X of Appendix] the actual value would be WI = nina - W. 
Then WI instead of W would be considered for the test. 

CONCLUSION: If calculated probability obtained from table 
for given W, nJ and nil <: 0.05, the null hypothesis would be 
rejected at 5 per cent level of significance. That is, the two 
groups do not belong to the same population. Otherwise, the 
null hypothesis is accepted. 

EXAMPLB: The following are the ranks of y~elds obtained 
on an experiment conducted on 5 'demonstration plots' and 7 
neighbouring plots of farmers for standing paddy crop in a 
district of A. P. Test whether the 'demonstration plots' are 
superior to 'farmers pl~ts' with respect to yields. 

Demonstration 'Plots' 3 4 1 6 5 
Farmers plots 12 2 7 9 10 8 11 

Null Hypothesis Ho : There is no significant difference between 
yields of 'demonstration plots' and 'farmers plots'. The alternative 
Hypothesis, HI is that demonstration plots would be superior to 
farmers plots. 

Here TI = 19; T2 = 59, n l = 5, n2 = 7 

E = (5)(7) + 5;6) - 19 = 31 

since W = 31 which is not available in the table, the actual value 

7(8) 
would be WI = (5) (7) + -2- - 59 = 4. 

CONCLUSION : The calculated probability ar WI = 4, n1 = 5, 
n2 = 7 is .015 (from table < 0.05. Hence the null hypothesis is 
rejected at 5 per cent level of significance. In other words, 
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there is no significant· difference between 'demonstration plots' 
and 'farmers plots'. 

Case (ii) Large samples (n2 > 20): 
Null Hypothesis: Ho: There is no significant difference between 

two groups or lhe1wo groups belong to the same population. 

z= Iw-~I 
. Inlnt (nl + n2 + 1) 
'V 12 

CONCLUSION: If Z (calculated) ~ Z (tabulated), at chosen 
level of significance, the null hypothesis is rejected. Otherwise. 
the null hypothesis is accepted. 
19.6 Tests based on p related samples (p > 2) 

19.6.1 Cochran's test: When more than two related samples 
are under consideration and the observations are measured on 
nominal scale. Cochran's test is used as a counterpart to the 
Analysis of variance of one-way classification in the parametric 
case for testing the equality of proportions having particular 
character for all the samples. 

Since th~ measurement is of the nominal scale. the scores 
may be given as S, F where S denotes the 'Success' and 'F' 
'Failure' and Y, N where Y denotes -Yes' and N denotes 'No', 
etc. for each of the sample. The different samples and the 
scores may be arranged in a two-way table as follows: 

I 

2 

D 

I 

s 
p 

s 

TABLE 19.10 

2 

F 

S 

F 

C2 

k 

S 

F 

s 

Cp 

Rn 

N 
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where Rit q be the total number of successes in the i-th row 
and j-th column respectively for i = 1, 2, "', nand j = 1,2, ... , p, 
so that 

TABLE 19.11 

-
I Varieties Rt R,I 

Farmer Mashuri I.R.B Jaya Padma 

1 y Y N Y 3 9 

2 Y N N N 1 1 

3 N N Y Y 2 4 

4 Y N N Y 2 4 

5 Y Y Y N 3 9 

6 N Y Y Y 3 9 

7 Y Y Y Y 4 16 

8 N N N Y 1 1 

9 Y N Y Y 3 9 
• 

10 Y Y Y N 3 9 

11 Y N N Y 2 4 

12 N y y y 3 9 

13 Y Y N N 2 4 

14 Y Y Y N 3 9 

15 N "I Y Y 3 9 

16 Y Y Y Y 4 16 

17 N N Y Y 2 4 

18 N Y Y Y 3 9 

19 N Y Y N 2 4 

20 N Y Y Y 3 9 

Cj 11 13 14 14 S2 148 

Cl' 121 169 196 196 
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Null Hypothesis Ho: There is no significant difference 
between 'p' samples with respect to proportion of successes. 

p(p-l) [.r.cJ2-d= CJ)pll ] 
2 _ ]-1 ]-1 

Xc - n D 

PL RI-LR j 2 
i-=l i_I 

If n is not too small, XcI is approximately distributed as Xl 
with (p-l) d.f. 

EXAMPLB: 20 farmers were asked for the acceptability of 
4 varieties of paddy for cultivation in a particular region for 
kharif season. Test whether there is any significant difference 
between varieties with respect to acceptability (Table 19.11). 

Null Hypothesis: The proportion of answers 'Yes' are 
same for all the 4 varieties 

~CJ = 52, ~CJI = 682, ~Rj = 52, ~Rj' = 148 

II _'4(4-1)[682-(5;)2]_ 

X c - 4 x 52 _ 148 - 1. 2 

CONCLUSION: l2c (calculated), 1.2 < X" (tabulated), 7.82 
with (4 - 1) d.f. at 5 per cent level of significance, the null 
hypothesi Ii is accepted. There is no significant difference bet
ween 4 varieties of paddy with respect to acceptability. 

19.6.2 Friedman's test: This test would be used corresponding 
to the Analysis of variance. of one way classfication in the 
parametric case when the data are in ordinal scale. The scores 
in this case would be ranks and they would be arranged in two
way table as in Table 19 . .10 with samples as columns and 
ranks within each sample as rows. 

Null Hypothesis Ho: There is no significant difference between 
samples based on ranks. 

12 ~ , 
'1:F = np(p+l) j~l CJ2-3n(p+l) 

where n, pare tiie total number of rows and columns respec
tively and Cj be the total of ranks in the j-th column for 
j= 1,2, .. , p. XIF is approximately distributed as Xl with (p-l) 
d.f. 
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CONCLUSION: If X2p (calculated) > X2 (tabulated) with (p-l) 
dJ. at chosen level of significance, the null hypothesis is 
rejected. Otherwise, it is accepted. 

EXAMPLE: In the selection of officers' cadre in the Indian 
army, three types of tests psychological, physical endurance and 
map reading were conducted. The following table gives the 
scores (hypothetical) awarded out of 100 for 15 candidates. 
Test whether the candidates performance was same in all the 
three tests. 

TABLE 19.12 

"- ,Test 

"- I II III 

"- (Psychological) (Physical) (Map Reading) 

"-Candidate "-

1 60 (3) 55 (2) 43 (1) 

2 50 (2) 62 (3) 49 (1) 

3 65 (3) 60 (1) 64 (2) 

4 60 (1) 62 (3) 61 (2) 

5 72 (3) 65 (1) 70 (2) 

6 50 (1) 64 (3) S5 (2) 

7 40 (1.5) 50 (3) 40 (1.5) 

8 35 (1) S5 (3) 42 (2) 

9 58 (2) 60 (3) 35 (1) 

10 65 (3) 61 (2) 58 (1) 

11 50 (1) 52 (2) 55 (3) 

12 45 (2) 50 (3) 40 (1) 

13 75 (3) 60 (l) 70 (2) 

14 60 (1) 65 (3) 62 (2) 

15 78 (3) 64 (1) 65 (2) 

Cj 30.5 34.0 25.S 

The ranks would be given to the scores (marks) of the three 
tests appeared by each candidate. The lowest score would be 
given rank as 1, the next higher one as 2 anhe highest as 3. 
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For example, for the first candidate the ranks would be 3,2 
and 1 for the scores 60, 55 and 43 respectively. These ranks 
are presented in parentheses besides scores in Table 19.12 itself. 

Null Hypothesis Ho: There is no significant difference 
between the three tests based on ranks. 

ICl=2736.50, p=3, n=15. 

2 - 12 t C 2-3 ( +1) X p-np(p+l) j_l J n p 

12 
= 15(3)(4) (2736.50)-(3)(15)(4)=2.43 

CONCLUSION: X2p(caiculated). 2.43 < x2(tabulated), 5.99 at 
5 per cent level of significance. Hence the null hypothesis is 
accepted. That is, there is no significant difference between 
the three tests with respect to scoring. 

19.7 Tests based on p independent samples (p>2) 

19.7.1 Chi-Square test: When more than two independent 
samples are involved and the observations are measured only 
up to nominal scale, the Chi-square test discussed in Chapter 11 
is used. 

19.7.2 Kruskal-Wallis test: This test is us~d when the obser
vations are measured up to ordinal scale (ranks). 'rhis is again 
analogous to the one-way classification of analysis of variance 
in parametric case. Here all the observations are ranked on 
one scale., 'the number of observations jn each sample may 
not be equa:1. 

Null Hypothesis Ho: There is no si,,;uiftcant differencc 
between p samples. 

" 12 .e~ CJ2 3( +1) 
XW=n(n+l) t=1 Dj"- n 

where CJ be the total of ranks in the j-th sample for j=l, 2, .. , p; 
p 

nJ be the number of observations in the j-th sample and n =.2: n~ 
)-1· 

x""w is distributed as x2 with (p-l) d.f. When the number of 
observations in each sample is at 

than 5, the exact probabilities 
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Viele computed and presented byi,Kruskal aJ;ld Wallis (1952). In 
case nJ>5 for every j, we have the folJowing conclusions. 

CoNCLUSION: If Xllw(calculated)~xll(tabulated) at chosen 
level of significance, the null hYP,othesis is rejected. Otherwise, 
it. is accepted. 

EXAMPLE: A study was conduct.ed to know the difference 
between chapati making quality of three varieties of wheat out 
of which two of them belong to hybrid variety (Mexican 
dwarf and RS. 31-1) and the other one local variety. 8 samples 
were observed for each of the hybrid varieties and 7 samples for 
local variety and the' following results (hypothetical) are 
obtained. Test whether the three varieties of wheat differ in 
chapati making quality. 

TABLE 19.13 

S.No. Local rank Mexican rank RS.31-1 rank variety dwarf 

1 80 16 62 5 74 12 

2 78 14.5 67 7 82 17 
3 92 23 58 3 78 14.S 

4 87 20 70 9.5 69 8 
5 70 9.S 61 4 83 18 

6 91 22 52 1 90 21 
7 8S 19 54 2 76 13 
8 64 6 72 11 

124.0 37.5 114.S 

Null Hypothesis Ho: All the three varieties are equal in 
chapati making quality. 

rransforming all the scores to ranks such that lowest score 
gets raok 1, the next higher one gets 2, etc. and presented in 
Table 19.13 itself. 

n=7+8+8==23, p=3 

XlIw==f3~~4) [(1~.O)1 + (3785'!, + (11~.S)1-3(24)=lS.20 
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CONCLUSION: ;(2w (calculated), 15.20 > ;(2 (tabulated), 5.99 
with (3-1) d.f. at 5 per cent level of significance. Hence the 
null hypothesis is rejected. The three varieties significantly 
differ in their chapati making quality. 

19.8 Coefficient of concordance 
This is an extension of Spearman's rank correlation Coeffi

cient. Spearman gave the Coefficient of correlation between 
ranks of two variates whereas Kendall developed coefficient of 
concordance (Ke) (or measuring the relationship between the 
k variates. It measures the extent of relationship (or the degree 
of associationship) between ok' variates based on en' rankings 
for each va~iate. This coefficient wiII avoid the procedure of 
computing several Spp,arman rank correlation coefficients 
pairwise. 

The two way table of ranks for the variates and the obser
vations is given in-Table 19.14. 

" " Ob,erva. 
"tions 

" Variat" " 

" 1 I, 
2 I 

p I 

1 

6 

3 

TABLE 19.14 
(Ranks) 

2 

(0-1) 

-5 

:. 

(n-5) 

2 

n-2 

1 

Cn 
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where CJ be the j-th column total for j = 1, 2, •.. , nand D be 
the Dumber of observations in each variate and k be the 
Dumber of variates. Kc always lies betweeD 0 and I i.e., 
O~ Kc~ 1. 

EXAMPLE: ID a certain cattle judging competition, 10 cows 
were ranked by 4 judges (A, B, C and D) and are preseDted 
here. Compute the Kendall's coefficient of concordance bet
ween the rankings of 4 judges. 

J1JIige 

A 

B 

C 

D 

I 

5 

4 

4 

3 

16 

Cow 

2 3 4 5 6 7 

3 4 1 8 7 6 

6 3 2 7 S 10 

7 5 3 6 9 8 

5 1 4 9 10 7 

21 13 10 30 31 31 

2:CJ"=5754. 2:CJ=220 

5754-(220)1 
10 

Kc= =0.69 
1~ (4)1 10(100-1) 

19.8.1 Test of significance 

8 9 10 

9 10 2 

8 9 1 

10 2 1 

6 8 2 

33 29 6 

Case (I) Large samples (D> 7): If the number of observa
tions for each of the variate is greater thaD 7, a Chi-square 
approximation is used for testing the significance of coefficient 
of concordance in the population. 

Null Hypothesis Ho: There exists no correlation between k 
variates based OD ranks. 

i'=k(n-l) Kc 

CONCLUSION: If "1..'1. (calculated):> X· (tabulated) with 
(D-1) d.f. at chosen level of significance, the null hypothesis 
is rejected. Otherwise, the null hypothesis is accepted. 
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EXAMPLE: Test the coefficient of concordance obtained in 
example given in Section 19.8 for Kc=0.69. 

Null Hypothesis Ho: There exists no correlation between 
rankings of 4 judges in the population. 

Xc=0.69, n=1O, k=4 

X2=4 (10-1) (0.69)=24.84 

CONCLUSION: Here Xl (calculated), 24.84 > X2 (tabulated), 
16.92 with 9 d.f. at 5 per cent level of significance. Hence the 
null hypothesis is rejected and there exists significant correla
tion between the rankings of 4 judges. 

EXERCISES 

1. Tobacco leaves are graded a~ 1, ·2, 3, 4 and 5 depending 
on the shape of the leaf. Very narrow leaf is graded as 1, 
Narrow as 2, Medium as 3, broad as 4 and very br.oad as 5. 
Here the assumption is that ma,nufacmring firm prefers broad 
leaves though the quality is same. 

A sample of 100 buyers were asked to grade the leaves and 
the frequency distribution i$ given belo.w. Test whether there 
is any preference for broad leaves. 

Grade 

No. of buyers 

1 

2 

2 

10 

3 

20 

4 

32 

5 

36 

2. The distribution of rainfall in a rainy season was re
corded at a certain research station. If the total rainfall in a 
rainy season is considered as 'Satisfactory' (S) if it is greater 
than or equal to 40 em, otherwise 'Not satisfactory' (N). The 
distribution for 25 years is given as follows: 

SSNNS N SSS NNN SNS~SSNSNNSSS 

Test whether the occurrence of 'Satisfactory' rainfall is random 
or not. 

3. In order to evaluate the performance of Churcha 
Mandal.s.in different villages, an interview was. conducted by an 
Extension expert for members and non-meinbers of Churcha 
Mandala in each of 20 villages with respect to knowledge on 
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package of practices, Poultry, dairy, etc. and rat-ings are given 
as 1 for poor, 2 for average, 3 for good and 4 for very good. 
Test whether members are better than non-members. 

Village GuoUp 1 Group II 
(Members) (Non 'members) Village Gro,::£, I Group II 

(Me ers) (Non~nzembers) 

1 3 1 11 3 1 

2 4 2 12 4 3 
3 3 2 13 3 2' 

4 2 3 14 2 3 

5 3 2 IS 3 3 

6 3 3 16 4 1 
7 3 4 17 3 2 
8 2 1 18 2 1 
9 3 4 19 3 4 

10 4 2 20 2 3 

4. Two types of package programmes were offered to 30 
farmers in an investigation and were asked to award scores for 

Farmer Type 1 Type II Far1fl4r Type 1 Type II 

1 64 68 16 3' SO 

2 70 72 17 47 40 

3 6S 60 18 35 35. 

4 72 69 19. 57 SO 

5 35 42 20 68 S2 
6 52 49 21 70 68 
7 45 4S 22 41 51 
8 76 73 23 59 S5 
9 60 58 24 38 39 

10 48 S4 25 'S9· SI 

11 39 42 26 4S SO 
12 67 54 27 62 68 

13 SO 6S 28 72. 63 

14 76 75 29 78· 68 

IS 42 40 30 48 52 
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each type of programme based on its merit and the scores are' 
presented. Test whether there is any significant difference 
between two types of programmes. 

5. The following contingency table gives the frequency 
distribution of farmers with respect. to adoption of package of 
practices and type of communication. Test whether adoption 
depends on type of communication. 

Tvpe 0/ 
Adoption 

communication Adopted I Non-adopted 
Total 

Mass media 32 10 42 

Extension agency 20 14 34 

Progressive farmer 16 8 24 

68 32 100 

6. The following are the scores awarded for the market 
centres run by Poultry corporation and also by Private indivi .. 
duals with respect to their performance. Test whether there is 

Market Market Market Market 
S.No. centres centres S. No. centres centres 

(Poultry corp.) (Private) (Poultry corp.) (Private) 

1 62 SO 13 51 46 

2 58, 47 14 38 27 

3 69 59 IS 60 65. 

4 56 72 16 67 58 
5 42 64- 17 54 59 

(j 78 43 .18 .46 56 

7 64 57 19 56 64 

8 SO 49 20 48 54 
9 64 75 21 78 67 

10 SO 62 22 40 

11 49 58 23 36 
12 67 74 24 69 
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any significant difference between two types of centres run by 
two different organisations. 

7. In a crop competition, 6 judges gave the foJlowing 
scores for 10 samples brought by 10 farmers of jowar crop. 
Test whether there is any significant difference between the 10 
samples based on the scores given by judges. 

Sample 

IlIIIge 1 2 J 4 S 6 7 8 9 10 

1 30 70 45 S2 65 41 38 60 43 68 

2 3S 6S 53 60 70 46 39 64 SO 71-

3 41 74 SO 61 67 44 40 67 5S 65 

4 39 64 42 SO 60 52 46 62 S8 62 

5 42 60 56 65 67 59 43 69 54 69 

6 37 64 52 56 68 53 47 65 53 70 

8. A study was conducted to determine the difference 
between Politically oriented farmers, urban based farmers and 
the Professional farmers with respect to knowledge on Poultry 
farming and the following scores were recorded. 

Politically Urban Pro/e8s101lll1 S. No. or/ellted based 
farmers farmers farmers 

1 6S 49 60 
2 47 67 53 

3 50 39 46 
4 S6 SO 67 
5 38 G4 S8 

6 58 49 

Test whethor there is any significient difference between tho 
three groups of farmers with respect to knowledge on Poultry. 

9. In an experiment on 10 cooking qualities of food grain, 
4 judges gave the following hypothetical ranks. 
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Cooking qualities 

Judge 1 2 3 4 5 6 7 8 9 10 

A 5 3 4 1 8 7 6 9 10 2 

B 4 3 S 2 10 6 7 8 9 1 

C 6 1 1 4 9 2 5 10 8 3 

D 3 5 4 1 7 8 9 6 10 2 

Compute the coefficient of concordance between the judges. 
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Chapter - 20 

Multivariate Statistical Methods 

20.1 Multivariate Normal Distribution 

The density function of a univariate normal distribution for a random 
varibale x is 

)

2 I x-u 
q>(x)=-- e-1I2 (-

o.Jh 0 
..... (20.1 ) 

The density function of a p-vatiate normal distribution is 

..... (20.2) 

e-1/2 .£ (Xl - Uj )2 
1=\ OJ 

If xl = (XI x 2' ... x p)' u l = (U I U2' ... up) 

[ 
af 0 .... 0 I 

and L = Oa~O .... O 

o 0 .... a~ 

The density function of a p-variate normal distribution can be 
written as 

e- l12 (x-u) I L- I (x-u) 
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where L is p x p symmetric positive definite matrix. 

20.1.1 Bivariate normal distribution 

If p = 2 in $ (x) given above, we have 

The density function is 

20.1.2 Standard brivariate normal distribution 

then 

..... (20.3) 

..... (20.4) 

is a density function of standard bivariate nonnal distribution 
with mean as zero and variance as unity. 

20.1.3 Tests of Hypotheses 

Here multivariate case of student's t-test is presented. Student's 
t-test is applicable in univariate case for testing a sample mean with 
population mean and between two population means. HoteHing's T2 
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is used for testing sample mean with population mean and two 
population means in multivariate case where more than one character 
under consideration. For example, in order to test whether there is 
any significant difference between two groups of farmers i.e., 
beneficiaries and non-beneficiaries of integrated rural development 
project (IRDP), several factors have to be taken into consideration 
such as family size (xl)' working labur force (x2), productive assets 
(x3), non-productive assects (x4), toal consumption expenditure 
(xs)' expenditure on education (x6), per capita total income (x7), 

employment/man unit (Xg) etc. Student's test cannot be used for 
testing the above two groups of farmers when 8 characters are 
considered simultaneously. Therefore Hotelling's T2 is used with 
the help ofmultivariate normal distribution. 

20.1.4 Case (i) one sample case 

Null Hypothesis, Ho : !! = !!o 

ul uol 

u2 uo2 

where !!= !!o = 

up uop 

uo is the given population mean vector 

Alternate Hypothesis, HI: !! "* uo 

Hotelling T2 - statistic is given by 

2 - 1 -I -T =n(~-!!) S (~.-!!) ... 

where 

. .... (20.5) 

x and S are the estimates of u and S respectively based on n 

observations on each of the p~characters and S is the variance -
convariance matrix. 
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For ~xample, ~l is the mean ofn observations on 1st character 

and S II is the estimate of variance based on n observations for the 
1 st character. 

In order to test the null hypothesis. F-test is used by following 
the relationship between F and T2 which is given as 

n-p 
F = p (n-l) T2 ..... (20.6) 

which follows F-distribution with (p, n-p) d.f. 

Conclusion 

If F (calculated) value is greater than F (tabulated) value with (P. 
n-p) d.f. at the chosen level of significance. the null hypothesis is 
rejected. Otherwise, it is accepted. 

If the null hypothesis is rejected, then it can be concluded that 
there is significant difference between sample means and population 
means based on p-characters. Otherwise there is no significant 
difference between sample means and population means of 
p-characters. 

Example 

In an investigation on the performance of a newly released variety 
of a paddy crop from a sample of 50 farms, the following results 
were obtained on the height of the plant (XI)' number of tillers (x2) 
and ear length (x3). Test whether there is any significant difference 
between sample means obtained from 50 farms and the population 
means i.e., quoted by the research station at the time of release of 
the said variety. 

[

115J 
- 8.4 
~ = 13.8 

[

38.0 11.0 

S= 11.0 25.0 

16.0 20.0 

[

108J 
9.7 

Y = 12.4 

16.0J 
20.0 

30.0 
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[

108 ] 
Null hypothesis. Ho:!! = 9.7 

12.4 

[

108] 
Alternate hypothesis, HI :!! * 9.7 

12.4 

2 - -I-T =n(~ -!!)S (~-!!) 

Here n=50,(~ -!!)=(7,-13, 1.4) 

[ 

.0339 -.0010 -.0175] 
S-I = -.0010 .0857 -.0566 

-.0175 -.0566 .0804 

393 

S-I can be obtained by following any method of inverting matrix 

(x -!!) = l' -~3] 
- 1.4 

Therefore. T2 = 50 (7, -13, 1.4) 

[ ~~;;190 ~~~~~O ~~~~:5] [-~3] 
-.0175 -.0566 .0804 1.4 

= 910)14 

(n -p) 
F = p(n _I) T2 

where n = 50, P = 3, T2 = 910.04 

(50-3) 
F = 3(50-1) x 910.04 = 290.97 
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Conclusion 

Here F (calculated) value, 290.97 > F (tabulated) value, 2.81 with 

(3, 47) d.f. at 5 percent level of significance. Therefore, the null 

hypothesis is rejected. That is, there is significant difference between 

the results based on sample and quoted figures based on the three 
characters. 

20.1.5 Confidence limits for the population mean vector 

Just as in the case of student's t-test, here also a confidence 

region can be constructed for the population mean vector g. In one 

sample case. 100 (l-oc)% confidence region is given by the vectors 
satisfying the following inequality. 

where "a" is the specified level of significance. 

Example 

The lower and upper limits for mean of each character in !! for the 

example given in section 20.1.4 above are obtained as follows. 

1st character (height of the plant) 

-

(n-I) p 
Sll'(~I-u)::: (n-p) F a;p,n-p 

here n = 50, x I = 115, s-t = 1/38, P = 3 

Fa; p, n - p = F 5; 3, (50-3) = 2.81 

substituting the above numerical values. we have 

(50-1)3 
50(115-u t)I138(l15-u l )::: 50-3 x2.81 
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(l15 - u )2 < 38 x (50-1)3 x 2.81 = 6.68 
I - 50 47 

i.e., the upper and lower bounds for u l are 

(115 + 2.58) and (115 - 2.58) 

i.e., 117.58 and 112.42 respectively. 

395 

Similarly the upper and lower bounds for the population means 
of 2nd and 3rd characters are obtained as follows. 

2nd character (number of tillers) 

8.4 ± (1.25 x 2.81) = 8.4 ± 3.51 
i.e .. 11.91 and 4.89 are the upper and lower bounds respectively 

for the mean of number of tillers. 

3rd character (ear length) : 
13.8 ± (1.37 x 2.81) = 13.8 ± 3.85 

i.e., 17.65 and 9.95 are the upper and lower bounds respectively 

for the mean ear length. 

Taking all the three characters into consideration the upper and 
lower bounds vectors are 

(

117.
581 (112.42J 

11.91 4.89 . 
and respectIvely 

17.65 ) 9.95 

20.1.6 1\vo sample case 

In order to test the significant difference between two sample means 
based on p-characters, Hotelling-T2 statistic is used analogus to 
usual student's t-test. For example. two samples are to be tested 

from two groups of varieties ofjowar based on height of plant (xI) 
yield (x2), number of tillers (x3) etc. Hotelling-T2 can be used. The 

method of analysis is given in Table 20.1. 
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Table 20.1 

S.No. Sample 1 Sample 2 

1. Size of n l n2 
sample 

2. Mean (XII,'XI2 .... XIP) (X21'X22' .... X2P) 

3. Matrix of SI S2 
sum of 
squares and 
products 

4. Pooled S= 
(SI + S2) 

nl +n2- 2 
covariance 
matrix 

Null hypothesis: Ho : !!:l = !!:~ HI !!1 *' !!2 

( ull u21 

ul2 u22 

where u = -1 u = -l 

Then Hotelling - T2 statistic is given as 

..... (20.7) 

nl + n2 - P - 1 
F = P (nl + n2 - 2) T2 

Conclusion 

IfF (calculated) value> F (tabulated) value with (p, n1 + n2 - p - 1) 
d.f. at the chosen level significance, the null hypothesis is rejected. 
Otherwise, the null hypothesis is accepted. 
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Example 

50 varieties ofjowar crop were classified as 'high yielding' and 'not 
high yielding' based on 3 characters of the crop such as yield, number 
of days to 50 percent flowering, fertilizer consumption and the results 
are presented in the following Table 20.2. Test whether there is any 
significant difference between the two groups. 

Table 20.2 

Group 

S.No. Character I (High II (Not high 

yielding) yielding) 

I. sample size 20 30 

2. yield 35 26 

3. Mean number 40 52 

of days to 50 

percent flowering 

4. Mean fertilizer 220 160 

consumption 

[8 9 

2~] S= 9 12 

6 4 

The inverted matrix S-I is given as 

[ 

.0915 -.0653 -.0099] 
S-I = -.0653 .1340 -.0050 

-.0099 -.0050 .0372 

n1 n2 - - --
T2 = ( X x) 1 S-1 (x x) 

nl + n2 -1 - -2 -1 - -2 

~1-~2 

9 

-12 

60 
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[ 

.0915 
20 x 30 

T2 = (9 -12 60) -.0653 
20 + 30 ' , 

-.0099 

T2 = 2054.88 

nl + n2 - P - 1 
F = T2 

p(nl+n2-2) 

20 + 30 - 3 - 1 

-.0653 -.0099J [ 9 J 
.1340 -.0050 -12 

-.0050 .0372 60 

= 3 (20 + 30 _ 2) x 2054.88 = 656.42 

Conclusion 

Here F (calculated) value, 656.42 > F (tabulated) value with (3,46) 
d.f. at 5 percent level of significance i.e., 2.81. Therefore, the null 
hypothesis is rejected. In otherwords, there is significant difference 
between high yielding and not high yielding varieties based on 3 
characters. 

20.1.7 Confidence Limits for the Differences of 1\vo 
Population Means 

Let ~ = !!I - !!2 be the difference of two population means and [I ~ 
be the linear function of the difference of population means, then 
the confidence limits for [1 ~ is given by 

I 1 - -
[ 6 ::: I (~1 - ~2 ) + .... (20.8) 

where T= 

and F is the tabulaed value ofF with p, n l + n2 - p - I d.f. 
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Example: 

In the example given in section 20.1.6 the lower and upper bounds 
for the difference between two population means of high yielding 
and not high yielding varieties ofjowar afe obtained as follows: 

. - - I - -
for YIeld I : XI - X2 == 9 I (XI - X2) == 9 

since I) == I, 12 == -1 in the above function 

[I S [== 18 T == 

T= 3 (50 - 2) x 2.81 = 2.97 
50 - 3 - 1 

Therefore, the lower and upper limits for yield are 

9- 18 x 50 _ 
20 x 30 2.97 - 5.38 

50 
and 9 + 18x 20 x 30 2.97 = 12.64 

Similarly for other characters such as number of days to 50 per 
cent tlowring and fertilizer consumptions are give as -14.97, -9.03 
and 55.39, 64.61 respectively. Therefore, the lower and upper bound 
vectors are 

[ 

5.38 j [12.
641 

-14.97 and 9.03 respectively 

55.39 64.61 

20.1.8 P related sample case 
When the observations are collected on the same experimental unit 
at different time intervals under different conditions, an extension 
of paired t-test in the multivariate case is used for testing the 
significant difference betwen p conditions. For example, in cotton 
crop several pickings on each plant will be effected for yield in 
order to test the significant difference between different pickings of 
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cotton taking into consideration of different plots, the multivariate 
use of paired t-test can be used. Similarly p drugs can be tested on 
n patients. 

Null hypothesis, Ho = u l = u2 .... = up 

HI : u l "* u2 "* ... "* up 

This can be written as 

UI - 1I 2 0 

u2 - u3 0 
Ho: = l UI-

U2

1 HI: u2 - u3 "* 
up_I - up 0 

up-l - up 

0 

0 

0 

The sample observations can be written in the Table 20.3 as 
follows 

Table 20.3 

Condition 1 Sampling unit n Mean 

XII x I2 ........... xln XI 

2 x 21 x 22 ........... x2n x2 

p Xp2 .......... . 

We reduce the above p conditions into (p - 1) conditions by 
using the following transformation 

Zj=CX.J 

Where C is a (p - I) X P matrix with 

C Jp' I = Op _ I, I 

Where Jp' I is a p x I column vector with + 1 everywhere and 
0p_l, I is a (p - 1) dimensional zero vector. 
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S be the (p - 1) x (p - I) covariance matrix of Zl values. 
z • 

The Hotelling - T2 for testing the null hypothesis is given as 

T2 == n Z S-IZ 
- z-

and 
n-p+l 

F == T2 
(p -1)(n -1) ..... (20.9) 

Conclusion : 

If F (calculated) value> F (tabulated) value with (p - 1), (n - p + 1) 
d.f. at chosen level of significance, the null hypothesis is rejected. 
Otherwise, it is accepted. 

Example: 

An experiment was conducted on particular variety of cotton in 
order to test the significant difference between three pickings based 
on yields for 10 plots. The yields, Z-values and Sz matirx are 
presented in the Table 20.4. Test the significant difference between 
the three pickings. 

Table 20.4 

Plot 

Picking 1 2 3 4 5 6 7 8 9 10 

14.1 12.2 13.7 15.4 16.5 17.8 12.6 18.0 19.0 14.5 

2 9.6 8.7 11.2 12.3 14.8 15.1 9.8 14.7 15.2 10.4 

3 7.6 5.3 6.8 7.4 8.6 9.1 6.4 7.3 8.6 5.9 

The Z-values are presented in Table 20.5 

Table 20.5 

Picking 1 2 3 4 5 6 7 8 9 10 Zl 

Z\ 4.5 3.5 2.5 3.1 1.7 2.7 2.8 3.3 3.9 4.1 3.21 

Z2 8.5 10.3 11.3 12.5 14.1 14.7 9.6 18.1 17.1 13.1 12.93 
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where zi = xI - X'J and z" ,= xI + x 21 - 2x~ 
1 _I ~ 1 .)1 

For example zi == 14.1 - 9.6 = 4.5 and 

z" ""= 14. I + 9.6 - 2 x 7.6 = 8.5 

. Sz matrix of order 2 x 2 is computed from z-values given in 
Table 20.5 and presented here 

= [0.69 -0.34] 
Sz -0.34 9.9 

The inverted matrix S ... -I for Sz is obtained 'is 

-I = r 1.4742 0.0506] 
S z 0.0506 0.1027 

H3 : There is no significant difference between I st and 2nd, 2nd and 
3f pickings of yield cotton. 

HoteHing - T2 formula is 

-1 -
1'2 = n Z S ·1 Z 

- 7 -

[
1.4742 0.0506][ 3.2 ] 

1'2 = 10 (3.21, 12.93) 0.0506 0.1027 12.93 

= 365.60 

_ n - p + I T2 = (10 - 3 + 1) _ 
F- (p-l)(n-I) (3-1)(10-1) (365.60)-162.49 

Conclusion : 

Here F (calculated) value Le., 162.49 > F (tabulated) value with 
(2. 8) d.f. at 5 per cent level of significance i.e., 4.46. Therefore, 
the null hypothesis is rejected. Hence, it can be concluded that there 
is significant difference between the three pickings of yield cotton. 

20.2 Classification by Linear Discriminant Function 

Sometimes there is a need to assign an observation to one of several 
populations. For example, a botanist may wish to classify a new 
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speciman as one of recognized species of a flower in plant taxonomy. 
Similarly a farmer may have to be identified as, progressive or non
progressive farmer for the purpose of extending benefit by the 
funding agency. 

If an individual (object) was charactrised by a single character 
then this individual was classified into a group based on the 
characteristic value. If this characteristic value is greater than some 
pre determined value than the individual was classified into that 
group otherwise in the second group. For example, the per hectare 
yield of a particular variety of paddy exceeds, say, 30 quintals/ha 
then the variety may be classitied as high yielding variety otherwise 
not. If an individual (object) was characterised by more than one 
character a suitable linear function was necessary for classifying 
into one of the two groups by taking into consideration of the 
measurements of all the characters. That linear function is called 
linear discriminant function. 

Let n l and n2 random samples of observation vectors have been 
drawn independently from respective p-dimensional multinormal 
populations with mean vectors!!1 and!!2 and a common covariance 
nl a lTD: z::. - -

A linear function (index) has to be constructed which 
discriminates between the populations by some measure of maximal 

separation. If RI and R2 are the sample mean vectors and S is the 

pooled estimate 00:, the coefficient vector I of the index II ~ has to 
be determined which gives the greatest squared critical ratio. 

t (RI .- R2)2 (~-~;~.;) 
II S I 

..... (20.10) 

or which maximizes the absolute difference II (RI - R2) in the 

average values of the index for the two groups subject to the 
constraint II SI = 1. 

The coefficient vector I is given by the homogeneous system of 
equations. 
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nln2 (R1 -R2)(R1 -R2)-AS £=0 
nl + n2 

..... (20.11) 

where A = max t2 (D 

nln2 (- - )IS-I(- -) = ~I - ~2 ~I - ~2 
nl +n2 

= T2 

The rank of the coefficient matirx is (p - 1), so that the system 
has only the single solution 

1= S-I (x - X ) _ -1-2 
The linear discriminant function is 

y= t~ 

(- _)1 S-I = ~I -~2 ~ 

If the variances of the different components (characters) are 
nearly equal, the elements at l give the relative importance of the 
contribution of each response to the T2 statistic, otherwise the 
multiplication of the i-th element by the standard deviation of its 
character will give comparable discriminant coefficients. 

20.2.1 Classfication for two groups 

First the means of the two samples using discriminant function are 
given as 

YI = (R1 - R2)1 S-I RI 

Y2 = (R1 - R2)1 S-l R2 
The mid-point of the above two means is 

1/2 (R1 -R2)1 S-l (R1 +R2 ) 

Now, the individual with observation x is assigned to the 

population I if 

(R1 - R2 i S-I ~ > 112 (R1 - R2 Y S-I (R1 + R2) ..... (20.12) 

and to populations II if 
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..... (20.13) 

That is, the individuals are assigned to the group with the closer 
discriminant mean score. 

Let 

~ is assigned to population I ifW > 0 and otherwise to population 

II. oW' is called the Wald-Anderson classification statistic. 

20.2.2 Classfication for Several Groups 

Here the methods of c1assfication of an unknown observation to 
one ofK populations (K > 2) is considered. The independent groups 
are described by multinormal random variables with mean vectors, 
u I' u2' .... uk and common covriance matrix 2:. 

1 k 

:Rj and S = n _ k j~1 AI are the estimates of!!j and ~ respectively. 

AJ is the sums of squares and products matrix of the j-th group. If 

x is the new observation to be classified then the linear discriminant 

function is 

~ is to be assigned to population 'c' if WIJ > 0 for all j i=- i. 

WIJ = Wjl and that any (k - 1) linearly independent WIJ S form a basis 
for the complete set of the statistics if (k - 1) :s p. If P < (k - 1), the 
space of the WI' will have rank p, and the classification rule can be 

.I 
defined in terms of p observations. 

Example: 

Let K = 3 and P ~ 2. The distinct discriminant functions are 
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WI3 = ~l S-I (KI - K3) -1/2 (KI + K3i S-I (KI - K3) ... (20.16) 

W 23 = ~ 1 S-I (K2 -:R3) - 112 (:R2 + :R3)1 S-I (:R2 - :R3) 

Since W23 = WI3 - W12, WI2 and WI3 are only needed. 

Classify X as from 

(i) Population I ifW I2 > 0 and WI3 > O. Since in WI3 function 
also W 13 > 0, if~ is to be classified from population I. 

(ii) Population II if WI2 < 0 and WI3 > WI2 since W23 > O. 
i.e., WI3 - W 12> O. 

(iii) Population III ifWI3 < 0 and WI2 > WI3 i.e., W23 < O. 

Population II Population I 

-------.l--------w 12 

Population III 

Fig. 20.1 

Example: 

Let k = 3 and p = 1, the three populations could be labeled so that 

xI' < x2 < x3 . Classify X as from 

(i) Population I if x < 112 (Xl + X2) 

(ii) Population II if 112 (XI + X2) ~ X ~ (X2 + X3) 

(iii) PopUlation III if x > 112 (X2 + X3) 
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20.3 Principal Component Analysis 

Suppose that the random variables XI' X2' ... xp have a multivariate 
d is1ribu bon w ith mean!! and covariance matrix L:. 

The rank of L: is r ::: p and the q largest characteristic roots 

Al > A2 > ..... > Aq of L: are all distinct. 

From this population, a sample of n independent observations 
has been drawn. The observations can be presented in the following 
n x p matrix form 

(XII XI2 ... Alp I 
I 

X21 X22 ... X2p 

X= " ... (20.17) 

Xnl X n2 ... xnp 

Let S be the estimate of L. The information for the principal 
component analysis will be contained in S. If the observations 
recorded for different characters are in widely different units i.e., 
age in years, weight in kgs, biochem ical measurements, linear 
function of original quantities would have no relevance and in place 
of it standardized variates and correlation matrix would be more 
meaningful. If the characters are measured in reasonably related 
units, covariance matrix would be more appealing. For example, 
i-th principal component explains the i-th largest portion of the total 
variance. The first principal component of the sample values of the 
characters xl' x2 ..... xp is the linear function 

YI =/11 XI +/21 x2 +···1pl 'xp ..... (20.18) 

whose coefficients 1,1' are the elements ofthe characteristic vector 
associated with greatest characteristic root AI of the sample 
covariance matrix S. The characteristic root Al is interpretable as 
the sample variance of y I' The coefficients II\, 121 , ••. Ip I are chosen 

such that l: II = 1 where t1 = (/11' /21 .... Ipl )' In the extreme case 

ofx of rank '/' the first principal component would explain all the 
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variation in the multivariate system. If 85 percent of the variation in 
a system ofp characters could be accounted for by a simple weighted 
average of the response values, it would appear that almost all the 
variation could be expressed along a single continuum rather than 
p-dimensional space. In such case, the coefficients of p characters 
would indicate the relative importance of each original character in 
the new derived component. 

The second principal component is the linear function 

..... (20.19) 

whose coefficients have been chosen subject to the constraints 

that ,; 12 = 1 and ~ 12 = 0 

The first constraint is to assure the uniqueness ofthe cofficients, 
while the second requires that II and '2 to be orthogonal which 
ensures that the variances of the successive components sum to 
the total variance of the responses (characters). 

The j-th principal component of the sample of p-variate 
observations is the linear function 

YJ = II ;-:1 + 12 x2 + ..... +, xJ' ... J J PJ 
.. ... (20.20) 

whose coefficients are the elements of the characteristic vector 
of the sample covariance matrix S corresponding to the j-th largest 
characteristic root Aj. 

AI + A2 + .... + Ap = tr S. 

The importance of j-th component is measured by 

A 

trS 

.. ... (20.21 ) 

The correlation coefficient between i-th character and j-th 

\.. r;: 
• IJ 'VIC.! 

component IS 
s· I 

..... (20.22) 

where Sj is the estimate of the variance of i-th character and it is 
the i-th diagonal element of matrix'S' . 
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20.3.1 

Reddy (1991) used principal component analysis for grouping 20 
districts in Andhra Pradesh with respec~ to area and productivity of 
paddy . .iowar. sugarcane and groundnut. He considered data for 33 
years from 1956-57 to 1988-89 and divided this period into two sub 
periods as 1956-59 to 1965-66 as sub period I (old technology) and 
1966-67 to 1988-89 as sub period II (new technology), He obtained 
first two principal component vectors for each of the sub periods 
as well as total period amI classificd the districts into groups based 
on the coefficients of principal component vector. 

Example 

The following is the correlation matrix obtained from the 
measurements of average ear length (xI)' average number of grains 
per ear head (x:,), average number of panickles (x) and average 
density per 100 grains (x4) on 120 paddy hills. Obtain the four 
principal componets by following the iterative procedure. 

1.00 0.85 0.75 0.82 

0.85 1.00 0.91 0.65 
R= 0.75 0.91 1.00 0.74 ..... (20.23 ) 

0.82 0.65 0.74 1.00 

The second power of the matrix is 

2.9574 2.9155 2.8803 2.7475 

R2 = 2.9155 2.9731 2.9385 2.6704 

2.8803 2.9385 2.9382 2.6865 

2.7475 2.6704 2.6865 2.6425 

..... (20.24) 

A reasonable initial vector for the iterative process is chosen as 

16 = [1,1,1,1] 

11 ') 
Thus ~ R- = [11.5007, 11.4975, 11.4435. 10.7469] 
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The standardized vector is obtained by dividing the elements of 

the Ib R2 by highest element i.e., 11.5007 and the first solution is 

proportional to this standardized vector i.e., 

[1,0.99972,0.99503,0.93446] ..... (20.25) 

3.3091 3.3091 3.2929 3.0909 

10-1 R4 = 
3.3091 3.3105 3.2942 3.0901 

3.2929 3.2942 3.2781 3.0753 
..... (20.26) 

3.0909 3.0901 3.0753 2.8880 

16 10-1 R4 = (13.0020,13.0039,12.9405,12.1443) 

The standardized vector is obtained by dividing with 13.0039 
which is the highest elemmt i.e., 

(0.9999, 1, 0.9951, 0.9339) ..... (20.27) 

Since the vectors in eq. 20.25 and 20.26 are equal up'to second 
decimal place, the iteration process can be stopped. 

The vector of direction cosines is obtained as 

~ 
r:;-2 for i = 1,2, ... ,4 

"xi 

where Xi is the i-th element in eq. 20.27. From eq. 20.27 the 
vector of direction cosines is obtained as 

(I = [0.5088, 0.5089. 0.5064, 0.4752] 

The characteristic vector must satisfy the linear equation 

.5088 (I-AI) + 0.5089 r l2 + 0.5064 rl3 + 0.4752 rl4 = 0 

i.e., 0.5088 (1-AI) + 0.5089 x 0.85 + 0.5064 x 0.75 + 0.4752 x 
0.82 = 0 Al = 3.36 
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The first characteristic root. A, = 3.36. The contribution of 1 st 
characteristic root to its total variance is calculated as 
3.36/4 x 100 = 84 percent where 4 is trS in the original correlation 
matrix R. 

The residual matrix R, required in the extraction of the second 
principal component is found by substracting the following matrix 
from matrix R to obtain RI 

0.8698 0.8700 0.8657 0.8124 

0.8702 0.8659 0.8125 

A, II l~ 0.8616 0.8086 

0.7587 

..... (20.28) 

0.1302 -0.0200 -0.1157 0.0076 

0.1298 0.0441 -0.1625 

R I = R - AI Ill; 0.1384 -0.0686 

0.2413 

..... (20.29) 

The standardized vectors will be obtained for the reduced matrix 
R) by taking another initial vector. The same procedure will be 
followed for obtaining 2nd characteristic vector and characteristic 
root. These are given as 

(2 = [0.2263, -0.5231, ~0.3837, 0.7266] ..... (20.30) 

and the characteristic root. 1..2 = 0.40 

The contribution of this characteristic root to total variance = 
0.40/4 x 100 = 10 percent. 

The 3rd and 4th characteristic vectors and roots are obtained 
from the residual matrices R2 and R3 and are given as follows. 

l; = [0.6936, 0.2232, -0.5812, -0.3623] 

A~ = 0.22 
.J 

..... (20.31 ) 
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The contribution of this characteristic root to total variance = 

0.214' x 100 = 5.5 percent. 

L4 = [0.4569 - 0.6463, 0.5085, 0.3390] 

"'4 = 0.02 

..... (20.32) 

It can be seen that major contribution to total variance is from 
the I st characteristic root i.e., 84 percent. 

20.4 Factor Analysis 

In order to study the mutual relationship between the variables, a 
statistical technique is needed. Though principal component analysis 
fulfills this to some extent but it is only a transformation but not 
change in fundamental model. Further, in principal component 
analysis, the different components are not invariant under changes 
in the s~ales of the observations and also when to stop the process 
of extracting components so that sufficient variance has been 
achieved is not well defined and also there is no provision for sampling 
variation of the individual observations. 

The main features of factor analysis are that it greatly facil itates 
identification of key traits from the mosaic of overlapping relationship 
and is capable of achieving scientific parismony by reducing a set 
of large number of variables for a convenient size of underlying 
factors (often called dimensions axes or vectors) which cannot be 
easily accomplished by any other analytical technique including the 
multiple regression analysis). 

Through factor analysis some of the deficiencies in principal 
components analysis can be met by way of representing each 
observation as a linear function of a small number of unobservable 
common factor variables and a single latent variate. The common 
factors provide the covariances among the observable reponses, 
while the specific terms contribute only to the variances of their 
particular responses. 

20.4.1 Model for Factor Analysis 

Let Xl' X2, ••• , Xp be p random variables which can be represented 
as follows 
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Where 

Y
I 
= /h common factor variable. 

413 

Y +e m p 

..... (20.33) 

\J = Coefficient ofj1h common factor with i-th random variable. 

e j = Effect of i-th specific random variable 

In the factor analysis \j is called the loading of the i-th random 
(response) variable on the j-th common factor. 

In matric notation, equation (20.33) can be written as 

X=AY+E ..... (20.34) 

Where ~' = [XI' X2, ... , XpJ 

y' = fYI' Y2, ... , YmJ 

E' = [el' e2, ... , epJ 

All AI2 AIm 

/\ ..... (2035) 

ApI AP2 Apm 

Y' is assumed to be independently and normally distributed with 
mean as 0 and variance - covariance matrix J. Similarly the elements 

E' are normally and independently distributed with mean as zero 

and var m) = \jf where 

o ..... 01 

:' .~j ..... (20.36) 
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The variance of the i-th response can be written a~ 

..... (20.37) 

and the covariance of i-th and j-th response is 

cr = A-I A-I + A 2 A 2+ .... + A- A- ..... (20.38) 
1.1 1 J 1.1 lin Jm 

The relations (20.37) and (20.38) can be written in matrix form as 

= /\ /\' + \}' ..... (20.39) 

The diagonal elements of can be written as 

m 

2 -" A 2 cr l - \f'1 - L IJ ..... (20.40) 
I = I 

and which are called the communalities ofthe responses. The equation 
(20040) can be described as the variance of i-th response and is the 
sum of the squares of common factor loadings and i-th specific 
variance (error variance). 

20.4.2 Principal-Axes Method 

The principal-axes method extracts the maximum amount of variance 
(i.e., the sum of squares of factor loadings is maximized on each 
factor) and gives the smallest possible residuals. The correlation 
matrix is converted into the smallest number of orthogonal factors 
by this method. This method also gives the unique solution for a 
given correlation matrix. 

20.4.3 Iterative Method 

The iterative method for obtaining factor loadings by principal axes 
method is given as follows in different steps. 

1. Write the sum of each column of the correlation matrix (R) 
in the row labelled "SI ". 

2. Divide each value in the row labelled'S I' by the highest value 
in that row and enter the results in the next row labelled "u I". 

3. Obtain the sum of the cross products of S I with each row of 
the correlation matrix and enter the results in the next row 
named as "S2". For example, the first entry of row S2 is the 
sum of the cross products of row 1 and row S I; the second 
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entry is the sum of the cross products of row 2 and row S, 
and so on. 

4. Divide each value in row S2 by the highest value in that row 
and enter the results in the next row named as "u2 ". 

5. Now compare the values in rows "u l" and "u2". If they agree 
to the desired degrees of accuracy (say upto four decimals) 
the iteration will be stopped and the factor loading may be 
computed. If the desired accuracy is not achieved, the 
iteraction is continued by squaring the correlation matrix "R". 

6. Obtain R2 matrix by multiplying R with itself. 

7. Total the columns of matrix R2 and enter the values in the 
row named as "S2". These values should be the same as 
values in row "S,," in the matrix R. Copy the values from 
row u2 of matrix R into the next row in matrix R2. 

8. Sum the cross products of row S, with each row of matrix 
R2 and enter the values in row S3 'of matix R2. These values 
in S, will be same as the column totals of matrix R4 . 

. ' 
9. Divide each value in row S3 by the highest value in that row 

and enter into the next row named as u3. 

10. Compare the values in rows u2 and u3 to the desired degree 
of accuracy and if they tally the iteration procedure is 
terminated. If not, the process has to be continued with R4, 

R8, etc., until two successive rows of u will agree to the 
desired degree of accuracy. 

Computation of first factor loadings 

I. Sum the cross products of each row of original correlation 
matrix R with final row of u, when the iteration procedure 
was terminated. The values are entered as row Vii = R u 

2. The loading for variable 'i' on the first factor is 

VIi 
A - -r===== 

II - ~Iu VII 

where I u VII is the sum of the cross products of the final 

row 'u' and row 'VII" 
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Second the succeeding factors 

1. The matrix of residuals R(I) is obtained from the original 
correlation matrix R as follows 

r(I)=r-A A 
II ~I 1l.J I 

where r(l\ denotes the first residual and All and All are the 
first factor loadings for i-th and j-th variables. 

2. The process that was used for extracting loadings of 1st 
factor is repeated here for obtaining loadings of 2nd factor. 

3. Compute Vi2 = r(l) u 

Multiply each row of the first residual matrix by u and enter 
the results in the next row labeled va. 

4. The loadings of the second factor can be computed by the 
following formula as 

5. The next residual matrix is obtained in the same way as 
obtained for the its residual matrix for obtaining factor loadings 
of the 3rd factor. This process is continued till the values of 
the elements in the residual matrix is negligible. 

6. It may be noted that in the principal axes method the sum of 
the cross products of any pair of factor loadings is zero. 

20.4.4 

Murthy (1986) used factor analysis for identifying the variables 
responsible for the performance of the Karnataka State Co-operative 
Marketing Federation Ltd. He found thatthe key physical indicators 
of the federation in the first dimension were Number of employees. 
Number of direct recruits, membership and Number of branches/ 
depots. 

The other key variables in the first dimension in respect of financial 
indicators of the Federation were: Establishment expenses, Total 
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operating expenses. working capital. Total expenses and net working 

capital constituted the financial indicators of expenses. 

Total sales, fertilizer sales, total purchases, fertilizer purchases, 

purchases of other commodities and sales of other commodities 
constituted the financial indicators pertaining to business transaction. 

Total share capital. Government's share capital, share capital 
exclusing Government's share, Owned funds, Depreciation fund, 

Statutory reserve fund, Bad and doubtful reserve fund and other 

funds are the financial indicators belonging to share capital funds. 

Networth, Fixed assets, Net value of fixed assets and long term 

investments accounted for the financial strength of the federation. 

Total amount borrowed and interest on borrowings were the 
financial indicators reflecting borrowings. 

He found that the above variables were positively associated 

among themselves while they were negatively associated with Net 
income (-0.097) and subsidy received from the Government 
(-0.305). 

The first dimension explained 5 1.46 per cent of the total variation 

in the correlation matrix. He felt that from the point of overall 
performance of the Federation, Physical; and Financial indicators 

reflected the growth and strength of the Federation. 

Example: 

The example given in principal components analysis is considered 
here for illustration purpose. The correlation matrix is given as 

I 0.85 0.75 0.82 

0.85 I 0.91 0.65 
R= 0.75 0.91 I 0.74 

0.82 0.65 0.74 1 

Table 20.6 
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Variable 1 2 3 4 

0.85 0.75 0.82 
2 0.85 1 0.91 0.65 
3 0.75 0.91 0.74 
4 0.82 0.65 0.74 1 

SI 3.42 3.41 3.40 3.21 

UI 1 0.9971 0.9942 0.9386 

S2 11.5007 11.4975 11.4435 10.7469 

U2 0.9997 0.9950. 0.9345 

Since the rows u l and u2 in the Table 20.6 are tallying only upto 
2nd decimal place, we proceed for computing R2 matrix. 

Table 20.7 (R2). 

1 2 3 4 

1 2.9574 2.9155 2.8803 2.7475 

2 2.9155 2.9731 2.9385 2.6704 

3 2.8803 2.9385 2.9382 2.6865 
4 2.7475 2.6704 2.6865 2.6425 

S2 11.5007 11.4975 11.4435 10.7469 

u2 0.9997 0.9950 0.9345 

S3 130.02034 130.03875 129.4057 121.44274 

u3 0.9999 0.9951 0.9339 

Since u2 and u3 rows in Table 20.7 are agreeing only upto 3rd 
decimal, we proceed for obtaining R4 matrix from R2 matrix. 

Table 20.8 (R4). 

Variable 1 2 3 4 

1 33.09123 33.09106 32.92945 30.90920 

2 33.09106 33.10528 32.94190 30.90051 

3 32.92945 32.94190 32.78121 30.75314 

4 30.90920 30.90051 30.75314 28.87989 

S3 130.02090 130.03875 129.4057 121.44274 

Table 20.8 Contd •• 
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Variable 1 2 3 4 

u3 0.9999 1 0.9951 0.9339 

S4 16620.628 16623.011 16542.061 155323.990 

u4 0.9999 0.9951 0.9339 

Vii 3.362023 3.362491 3.346111 3.140192 

Ail 0.93 0.93 0.93 0.87 

Since the rows u3 and u4 in Table 20.8 are tallying upto 4th 
decimal place, the iteration process is stopped and the factor loadings 
for the 1 st factor can be computed as follows. 

Vii = R u4' EVil u4 = 12.986517 

Vil ,----
Ail = ~V .Jr.VilU 14 = 3.603681 

~ il u4 

The factor loadings for the I st factor are presented in 
Table 20.8 itself. The first residual correlation matrix R(l) is computed 
and presented in Table 20.9 for obtaining loadings of the 2nd factor. 
The elements ofR(1) matrix are obtained as follows. 

r,.Cl) = r" - A IA'I U U 1 J 

for example r(l)11 =rll-AIIAII 

= 1 - (.93) (.93) = 0.14 

(1) * - A- A-r 12 -rI2 - 11 21 

= 0.85 - (.93) (.93) = .01 

Table 20.9 (R(1»). 

Variable 1 2 3 4 

1 0.14 -0.01 -0.11 0.01 

2 -.01 0.14 0.05 -0.16 

3 -0.11 0.05 0.14 -0.07 
4 0.01 -0.16 -0.07 0.24 

SI 0.03 0.02 0.01 0.02 

u
1 

0.67 0.33 0.67 

S2 0.0031 -0.0002 -0.0023 0.0012 

u2 -0.0645 -.7419 .3871 

Since the rows ul and u2 in Table 20.9 are not tallying even upto 
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I st decimal place Rll)2 matrix is computed and presented in 
Table 20.10. 

Table 20.10 (R(ll2) 

Variable 1 2 3 4 
0.Q319 ---0.0099 -0.032 0.0131 

2 -0.0099 0.0478 0.0263 -0.0644 

3 -0.032 0.0263 0.0391 -0.0357 

4 0.0131 -0.0644 -0.0357 0.0882 

S2 0.0031 -0.0002 -0.0023 0.0012 

u o I -0.0645 -0.7419 0.3871 

S3 0.00019 -0.00018 -0.00024 0.00024 

u
3 

0.7917 -0.7500 -I 

Since u? and u, rows are not tallying in the Table 20.10 the iteration _ 0 

process is continued by computing R(Il". 

Table 20.11 (R(1)4) 

1 2 3 4 

I 0.002311 -0.002474 -0.00300 0.003353 

2 -0.002474 0.007222 0.004901 -0.009827 

3 -0.00300 0.004901 0.004519 -0.006657 

4 0.003353 -0.009827 -0.006657 0.013373 

Sl 0.00019 0.00018 -0.00024 0.00024 

u3 
0.7917 -0.7500 -I I 

S4 0.0000015 -0.0000026 -0.0000022 0.0000036 

u
4 

0.4164 -0.7222 ---0.6111 

Since u3 and u4 rows in Table 20.11 are not tallying upto 4 decimals 
the iteration is conntinued upto total 21 times with the help of 
computer and the factor loadings for the 2nd factor are obtained as 

\2 = (0.14 - 0.33 - 0.240.46) 

For finding out the factor loadings of the third factor, we obtain 
the residual matrix R(2) by using 11..2 and Table 20.9 

After performing 6 iterations for the residual matrix R(ll with the 
help of computer. the factor loadings for the 3rd factor are obtained 
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as follows 

A. = (0.32 0.10 -0.27 -0.17) 
u 

After obtaining residual matrix R(3) the factor loadings for the 
4th factor obtained after 2 iterations with the help of computer are 
as follows. 

\4 = (0.07 -0.10 0.08 -0.05) 

Final1y the factor loadings of all the four factor are presented in 
Table 20.12 

Table 20.12 (factor loadings) 

Variable 1 2 3 4 Total 
1 0.93 0.14 0.32 0.07 
2 0.93 -0.33 0.10 -.0.10 
3 0.93 -0.24 --0.27 0.08 
4 0.87 0.46 -0.17 --0.05 
Percentage 
to total 
variance 83.79 9.94 5.36 0.66 99.75 

20.5 Canonical Correlations 

In this section the correlations between two sets of variables which 
are drawn from multi dimensional population are considered. 

Suppose there are r + s varieties (xl. Xl) 

which are from multi dimensional population with covariance 
matrix. 2: and which is partitioned as 

L ~·li~: ..... (20.41 ) 

assuming that the elements of2: are finite. (2:) is of full rank (r + 

s) and the first P::: min (r, s) characteristic roots of Lll L12 L2"i 

L12 are distinct given that (L21 = L12)' 
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From the multidimensional population, a sample ofn observations 
have been drawn and the sample covariance matrix S is also partitioned 
as follows. 

. .... (20.42) 

To study the correlations between and within sets of (r + s) 
variates, there will be rs between sets and r(r-l )/2 + s(s-l )/2 within 
set correlations. 

In order to reduce these correlations, the linear combinations of 
1 st set and linear combinations of 2nd set of variables will be formed 
and the correlations between these linear transformations will be 
computed and is given as follows. 

I = a2' x :! _, I ..... (20.43) 

I = aq' x 
q _' I 

m = bq' x 
q _' 2 

Such that the sample correlation between II and m
l 

is greatest, 
the sample correlation between 12 and m

1 
is greatest among all linear 

combinations uncorrelated with II and m
l 
and so on, for all q = min 

(r, s) possible pairs. 

If we introduce the new conditions 

ai S II ill. 0 

QiS22 hl 0 ..... (20.44) 

ai SI2 hl 0 

&S12 bi 0 

for i :;:. j, the coefficients of i-th pair are given by the homogeneous 
linear equations 

(S12 S~~ S;2 - c, SII) f!, = 0 

..... (20.45) 
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where ci is the i-th largest root of the determinantal equations 

(S I~ S;~ S{2 _- AS II) = 0 or 

(S;~ S;II SI2 -AS22 ) = 0 ..... (20.46) 

and c, is the squared product moment correlation of i-th linear 

transformations. 

c = r) I m 
1 _ 1 I 

..... (20.47) 

..... (20.48) 
(a. 1 SII a.) (b! S2? b·) -I _I _I _ 1 

'we started with sample covariance matrix (20.42) and 
transformed original variables into I, m (i = 1,2, ... q) with correlation , , 
matrix 

0 Fc; 0 

0 0 0 .jZ; .. 0 

0 0 0 ~ 
Fc; 0 0 0 .. 0 

0 rc; 0 0 I.. 0 

0 0 [c; 0 0 .. 

Now it can be seen that all the'correlations between the sets of 
original variables have been transformed into q canonical correlations. 

In otherwords the equation (20.46) can also be written as 

ISll S12 s~i S12 - Al = 0 

IS2i S12 sll S12 - AI = 0 ..... (20.49) 
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The characteristic roots of one of the equation (20.49) would 

give the squares of the canonical correlations. 

20.5.1 

Kumari (1992) used canonical; roots for classifying the districts of 

Andhra Pradesh with the help of indicators (i), percentage area 

(to the total cropped area) under the crop (in the district), 

(ii) percentage irrigated area under the crop (iii) crop yield (kgha l
) 

(iv) harvest price of the crop (Rs Qtl- I
) and (v) total rainfall during 

the crop period (mm). She used two way analysis of variance 

technique with Was matrix of error sum of squares by considering 

'districts' as one factor and 'years' as another tactor. B is the matrix 

of sum of squares for beteween districts and C is the matrix of slim 

of squares between 'years'. L be the latent vector corresponding 
I 

to the latent root A of (w- I B) which satisfy the matrix equation. 
I 

[B - A w] L = 0 
J J 

or (w-IB - A I) L = 0 
J J 

..... (20.50) 

The vectors (Ll' L2, ••• 1,), (r < p), where p is the number of 

indicators, are the canonical vectors and can be used to estilnate the 

plane of the true treatment means; r (r = min (p, k) where k is the 

number of districts (treatments) is the dimension of the plane 

spanned by the true treatment means. 

Example 

Reddy (1992) conducted an experiment on un i formity trial on cotton 

crop at Student's farm, College of Agriculture, APAU, R' Nagar, 

Hyderabad. The field was divided into 20 equal parts and a random 

sam'ple of 5 plants were selected from each plot and the number of 

branches/plant (XI)' number ofleaves/plant (x2), height of the plant 

(x) were recorded for each plant at different stages of crop growth. 

The correlation coefficients between the above three parameters 

were worked out at 15 days and 105 days (harvesting stage) of the 

growth of the crop and presented in the matrix form as follows. 
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Days of growth 

15 105 

Days of XI x
2 X3 XI x

2 X3 

growth 

~ 1.0000 0.4151 0.5040 0.7201 0.5500 0.5099 

15 x, 0.4151 1.0000 0.3950 0.2102 0.5408 0.1584 

X, 0.5040 0.3950 1.0000 0.5805 0.6090 0.7078 

x 
I 

0.7201 0.2102 0.5805 1.0000 0.6658 0.6614 
105 'S 0.5500 0.5408 0.6090 0.6658 1.0000 0.5357 

X, 0.5099 0.1584 0.7078 0.6614 0.5357 1.0000 

The above matrix can be partitioned as 

ll.OOOO 0.4151 0.5040 j 
RII = 0.4151 1.0000 0.3950 

0.5040 0.3950 1.0000 

[0.7201 0.5500 
0.

50991 R12 = 0.2102 0.5408 0.1584 

0.5805 0.6090 0.7078 

R21 = R;2 

rl.
OOOO 0.6658 0.6614] 

R22 = 0.6658 1.0000 0.5357 

0.6614 0.5357 1.0000 

[1.4478 -0.3706 --0.5833] 
Rjl = -0.3706 1.2797 -0.3187 

-0.5833 -0.3187 1.4199 

r 2
.3448 

-1.0243 -1.0021] 
Rzi = -1.0243 1.8500 -0.3135 

-1.0021 -0.3135 1.8308 
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Therefore 

r 
0.4249 0.0153 0.2317 1 

R- I R R- I RI = -0.0854 0.2757 -0.0247 
II 12 22 12 0.2776 0.1398 0.4684 

using computer, the 1st character root of the above matrix is 0.6803 
and its contribution to total variance is 58.25 percent. 2nd 
characteristic root is 0.3227 and its contribution to toal variance is 
27.63 percent and 3rd characteristic root is 0.1650 and its 
contribution to total variance is 14.12 percent. 

Therefore, the matrix with canomical correlations is 

1 0 0 0.8248 0 0 

0 0 0 0.5681 0 

0 0 t 0 0 0.4062 

0.8248 0 0 1 0 0 

0 0.5681 0 0 0 

0 0 0.4062 0 0 
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\TABLE I: THE NOR}(,AL PROBABILITY INTEGRAL 

:If 0 I 3 4 5 6 7 8 9 

0'0 0' 50000 49601 49202 48803 48405 48006 47608 47210 468u 46414 
0'1 46017 45~20 45124 44828 44433 44038 43644 43251 42858 42465 
0-2 42074 41683 41294 40905 40517 40129 39743 39358 38974 38591 
0'3 38209 37828 37445 37070 36693 36317 35942 35569 35197 34827 
0'4 3#58 34090 33724 33360 32997 32636 32276 31918 31561 31207 

0'5 30854 30503 30153 29806 29460 29Il6 28774 28434 28o¢ 27760 
0'6 27425 27093 :.16763 26435 26109 25785 25463 25143 24825 24510 
o~ 24196 113885 23576 :.13270 22965 12663 22363 22065 21770 21476 
0'8 u186 20897 206n, 20327 ' 20045 19766 19489 19215 18943 18673 
0'9 18406 18141 17879 17619 17361 17106 16853 16602 16354 16109 

l~O 15866 ~5625 15386 15151 14917 14686 14457 14231 14007 13786 
1'1 13567 i3350 13136 12924 12714 U507 12302 12100 11900 Il702 
I" lI507 II314 11123 10935 10749 10565 10383 10204 10027 9B5Z5 
1'3 0'0 96800 95098 93418 91759 90123 88508 86915 85343 83793 82~64 
1'4 80757 79270 77804 76359 74934 73529 72145 70781 69437 68111 

I'S 66807 65522 64255 63008 61780 60571 59380 58208 57053 55917 
1,6 54799 53699 52616 51551 50503 49471 48457 47460 46479 45514 
1'7 44565 43633 42716 41815 40930 40059 39204 38364 37538 36727 
s'l 35930 35148 34380 33625 32884 32157 31443 30742 30054 29379 
1'9 28717 28067 27429 26803 26190 25588 24998 24419 23852 23295 

1'0 22750 22216 11692 21178 20675 20182 19699 19226 18763 18309 
2'1 17864 17429 '17003 16586 16177 15778 15386 15003 14629 14261 
2'11 13903 13553 13209 12874 12545 12224 II9Il II 604 Il304 IIOII 
2'3 10724 10444 10170 , 99031 96419 93867 91375 88g4o 86563 IJ424a 
2'4 0'0' 81975 79763 77603 75494 73436 71428 69469 67557 65691 63872 

2'5 62097 50366 58677 57031 55~ 53861 52336 50849 49400 47g8~ 2,6 46612 45271 43965 42692 4'f453 40246 39070 37926! 7368u 357:f 
1'7 34670 33642 32641 31667 30720 29798 28901 28028 27179 .6354 
2,8 25551 24771 24012 23274 22557 21860 2II82 20524 19884 19262 
2'9 18658 18071 17502 16948 1641I 15889 15382 14890 14412 13949 

3'0 J3499 .13062 12639 u228 lI829 II442 n067 10703 10350 10008 
3'J 0'0' 96760 93544 90426 87403 84474 81635 78885 76219 73638 7II36 
3'1 68714 66367 64095- 61895 59765 57703 55706 53774 51904 50094 
3'3 41342 46648 450Gg 43413 4J88g 40406 J5g7J 37584 36243 34946 
3'4 33693 3145J 3J3JJ 30179 19086 28029 17009 26023 2507J 14151 

TMIIie I is adorted from Table II. ofFishcr and Yales: S/a/mica/ Tahle .• fo, Bin/offica/, Agri<'ulfll,a/II11</ Mre/kal 
Rr''''''''h. Published by Lonlman Group LId. london. (Previously Published by Oliver and Boyd. Edinliur,h). 
Mftd by PermISSion of the authors and Publishers, 



TABLE 1\ : DISTRIBUTION OF / 

PROBABILITy 

ci ( .05 'l1 L_ .01 .oO·f 

6314 12706 3'l821 63.657 636619 .., 
2.920 4.303 6965 9925 31598 -:; 2.353 3182 4.541 5.841 12.924 

4· 2 '132 2.776 3.747 4604 8.610 
5 2.015 2571 :; 365 4032 6.869 
6 '1943 2.447 3.'143 3.707 5.959 
7 1.895 2.365 :: 998 3.499 5.408 
Ii 1.860 2.306 2.896 3.355 5.041 
9 1.833 2.262 2.821 3.250 4.781 
10 1.812 2.228 2.764 3.169 4.587 
11 1796 2.201 2.718 3.106 4.437 
12 1.782 2.179 2.681 3.055 4.318 
'13 1.771 2.160 2.650 3012 4.221 
14 1.761 2145 2.624 2.977 4.140 
15 1.753 2.131 2.602 2947 4.073 
16 1.746 2.120 2.583 2.92 4.015 
17 1740 2.110 2.567 2.898 3.965 
18 1.734 2101 2.552 2.878 3.922 
19 1.729 2.093 2539 2.86'1 3.883 
20 1725 7.086 2.528 2.845 3.850 

21 1721 2.080 25'18 2.83 3819 
22 1717 2074 2.58 2.819 3.792 
23 1 7'14 2.069 2.500 2.807 3.767 
24 1711 2064 2.492 2.797 3.745 
25 1708 2060 2.485 2 . .787 3.725 
26 1706 2.056 2.479 2.779 3.707 
27 'f.703 2.052 2,473 2.771 3.690 
28 1701 2.048 2.467 2.763 3.674 
29 '1699 2.045 2462 2.75 3.659 
30 1.697 2.042 2.457 2.750 3.646 
40 2.021 2.423 2.704 3.55'{ 3.551 
50 1.671 2.000 2390 2.660 3.460 
60 1.658 1.980 2358 2.17 3.373 
ex 1.645 1960 2326 2576 3.291 

Table II is taken from table Table III of Fisher and Yates : Statistical 
Tables for Biological, Agricultural and Medial Research. Published by 
Longman Group Ltd., London, (Previously published by Oliver and Boyd. 
Edin burgh), and by Permission of the Authors and Publishers. 
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TABLE III: DISTRlBUTION OP r 

Probability" 
III "99 "gB "95 "90 "80 "70 "SO ""10 "0 '1O '°5 "0' '01 , 

I 
• ... 157 "0"608 "0158 '064' "148 '00393 '455 1"074 1"64' '"706 3"841 S"4U 6-635 
"o.or ~04"'4 "103 -211 ' .. 6 '713 1'386 "408 3"'19 4'605 5"991 7'824 9'uO 

3 '11$ 'ISS '35 2 "584 1"005 1"424 2'366 3"665 4"64' 6"51 7"815 9'837 11'345 
4 '097 '4'9 "711 1"064 1'649 '"195 3'357 4"878 5"989 7"779 9"488 11"668 13"77 
5 "554 '75' 1"145 1"610 '"343 3"COO 4"351 6"064 7"289 9"236 11"070 13'388 15'086 

6 '87' 1'134 1"635 '"'04 3'°70 3'8.8 5"348 7"'31 8"558 10"6.5 "'59' 15"033 16'8 .. 
7 J"39 1'56• " 167 ."833 3"8 •• 4"671 6"346 8'383 9"803 ""017 14'067, 16'6 .. la'.75 
8- 1"646 '"03' "733 3"490 4"594 5'5" "344 9"5'4 11-0 30 13"36• 15'5°7 18'J68 20...,.. 
9 "088 '"53' 3"3'5 4"168 5"380 6'393 8"343 10"656 .. " .•. 14'684 16'919 19'6)9 u-666 

10 "558 3"059 3'94° 4"865 6'179 ,".67 9"34' II"781 13"'" 15'987 18"307 'M61 '3'209 

II 3"053 3'609 ."575 5'578 6·ga9 8"148 10'341 U"S99 14"631 17"'75 19'61S "'618 '4'7'5 
II 3"571 4'178 5"··6 6"304 7"807 9"034 11'34° 1.'011 15"812 18"5.9 2yo.6 '."054 .6"217 
13 4'107 4"765 5"89' '"04' 8"634 9'926 12'34° 15'119 16"985 19'810 /"'36. '5".7' '7"688 
14 4"660 .. h68 6"571 7"790 9"46, 10"821 13"339 16-222 18"151 '1'06' .. '3'685 26"873 29"141 
15 5"'9 5"985 7"·61 8"54' 10"307 11'721 14"339 17'3" 19"311 "'J07 '4'996 .8"'59 30"578 

16 s"8u 6'6J4 7"96' 9"3U II"IS2 12"624 15"338 18"418 '°"465 23'5'" .6"296 '9"633 3"-
17 6'408 7"55 8'67' 10"085 12-002 13"531 16"338 19'slI 21"615 '4"769 '7"587 30'995 33'409 
18 7'015 ,"906 9"390 10"865 .. "857 14",,0 17"338 '0"601 ""760 '5"989 .8'869 3"346 34'805 
19 7'633 8'567 10"117 11"651 13"716 15"35' 18"338 '1"689 '3'900 '7"04 30"1" 33'687 36'191 
'0 8"060 9"'37 10"851 "" .. 3 1."578 16".66 19"337 '2"775 25"038 28'4" 31"410 35'020' 37'566 

II 8'897 9"915 11'59' 13"'4° 15""5 17"18. '°"337 23"858 26'171 29"61S- 3"671 36'343 38"93' 

•• 9'54' 10"600 12"338 14"041 16"314 18"101 '1'337 24"939 27"301 30"813 33"924 37"659 40"289 
'3 '0"96 II "'93 13'091 '4"848 '7"117 19'021 "'337 .6'018 28'4'9 32'007 35"72 31"968 4"638 
24 '°'856 II'992 13"848 15'659 18'06. 19"943 '3"337 27'096 29"553 33'196 36"415 40"70 4'"980 
'5 11'5'4 12"'s7 14'611 16"473 IS'94° 20'867 24'337 28"17' 30"675 34"382 37'65' 41'566 ""314 

.6 U'lgB 13'~ 15"379 17"29' 19'8'0 21'79' '5'336 '9"46 31'795 35'563 38"885 4"856 45"64' 
'7 12'879 14"1125 16"151 18"114 '°"703 "'719 .6'336 3°'319 3"9Ia 36'741 40"113 ,,'140 46"963 
.8 '3"565 14'147 i6'928 18"939 21'588 '3"64,7 '7'336 31'391 34'0'7 37'916 41'337 45'4'9 48"'78 

'9 14"56 15'574 17'708 19'768 "'475 '.'577 .8'336 3'"46, 35'139 39'087 4"557 46''s3 49'588 
3D 14'953 16'306 18'493 '0'599 '3"364 '5'508 '9"336 33"530 36"'50 40"'56 43'773 47'96' 50'89' 

Table III i. laken from Table IV of Fisher and hIeS: S"uUUral Tabw. for fholoWiCYlI" Agrit:ulrural""d M.diCYli R., •• <h. 
Pub6shed by Lonpnan Gr ... p Lid • London_ (Pm·io .. ly Pub6shed by Ohver and Boyd" edInburgh). and by Permiuio" oflhe 
Authors and Publishers. 
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Table IV {a) F-distribution 

5 per cent OO;IIts 

-~ 

dr, 4 6 9 10 12 15 20 24 JO 40 110 120 
dr~ 

5 6.61 5.79 5.41 5.19 5.05 4.95 4.88 4.82 4.77 4.74 4.68 4.62 4.56 4.53 4.50 4.46 4.43 4 .• 4.36 
6 5.99 5.14 476 4.53 4.39 4.28 4.21 4.15 4.10 4.06 4.00 3.94 3.87 3.84 3.11 3.77 3.74 3.70 3.67 
7 5.59 4.74 4.» 4.12 3.97 3.87 3.79 3.73 3.68 3.64 ,J 57 3.51 3.44 3.41 3.38 3.34 3.30 3.27 3.23 

'8 5.32 4.46 4.07 3.84 3.69 3.58 3.50 3.44 3.39 3.35 3.28 3.22 3.1S 3.12 3.08 3.oc 3.0r 2.9'7 2.93 
9 5.12 4.26 3.86 3.63 3.48 3.37 3.29 3.23 3.18 3.14 3.07 301 2.94 2.90 2.86 2.83 2.79 2.15 271 

10 4.96 410 3.11 348 333 3.22 ll4 3.01 l02 2.98 2.91 2.84 2.77 2.74 2.70 2.66 2.62 2.58 2.54 

" 4.84 3.98 3.59 3.36 320 lO9 3.01 2.95 2.90 .2.85 2.79 2.72 2.65 2.61 2.51 2.53 2.4t 2.45 2.40 
12 4.75 3.89 3.49 3.26 3.11 3.00 2.91 2.85 2.80 2.15 2.69 2.62 2.54 2.51 2.47 2.43 2.3' 2.34 2.30 
13 4.67 3.81 341 3.18 3.03 2.92· 2.83 2.77 2.71 2.67 2.60 2.53 2.46 2.42 2.38 2.34 2.30 2.25 2.21 
14 4.110 3.74 3.34 3.11 2.96 2.85 2.76 2.7(} 2.65 2.60 2.53 2.46 2.39 2.35 2.31 ·2.27 2.22 2.18 2.13 

" 4.54 3.68 3.29 3.06 2.90 2.79 2.73 2.64 2.59 2.54 2.48 2.018 2.33 2.29 2.25 2.20 2.16 2.11 2.07 
16 4.49 3.63 3." 3.01 2.85 2.74 2.66 2.59 2.54 2.49 2.42 2.35 2.28 2.24 2.19 2.15 2.11 2.06 ·2.01 
17 4.45 1. UII 2..... 2.11 2.70 2.61 2.S~ 2.49 2.45 2.38 2.31 2.23 2.19 2.15 2.10" 2.06 2.01 196 
.1 4.41155 3.16 U3 2.77 2.66 2.58 2." 2.. 2.41 2.34 2.27 2.19 2.15 2.11 2.06 2.02 1.97 I" .. ... ).~ 3.1l 2 .• 2.14 2.63 2.54 2.. 2.42 2.38 2.31 2.23 2.16 2.11 2.01 2.03 1.91 1.93 1.1 

:ID 4J5 ... 3 .• 2.87 2.11 1. 2." 1.45 2.3. 2.JS 2.21 2.20 2.12 2.01 2. 1.99 1.95 UO 1.84 
21 ~U7 3.m 2 .• 2.. 2.57 2.41) 2.42 137 2.32 2.25 2.18 2.10 2.05 2.01 I. .... 1.92 1.87 1.81 
22 4.lO 3 .• U! 1.G 2.. 2.55 2.. 2.. 2.34 2.30 2.23 2.15 lJr7 2.03 2." I.M I.- I. .. 1.71 
23 4.2* 3.42 3.. 1.. 2.. 2.53 2.. 2.37 132 2.27 2.20 2.13 2m l.OO I ..... 1.91 I .• 1.11 t.76 
24 4.2Ii l.4Il 3.01 2.71 2.62 HI 2.42 1.36 2.30 us 2.11 2.11 2.03 I .• I.M I." I.M 1.79 1.73 

25 4.24 3.39 2.99 2." 2.110 2.41) 2.40 2.34 1.21 2.l4 2.16 2.09 2.01 1.96 1.92 1.87 1.12 1.77 1.71 
26 4.23 3.37 2.tI 2.74 2.59 2.47 2.39 2.32 2.27 2.22 2.15 2.07 1.99 1.95 1.90 I.., 1.10 1.75 1.69 
27 4.21 3.35 3 .• 2.73 2.57 2.. 2.37 2.31 2.25 2.20 2.13 2.06 1.97 1.93 I.- I.M 1.79 1.73 1.67 
28 4.20 3.34 2.95 2.11 2." 2.45 2.36 2.29 2.24 2.19 2.12 1.04 1.96 1.91 1.17 I.li 1.77 PI 1.65 
29 4.11 3.33 2.~ 2.'10 2.55~ 235' 2.28 2.22 2.11 2.10 2.03 1.94 1.90 1.15 I. .. 1.1' 1.70 1.64 

30 4.17 ).32· 2.92 2.69 H3 2.42 2.33 2.27 2.21 2.16 2.09 2.01 1.93 I.~ 114 1.79 1.74 1.68 1.62 
40 4 •• 3.23 2." 2.61 2.45 2.34 2.25 2.18 212 2.08 2.00 1.92 1.14 1.79 1.74 1.69 1.64 1.58 1.51 
60 4JID 3.15 2." 2.53 2.37 2.25 2.17 2.10 2.04 1.99 1.92 1.14 1.75 1.70 165 1.59 1.53 1.47 1.39 

120 3.92 3.07 2.68 2.45 2.29 2.18 2.09 2.02 1.96 1.91 1.83 1.75 1.66 1.61 1.55 1.50 1.43 1.35 I.~ 
3." 3.011 2.110 2.37 2.21 2.10 2.01 1.94 1.88 1.13 1.75 1.67 157 1.52 1.46 1.39 1.32 1.22 1.00 

.... dopted from Table 18. Biometrika Tables for Statisticians. Vol. I. 3rd editioa-(.lll66)witl! tile kind permiision of Publilhenof Biollletrita. 



Table IV (b) F-distribution 

I ",,<CIltpoi ... 

~ 1- 4 6 8 9 10 12 IS 20 24 30 40 60 120 

16.26 13.27 12.06 11.)9 10.97 10.67 1046 1029 1016 10.05 9.89 9.72 9oS5 9.47 938 9.29 9.20 911 9.02 
1l.14 10.92 9.11 9.15 8.75 8.47 826 810 798 7.87 7.72 7.56 740 731 7.23 114 706 697 6.88 
12.25 9.55 1.45 7.85 746 7.19 6.99 6.84 6.72 6.62 6.47 6.31 6.16 6.01 5.99 5.91 5.82 5.74 5.M 

11.16 '.6' 7.59 7.01 6.63 6.37 6.18 603 5.91 581 5.67 5.52 5.16 5.28 5.10 5.12 '.OJ 4.9S 4.86 
10.56 1.02 6.99 6.42 6.06 5.80 5.61 547 S.35 5.26 5.11 4.96 4.11 4.13 ... 5 4.57 4.411 4 .• 4.31 

10 10.04 7.56 6.55 5.99 5.64 5.)9 5.20 5.06 4.94 485 4.71 4.56 4.41 433 425 4.17 4.0. 4 .• HI 
II 9.65 7.21 6.22 5.67 5.32 507 4119 4.74 463 4.54 4.40 4.25 4.10 4.02 3.94 3.16 3.71 3.41111 1 .• 
12 9.33 6.93 5.95 HI 5.06 4.82 4.64 4SO 439 430 416 4.01 3.86 378 370 3.62 3.54 3.45 3.J6 
13 9.07 6.70 5.74 HI 4.86 4.62 444 430 419 410 396 3.82 3.66 359 3.51 3.43 3.34 3.25 3.11 
14 B.86 651 5.56 5.04 4.70 446 428 414 403 394 380 366 351 3.43 3.35 321 3 18 3.09 300 

IS 8.68 6.36 5.42 4.119 4.56 432 414 400 389 3.80 3.67 3.52 3.37 329 3.21 313 305 2.96 2.11 
16 8.53 6.23 5.29 477 4.44 420 403 3119 378 369 355 3.41 3.26 318 310 302 293 284 2.1S 
17 8.40 6.11 5.18 461 434 410 3.93 3.79 3.68 359 346 3.31 316 308 3.00 292 2.83 275 26~ 
18 429 3.01 3.09 2.58 2.25 2.01 2.84 2.71 260 2.51 237 223 2.08 3.00 2.92 284 175 1.66 192 
19 8.18 5.93 501 4.SO 4.17 394 377 3.63 3.52 34~ 3.30 3 IS 3.00 2.92 2.84 216 2.67 258 '.411 

20 8.10 5.85 4.94 4.43 4.10 3.87 310 356 346 3.37 323 309 294 2.86 2.78 2.69 2.61 2.52 2.42 
21 8.02 5.18 4.87 4.37 4.04 3.81 3.64 351 3.40 3.31 3.17 3.03 288 2.80 2.72 2.64 2.~5 2.46 2.36 
22 7.95 5.72 4.82 4.31 399 3.76 3.59 3.45 3.3~ 326 3.12 2.98 2.83 2.75 267 2.58 2.50 246 2.31 
23 1.88 5.66 4.76 4.26 394 3.71 3.54 3.41 3.~O 3.21 3.07 293 278 2.70 2.62 2.54 2.45 2.35 2.16 
24 1.82 HI 472 4.22 3.90 3.67 3.50 3.36 326 3.17 3.03 2.89 2.74 2.66 2.58 2.49 2.40 2.31 2.21 

25 7.17 5.57 4.68 4.18 3.86 3.63 3.46 3.J2 '3.22 3.13 2.99 2.85 2.70 2.62 2.54 2.45 2.16 227 2.17 
26 7.12 5.53 4.64 4.14 3.82 3.59 3.42 3.29 3.18 309 296 2.82 2.66 2.58 2.50 2.42 2.33 2.23 2.13 
27 7.68 5.49 4.60 4.11 3.18 3.56 3.39 3.26 3.15 3.06 2.93 278 2.63 2.55 2.47 2.38 2.29 2.20 2.10 
28 7.64 5." 4.57 4.07 3.75 3.53 3.16 3.23 3.12 3.03 2.90 2.75 2.60 2.52 2.44 2.35 2.26 2.17 2.06 
29 7.60 5.42 4.54 4.04 3.73 3.SO 3.33 3.20 3.09 3.00 2.87 273 257 2.49 2.41 2.33 2.23 2.14 2.03 

30 1.56.5.)9 4,"1 402 3.70 3.47 3.30 3.11 3.01 298 2.84 2.70 2.SS 2.47 2.39 2.30 2.21 2.11 2.01 
40 7.31 5.18 4.31' 3.Bl 3.S! 3.29 1.12 2.99 2.89 2.80 2.66 2.52 2.17 2.29 2.20 2.11 2.02 1.92 1.110 
60 1.01 4.98 4.11 l.65 3.34 3.12 2.95 2.82 2.72 2.t3 2.50 2.35 2.20 2.12 2.03 1.94 1.84 1.13 1.60 

110 t." 4.79 3.95 3,48 3.11 296 2.19 2.66 2.56 2.47 2 34 2 19 2.03 1.95 1.86 1.76 1.66 1.53 138 
6.63·4.61 3.78 '3.32 3.02 2.80 2.64 251 2.41 2.32 2.18 2.04 188 1.79 1.70 1.59 1.47 1.32 100 

Ad,!ptcd from T .... II. -... Tables for SWlSliciua. Vol. I. lrd edition (1966) with the kind permission of Publishen of Biometrika . 
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THE CORRELATION COEFFICIENT 

TABLE V: Values of the Correlation Coefficient for Different Levels of Significance 

n I ' I 'OS '02 '01 '001 II n I 'I 'OS '02 '01 '001 
--1---

0999998811---;61 1 '98769 '99692 '999507 '999877 '400O '4683 '542 5 '5897 '7084 
2 I '90000 '95000 '98000 '990000 '99900 . 17 '3887 '4555 '5 285 '5751 '6932 
3 I ' 8054 '8783 '93433 '95873 '99II6 II 18 '3783 '4438 '5155 '5614 '6787 
4 I '7293 '8.II4 ,8822 '91720 '97406 " 19 '3687 '4329 '5°34 '5487 '6632 
5 I '6694 '7545 '8329 '8745 '95°74 II 20 '3598 '422 7 '4921 '5368 '65 24 

6 ' 6215 '7°67 '7887 '8343 '92493 25 '3233 '3809 "4451 '4869 '5974 
7 '5822 '6664 '7498 '1977 '8982 30 '296o '3494 t40 93 '4487 '5541 
8 '5494 '631 9 '7155 '7646 '8721 35 '2746 '3246 ~38IO '4182 '5189 
9 '5214 '6021 ' 6851 '7348 ,8471 40 '2573 '3°44 "3578 '3932 '4896 

10 '4973 '576o '6581 '7°79 ' 8233 45 '2428 ':z875 '\3384 '3721 '4648 

11 '4762 '5529 '6339 ' 6835 '801O 50 '2306 '2732 '3218 '3541 '"4433 
I2 '4575 '5324 '612O '6614 '7800 60 '2108 ~2500 '~948 '3248 '4°78 
13 '44°9 '5 139 '5923 '64II '7603 

I 7° '1954 '2319 '2V37· '3°17 '3799 
14 '4259 '4973 '5742 '6226 '742O 80 ' 1829 ' 21 72 '2965 '283° '3568 
15 '4124 '4821 '5577 ' 6055 '7246 I, 90 '1726 '2°5° '2422 ' 2673 '3375 

i' 100 ' 1638 ;1946 'z30'J '254° '3211 

-I able V is reproduced from Table V II. 01 Fi~her and Yates: Srarisrical Tahles f(lf Bi%Kical. Agriculrwtt.1 ancl Medical 
RC'.vt'arch. Published by Longman Group l.td .. London. (Previously Published by Oliver and Boyd. Edinburgh). and by 
Perml~sion of the Authors and Pllblisher~. 



T ABLE VI: PROBITS 

Transformation of the Sigmoid Dosage Mortality Curve to a Straight Line, (c. I. Bliss,) 

0'0 0'1 0'2 0'3 0'4 0'5 0,6 0'7 0'8 0'9 ! 1 2 3 4 5 
0 1'9098 2'1218 2'2522 2'3479 2'4242 2'4879 2'542 7 2' 59II 2,6344 
1 2'6737 2' 7096 2'7429 2'7738 2' 8027 2'8299 2'8556 2'8799 2'9°31 2'9251 
2 2'9463 2'9665 2'9859 3'0046 3'0226 3'0400 3'0569 3'°732 3' 089° 3'1043 For more detail Me 

3 3'1192 3' 1337 3'1418 3'1616 3' 1750 3'1881 3'2009 3' 21 34 3' 2256 3'2376 
values (or 95' 100, 

4 3'-#493 3~08 3'2721 3' 2831 3'2940 3'3046 3'31 51 3'3253 3' 3354 3'3454 

5 3'355 1 3'3648 3'3742 3' 3836 3' 3928 3'4018 3'4107 3'4195 3'4282 3'4368 9 18 27 36 45 
6 3'4:452 3'4536 3'4618 3'4699 3'4780 3'4859 3'4937 3'5015 3'5091 3'5167 8 16 24 32 40 ., 3'5242 3'5316 3'5389 3' 5462 3' 5534 3'5605 3'5675 3'5745 3'5813 3'5882 7 14 21 28 36 
8 3''5949 3'6016 3'6083 3'6148 3'6213 3' 6278 3'6342 3'64°5 3'6468 3'6531 6 13 19 26 32 
9 3'6592 3'6654 3'6715 3'6775 3' 6835 3' 6894 3'6953 3' 7012 3'7°7° 3'712 7 6 12 18 24 30 

10 3'7184 3'7241 3'7298 3'7354 3'7409 3'W)4 J'75 19 3'7574 3'7628 3'7681 6 II 17 22 28 
II 3'7735 3'7788 3'7840 3'7893 3'7945 3'7996 3' 8048 3' 8099 3' 8150 3'8200 5 10 16 21 26 
12 3' 8250 3' 8300 3'8350 3' 8399 3' 8448 3'8497 3'8545 3' 8593 3, 8641 3' 8689 5 10 IS 20 24 
13 3'8736 3'8783 3'883° 3'8877 3'8923 3'8969 3'9015 3'9061 3'91°7 3'9152 5 9 14 18 23 
14 3'9197 3'9242 3'92811 3'9331 3'9375 3'941 9 3'94~3 3'9506 3'9550 3'9593 4 9 1,3 18 22 

15 3'9636 3'9678 3'9721 3'9763 3'9806 3'9848 3'9890 3'9931 3'9973 4' 0011 4 8 13 17 21 
16 4'0055 4'-0096 4'0137 4' 0178 4'0218 4'0259 4' 0299 4'0339,1 4'0379 4'0419 4 8 12 16 20 
17 4'0458 4'0498 4'0537 4'0576 4' 0615 4'0654 4' 0693 4'0731 4'077,: 4'0808 4 8 12 16 19 
18 4'0846 4' 0884 4'°922 4'0960 4'0998 4' 1035 4' 1073 4'1110 4'II47 4' 1184 4 8 II 15 19 
19 4'1221 4' 1258 4' 1295 4' 1331 4' 1367 4'1404 4'1440 4'1476 4' 1512 4' 1548 4 7 II 15 18 

20 4'1584 4' 1619 4' 1655 4' 1690 4'1726 4' 1761 4'1796 4' 1831 4'1866 4'1901 4 7 II 14 18 
21 4'1936 4'1970 4'2005 4' 2039 4' 2074 4'2108 4'2142 4' 2176 4'2210 4'2244 3 7 10 14 17 
22 4'2278 4'2312 4'2345 4'2379 4'2412 4'2446 4'2479 4'2512 4'2546 4'2579 3 7 10 13 17 
23 4'2612 4'2644 4'2677 4'2710 4' 2743 4'2775 4'2808 4',~840 4' 2872 4'2905 3 7 10 13 16 
24 4'2937 4'2969 4'3001 4'3033 4'3065 4'3°97 4'3129 4'3160 4'3192 4'3224 3 6 10 I.J 16 



25 4'3255 4'3287 4'3318 4'3349 4'3380 4'3412 4' 3443 4' 3474 4'3505 4'3536 3 6 9 12 16 
26 4'3567 4'3597 4'3628 4'3659 4' 3689 4'3720 4'375° 4'37~1 4'3811 4'3842 3 6 9 12 IS 
27 4' 3872 4'3902 4'3932 4'3962 4'3992 4'4°22 4'4°52. 4'4082 4'4112 4'4142 3 6 <) 12 15 
28 4'4172 4'4201 4'4231 4'4260 4'4290 4'4319 4'4349 4'4378 4'4408 4'4437 3 6 9 12 IS 
29 4'4466 4'4495 4'4524 4'4554 4'4583 4'4612 4'4641 4'4670 4'4698 4'4727 3 6 9 12 14 

30 4'4756 4'4785 4'4813 4'4842 4'4871 4'4899 4'4928 4'4956 4'4985 4'5013 3 6 <) II 14 
31 4'504~ 4' 5079 4' 5098 4'5126 4'5155 4'5183 4'5211 4'5239 4'5267 4'5295 3 6 • II 14 
32 4'5323 4' 53S1 4' 5379 4' 5407 4' 5435 4'5462 4'5490 4'5518 4'5546 4'5573 3 6 • II 14 
33 4' 5601 4'5628 4' 5656 4'.568~ 4' 57 11 4' 5739 4' 5766 4'5793 4' 5821 4' 5848 3 5 • II 14 
34 4'5875 4'5903 4'5930 4'5957 4'5984 4'6011 4'6039 4'6066 4'6093 4'6120 3 5 8 II 14 

35 4' 6147 4' 6174 4,6201 4'6228 4' 6255 4'6281 4'63'..>8 4'6335 4'6362 4'6389 3 5 8 II 13 

36 4'6415 4'6442 4,6469 4'6495 4'65 22 4'6549 4'6575 4'6902' 4'6628 4'6655 3 5 8 II 13 
37 4'6681 4'6708 4"734 4'6761 '\'6787 4'6814 4'6840 4'6866 4'6893 4'691~ 3 5 8 II 13 
38 4'6945 4'6971 4'6g98 4'7024 4'7°5° 4'7076 4'7102 4'7129 4'7155 4'7181 3 5 8 10 13 
39 4'7207 4'7233 4'7259 4'7285 4'7311 4'7337 4'736,3 4'7389 4'741 5 4'7441 3 5 8 10 13 

40 4'7467 4'7492 4'7518 4'7544 4'757° 4'7596 4'7622 4'7647 4'7673 4'7699 3 5 8 10 13 
41 4'7725 4'775° 4'7776 4'7802 4'78271- 4'7853 4'7879 4'7904 4'793° 4'7955 3 5 8 10 13 .. 
42 4'7981 4'8QQ1 4' 8032 4' 8058 4'8083 4'8109 4'8134 4'81'60 4'8185 4'82II 3 5 8 10 13 
43 4'8236 4'8262 4'8287 4'8313 4'8338 4'8363 4,8389 4'8414 4'844° 4'8465 3 5 8 10 13 
44 4,8490 4'8516 4'8541 4'8566'" 4'8592 4' 8617 4,8642 4'8§68 4'8~3 4'8718 3 5 8 10 13. 

45 4'8743 4'8769 4,8794 4'8819 4'8844 4,8870 4'8895 4'8920 4'&945 4'8970 3 5 8 10 13 
46 4'.8996 4'9021 4'9046 4'9071 4'9<)96 4'9122 4'9147 4'917a 4'9197 4'9222 3 5 8 10 13 
47 4'9247 4'92 72 4'9298 4'9323 4'9348 4'9373 4'9398 4'9423 4'9448 4'9473 3 5 8 10 13 
48 4'9498 4'9524 4'9549 4'9574 4'9599 4'g624 4'9649 4'g67. 4'9699 4'9724 3 5 8 10 13 
49 4'9749 4'9774 4'9799 4'9825 4'9850 4'9875 4'9900 4'9925 4'9950 4'9975 3 5 8 10 13 

Table VI is reproduced from Table IX of Fisher and Yates: Slalislical Tables[or BioloXical. AXric'ullural and Medil-al Re.ft!arch, 
Published by Longman Group Ltd., London. (Previously P"I-lished by Oliver and Boyd, Edinburgh), and by Permission of the 
Autb.OIs and Publishers 



TABLE VI: PROBITS-l'Ontinued 

--I-~ 0'1 0'2 0'3 0'4 0'5 0,6 0'7 0'8 0'9 1 2 3 4 5 

50 I 5'0000 5' 0025 5'0050 5'0075 5'0100 5'0125 5'0150 5' 01 75 5'0201 5'0226 3 .:; 8 10 13 

51 5' 0251 5'°276 5'0301 5'0326 5'0351 5'°376 5'0401 5'°429 5'0451 5'0476 3 5 8 10 :l3 

52 5'0502 5'0527 5'0552 5'0577 5'0602 5'°627 5'0652 '5' 0677 5'0702 5'0728 3 5 8 10 13 

53 5'°753 5'°778 5'08°3 5'082~ 5'0853 5'087& 5'°9°4, 5'0929 5'0954 5'°979 3 5 8 10 13 

54 5'1004 5' 1030 5'1055 5' 1080 5' 1105 5'113° 5' 1156 5' II81 5' 1206 5' 1231 3 5' 8 10 13 

55 5' 1257 5'1282 5'13°7 5' 1332 5' 1358 5'1383 5'1408 5'1434 5' 1459 5'1484 3 5 8 10 13 

56 5'1510 5'153"5 5' 1560 5'1586 5' 1611 5' 1637 5' 1662 5' 16~7 5' 1713 5'1738 3 5 8 10 ~J 

57 5'1764 5'17,89 5' 1815 5' 1840 5'1866 5' 1891 5' 1917 5' 1942 5' 1968 5'1993 3 5 8 10 13 

58 5' 2019 5' 2045 5'2070 5' 2096 5' 2121 5' 2147 5' 21 73 5' 2198 5'2224 5'2250 3 5 8 10 13 

59 5'2275 5'2301 5'2327 5'2353 5'2378 5'2404 5'2430 5'2456 5'2482 5'2508 3 5 8 10 13 

60 5'2533 5' 2559 5' 2585 5'2611 5' 2637 5' 2663 5' 2689 5' 2715 5'2741 5'2767 3 5 8 10 13 
61 5'2793 5'2819 5' 2845 5'2871 5' 2898 5'2924 5'2950 5'2976 5'3002 5'3029 3 5 8 10 13 
62 5'3055 5' 3081 ' 5' 3107 5'3134 5'3160 5'3186 5' 3213 5'3239 5'3266 5'3292 3 5 8 II 13 

63 5'3319 5'3345 5' 3372 5'3398 5'3425 5'3451 5'3478 5'3505 5'3531 5'3558 3 5 8 II 13 
64 5'3585 5' 36II 5'3638 5'3665 5'3692 5'3719 5'3745 5' 3772 5' 3799 5'3826 3 5 8 II 13 

65 5'3853 5'3880 5'39°7 5'3934 5'3961 5'3989 5'4016 5'4°43 5'4°7° 5'4097 3 5 8 II 14 
66 5'4125 5'4152 5'4179 5'4207 5'4234 5'4261 5'42~9 5'4316 5'4344 5'4372 3 5 8 II 14 

67 5'4399 5'4427 5'4454 5'4482 5'4510 5'4538 5'4565 5'4593 5'4621 5'4649 3 6 8 II 14 
68 5'4677 5'47°5 5'4133 5'4761 5'4789 5'4817 5'4845 5'4874 5'4902 5'4930 3 6 8 II 14 

69 5'4959 S~4987 5' 5015 5'5044 5' 5°72 5' 5101 5'5129 5' 5158 5'5187 5'521 5 3 6 9 II 14 

70 5' 5244 5' 5273 5'5302 5'5330 5'5359 5'5388 5' 5417 5'5446 5' 5476 5' 5505 J 6 9 12 14 

7 I I 5' 5534 5' 5563 5'5592 5'5622 5' 5651 5'5681 5' 5710 5'574° 5' 5769 5' 5799 3 6 9 12 15 

7

2

1 

5' 5828 5' 5858 5'5888 5'5918 5'5948 5'5978 5,6008 5' 6038 5,6068 5'60g8 3 6 9 12 IS 
73 5'6128 5,6158 5' 6189 5' 6219 5' 6250 5'6280 5'6311 5'6341 5'6372 5'6403 3 6 9 12 IS 
74 5' 6433 5' 6464 5,6495 5'6526 5'6557 5'6588 5'6620 5'6651 5'6682 5'6713 3 6 9 12 16 



75 5,6745 5'6776 5'6808 5, 684° 5' 6871 5,69°3 5'6935 '5'6967 5'6999 5' 7°31 3 6 10 13 16 
79 5'7003 5'7°95 5'7128 5'7160 5'7192 5'7225 5'7257 5'7290.5'7323 5'7356 3 7 10 13 16 
77 5'7388 5'7421 5'7454 5'7488 5'7521 5'7554 5' 7588 5' 762l' 5' 7655 5' 7688 ..3 7 10 13 -17 
78 5'7722 5'7756 5'779° 5'7824 5' 7858 5'7892 5'7926 5'7961 5'7995 5'8030 3 7 10 T4 I7 
'9 5' 8064 5' 8099 5' 8134 5' 816.9 5' 8204 5' 8239 5' 8274 5'8310 5,8345 5'8381 4 7 II, 14 18 

80 5'8416 5'8452_ 5'8488 5'8524 5,8560 5'8596 5'8633 5' 8669 5'87°5 5'8742 4 7 Xl 14 18 
81 5'8779 5'8816 5'885.1 5,889° 5'8927 5'8965 5'9002 5'9040 5'9078 5'9116 4 7 II IS 19 
82 5'91~4 5'919.2 5'9230 5'9269 5'93°7 5'9346 5'9385 5'9424 5'9463 5'9502 4 8 12 15 19 
83 5'9542 5'9581 5'9621 5'9661 5'9701 5'9741 5'9782 5'9822 5'9863 5'9904 4 8 12 16 20 
84 5'9945 5'99i16 6'0027 6;0069 6'OIIO 6'0152 6' 0194 6' 0237 6' 0279 6'0322 4 8 13 17 21 

85 6'0364 6-0407 6'0450 6-0494 6'0537 6'0581 6'0625 6'0669 6'0714 6'075~ 4 9 13 18 22 
86 6'0803 6'0848 6-0893 6'09311 6-0985 6' 1031 6' 1077 6, II23 6'II7° 6, 1217 5 9 14 18 23 
87 6' 1264 6, 1311 6- 1359 6, 1407 6' 1455 ' 6'15°3 6'1552 6'1601 6' 165° 6'1700 5 10 15 19 24 
88 6-1750 6-1800 6'1850 6'1901 6'1952 6' 2004 6' 2055 6'2107 6'2160 6'2212 5 10 15 :21 26 
89 6-2265 6-2319 6-2372 6-2426 6- 2481 6'2536 6'2591 6'2646 6'2702 6'2759 5 II 16 22 27 

90 6-2816 6-2873 6'2930 6-2988 6-3047 6-3106 6'3165 6'3225 6'3285 6'3346 6 12 18 24 29 
91 6-3408 6, 3469 6-3532 6'3595 6-3658 6'3722 6-3787 6'3852 6'3917 6'3984 6 13 19 26 32 
92 6-40~1 6-4II8 6'4187 6'4255 6-4325 6-4395 6'4466 6'4538 6'4;6II 6'4684 7 14 21 28 35 
93 6-4758 6-4833 6'4909 6-49i15 6-5063 6- 5141 6' 5220 6, 5301 6'5382 6'5464 8 16 24 31 39 
94 6-5548 6'5632 6'5718 -6:5805 6-5893 6-59i12 6-6072 6,6164 6'6258 6'6j52 9 18 27 36 45 

95 6'6449 6-6546 6-6646 6-6747 6-6849 6-6954 6'7060 6'7169 6'72 79 6'7392 
97 [00 101 102 105 106 109 1I0 1I3 1I5 

¢ 6-7507 15'7624 6-7744 6-7866 6-7991 6-8u9 6'8250 6'8384 6,8522 6'8663 
JJ7 110 122 US u8 131 134 138 141 145 

97 6,8808 6-8957 6-9110 6-9268 6-9431 6-g600 6-9774 6'9954 7'0141 7'°335 
149 153 158 163 169 174 ISo 187 194 202 

CoIatiaJJecl on next page. 

Table Viis reproduced from Table IX of Fisher and Yates: $rat;""cal TaMesfor 8iologi<-al, Agricultural and M~d;cal Rf'SI'arl'h. 
Published by Longman GrOup Ltd .• London (Previously Published by Oliver and Boyd.'Edinburgh). and by Permission of the 
Authot;S and Publishers. 



T ABLE VI: PROBITS-('ontinuecl 

0'00 0'01 0'02 0'03 0'04 0'05 0'06 0'07 0'08 0'09 I 2 3 4 5 

98'0 7'°537 7'0558 7'°579 7'0600 7'0621 7' 0642 7' 0663 7' 0684 7'0706 7'0727 2 4 6 8 II 
98'1 7'0749 7'0770 7'0792 7' 0814 7' 0836 7' 0858 7'0880 7'0902 7'°921- 7'0947 2 4 7 9 II 

98'2 7'0969 7'°992 7' 1015 7' 1038 7' 1061 7'~084 7' lI07 7'II30 7' II 54 7'IIn 2 5 7 9 12 

98'J 7' 1201 7' 1224 7' 1248 7' 1272 7' 1297 7' 1321 7' 1345 7' 137° 7' 1394 7'1419 2 5 7 10 12 
98'4 7' 1444 7' 1469 7' 1494 7' 1520 7' 1545 7' 1571 7' 1596 7' 1622 7' 1648 7' 1675 ' 3 5 8 10 13 

98'S 7' 1701 7'1727 7' 1754 7' 1781 7' 1808 7' 1835- 7' 1862 7' 1890 7' 1917 7' 1945 3 5 8 II 14 
98'6 7'1973 7'2001 7' 2029 7' 2058 7'2086 7'2II5 7' 2144 7' 2173 7' 2203 7' 2232 I 3 6 9 12 14 
98' 7 7' 2262 7' 2292 7' 2322 7' 2353 7'2383 7' 2414 7'2445 7'2476 7'2508 7'2539 3 6 9 12 IS 
98'8 7"'-571 7' 2603 7' 2636 7'2668 7'27°1 7" 2734 7'2768 7' 2801 7' 2835 7' 2869 3 7 10 13 17 
98'9 7'29°4 7'2938 7' 2973 7'30°9 7'3044 7'3080 7' 3II6 7' 3152 7' 3189 7'3226 4 7 II 14 18 

99'0 7'3263 7'3301 7'3339 7'3378 7'3416 7'3455 7'3495 7'3535 7'3575 7'361 5 4 8 12 16 20 
99'1 7'3656 7'3698 7'3739 7'3781 7'382f1. 7'3867 7' 39II 7'3954 7'3999 7'4044 4 9 13 17 ,,-... 
99'2 7'4089 7'4135 7'4181 7'4228 7'4276 7'4324 7'4372 7'4422 7'4471 7'4522 5 10 14 19 24 
99'3 7'4573 ,)'4624 7'4677 7'473° 7'4783 7'4838 7'4893 7'4949 7'5006 7'5063 5 II 16 22 27 
99'4 7'5121 7~5181 7'5241 7'53°2 7'5364 7' 5427 7'5491 7'5556 7' 5622 7'5690 6 13 19 2S 32 

99'S 7'5758 7'5828 7'5899 7'5972 7' 6045 7,6121 7' 6197 7' 6276 7'6356 7'6437 
99'6 7'6521 7'6606 7'6693 7'6783 7' 6874 7'6968 7'7065 7'7164 7' 7266 7' 7370 
99'7 7'7478 7'7589 7'77°3 7'7822 7'7944 7' 8070 7' 8202 7,8338 7'8480 7'8627 
99'8 7'8782 7'8943 7'9II2 7'9290 7'9478 7'9677 7'9889 8'OII5 8'0357 8'0618 
99'9 8'0902 8' 1214 8'1559 8'1947 -8'2389 8, 2905 8, 3528- 8' 43J6 8'5401 8'7190 

Table V I is reproduced from Table I X of Fisher and Yates: Statistical Tables for Biological. Agricultural and ltfetlical Research. 
Published by Longman Group Ltd .. London. (Previously Published by Oliver and Boyd. Edinburgh). and by Permission of the 
Authors and Publishers. 
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T AILE VII: PaOlllTS 

Weiahtilll CoeffICients and Probit Valuet to be uled for FiMI Mjuat*lentl 
(Adapted from Bli .. , 1935) 

ww- Moodmum 

I~I 
MiDIamD .......... W= working 

~'== WoDlDc ......... 
~F Probit Problt ~ Y~, Y-P/Z. Y+Q/Z, Z'/PQ, Y-Pf%. 

0'8579 5034 5035 ,0008, 5'0 3'7467 "5066 6"533 
0'95" 34'5 34.6 '00118 5'1 3'74°1 "519' 6"593 
1'046. '354 '355 '00167 5" J'7186 "557J 6"759 
1-1400 1634 16J5 'OO'J5 S'J J'6798 .-6uo 6'J018 
1"335 "46 U47 'OOJ'7 5'4 3·6•oJ ''7154 6'3357 

1'3.66 811'5 812,8 '0045X 5'5 3'5360 "8404 6'3764 
1'4194 580 '5 581 '9 '00614 5,6 3'4220 J'OOIO 6'4'30 
I'StI8 419'4 4'°'9 '008.8 5'7 3"7'4 3"°'5 6'4749 
1'60J8 306 '1 3°7'7 '01104 S'8 3'0794 3'4519 6'5313 
1'6954 "5'6 "7'3 '01457 5'9 "8335 3'758:1 6'5917 

1'7866 168'00 169'79 '01903 6'0 "5'30 4'13'7 6,6557 
1'877' 126'34 118'22 '02459 6'1 "1324 4'5903 6'7227 
1'9673 95'96 97';)3 'OJI43 6·. 1'64'9 5'1497 6'7926 
"0568 73'6. 75.68 '03977 6'3 1'°'95 5"8Js4 6'8649 

•• ... 57 57'05 59"° '04979 6'4 0,.606 6'6788 6'9394 

"'340 44'654 46'888 '06169 6'5 -o'7~S 7'721 7'0158 
2'3214 35'3°' 37'623 '°7563 6-6 -1'931 9'015 7'0940 
"4081 .8'189 3°'597 '09179 6'7 -3'459 10'633 7'1739 
"4938 '2'736 '5'23° 011026 6'8 -5'411 12-666 7"551 
0'5786 18'5" 21'101 '131u 6'9 -7'90' 15'040 1~ 

,'6.624 15'240 17'9°' '15436 7'0 -11"101 18'532 7'4214' 
"7449 12,666 IS '411 '17994 7'1 -15"30 22'736 7'506. 
.,8.61 10,633 13'459 '20114 7" -.0'597 .8'ISg 7'5919 
"9060 9'015 11'9'1 '23153 7'3 -'1'6'3 3S'Joa 7-6786 
"984. 7'7'1 10'105 ,.6907 7'4 -36'888 44'654 7'7661 

3'0606 6'6788 9'1394 '30199 7'5 -49"° 57'°5 7'8543 
3'1351 5'8354 8'9705 '33589 7'6 -65'68 7J'6. 7'943'. 
3'2074 5'1497 ~5'1 '37°31 7'7 -87'93 95'96 8'03'7 
3"773 4'5903 7'867~ '4°474 7'8 -u8'" 126'34 8'1228 
3'3443 4'1321 7'4770 '43863 7'9 -159'79 168'00 8'2134 

3'4083 3'758• 7'1665 '47144 8'0 -'17'3 "5'6 8'3046 
3'4687 3'45X9 6'9'°6 '5°.60 8'1 -'97'1 306'1 8'396' 
3'5'51 3'2°'5 6'7276 '53159 8" -410'9 419'4 8'488' 
3'577° 3"0010 6'5780 '55788 8'3 -571'9 580'5 8'5806 
3'6'36 2'840 4 6'4640 '58099 8'4 -80.,8 811'5 8-6734 

3,6643 "7154 6'3797 '6005' g'5 -1131 1146 8'7666 
3'6gB· 2·6220 6'3'0' ,61609 8-6 -~S 1634, 8'8600 
3'7241 "5573 6,.814 -6"41, 8'7 - 5 '354 8'9538 
3'74°1 "519' 6"599 '63431 8'8 -3416 34'S 9'0478 
3'7467 "5066 6"533 -6366• 11'9 ;-5"5 SO~ 9'X421 

~ 
. Z'IPQ, 

'6366a 
.63431 
-6'74' 
'61609 
-6ooS' 

'58099 
'S5788 
'53159 
'50160 
'47144 

'4JI63 
'~74 

'3'1031 
'.1JSI9 
'30199 

, .. 7 
'ahu 
'Wl74 
'17994 
'154,16 

'13UI 
'11026 
'09179 
'07564 

. '06168 

'04979 
'03971 
'03143 
'°'458 
'01903 

'01457 
'01104 
'008.& 
'00614 
'00451 

'003'7 
'00'35 
:00161 
'OOu8 ....... 

Table VII i,reproduced from T.blc IX,.ofFisherUld V ..... S,.,iI,InoIT"", .. !o, BIoIoP<trl, ... 'r;.v/',....I_1 MHi",IR_rlI, 
Pubh.hed by Lon .... n Group Ltd. London. (Previously Published by OIivcrand Boyd, Edinbur,¥l. aod by Permllsion of the 
AUlhors and Publishers 



TABLE VIII: TABLE OF CRITICAL VALUES OF r IN THE RUNS TEST· 

Given in the bodies of Table VIII(a) and Table VIll(b) are various critical values of r for 
various values of nl and n2. For the one-sample runs test. any values of r which is equal to or 
smaller than that shown in Table VIII(a) or equal to or larger than that shown in Table VIII(b) 
is significant at the .05 level. 

Table VIII(a) 

~ :I 3 • 5 6 7 8 9 10 11 12 13 14 16 16 17 18 19 :110 

2 2 2 2 2 2 J. 2 I 2 
3 2 2 2 2 2 2 2 2 2 3 3 3 3 a a 
4 2 2 2 3 3 3 3 3 3 3 3 4 4 • " " 6 2 2 3 3 3 '3 3 4 4 4 4 " 4 4 5 6 6 
6 2 2 3 3 3 3 4 4 4 4 5 6 6 6 6 6 6 6 
1 2 2 3 3 3 '4 4 5 5 5 5 5 6 6 6 6 6 6 
8 2 3 3 3 4 4 5 5 5 6 6 6 6 6 7 7 7 7 
9 2 3 3 4 4 5 5 5 6 6 6 7 7 7 7 8 8 8 

10 2 3 3 • 6 5 5 6 6 7 7 7 7 8 8 8 8 9 
11 2 3 4 4 5 5 6 6 7 7 7 8 8 8 9 9 9 9 
12 2 1 3 4 4 I) 6 6 7 7 7 8 8 8 9 9 9 10 10 
13 2 2 3 4 6 5 6 6 7 7 8 8 9 9 9 10 10 10 10 
14 2 2 3 4 5 5 6 7 7 8 8 9 9 9 10 10 10 11 11 
15 2 3 3 4 6 6 6 7 7 8 8 9 9 10 10 11 11 11 12 
16 2 3 4 4 .6 6 6 7 8 8 9 9 10 10 11 11 11 12 12 
17 2 3 4 4 6 € 7 7 8 9 9 10 10 11 11 11 12 12 13 
18 2 3 4 5 5 6 7 8 8 9 9 10 10 11 11 12 12 13 13 
19 2 3 4 5 6 6 7 8 8 9 10 10 11 11 12 12 13 13 13 
to 2 3 4 5 6 6 7 8 9 9 10 10 11 12 12 13 13 13 14 

• Adapted from hed, Frieda S., and Eisenhart, C. 1943. Tabl. for testing 
randomn_ of poupiDc in • .squen08 of alternatives. Ann. MalA. 8ItJtwt., 1', 
83-86, with the kiDd ..... n of the authon and publisher. 



TABLE VIII: TABLE OF CRITICAL VALUES OF r IN THEJ~ UNS TEST* 

( Continued) 
Table VIII(b) 

~ 2 3 4 5 6 7 8 9 10 11 12 13 '14 15 16 17 18 19 20 
'h 

--
2 
3 
4 9 9 
Ii 9 10 10 11 11 
6 9 10 11 12 12 13 13 13 13 
7 11 12 13 13 14 14 14 14 15 15 15 
8 11 12 13 14 14 15 15 16 16 16 16 17 17 17 17 17 
9 13 14 14 15 16'16 16 17 17 18 18 18 18 18 18 

10 13 14 15 16 16'11 17 18 18 18 19 19 19 20 20 
11 13 14 15 16 17 17 18 19 19 19 20 20 20 21 21 
12 13 14 16 16 17 18 19 19 20 20 21 21 21 22 22 
13 15 16 17 18 19 19 20 20 21 21 22 22 23 23 
14 15 16 17 18 19 20 20 21 22 22 23 23 23 24 
15 15 16 18 18 19 20 21 22 22 23 23 24 24 25 
16 17 18 19 20 21 21 22 23 23 24 25 25 25 
17 17 18 19 20 21 22 23 23 24 25 25 26 26 
18 17 18 19 20 21 22 23 24 25 25, 26 26 27 
19 17 18 20 21 22 23 23 24 25 26 26 27 27 
20 17 18 20 21 22 23 24 25 25 26 27 27 28 
., 

• Adapted from 9wed, Frieda S., and Eisenhart, C. 1943. Tables for testing 
randomneu of grouping in a sequence of alternatives. Ann. MGt],.. Stati,t., 1" 
83-86, with 'the kind permission of the authors and publisher. 



TABLE IX: TABLE OF CRITICAL VALUES OF d (OR C) IN THE 

FISHER TEST· ,t 

Totals in right margin b (or a,)t 
_ ~r..evel of significance 

.05 :025 .01 .005 

RJ -3 R2 --;:-a-- - 3 0 - - -

RJ -4 R2 - 4 4 0 0 - -
R2 - 3 4 0 - - -

RJ -5 R2 - 5 5 1 1 0 0 
4 0 0 - -

R2'" 4 5 1 0 0 -
4 0 - - -

R2 - 3 5 0 0 - -
-2 5 0 - - -

RJ - 6 Rz - 6 6 2 1 1 0 
5 1 0 0 -
4 0 - - -

Rz = 5 6 1 0 0 0 
5 0 0 - -
4 0 - - -

R 2 - 4 6 1 0 Q 0 
5 0 0 - -

R 2 ... 3 6 0 0 - -
5 0 - - -

R z = 2 6 0 - - -
RJ -7 R2 - 7 7 3 2 1 1 

6 1 1 0 0 
5 0 0 - -
4 0 - - -

R,_ 6 7 2 2 1 1 
6 1 0 0 0 
5 0 0 - -
4 0 - - -

R 2 - 5 7 2 1 0 0 
6 1 0 0 -
5 0 - - ~ 

R2 - 4 7 1 1 0 0 
6 0 0 - -
5 0 - - -

R2 "'" 3 7 0 0 0 -
6 0 - - -

Rz "" 2 7 0 - - - -
* Adapted from Finney, D. J. 1948. The Fisher-Yates test of significance in 

2 X 2 contingency tables. Biometrika, II, 149-154, with the kind permission of the 
author and the publisher. 



TABLE IX: TABLE OF CRITICAL VALUES OF d (OR C) IN THE 

FISHER TEST·,f (Continued) 

TotIIIa in richt margin b (or,Q,)t 
Level 01 8ipificaoce 

.05 .026 .01 .006 

RI -8 R2 .. 8 8 4 3 2 2 
7 2 2 1 0 
6 1 1 0 0 
5 0 0 - -
4 0 - - -

R2 -7 8 3 2 2 1 
7 2 1 1 0 
6 1 0 0 -
5 0 {I - -

R2 - 6 8 2 2 1 1 
7 1 1 0 0 
6 0 0 0 -
5 0 - - -R2 - 5 8 2 1 1 -0 
7 1 0 0 0 
6 0 0 - -
5 0 - - -

R2 - 4 8 1 1 0 0 
7 0 0 - -
6 0 - - -

~ -3 8 0 0 0 -
7 0 0 - -

R2 .. 2 8 0 0 - -
Rt-9 R2 - 9 9 5 4 3 3 

8 3 S 2 1 
7 2 1 1 () 

6 1 1 0 0 
5 0 0 - -
.( 0 - - -

R2 - 8 9 .( 3 3 2 
8 3 -2 1 1 
7 2 1 0 0 
6 1 0 0 -
5 0 0 - -

R2 -7 9 3 3 2 2 
8 2 2 1 0 
7 1 1 0 0 
6 0 0 - -
I 0 - - -

t When b is entered in the middle column, the significance levels are for d. WheD II is 
used in place of b, the significance levels are for c. 



TABLE IX: TABLE OF CRITICAL VALUES OF d (OR C) IN THE 

FISHER TEST· ,t (Continued) 

Totals in right margin b (or a)t 
Level of significance 

.05 .025 .01 .005 - -----
Rl =: 9 R2 == 6 9 3 2 1 1 

8 2 1 0 0 
7 1 0 0 -
6 0 0 - -
5 0 - - -

R2 == 5 9 2 1 1 1 
8 1 1 0 0 
7 0 0 - -
6 

I 
0 - - -

R2 = 4 9 1 1 0 0 
8 0 0 Q -
7 0 0 - -
6 0 - - --

R2 ... 3 9 1 0 0 0 
8 0 0 - -
7 0 - - -

R2 '" 2 9 0 0 - ------- ~--- - -- .- ------ -----
Rl = 10 R2 '" 10 10 6 5 4 3 

9 4 3 3 2 
8 I 3 2 1 1 
7 2 1 1 0 
6 1 0 0 -
5 0 0 - -
4 O. - -- -

R2 = 9 10 5 4 3 3 
9 4 3 2 2 
8 I 2 2 1 1 I 
7 I 1 1 0 0 
6 1 0 0 --
5 0 0 - -

R2 '"' 8 10 4 4 3 2 
9 3 2 2 1 
8 2 1 1 0 
7 1 1 0 0 
6 0 0 - -
5 0 - - --

R2 -7 10 3 3 2 2 
9 2 2 1 1 
8 1 1 0 0 
7 1 0 0 -
6 0 0 - -
5 0 - - -

> 

• Adapted from Finney, D. J. 1948. The Fisher-Yates test of signifi."!ince in 
( 2 contingency tables. Biometrika, Si, 149-154, ,vith the kind permission of the 
ilior and the publisher. 



TABLE IX: TABLE OF CRITICAL VALUES OF d (OR C) IN THE 

FISHER TEST*.t (Continued) 

Totals in right ma.rgin b (or Q)t 
Level of significance 

.05 .025 .01 .005 -----
R.-10 R2 - 6 10 3 2 2 1 

9 2 1 1 0 
8 1 1 0 0 
7 (\ 0 - -
6 0 - - -

R2 - 5 10 2 2 1 1 
9 1 1 0 0 
8 1 0 0 -
7 0 0 - -
6 0 - - -

R2 =4 10 1 1 0 0 
9 1 0 0 0 
8 0 0 - -
7 0 - - -

R2 - 3 10 1 0 0 0 
9 0 0 - -
8 0 - - -

R2 - 2 10 0 0 - -
9 0 - - -

R. = 11 R, - 11 11 

I 
7 6 5 4 

10 5 4 3 3 
9 4 3 2 2 
8 3 2 1 1 

-7 2 1 0 0 
6 1 0 0 
5 0 0 
4 0 

R2 = 10 11 6 5 4 4 
10 4 4 3 2 
9 3 3 2 1 
8 2 2 1 0 
7 1 1 0 0 
6 1 0 0 
5 0 

R2 == 9 11 5 4 4 3 
10 4 3 2 2 
9 3 2 1 1 
8 2 1 1 0 
7 1 1 0 0 
6 0 0 
5 0 

t When h is entered in the middle column, the significance levels are for d_ Whena is 
used in place of b. the significance levels are for c_ 



TABLE IX: TABLE OF CRITICAL VALUES OF d (OR C) IN THE 

FISHER TEST· ,t (Continued) 

Totals in right m&rgin b (or O)t 
Level of significance 

.05 .02~ .01 .005 

RJ -11 R2 - 8 11 4 4 3 3 
10 3 3 2 1 
9 2 2 1 1 
8 1 1 0 0 
7 1 0 0 -
6 0 0 - -
5 0 - - -

R2 -7 11 4 3 2 2 
10 3 2 1 1 
9 2 1 1 0 
8 1 1 0 0 
7 0 0 - -
6 0 0 - -

R2 -6 11 3 2 2 1 
10 2 1 1 0 
9 1 1 0 0 
8 1 0 0 -
7 0 0 - -
6 0 - - -

R2 - 5 11 2 2 1 1 
10 1 1 0 0 
9 1 0 0 0 
8 0 0 - -
7 0 - - -

R2 - 4 11 1 1 1 0 
10 1 0 0 0 
9 0 0 - -
8 0 - - -

R2 -3 11 1 0 0 0 
10 0 0 - -
9 0 - - -

R2 -2 11 0 0 - -
10 0 - - -.--------

Rl - 12 R2 - 12 12 8 7 6 5 
11 6 5 4 4 
10 5 4 3 2 
9 4 3 2 1 
8 3 2 1 1 , 
7 

I 
2 1 0 0 

6 1 0 0 -
5 ~ 0 - -
4 C - - -

• Adapted from Finney, D. J. 1948. The Fisher-Yates test of significance in 
2 X 2 contingency tables. Biometrilea, I., 149-154, with the kind permission of the 
au,t.hor and the publisher. 



TABLE IX: TABLE OF CRITICAL VALUES OF d (OR C) IN THE 

FISHER TEST· ,t (Continued) 

Level of aipificance 
Totala in npt maqin b (or Q.)t 

.05 .025 .01 .005 

R, -12 R2 - 11 12 7 6 6 5 
11 6 6 4 3 
10 4 3 2 2 
9 3 2 2 1 
8 2 1 1 0 
7 1 1 0 0 
6 1 0 0 -
6 0 0 - -

R2 -10 12 6 6 6 4 
11 6 4 3 3 
10 4 3 2 2 
9 3 2 1 1 
8 2 1 0 0 
7 1 0 0 0 
3 0 0 - -
:6 0 - - -

R2 - J 12 6 6 4 3 
11 4 3 3 2 
10 3 2 2 1 
9 2 2 1 0 
8 1 1 0 0 
7 1 0 0 -
6 0 0 - -
5 0 - - -

R2 - 8 12 6 4 3 3 
11 3 3 2 2 
10 2 2 1 1 
9 2 1 1 0 
8 1 1 0 0 
7 0 0 - -
6 0 0 - -

R2 -7 12 4 3 3 2 
11 3 2 2 1 
10 2 1 1 0 
9 1 1 0 0 
8 1 0 0 -
7 0 0 - -
6 0 - - -

When b is entered in the middle column, the significance levelsareford. Whenais 
used in place of b. the significance levels are for c. 



TABLE IX: TABLE OF CRITICAL VALUES OF d (OR C) IN THE 
FISHER TEST·.t (Continued) 

Totals in right margin b (or a·)f 
Level of significance 

.05 .025 .01 .005 

R\ .... 12 R2 = 6 12 3 3 2 2 
11 2 2 1 J 
10 1 1 0 0 
9 1 0 0 0 
8 0 0 - -
7 0 0 - -
6 0 - - -

R'fI- I) 12 2 2 1 1 
11 1 1 1 0 
10 1 0 0 0 
9 0 0 0 -
8 0 0 - -
7 0 - - -

R2 - 4 12 2 1 1 0 
11 1 0 0 0 
10 0 0 0 .-., 9 0 0 - -
8 0 -- - -

R2- 3 12 1 0 0 0 
11 0 0 0 -
10 0 0 - --
9 0 - - -

R2'- 2 12 0 0 - -
11 0 - - -----

R\'-13 R2 - 13 13 9 8 7 6 
12 7 6 5 4 
11 6 5 4 3 
10 4 4, 3 2 
9 3 3 2 1 
8 2 2 1 0 
7 2 1 0 0 
6 1 0 0 -
I) 0 0 - -
4 0 - - -

R2 -= 12 13 8 7 6 5 
12 6 I) 5 4, 

11 I) 4 3 3 
10 4 3 2 2 
9 3 2 1 1 
8 2 1 1 0 
7 1 1 0 0 
6 1 0 0 -
I) 0 0 - -

• Adapted from Finney, D. J. 1948. The Fisher-Yatea teat of 8ignificance in 
2 X 2 contingency tables. Biofl'Ultrika, ai, 149-154, with the kind permission oUhe 
author and the publisher. 



TABLE IX: TABLE OF CRITICAL V"LUES OF d (OR C) IN THE 

FISHER TEST· ,t (Continued) 

Totals in right margin I h (or a)t I Level of significance 

1--- .05 .025 .01 .005 

R 1 - 13 R2 :: 11 I 13 
7 6 5 5 

12 6 5 4 3 

I 11 
4 4 3 2 

10 3 3 2 1 

I 9 3 2 1 1 
8 2 1 0 0 

! 7 1 0 0 0 
6 0 0 
5 0 

R2 = 10 13 6 6 5 4 
12 5 4 3 3 
11 4 3 2 2 
10 3 2 1 1 
9 2 1 0 
8 1 1 0 0 
7 1 0 0 
6 0 0 
5 0 

R2 = 9 13 5 5 4 4 
12 4 4 3 2 
11 3 :: 2 1 
10 2 2 1 1 
9 2 0 0 
8 1 1 0 0 
7 0 0 
6 0 0 
5 0 

R2 - 8 13 5 4 3 3 
12 4 3 2 2 
11 3 2 1 1 
10 2 1 1 0 
9 1 .1 0 0 
8 1 0 0 
7 0 0 

.6 0 
R2 = 7 13 4 3 3 2 

12 3 2 2 1 
11 2 2 1 1 

-lO 1 1 0 0 

I 
9 1 0 0 0 
8 0 0 

I 7 0 0 
J 6 0 

t When h is entereq)n the middle column, the significance levels are for d. When 
.a is used iIi place of h, the significance levels are for c. 



TABLE IX: TABLE OF CRITICAL VALUES OF d (OR C) IN THE 

FISHER TEST-,t (Continued) . 
Level of signifieance 

Totals in right margin h (or a>t 
.05 .025 .01 .005 

--- ---
RI - 13 R~ _ 6 13 3 3 2 2 

12 2 2 1 1 
11 2 1 1 0 
10 1 1 0 0 
9 1 0 0 -
8 0 0 - -
7 0 - - -

R2 - 6 13 2 2 1 1 
12 2 1 1 0 
11 1 1 0 0 
10 1 0 0 -
9 0 0 - -
8 0 - - -

R2 - 4 13 2 1 1 0 
12 1 1 0 0 
11 0 0 0 -
10 0 0 - -
9 0 - - -

R2 - 3 13 1 1 0 0 
12 0 0 0 -
11 0 0 - -
10 0 - - -

R2 - 2 13 0 0 0 -
12 0 - - -

RI -14 p, - 14 14 10 9 8 7 
13 8 7 6 5 
12 6 6 5 4 
11 6 4 3 3 
10 4: 3 2 2 
9 3 2 2 1 
8 2 2 1 0 
7 1 1 0 0 
6 1 0 0 -
5 0 0 - -
4 0 - - -

• Adapted from Finney, D. J. 1948. The Fisher-Yates teat of lilnificance in 
2 X 2 eontinpncy tables. Biometri1ctJ, II, 149-154, with the kind permiuion of the 
author and the publisher. 



TABLE IX: TABLE OF CRITICAL VALUES OF d (OR C) IN THE 

FISHER TEST· ,t (Continued) 

TotrJa in right margin b (01' a)t 
uve1 of aipificance 

.06 .025 .01 .00.5 

RJ -14 R2 - 13 14 9 8 7 6 
13 7 6 :; :; 
12 6 :; 4 3 
11 I) 4 3 2 
10 4 3 2 2 
9 3 2 1 1 
8 2 1 1 0 
7 1 1 0 0 
6 1 0 - -
:; 0 0 - -

R2 - 12 14 8 7 6 6 
13 6 6 :; " 12 ,; " " 3 
11 4 3 3 2 
10 3 3 2 1 
9 2 2 1 1 
8 2 1 0 0 
7 1 0 0 -
6 0 0 - -
I) 0 - - -

1<2- 11 14 7 6 6 ,; 
13 6 :; " 4 
12 ,; .. 3 3 
11 4 3 2 2 
10 3 2 1 1 
9 2 1 1 0 
8 1 1 0 0 
7 1 0 0 -
6 0 0 - -
:; 0 - - -

R2 -10 14 6 6 ,; 4 
13 :; " 4 3 
12 " 3 3 2 
11 3 3 2 1 
10 2 2 1 1 
9 2 1 0 0 
8 1 1 0 0 
7 0 0 0 -
6 0 0 - -
,; 0 • - - ---.. 

t When b ia entered in the middle column, the aipifiouoe levea are for d. When 
a ia UI8d III place of b, the IlilN6canoe lev. 'TN for c. 



TABLE IX: TABLE OF CRITICAL VALUES OF d (OR C) IN THE 

FISHER TEST· ,t (Continued) 

Totals in right margin h (or a)t 
Levelof.ijpUficance 

.05 .025 .ol .005 --
RI - 14 R2 - 9 14 6 5 4 4 

13 4 4 3 3' 
12 3 3 2 2 
11 3· 2 1 1 
10 2 1 1 0 
9 1 1 0 0 
8 1 0 0 -
7 0 0 - -
6 0 - - -

R2 - 8 14 5 4 4 3 
13 4 3 2 2 
12 3 2 2 1 
11 2 2 1 1 
10 2 1 0 0 
9 1 0 0 0 
8 0 0 0 -
7 0 0 - -
6 0 - - -

R2 - 7 14 I 4 3 3 2 
13 3 2 2 1 
12 2 2 1 1 
11 2 1 1 0 
10 1 1 0 0 

9 1 0 0 -
8 0 0 - -
7 0 - - -

R2 - 6 14 3 3 2 2 
13 2 2 1 1 
12 2 1 1 0 
11 1 1 0 0 
10 1 0 0 -
9 0 0 - -
8 0 0 - -
7 0 - - -

R2 -,; 14 2 2 1 1 
13 2 1 1 0 
12 1· 1 0 0 
11 1 0 0 0 
10 0 0 - -
9 0 0 - -
8 0 - - -

• Adapted ftom Finney, D. J. 1948. The Fisher-Yates test of significance in 
2 X 2 contingency tables. BiomMri", II, 149-154, with the kind permiuion of the 
author and the publisher. 



TABLE IX: TABLE OF CRITICAL VALUES OF d (OR C) IN THE 

FISHER TEST· ,t (Continued) 

Level of significance 
Totals in right margin b (ar a)t 

.05 .025 .01 .005 

RI - 14 R2 - 4 14 2 1 1 1 
13 l 1 0 0 
12 1 0 0 0 
11 0 0 - -
10 0 0 - -
9 0 - - -

R1 - 3 14 1 1 0 0 
13 0 0 0 -
12 0 0 - -
11 0 - - -

R2 - 2 14 0 0 0 -
13 0 0 - -
12 0 - - -

RI - 11\ R2 - 15 15 11 10 9 8 
14 I 9 8 7 6 
13 , 7 6 I) 5 
12 6 5 4 4 
11 5 4 3 3 
10 4 3 2 2 
9 3 2 1 1 
8 2 1 1 0 
7 1 1 0 0 
6 1 0 0 -
I) 0 0 - -
4 0 - - -

R2 - 14 15 10 9 8 7 
14 8 7 (; 6 
13 7 S 5 4 
12 6 I) 4 3 
11 5 4 3 2 
10 4 3 2 1 
9 3 2 1 1 
8 2 1 1 0 
7 1 1 0 0 
6 1 0 - -
I) 0 - - -

enth entered. in the middle colttmn the si nificance levels are for 'd. tWh ,. , g 
A ia uaed ili place of b, the significance levell are for ·P. 

When 



TABLE IX: TABLE OF CRITICAL V ALVES OF d (OR C) IN THE 

FISHER TEST· ,t (Continued) 

Totala in right margin b (or a)t 
Level of aipificance 

.05 .025 .01 .oms 
R, -15 R~ - 13 15 9 8 7 7 

14 7 7 6 5 
13 6 5 4 4 
12 5 4 3 3 
11 4 3 2 2 
10 3 2 2 1 
9 2 2 1 0 
8 2 1 0 0 
7 1 0 0 -
6 0 0 - -
5 0 - - -

R2 - 12 15 8 7 7 6 
14 7 6 5 " 13 6 5 4 3 
12 5 4 3 2 
11 4 3 2 2 
10 3 2 1 1 
9 ~ 1 1 0 
8 1 1 0 0 
7 1 0 0 -
6 0 0 - -
5 0 - - -

Rz'- 11 15 7 7 6 6 
14 6 6 4 4 
13 6 4 3 3 
12 4 3 2 2 
11 :t 2 2 1 
10 2 2 1 1 
9 2 1 0 0 
8 1 1 0 0 
7 1 0 0 -
6 0 0 - -
6 0 - - -

R2 - 10 15 6 6 5 5 
14 5 5 4 3 
13 4 4 3 2 
12 3 3 2 2 
11 3 2 1 1 
10 2 1 1 0 
9 1 1 0 0 
8 1 0 0 -
7 0 0 - -

I 6 0 - - -
• Adapted from Finney, D. J. 1948. The Fisher-Yates teat of significance in 

2 X 2 continpncy tables. Biometri1cG, II, 149-154, with the kind permission of the 
author and the publiaher. 



TABLE IX: TABLE OF CRITICAL VALUES OF d (OR c) IN THE 

FISHER TEST· ,t (Continued) 

Totala in right margin b (or a)f 
Level of significance 

.05 .025 .01 .005 

R, - 15 R, -9 15 6 5 4 4 
14 I) 4 3 3 
13 4 3 2 2 
12 3 2 2 r 
11 2 2 1 1 
10 2 1 0 0 
9 1 1 0 0 
8 1 0 0 -
7 0 0 - -
6 0 - - -

R2 - 8 15 5 4 4 3 
14 4 3 3 2 
13 3 2 2 1 
12 2 2 1 • .. 
11 2 1 1 0 
10 1 1 0 0 
9 1 0 0 -
8 0 0 ~ -
7 0 - - -
6 0 - - -

R2,-7 15 4 4 3 3 
14 3 3 2 2 
13 2 2 1 1 
12 2 1 1 0 
11 1 1 0 0 
10 1 0 0 0 
9 0 0 - -
8 0 0 - -
7 0 - - -

Rz - 6 15 3 3 2 2 
14 2 2 1 1 
13 2 1 1 0 
12 1 1 0 0 
11 1 0 0 0 
10 0 0 0 -
9 0 0 - -
8 0 - - -

Rz - 5 15 2 2 2 1 
14 2 1 1 1 
13 1 1 0 0 
12 1 0 0 0 
11 0 0 0 -
10 0 0 - -
9 0 - - -

'l;;;fii"is entered in the middle column, the significance levels are for d. tWh 
A is ueed'ln place of b,. the litmiJicance levels are for c. 

When 



TABLE IX: TABLE OF CRITICAL VALUES OF d (OR c) IN TH~ 
FISHER TEST· ,t (Continued) 



T.uu .. X. TABLE 01' PROBABILITIES ASSOCIATED WITH VALUES AS SMALL AS 

OBSERVED VALUES 01' W IN THJC MANN-WHITNEY TEST-

w 
nl 

o 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 

n .... 3 

~nl 
1 2 3 

W~ 
0 .250 .100 .050 
1 .500 .200 . 100 
2 .750 .400 .200 
3 .600 .350 
4 .500 
5 .650 

n. - 5 

1 :II 3 4 5 

.167 .047 .018 .008 .004 

.333 .095 .036 .016 .008 

.500 .190 .071 .032 .016 

.667 .286 .125 .056 .028 
.429 .r96 .095 .048 
.571 .286 .143 .075 

.393 .206 .111 

.500 .278 .155 

.607 .365 .:1110 
.452 .274 
.548 .345 

.421 

.500 
579 

n. - 4 

~'h I 
W~ 

1 2 3 4 

0 .200 .067 .028 .014 
1 .400 .133 .057 .029 
2 .600 .267 .114 .057 
3 .400 .200 .100 
4 .600 .314 .171 
5 .429 .243 
6 .571 .343 
7 .443 
8 .557 

n. - 6 

nl 

I 1 2 . 3 4 5 •• W ---
0 .143 .036 .012 .005 .002 .001 
1 .286 .071 .024 .010 .004 .OO~ 
2 .428 .143 .048 .019 .009 .004 
3 .571 .214 .083 .033 .015 .008 
4 .321 .131 .057 .026 .013 
5 .429 .190 .086 .041 .021 
6 .571 .274 .129 .063 .032 
7 .357 .176 .089 .047 
8 .452 .238 .123 .066 
9 .548 .305 .165 .090 

10 .381 .214 .120 
11 .457 .268 .155 
12 .545 .331 .197 
13 .396 .242 
14 .465 .294 
15 .535 .350 
16 . .09 
17 .469 
18 .531 

• Reproduced from Mann, H. B., and Whitney, D. R. 1947. On a teet of whet he I' 
one of two random variables is stochastically larger than the other. Ann, Math . 
• '1lGtilt., 18, 62-54, with the kind permission of the authors and the publisher. 



TABLW)(. T ABLW OJ' Paoa.uuLl'l'lU Asaocu.TIID .WITH VALnB AS SMALL AS 

OaSIIBVIID VALnB OI'.W 'N TBJI MANN-WBITNIIT TII8T* (Ctmlin'lUd) 

nl - 7 

1 2 3 4 6 6 7 

0 .125 .028 .008 .003 .001 .001 .000 
1 .250 .056 .017 .006 .003 .001 .001 
2 .375 .111 .033 .012 .005 .002 .001 
3 '.600 .167 .058 .021 .009 .004 .002 
4 .625 .260 .092 .036 .015 .007 .003 
5 .333 .133 .055 .024 .011 .006 
6 .444 .192' .082 .037 .017 .009 
7 .656 .2SS .116 .053 .026 .013 
8 .333 . ISS .074 .037 .019 
9 .417 .206 .101 051 .027 

10 .600 .264 .134 069 .036 
11 .583 .324 .172 .090 .049 
12 .394 .216 .117 .064' 
13 .464 .266 .147 .082 
14 .638 .319 .183 .104 
15 .378 .223 .130 
16 .438 .267 .169 
17 .600 .314 .191 
18 .562 .366 .228 
19 .418 .26'1 
20 .473 .310 
21 .627 .3M 
22 .402 
23 .411 
24 .600 
26 .649 

* Reproduced from Mann, H. B., and Whitney, D. R. 1947. On a teat of whether 
one of two random variables is ltochaetically larger than the other. Ann. M GOa. 
BIalW., 18, 52-64, with the kind permission of the authors and the publisher. 



TABLJlX. l'AJlLJI or PBODABILITIJCS AssOCIA.HD WITH V.&L~ AS SHALL AS 

OBSERVED VALUJCS OF W IN THE MANN-WHITNJCY TIlST* (Continued) 

n. - 8 

~ n. I 

W~ 2 3 4 5 6 7 8 Normal 

-----_._--- ---.-----. 
0 .111 .022 .006 .002 .001 .000 .000 .000 3.308 .001 
1 .222 .044 .012 .004 .002 .001 .000 .000 a.203 .001 
2 .333 .089 .024 .008 .003 .001 .001 .000 3.098 .001 
3 .444 .133 .042 .014 .005 .002 .001 .001 2.993 .001 
4 .556 .200 .067 .024 .009 .. 004 .002 '.001 2.888 .002 
5 .267 .097 .036 .015 .006 .003 .001 2.783 .003 
6 .356 .139 .055 .023 .010 .005 .002 2.678 .004 
7 .444 .188 .077 .033 .0Ui .007 .003 2.573 .005 
8 .556 .248 .107 .047 .Q21 .010 .005 2.468 .007 
9 .315 .141 .OM .030 .014 .007 2.3~ .009 

10 .387 .184 .085 .041 .020 .010 2.258 .012 
11 .461 .230 .111 .054 .027 .014 2.153 .016 
12 .539 .285 142 .071 .036 .019 2.048 .020 
13 .341 .177 .091 .047 .025 1.943 .026 
14 .404 .217 .114 .060 .032 1.838 .033 
15 .467 .262 .141 .076 .041 1.733 .041 
16 .533 .311 .172 .095 .052 1.628 .052 
17 .362 .. 207 .116 .065 1.523 .064 
18 .416 .245 .140 .080 1.418 .078 
19 .472 .286 .168 .097 1.313 .094 
20 .528 .331 .198 .117 1.208 .113 
21 .377 .232 .139 1.102 .135 
22 .426 .268 .164 .998 .159 
23 .475 .306 .191 .893 .185 
24 .525 .347 .221 .788 .215 
25 .389 .253 .$583 .247 
26 .433 .287 .5'18 .282 
27 .478 .323 .473 .318 
28 .522 .360 .368 .356 
29 .399 .263 .396 
30 .439 .158 .437 
31 .480 .052 .481 
32 .520 

* Reproduced from Mann, H. B., and Whitney, D. R. 1947. 00 & test of whether 
one of two random variables is stochastically larger than the other . Ann. MaJh. 

. Slotilt., 18, 52-54, with the kind permission of the authora and the publisher. 



A 
Addition rule 59 

Analysis of covariance 241 

Analysis of variance 181 

Angular transformation 188 

Arithmetic means 26 

B 
Bar diagram 13 

Bartlett's test 262 

Bernoulli trials 67 

Binomial distribution 67 

Binomial test 355 

Bivariate normal distribution 390 

c 
Canonical correlations 421 

Central moments 52 

Index 

Chi-square distribution 107 

Chi-square test 357 

Cochran's test 374 

CoeHicient of concordance 380 

Coefficient of determination 146 

CoeHicient of skewness 53 

CoeHicient of variation 44 

Combined analysis of 
experiments 267 

Compact family block design 260 

Compeletelyrandomized design 182 

Confounding 213 

Contingency table 109 

Continuous variable 12 

Critical difference 184 

Cross over design 199 

Cumulative frequency curve 19 

Cyclical variation 338 
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D 
D2 -statistics 155 

Degrees of freedom 86 

Dependent events 60 

Diagrammatic representation 12 

Direct effect 277 

Discriminant functions 1 59 

Dispersion 31 

Distribution function 78 

Dunean's multiple range test 186 

E 
Enumeration data 108 

Errors of first and 
second kind 85 

Expotential curve 330 

F 
Factor analysis 396 

Factorial analysis 202 

Factorial experiments 201 

Finite differences 348 

Fisher's Z transformation 127 

Fisher's ideal index number 342 

Frequency curve 19 

Frequency distribution 10 

Frequency function 77 

Frequency polygon 18 

Friedman's test 376 

G 
Geometric mean 32 

Gompertz curve 332 

Group of latin squares 200 

H 
Harmonic mean 33 

Henderson methods 252 

Histogram 18 

Historigram 323 

Hotelling-T2 statistic 391, 395 

I 
Independent events 59 

Indirect effect 277 

Interpolation 347 

Interval estimation 81 

Iterative method 414 

K 
Kendall's coefficient of 
concordance 380 

Kolmogorov smirnov test 359 

Kruskal-Waltis test 378 

Kurtosis 52 

L 

Lagrange's Intcrpolatoin fonnula 350 

Laspeyre's price index number 340 

Latin square design 193 

Least square procedure 280 

Lepto kurtic 52 



INDEX 

Levels of significance 85 

Linkage 117 

Logisitic curve 333 

Logorithmic transformation 188 

Lorenz curve 20 

M 
Mahalanobis-D

2 
155 

Mann-whitney test 372 

Marshall-Edge worth price index 
number 341 

Maximum likehood method 169 

Meadian test 371 

Mean deviation 40 

Median 29 

Mesokurtic 52 

Mixed factorial experiment 208 

Mode 31 

Modified exponential curve 331 

Moments 49 

Moving averages 333 

Multiple Correlation Coefficient 146 

Multiple regression 142 

Multiple rule 59 

Multivariate normal distribution 389 

Mutually exclusive events 58 

Mutually independent events 59 

N 
Newton's formula 348 

Neyman's allocation 300 

Non-sampling errors 315 

Normal curve 76 

Null Hypothesis 86 

465 

o 
Ogive 19 

Orthoogonal polynomials 324 

p 
Paache's price index number 341 

Paired t-test 95 

Platy kurtic 52 

Partial confounding 215 

Partial correlation 147 

Path coefficient analysis 276 

Pie diagram 14 

Poisson distribution 70 

Power 353 

Price Index number 340 

Primary data 5 

Principal component analysis 407 

Principal-axes method 414 

Probability proportional to size 301 

Probit analysis 163 

Proportional allocation 298 

Q 
Quartiles 38 

Quartile coefficient of skewness 51 

Quartile deviation 51 

R 
Random effects models 248 

Randomized block design 189 

Range 38 
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Rank correlations 129 T 
Reciprocal transformation 189 

Regression 131 

Replication 179 

Response surface 270 

Run test 360 

S 
Scatter diagram 123 

Seasonal variation 336 

Secular trend 323 

Sign test 363 

Simple lattice design 262 

Simple random sampling 293 

Skewness 49 

Split plot design 228 

Standard deviation 42 

Statistical population 44 

Statistical significance 85 

Stratified random sampling 298 

Strip plot design 239 

Systematic sampling 314 

t-distribution 91 

Test of independence 109 

Tolerances 316 

Transformations 187 

Tukey's test of additivity 247 

Two-stage sampling 310 

U 
Uniformity trail 180 

v 
Variance 43 

Variate differences method 329 

W 
Weighted arithmetic mean 29 

Wilcoxon test 365 

y 
Yates Correction for Continuity I I I 

z 
Z-Tests 86 
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