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## Foreword

Throughout more than a century of outstanding progress in linguistics and especially from the time of the Junggranmatiker - the most impressive and apparently most abiding successes have been in work at the clemental end of language structure: the description and relation of phonological units. Nor, when they were pressed into reluctant scrvice, did the categories and insights evolved for phonology get us far in explicating linguistic organization at other 'levels', the morphological and syntactic. Moreover, even in the fruitful renaissance of syntactic studies during the third quarter of this century, work has been virtually confined to relations within the sentence. This limitation, though to some extent vigorously defended on theoretical grounds, has not in general been because no televance to linguistic structure was seen in the relations between sentences, in the connections which resulted in the impression of well-formed paragraphs or longer stretches of discourse. But as with semantics - another and indeed closely telated area which linguists have hesitated to enter. often justifying their dissociation on closely-argued theoretical grounds it was not unteasonably held that relations 'beyond the sentence' involved a complex interplay of linguistics with other concerns such as rhetoric, acstherics, and pragmatics, for which the theoretical foundations and framework were too shaky to support ambitious model building. And that in any case linguists had enough on hand to get their sentential housc furnished.

Meanwhilc, literary critics (for whom of course text structure has been a traditional concern) and social anthropologists (for whom text and talc constitute fundamental evidencc) began themselves to look at the constructs evolved by de Saussure, the Prague School, and other linguists. One thinks for example of Lévi-Strauss, Dell Hymes, Roland Barthes, as outstanding exponents of structuralism in broad-scale textual analysis. And among linguists, there have always becn those who have persisted in the
venture to subserve literary and other humanistic disciplines by extending their work to embrace stylistics and other aspects of textual studies. In this movement, Michacl Halliday and Ruqaiya Hasan have long been especially active. The prose of Golding and the verse of Yeats are among the material subjected to valued linguistic scrutiny by the former, while the latter has made 'cohesion' her special field, beginning with a doctoral dissertation at the University of Edinburgh and continuing with influential papers while she worked for several fruitful years in the Communication Research Centre at University College London, During the whole of this period, the two authors have worked in close cooperation and muttal influence, acutely aware of areas in English studies of profound interest for both linguists and critics but rigorously explored to a large extent by neither.

We are singularly fortunate that we ate able to correct some of these grave deficiencies in the description of English with the work of so uniquely equipped a team. As English has increasingly come into world-wide usc, there has arisen a correspondingly increasing need for more information on the language and the ways in which it is used. The English Language Series seeks to meet this need and to play a part in further stimulating the study and teaching of English by providing up-to-date and scholarly treatments of topics most relevant to present-day English - including its history and traditions, its sound patterns, its grammar, its lexicology, its rich variety and complexity in specch and writing, and its standards in Britain, the USA, and the other principal areas where the language is used,

University College London
RANDOLRH QUIRR
May 1975

## Preface

This book originated as one of a series of studies of the English language and modern English texts which were undertaken by the Nuffield Programme in Linguistics and English Teaching at University College London. The aim of these studies was to provide an account of aspects of contemporary English which would be both founded on theory and also applicable in practice: a description of the system, but one which, since it was based on evidence from texts of different varietics, including both spoken and written, would be useful in application to further text studies.

A relatively neglected aspect of the linguistic system is its resources for text construction, the range of meanings that are specifically associated with relating what is being said or written to its semantic environment, The principal component of these resources is that of cohesion. Cohesive relations ate relations between two or more elements in a text that are independent of the structure; for example between a personal pronoun and an antecedent proper name, such as Johin . . . he. A semantic telation of this kind may be set up cither within a sentencc or between sentences; with the consequence that, when it crosses a sentence boundary, it has the effect of making the two sentences cohere with one another. The various kinds of cohesion had been outlined by M. A. K. Halliday in his writings on stylistics, and the concept was devcloped by Ruqaiya Hasan in her University of Edinburgh doctoral thesis.
The earlier chapters of this book were first published as Granmatical Cohesion in Spoken and Written English, Part I, by Ruqaiya Hasan, Communication Research Centre (University Collcge London) and Longmans, Green \& Co, Progranme in Linguistics and English Teaching: Papers, No. 7, 1968. This contained Chapters 1,2 and 3 m their original form. The later chapters were written in collaboration by Ruqaiya Hasan and M. A. K. Halliday, and were prepared for publication in the follow-up series (Schools Council Programme in Linguistics and English. Teading: Papers

Series II). However, instead of issuing this part separately, it was decided to revise the carlier chapters and to publish the two halves together as a book. The revision was undertaken by M. A. K. Halliday, who also added the last two chapters.
We should like to express our gratitude to several individuals and institutions for their cooperation and help. The Nufficld Foundation financed the original project within which the earlier part of the work was written. The Schools Council financed the successor project (Schools Council Programme in Linguistics and English Teaching, 1967-71); although the later part was not written directly under their auspices, since Ruqaiya Hasan had by then left the team, it had been planned to publish it in the series of papers emanating from this project, and we are gratcful to them for allowing it to be withdrawn and published in its present revised form. The final version was written by M. A. K. Halliday during his tenure of a fellowship at the Center for Advanced Study in the Behavioral Sciences, Stanford, California, and we are most grateful to the Center for providing this opportunity.

We wish to thank Stephen Lushington, General Editor of the Schools Council Programnte in Linguistics and English Teaching: Papers Series II, and a former collcague in the project, for his valuable help and comments throughout the preparation of the original manuscript. Other members of the Nuffield team - Kcnneth Albrow, Eirian Davics, Peter Doughty, David Mackay and Brian Thompson - provided stimulating discussion, as did our colleagues on another related research project, Rodney Huddleston, Richard Hudson and Eugene Winter, To Marcia Insel we express our appreciation for her research and bibliographical assistance during the final revision. Students at the Linguistic Socicty of America's Linguistic Institute, at the University of Michigan, Ann Arbor, in summer 1973, made numerous helpful observations in the context of a course based on this material.

We much appreciate the interest shown by Randolph Quirk, friend, former colleaguc, and Gencral Editor of the present scries; and would like to take this opportunity of referring to the debt owed by everyone in the field of contemporary English to the work done by him and by his colleagues at the Survey of English Usage. Finally we thank the many people who have kindly enquired after the progress of the book. Their continuing concern has been a most valuable source of encouragement.
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## Chapter 1

## Introduction

### 1.1 The concept of cohesion

### 1.1.1 Text

If a speaker of English hears or reads a passage of the language which is more than one sentence in length, he can normally decide without difficulty whether it forms a unified whole or is just a collection of unrelated sentences. This book is about what makes the difference berween the two.

The word text is used in linguistics to refer to any passage, spoken or written, of whatever length, that does form a unified whole. We know, as a general rule, whether any specimen of our own language constitutes a text or not. This does not mean there can never be any uncertainty. The distinction between a text and a collection of unrelated sentences is in the last resort a matter of degree, and there may always be instances about which we are uncertain - a point that is probably familiar to most teachers from teading their stadents' compositions. But this does not invalidate the general observation that we are sensitive to the distinction between what is text and what is not.

This suggests that there are objective factors involved - there must be certain features which are characteristic of texts and not found otherwise; and so there are. We shall attempt to identify these, in order to establish what are the properties of texts in English, and what it is that distinguishes a text from a disconnected sequence of sentences. As always in linguistic description, we shall be discussing things that the native speaker of the language 'knows' already - but without knowing that he knows them.

A text may be spoken or written, prose or verse, dialogue or monologue. It may be anything from a single proverb to a whole play, from a momentary cry for help to an all-day discussion on a conmittee.

A text is a unit of language in use. It is not a grammatical unit, bike a clause or a sentence; and it is not defined by its size. A text is sometimes
envisaged to be some kind of super-sentence, a grammatical unit that is larger than a sentence but is related to a sentence in the same way that a sentence is related to a clause, a clause to a group and so on: by constifuency, the composition of larger units out of smaller ones. But this is misleading. A text is not something that is like a sentence, only bigger; it is something that differs from a sentence in kind.

A text is best regarded as a semantic unit: a unit not of form but of meaning. Thus it is related to a clause or sentence not by size but by realization, the coding of one symbolic system in another. A text does pot consist of sentences; it is realized by, or encoded in, sentences. If we understand it in this way, we shall not expect to find the same kind of structural integration among the parts of a text as we find among the parts of a sentence or clause. The unity of a text is a unity of a different kind.

### 1.1.2 Texture

The concept of TEXTURE is entirely appropriate to express the property of 'being a text'. A text has texture, and this is what distinguishes it from something that is not a text. It derives this texture from the fact that it functions as a unity with respect to its environment.

What we are investigating in this book are the resources that English has for creating texture. If a passage of English containing more than one sentence is perceived as a text, there will be certain linguistic features present in that passage which can be identified as coftributing to its total unity and giving is texture.

Let us start with a simple and trivial example. Suppose we find the following instructions in the cookery book:
[1:1] Wash and core six cooking apples. Put them into a fireproof dish.
It is clear that them in the second sentence refers back to (is ANAPHORIC to) the six cooking apples in the first sentence. This anaproric function of them gives cohesion to the two sentences, so that we interpret them as a whole; the two sentences together constitute a text. Or rather, they form part of the same text; there may be more of it to follow.

The texture is provided by the cohesive relation that exists between them and six cooking apples. It is important to make this point, because we shall be constantly focusing attention on the items, such as them, which typically refer back to something that has gone before; bat the cohesion is effected not by the presence of the referring item alone but by the presence
of both the referring item and the item that it refers to. In other words, it is not enough that there should be a presupposition; the presupposition must also be satisfied. This accounts for the humorous effect produced by the radio comedian who began his act with the sentence
[1:2] So we pushed him under the other one.
This sentence is loaded with presuppositions, located in the words so, him, other and one, and, since it was the opening sentence, none of them could be resolved.

What is the meaning of the cohesive relation between them and six cooking apples? The meaning is that they refer to the same thing. The two items are identical in reference, or COREFERENTIAL. The cohesive agency in this instance, that which provides the texture, is the coreferentiality of them and six cooking apples. The signal, or the expression, of this coreferentiality is the presence of the potentially anaphoric item them in the second sentence together with a potential target item six cooking apples in the first.

Identity of reference is not the only meaning relation that contributes to texture; there are others besides. Nor is the use of a pronoun the only way of expressing identity of reference. We could have had:
[1:3] Wash and core six cooking apples. Put the apples into a fireproof dish.
Here the item functioning cohesively is the apples, which works by repetition of the word apples accompanied by the as an anaphoric signal. One of the functions of the definite article is to signal identity of reference-with something that has gone before. (Since this has sometimes been said to be its only finction, we should perhaps point out that it has others as well, which are not cohesive at all; for example none of the instances in (a) or (b) has an anaphoric sense:
[1:4] a. None but the brave deserve the fair.
b. The pain in my head cannot stiffe the pain in my heart.

For the meaning of the, see 2.4 .2 below.)

### 1.1.3 Ties

We need a term to refer to a single instance of cohesion, a term for one occurrence of a pair of cohesively related items. This we shall call a Tİ. The relation between them and six cooking apples in example [1:1] constitutes a tie.

We can characterize any segment of a text in terms of the number and
kinds of ties which it displays. $\ln$ [ $1: 1]$ there is just one tie, of the particular kind which we shall be calling reference (Chapter 2). In [1:3], there are actually two ties, of which one is of the 'reference" kind, and consists in the anaphoric relation of the to six cooking apples, while the other is of a different kind and consists in the repetition of the word apples, a repetition which would still have a cohesive effect even if the two were not referring to the same apples. This latter type of cohesion is discussed in Chapter 6.

The concept of a tie makes it possible to analyse a text in terms of its cohesive properties, and give a systematic account of its patterns of texture. Some specimen analyses are given in Chapter 8 . Various types of question can be investigated in this way, for example concerning the difference between speech and writing, the relationship between cohesion and the organization of written texts into sentences and paragraphs, and the possible differences among different genres and different authors in the numbers and kinds of tie they typically employ.

The different kinds of cohesive tie provide the main chapter divisions of the book. They are: reference, substitution, ellipsis, conjunction, and lexical cohesion. A preliminary definition of these categories is given later in the Introduction (1.2.4); each of these concepts is then discussed more fully in the chapter in question.

### 1.1.4 Cohesion

The concept of cohesion is a semantic one; it refers to relations of meaning that exist within the text, and that define it as a text.

Cohesion occurs where the interpibitation of some element in the discourse is dependent on that of another. The one Presupposes the other, in the sense that it cannot be effectively decoded except by recourse to it. When this happens, a relation of cohesion is set up, and the two elements, the presupposing and the presupposed, are thereby at least potentially integrated into a text.

This is another way of approaching the notion of a tie. To return to example [ 1 : 1 ], the word them presupposes for its interpretation something other than itself. This requirement is met by the six cooking apples in the preceding sentence. The presupposition, and the fact that it is resolved, provide cohesion between the two sentences, and in so doing create text.

As another example, consider the old piece of schoolboy humour:
[ $\mathrm{r}: 5$ ] Time files.

- You can't; they fy too quickly.

The first sentence gives no indication of not being a complete text; in fact it usually is, and the humour lies in the misinterpretation that is required if the presupposition from the second sentence is to be satisfied. Here, incidentally, the cohesion is expressed in no less than three ties: the elliptical form you can't (Chapter 4), the reference item they (Chapter 2) and the lexical repetition fy (Chapter 6).

Cohesion is part of the system of a language. The potential for cohesion lies in the systematic resources of reference, ellipsis and so on that are built into the language itself. The actualization of cohesion in any given instance, however, depends not merely on the selection of some option from within these resources, but also on the presence of some other element which resolves the presupposition that this sets up. It is obvious that the seloction of the word apples has no cohesive force by itself; a cohesive relation is set up only if the same word, or a word related to it such as fruit (see Chapter 6), has occurred previously. It is less obvious, bur equally true, that the word them has no cohesive force either unless there is some explicit referent for it within reach. In both instances, the cohesion lies in the relation that is set up between the two.

Like other semantic relations, cohesion is expressed through the stratal organization of language. Language can be explained as a multiple coding system comprising three levels of coding, or 'strata': the semantic (meanings), the lexicogrammatical (forms) and the phonological and orthographic (expressions). Meanings are realized (coded) as forms, and forms are realized in turn (recoded) as expressions. To put this in everyday terminology, meaning is put into wording, and wording into sound or writing:


## (the semantic system)

(the lexicogrammatical system, grammar and vocabulary) (the phonological and orthographic systems)

The popular term 'wording' refers to lexicogrammatical form, the choice of words and grammatical structures. Within this stratum, there is no hard-and-fast division between vocabulary and grammar; the guiding principle in language is that the more general meanings are expressed through the grammar, and the more specific meanings through the vocabulary. Cohesive relations fit into the same overall pattern. Cohesion is expressed partly through the grammar and partly through the vocabulary.

We can refer therefore to grammatical combsion and lexical COHESION. In example [1:3], one of the ties was grammatical (reference, expressed by the), the other lexical (reiteration, expressed by apples). The types of cohesion dealt with in Chapters 2-4 (reference, substitution and ellipsis) are grammatical; that in Chapter $\sigma$ is lexical. That dealt with in Chapter 5 (conjunction) is on the borderline of the two; mainly grammatical, but with a lexical component in it. The distinction between grammatical and lexical is really only one of degree, and we need not make too much of it here, It is important to stress, however, that when we talk of cohesion as being 'grammatical or lexical', we do not imply that it is a purely formal relation, in which meaning is not involved. Cohesion is a semantic relation. But, like all components of the semantic system, it is realized through the lexicogrammatical system; and it is at this point that the distinction can be drawn. Some forms of cohesion are realized through the grammar and others through the vocabnlary.

We might add as a footnote here that certain types of grammatical cohesion are in their turn expressed through the intonation system, in spoken English. For example, in
[1:6] Did I hurt your feelings? I didn't mean to.
the second sentence coheres not only by ellipsis, with $I$ didn't mean to presupposing hurt your feelings, but also by conjunction, the adversative meaning 'but' being expressed by the tone. Phonologically this would be:

the second sentence having the rising-falling tone 4. For an explanation of the intonation system, see section 5.4 and the references cited there.

### 1.2 Cohesion and linguistic structure

### 1.2.1 Texture and structure

A text, as we have said, is not a structural unit; and cohesion, in the sense in which we are using the term, is not a structural relation. Whatever relation there is among the parts of a text - the sentences, or paragraphs, or turns in a dialogue - it is not the same as structure in the usual sense, the relation which links the parts of a sentence or a clause.

Structure is, of course, a unifying relation. The parts of a sentence or a clause obviously cohere' with each other, by wirtue of the structure. Hence they also display texture; the elements of any structure have, by definition, an internal unity which ensures that they all express part of a text. One
cannot change text in mid-sentence, so to speak; or rather, if one does, there will always be a break in the structure, with something being interpolated which is not structurally a part of the same sentence, as in Hamlet's
[ $1: 7$ ] Then I will come to my mother by and by they fool me to the top of my bent - I will come by and by. or, more conversationally,
[ $1: 8$ ] . . But what I want to know is - yes, some ice, please - what this government think they're doing when they spend all that money on building new schools. What's wrong with the old ones?
In general, any unit which is structured hangs together so as to form text. All grammatical units - sentences, clauses, groups, words - are internally 'cohesive' simply because they are structured. The same applies to the phonological units, the tone group, foot and syllable. Structure is one means of expressing texture.

If every text consisted of only one sentence, we should not need to go beyond the category of structure to explain the internal cohesiveness of a text: this could be explained simply as a function of its structure. But texts are usually not limited to one sentence; on the contrary, texts consisting of one sentence only are fairly rare. They do exist; there are public notices, proverbs, advertising slogans and the like, where one sentence by itself comprises a complete text, for example
[ $1: g]$ a. No smoking.
b. Wonders never cease!
c. Read The Herald every day.

But most texts extend well beyond the confines of a single sentence.
In other words, a text typically extends beyond the range of structural relations, as these are normally conceived of. But texts cohere; so cohesion within a text - texture - depends on something other than structure. There are certain specifically text-forming relations which cannot be accounted for in terms of constituent stracture; they are properties of the text as such, and not of any structural unit such as a clause or sentence. Our use of the tern cohesion refers specifically to these non-structural text-forming relations. They are, as we have suggested, semantic relations, and the text is a semantic unit.

### 1.2.2 Cohesion within the sentence?

Since cohesive relations are not concerned with structure, they may be
found just as well within a sentence as between sentences. They attract less notice within a sentence, because of the cohesive strength of grammatical structure; since the sentence bangs together already, the cohesion is not needed in order to make it hang together. But the cohesive relations are there all the same. For example
[ $\mathrm{I}: 10]$ If you happen to meet the admiral, don't tell him his ship's gone down.

Here the him and his in the second half have to be decoded by reference to the admiral, just as they would have had to be if there had been a sentence boundary in between. Similarly:
[ $\mathrm{r}: \mathrm{Ir}]$ Mary promised to send a picture of the children, but sbe hasn't done.

Here done equals sent a picture of the children ${ }_{r}$ and it is quite irrelevant to this whether the two are in the same sentence or not.

Cohesive relations have in principle nothing to do with sentence boundaries. Cohesion is a semantic relation between an element in the text and some other element that is crucial to the interpretation of it. This other element is also to be found in the text ( $f$ f 1.2 .4 below); but its location in the text is in no way determined by the grammatical structure. The two elements, the presupposing and the presupposed, may be structurally related to each other, or they may not; it makes no difference to the meaning of the cohesive relation.

However, there is a sense in which the sentence is a significant unit for cohesion precisely because it is the highest unit of grammatical structure: it tends to determine the way in which cohesion is expressed. For example, if the same entity is referred to twice within the same sentence, there are rules governing the form of its realization. These are the rules of pronominalization. It is the sentence structure which determines, within limits, whether at the second mention the entity will be named again or will be referred to by a pronoun. For example, we cannot say
[:1:12] John took John's hat off and hung John's hat on a peg.
Assuming that there is only one 'John' here, and only one 'hat', then this identity of reference must be expressed by the use of pronominal forms: Johrs took his hat off and hung it on a peg.

This sort of thing can be accounted for by reference to sentence structure; the relation between an item and another one that presupposes it could be explained as a structural relation. In the preceding sentence, for
example, the words one and it both, in different ways, presuppose the word item; and this presupposition could be incorporated into the structare of the sentence.

But this would be misleading. Ouly certain instances of cohesion could be treated structurally, and ouly when the two items, the presupposing and the presupposed, happened to occur within the same sentence. But, as we have seen, the question whether the two fall within the same sentence or not is irrelevant to the nature of the cohesive relation; cohesion is a more general notion, and one that is above considerations of structure. Moreover only certain kinds of cohesive relation are governed by such rules; mainly those involving identity of reference, which under certain conditions must be signalled by a reference item (Chapter 2). Cohesion that is expressed through substitution and ellipsis (Chapters 3 and 4) is unaffected by the sentence structure; and so is lexical cohesion (Chapter 6). In the case of conjunction (Chapter 5), there are special forms to express the various conjunctive relations where these are associated with grammatical structure; compare [ $1: 13 \mathrm{a}$ ], which is non-structural, with its structural counterpart [ $1: 13 \mathrm{~b}$ ]:
[r:13] a. It's raining. - Then let's stay at home.
b. Since it's raining, let's stay at home.

Regardless of the presence or absence of a structural link, the semantic relation that provides cohesion, namely that of cause, is the same in both.

For these ressons cohesion within the sentence need not be regarded as essentially a distinct phenomenon. Cohesion is a general text-forming relation, or set of such relations, certain of which, when incorporated within a sentence structure, are subject to certain restrictions - no doubt because the grammatical condition of ${ }^{*}$ being a sentence ${ }^{*}$ ensures that the parts go cogether to form a text anyway. But the cohesive relations themselves are the same whether their elements are within the same sentence or not.

As a general rule, the examples cited in this book will be of cohesion across sentence boundaries, since here the effect is more striking and the meaning is more obvious: cohesive ties between sentences stand out more clearly because they are the oncy source of texture, whereas within the sentence there are the structural relations as well. In the description of a text, it is the intersentence cohesion that is significant, hecause that represents the variable aspect of cohesion, distinguishing one text from another. But this should not obscure the fact that cohesion is not, strictly speaking, a relation 'above the sentence'. It is a relation to which the sentence, or any other form of grammatical structure, is simply irrelevant.

### 1.2.3 Cahesion and discourse structure

It will be clear from what has been said above that cohesion is not just another name for discourse structure. Discourse structure is, as the name implies, a type of structure; the term is used to refer to the structure of sorme postulated unit higher than the sentence, for example the paragraph, or some larger entity such as episode or topic unit.

The concept of cohesion is set up to account for relations in discoarse, but in rather a different way, without the implication that there is some structural unit that is above the sentence. Cohesion refers to the range of possibilities that exist for linking something with what bas gone before. Since this linking is achieved through relations in mganing (we are excluding from consideration the effects of formal devices such as syntactic parallelism, metre and rhyme), what is in question is the set of meaning relations which function in this way: the semantic resources which are drawn on for the purpose of creating text. And since, as we have stressed, it is the sentence that is the pivotal entity here - whatever is put together within one sentence is ipso facto part of a text - we can interpret cohesion, in practice, as the set of semantic resources for linking a sentince with what has gone before.

This is not to rule out the possibility of setting up discourse structures, and specifying the structure of some entity such as a paragraph or topic unit. It is clear that there is structure here, at least in certain genres or registers of discourse. But it is doubtful whether it is possible to demonstrate generalized structural relationships into which sentences enter as the realization of functions in some higher unit, as can be done for all uries below the sentence. The type of relation into which sentences enter with each other differs from that which bolds among the part or sub-parts of a sentence. We cannot show, for example, that there is any functional relation between the two sentences of $[1: 1]$ ahove, such that the two form a configuration of mutually defining structural roles. (It may on the other hand be possible to show something of the kind precisely by invoking the concept of cohesion; of Chapter s.) Whereas within the sentence, or any similar unit, we can specify a limited number of possible stractures, such as types of modification or subordination, transitivity or modal structures and the like, which define the relations among the parts, we cannot in the same way list a set of possible structures for a text, with sentence classes to fill the structural roles. Instead we have to show how sentences, which are stricturally independent of one another, may be linked together through particular features of their interpretation; and it is for this that the concept of cohesion is required.

### 1.2.4 Cohesion as a semantic relation

To say that two sentences cobere by virtue of relations in their meaning is not by itself very precise. Practically any two sentences might be shown to have something to do with each other as far as their meaning is concerned; and although in judging whether there is texture or not we certainly have recourse to some feeling about how much the sentences da actually interrelate in meaning, we could not give any very explicit account of the degree of relatedness that is needed or how it is to be measured.

But there is one specific kind of meaning telation that is critical for the creation of texture: that in which one elempnt is interpreted by reference to another. What cohesion has to do with is the way in which the meaning of the elements is interpreted. Where the interpretation of any item in the discourse requires making reference to some other item in the discourse, there is cohesion.

Consider the example
[ $1: 14] \mathrm{He}$ said so.
This sentence is perfectly intelligible as it stands; we know what it means, in the sense that we can 'decode' it semantically. But it is Uninterpretable, because we do not know who 'he' is or what he said. For this we have to refer elsewhere, to its 'context' in the sense of what has gone before.

Now it is also true that, given just the sentence
[1:15] John said everything.
we do not know who 'John' is, or what he said, either. But there is an important difference between examples $[1: 14]$ and $[1: 15]$. In $[1: 14]$, the items he and so contain in their meaning an explicit signal that the means of their interpretation is available somewhere in the environment. Hearing or reading this sentence, we know that it links up with some other passage in which there is an indication of who 'he' is and what he said. This is not the case with John or everything, neither of which necessarily presupposes any such source of further interpretation.

We now come to the more complex part of the picture. It is easy enough to show that he and so are cohesive; there is no means of interpreting them, in their own right, and we are immediately aware of the need to recover an interpretation from elsewhere. There are systematically related questions which express this: Who said so? What did he say? By the same token we can readily recognize the cohesive effect of a sentence such as:
[1:16] Lying on the floor.

Here there is no explicit signal of presupposition, in the form of a word like he or so; the cohesion is provided by what is left out, and again we can ask the relevant question Who is? Notice however that there is now some ambiguity as regards the information to be supphied; the actual text might have been
[ $1: 17$ ] What was john doing when you came in?
Lying on the floor.
in which case lying would have to be interpreted as was lying not is lying. And there are still further possibilities as illustrated by:
[1:18] What is your favourite pastime?
Lying on the floor.
These show that cohesion is a relational concept; it is not the presence of a particular class of item that is cohesive, but the relation between one item and another.

This point emerges very ciearly with another type of cohesion, which would otherwise be difficult to explain. We said with reference to example $[\mathrm{t}: 15$ ] that there is nothing presupposing about the item John; the sentence fohn said everything does not in itself confer the automatic right to ask for an interpretation of John, as he said everything does with regard to he. But we may have a sequence such as:
[ $1: 19$ ] I was introduced to them; it was John Leathwall and his wife. I had never met John before, but I had heard a lot about him and had some idea what to expect.

Here John does have a cohesive function - because it is reiterated. This form of cotesion is lexical (Chapter 6); it consists in selecting the same lexical item twice, or selecting two that are closely related. The two instances may or may not have the same referent; but the interpretation of the second will be referable in some way to that of the first. Compare what was said about example [ $\mathrm{I}: 3$ ] above. Another example would be:
$[1: 20]$ jan sat down to rest at the foot of a huge beech-tree. Now he was so tired that he soon fell asleep; and a leaf fell on him, and then another, and then another, and before long he was covered all ovet with leaves, yellow, golden and brown.
Here leaf ties with beach-tree. The two are clearly not identical in reference, since tree and leaf are not synonymous; but the interpretation of leaf de-
pends on beech-tree - we 'know' that the leaf was a beech-leaf, and if the sentence had continued before long he was covered all over with oak-leaves we should have rejected it as a mistake. This illustrates the force of cobesion; and it also illustrates the fact that cohesion depends not on the presence of explicitly anaphoric items like so and he, but on the establishment of a semantic relation which may take any one of various forms.

One other form it may take is that of conjunction, expressed by means of items such as but, later on, in that sase (Chapter s). Here the cohesion resides in an abstract relation between one proposition and another. This may be a matter of the CONTENT of the propositions how they are related to each other as phenomena; for example
[ $1: 21]$ First, he took a piece of string and tied it carefully round the neck of the bottle. Next, he passed the other end over a branch and weighted it down with a stone.

Or it may be a matter of their role in the discourse, how they are related in the perspective of the speaker or writer, for example
[1:22] First, he has no experience of this kind of work. Next, he showed no sign of being willing to learn.

Here next refers to succession in the argument, not to any sequence of events in time. A very large number of different words and phrases occur as expressions of conjunction; but they all fall into a few sets representing very general types of logical relation.

Thus the concept of cohesion accounts for the essential semantic relations whereby any passage of speech or writing is enabled to function as text. We can systematize this concept by classifying it into a small number of distinct categories - reference, substitution, ellipsis, conjunction, and lexical cohesion; categories which have a theoretical basis as distinct types of cohesive relation, but which also provide a practical means for describing and analysing texts. Each of these categories is represented in the text by particular features - repetitions, omissions, occurrences of certain words and constructions - which have in common the property of signalling that the interpretation of the passage in question depends on something else. If that 'something else' is verbally explicit, then there is cohesion. There are, of course, other types of semantic relation associated with a text which are not embodied in this concept; but the one that it does embody is in some ways the most important, since it is common to text of every kind and is, in fact, what makes a text a text.

## I. 3 Cohesion and hinguistic context

## 1.3.: The domain of cohesive relations

The simplest form of cohesion is that in which the presupposed element is verbally explicit and is found in the immediately preceding sentence; for example
[1:23] Did the gardener water my hydrangeas?

- He said so.

We shall treat this as the norm for purposes of illustration and discussion; not only because it is simpler in practice but also because it is, as we have suggested, the paradigm case of cohesion from a theoretical point of view, since the boundary between two sentences represents a minimal break in structural continuity.

There are two kinds of departure from this norm. First, the presupposed element may be located elsewhere, in an earlier sentence, perhaps, or in the following one; secondly, it may not be found in the text at all. Let us consider these in turn.

Cohesion as we have said is not a structural relation; hence it is unrestricted by sentence boundaries, and in its most normal form it is simply the presupposition of something that has gone before, whether in the preceding sentence or not. This form of presupposition, pointing back to some previous item, is known as anAphora. What is presupposed anaphorically may be in the sentence immediately preceding, but it may also be in some earlier sentence; in the following example, he refers back to Henfy:
[ $1: 24]$ The first years of Henry's reign, as recorded by the admiring Hall, were given over to sport and gaiety, though there was little of the licentiousness which characterized the French Court. The athletic contests were serious bat very popular. Masques, jousts and spectacles followed one another in endless pageantry. He brought to Greenwich a tremendously vital court life, a central importance in the country's affairs and, above all, a great naval connection.*

Or it may be the whole of some longer passage; here the such presupposes everything that precedes:
[1;2s] Travelling with huge retinues of staff and servants, medieval monarchs demanded a series of houses to take care of their needs.

[^0]Their requirements were large. Government went where they went -(it was still the King's government) - with all its attendant staff and visitors. They were responsible for a large number of followers, and visitors had to be entertained in style. They were expected to dispense patronage and to entertain on a lavish scale. During the winter festival of Christmas, lasting twenty days, they nominally kept open house. Richard II, notoriously prodigal, entertained over ten thousand every day at his palaces, and even more over Christmas.

No single home cotild possibly cope with the organization and material products needed on such a scale.*
As might be expected, the tendency is different with different types of cohesion. Where the cohesive element is something like be or one, which coheres by direct reference to, or substitution for, another item, the presupposed element is typically a specific item in the immediately preceding sentence. This is the most usual pattern in the case of reference and substitution. Characteristically these intances also tend to form cohesive chains, sequences in which it, for example, refers back to the immediately preceding sentence - but to another it in that sentence, and it is necessary to go back three, four or more sentences, stepping across a whole sequence of its, before finding the substantial element. An example of this is [1:25] above, which has a cohesive chain medieval monarchs . . . their . . . they . . .they . . . they . . they, leading finally to Richard II as a specific instance of a medieval monarch. Here is another example in which three such cohesive chains intertwine, initiated by Short, Johnson over Jordan and Johnson:
[1:26] Short places Johnson over Jordan squarely in the tradition of expressionist drama. He says that Johnson is a 'typical Briton', an 'English Everyman'. He regards the play as an imaginative presentation of the mind of a man who has just died. But, he adds, Priestley is more interested in Johnson living than in Johnson dead. In this the play is expressionist in its approach to theme. But it is also so in its use of unfamiliar devices - the use of masks, the rejection of the three or four act lay-out of the plot. And, finally, he points to the way in which Johnson moves quite freely in and out of chronological time. $\dagger$
It may be helpftil to tabulate the ties forming these three chains:

* Olive and Nigel Hamition, Royal Greenwich, The Greerwich Bookshop.
$\dagger$ Garech Lloyd Evans, J. B. Priesfley - The Dramatist, Heinemann.

|  | (i) Short | (ii) Johnson over Jordan | (iii) <br> Johnson |
| :---: | :---: | :---: | :---: |
| Sentence 1: | Short | Johnson over Jordan | Johnson (in Jover $J$ ) |
| Sentence 2: | he | $\downarrow$ | Johnson |
| Sentence 3: | he | the play | a man who has just died |
| Sentence 4: | he | $\downarrow$ | Johnson(2x) |
| Sentence 5 : |  | the play ... its |  |
| Sentence 6: |  | is... its |  |
| Sentence 7: | he |  | Johnson |

Where the cohesion takes the form of conjunction, with expressions like but, so, in that case, later on, the presupposition typically involves a passage longer than a single sentence. This hardly needs illustrating, but here is one example, a passage of Carlyle in which the comjunction on the other hand clearly relates to the whole of the preceding paragraph:
[ $\mathrm{r}: 27]$ How much is still alive in England; how much has not yet come into life! A Feudal Aristocracy is still alive, in the prime of life; superintending the cultivation of the land, and less consciously the distribution of the produce of the land, the adjustment of the quarrels of the land; judging, soldiering, adjusting; everywhere governing the people, - so that even a Gurth, bom thrall of Cedric, lacks not his due parings of the pigs he tends. Governing; - and, alas, also game-preserving, so that a Robin Hood, a William Scarlet and others have, in these days, put on Lincoln coats, and taken to living, in some universal-suffrage manner, under the greenwood tree!

How silent, on the other hand, lie all Cotton-trades and such like; not a steeple-chimney yet got on end from sea to sea!
Lexical cohesion differs again, in that it regularly leaps over a number of sentences to pick up an element that has not figured in the intervening text:
[ $1: 28$ ] I screamed, and my scream went wafting out on the night air! And some neighbours who - they were my nearest neighbours, but they were still some distance away - came rushing alongThey were awfully good, and they said afterwards they thought I'd been being murdered. Well, I couldn't've made more noise if I had been! But I'd surprised myself - really, the sound that
went floating out on the air I didn't know I had it in me, and they said it would make my fortune if I sent it to Hollywood. And I may say it surprised the thief sufficiently that he dropped my handbag and fled. Fortunately I wasn't between him and the door, so there was no harm done and I didn't lose anything.

- Fortunately for him, or fortunately for you?
- Oh, for me; they gencrally carry knives.
- I know; someone was murdered in the main botcl quite recently.
- Oh yes, yes, although people did say that there were wheels within wheels in that. But you get between a fleeing thief and his exit, and he's bound to be carrying a knife. But anyhow, the only thing I lost was my voice. I couldn't speak for a week afterwards.
Here lost (in lost . . . my voike) resumes the lose (in didn't lose anything), the resumption being signalled by the conjunctive item anyhow; and voice relates back to scream, noise and sound. Resumptions of this kind can span large passages of intervening text, especially in informal conversation.

So far we have considered cohesion purely as an anaphoric relation, with a presupposing item presupposing something that has gone before it. But the presupposition may go in the opposite direction, with the presupposed element following. This we shall refer to as cataphora.

The distinction only anises if there is an explicitly presupposing item present, whose referent clearly either precedes or follows. If the cohesion is lexical, with the same lexical item occurring twice over, then obviously the second occurrence must take its interpretation from the first; the first can never be said to point forward to the second. If John follows John, there is no possible contrast between anaphora and cataphora. But an item such as this and here can point forward, deriving its interpretation from something that follows, for example:
[ $\mathrm{r}: 29]$ This is how to get the best results. You let the berries dry in the sun, till all the moisture has gone out of them. Then you gather them up and chop them very fine.
The presupposed element may, and often does, consist of more than one sentence. Where it does not, the cataphoric reference is often signalled in writing with a colon: but although this has the effect of uniting the two parts into a single orthographic sentence, it does not imply any kind of structural relation between them. The colon is used solely to signal the cataphora, this being one of its principal functions.

There remains one further possibility, namely that the information required for interpreting some element in the text is not to be found in the text at all, but in the situation. For example, given
[ $\mathrm{r}: 30]$ Did the gardener water those plants?
it is quite possible that those refers back to the preceding text, to some earliez mention of those particular plants in the discussion. But it is also possible that it refers to the environment in which the dialogue is taking place - to the 'context of situation', as it is called - where the plants in question are present and can be pointed to if necessary. The interpretation would be 'those plants there, in front of us'.

This type of reference we shall call exophora, since it takes us outside the text altogether. Exophoric reference is not cohesive, since it does not bind the two elements together into a text. Ome might reason that, metaphorically speaking, the plants form part of the text; but this seems rather pointless, because there could be no significant contrast here between the presence of cohesion and its absence - one would have to assume that, in the absence of cohesive reference to them, the plants would have comprised a text on their own. But exophora is of interest at several points in the discussion, particularly with reference to the definite article as a textforming agent, and it will be brought up where relevant.

The line between exophoric and anaphoric reference is not always very sharp. In dramatic dialogue, for example, the mere presence or absence of a stage direction would change the picture, eg
[1:31] How sweet the moonlight sleeps upon this bank! Here will we sit, and let the sound of music Creep in our ears.
If the stage directions specify something like 'a grassy bank', then for the reader this and here become anaphoric; otherwise, they were exophoric. The significance of the exophoric potential is that, in instances where the key to the interpretation is not ready to hand, in text or situation, the hearer or reader Constructs a context of situation in order to supply it for himself. So we supply the grassy bank in our imagination, and the producer need not put one on the stage. This is an essential element in all imaginative writing.

It may be helpfal here to draw attention to the distinction between cohesion as a relation in the system, and cohesion as a process in the text. 'Cohesion' is defined as the set of possibilities that exist in the language for making text hang together: the potential that the speaker or writer has at
his disposal, This is a purely relational concept, and directionality comes into it only if one of the elements in the cohesive relation is by mes nature cohesive, in that it is inherently 'pointing to' something else; in this case there is a logical dependence, and hence a significant opposition in tre sYstem between pointing back (anaphora) and pointing forwards (cataphora). But cohesion is also a process, in the sense that it is the instantiation of this relation in a text. A text unfolds in real time, and directionality is built into it; hence of the two elements embodying the cohesive relation, one always follows the other.

In the system:
In the text:
implicitly anaphoric explicitly anaphoric (explicitly) cataphonic

$\mathrm{John}_{1} \quad \mathrm{John}_{2}$
Joln :he
he: John

In the text it is natural for the element occurring second to depend for its interpretation on the one occurring first; hence, anaphora is the unmarked and cataphora is the marked term in the opposition. Cataphora occurs only as an explicit relation, with the first element always being one that is inherently presupposing. Thus cohesion as a process always involves one item pointing to another; whereas the significant property of the cohesive relation, as we have stressed above, is the fact that one item provides the source for the interpretation of another.

### 1.3.2 Text and sithation

We should now say a little more about the nature of a text, and its relation to a context of situation. Let us begin with an example:
[1:32] Although the light was on he went to sleep. Although the house was unfurnished the rent was very high. Although he was paid a high salary he refused to stay in the job.
These three sentences clearly have something in common; they are not just three sentences picked at random from a corpus of written English. What they have in common is a certain degree of grammatical similarity: parallel structures, with repetition of the item although. They could, however, be written in any other sequence without disturbing the organization of the passage as a whole, such as it is; whatever it is that gives unity to this 'text' it does not depend on the order in which the sentences are arranged.

This sort of grammatical parallelism is not irrelevant to intermal cohesion; it is a common feature not only of paetry but of many other kinds of discourse as well. But by itself it does not make a string of sentences into a text. The sentences in [I:32] could be said to form a text, but if so it is a text of a very special kind: a text about language, in which the sentences are CITATION FORMS - that is, items introduced for the parpose of saying something about them. A set of citation forms that are related onky by their grammatical parallelism is a familiar feature of texts about language; and [ $\mathrm{I}: 32$ ] is in fact taken from a textbook of Chinese for English-speaking students. The sentences in it, together with their Chinese equivalents, form part of a drill.

The passage illustrates, in an extreme form, a general principle concerning decisions about what is and what is not a text. We do not, in fact, evaluate any specimen of language - and deciding whether it does or does not constitute text is a prerequisite to any further evaluation of it - without knowing something about its context of situation. It is the context of situation of this passage, the fact that it is part of a language textbook, that enables us to accept it as text. A set of sentences that in any other environment would not constitute a text is admissible as such in the restricted context of a book about language. Since the present book will be full of citation forms we need not discuss them further here; the effect of their occurrence in a situation to whielt they are inappropriate can be seen in Ionesco's play The Bald-headed Primadonna. But they illustrate the general principle that the hearer or reader, when he is determining, consciously or unconsciously, the status of a specimen of language, invokes two kinds of evidence, the external as well as the internal: he uses not only linguistic clues but also situational ones. Lingustically, he responds to specific features which bind the passage together, the patterns of connection, independent of structure, that we are referring to as cohesion. Situationally, be takes into account all he knows of the environment: what is going on, what part the language is playing, and who are involved.

The internal and the external aspects of texture' are not wholly separable, and the reader, or listener, does not separate them when responding unconsciously to a passage of speech or writing. But when the linguist seeks to make explicit the basis on which these judgments are formed, he is bound to make observations of two rather different kinds. The one concerns relations within the language, patterns of meaning realized by grammar and vocabulary; the other concerns the relations betwern the language and the relevant features of the speaker's and hearer's (or writer's and reader's) material, social and ideological environment. Both these aspects
of a text fall within the domain of linguistics. The linguistic patterns, which embody, and at the same time also impose structure on, our experience of the environment, by the same token also make it possible to identify what features of the environment are relevant to linguistic behaviour and so form part of the context of situation. But there are two sets of phenomena here, and in this book we are concerned with the linguistic factors that are characteristic of texts in English. The situational properties of texts, which are now beginning to be studied in greater detail and with greater understanding, constitute a vast feld of enquiry which lies outside our scope here. Some of the factors of most immediate relevance are summarized in the paragraphs that follow.

The term sit uation, meaning the 'context of situation' in which a text is embedded, refers to all those extra-linguistic factors which have some bearing on the text itself. A word of caution is needed about this concept. At the moment, as the text of this Introduction is being composed, it is a typical English October day in Palo Alto, California; a green hillside is visible outside the window, the sky is grey, and it is pouring with rain. This might seem part of the 'situation' of this text; but it is not, because it has no relevance to the meanings expressed, or to the words or grammatical patterns that are used to express them. The question is, what are the external factors affecting the linguistic choices that the speaker or writer makes. These are likely to be the nature of the audience, the medium, the purpose of the communication and so on. There are types of discourse in which the state of the weather would form part of the context of situation, for example, language-in-action in mountaineering or sailing; but writing a book about language is not one of them.

As a mile, the features of the situation are relevant at a rather general level. That is to say, if we think of the example of a lecture on current affairs to an adult evening class, what matters is not that it is John Smith talking to Messrs Jones, Robinson, Brown and others on a particular Taesday evening in Burnley, but that it is a lecturer addressing a gathering of adult stadents within the framework of a given social institution. This is not to deny either the individual characteristics of speakers or writecs or the importance of studying the distinctive quality of a particular author's style. It is merely to emphasize that many of the features of a text can be explained by reference to generalized situation types.

### 1.3.3 Components of the context of situation, and register

The concept of context of Situavion was formulated by Malinowski in 1923, in his supplement to Ogden and Richards' The Meaning of

Meaning, and subsequently elaborated by Firth, particularly in a paper written in igso called 'Personality and language in society'. It has been worked over and extended by a number of linguists, the best-known treatment being perhaps that of Hymes in 'Models of interaction of language and social setting'. Hymes categorizes the speech situation in terms of eight components which we may summarize as: form and content of text, setting, participants, ends (intent and effect), key, medium, genre and interactional norms. It will be noted that, in this view of the matter, the text itself forms part of the speech situation.

A more abstract interpretation, intended as a basis for derving the features of the text from the features of the situation, had been offered by Halliday, McIntosh and Strevens in The Linguistic Sciences and Language Teaching. They had proposed the three headings Field, mode, and TENOR (to adopt the terminology preferred by Spencer and Gregory in Linguistics and Style). These are highly general concepts for describing how the context of situation determines the kinds of meaning that are expressed. The field is the total event, in which the text is functioning, together with the purposive activity of the speaker or writer; it thus includes the subject-matter as one element in it. The MODE is the function of the text in the event, including therefore both the channel taken by the language spoken or written, extempore or prepared - and its genre, or rhetorical mode, as narrative, didactic, persuasive, 'phatic commumion' and so on, The thnor refers to the type of role interaction, the set of relevant social relations, permanent and temporary, among the participants involved. Field, mode and tenor collectively define the context of situation of a text (see the further discussion in Halliday's Language and Social Man).

The linguistic features which are typically associated with a configuration of situational features - with particular values of the field, mode and tenor - constitute a register. The more specifically we can characterize the context of situation, the more specifically we can predict the properties of a text in that situation. If we merely name the subject-matter, or the medium, it will tell us very little; we could talk of a 'register of marine biology' or a 'newspaper register', but this hardly enables us to say anything of interest about the types of text in question. But if we give some information about all three categories of feld, mode, and tenor, we begin to be able to make some useful observations. For instance, if we specify a feeld such as 'personal interaction, at the end of the day, with aim of inducing contentment through recounting of familiar events', with mode 'spoken monologue, imaginative narrative, extempore' and tenor 'intimate, mother and three-year-old child', we can reconstruct a great deal of the
language of this kind of bedtime story, especially if we go further and describe the context of culture (another of Malinowski's concepts) which will tell us, among other things, what are the familiar events in the life of a child with the given socio-cultural background. The register is the set of meanings, the configuration of semantic patterns, that are typically drawn upon under the specified conditions, along with the words and structures that are used in the realization of these meanings. The fact that we can say of any given text, with some assurance, whether or not it satisfies a description of the context of situation such as the one just given, shows how real the notion of register is.

In general, if a passage hangs together as a text, it will display a consistency of register. In other words, the texture involves more than the presence of semantic relations of the kind we refer to as cohesive, the dependence of one element on another for its interpretation. It involves also some degree of coherence in the actual meanings expressed: not only, or even mainly, in the content, but in the total selection from the semantic resources of the language, including the various interpersonal (social-expressive-conative) components - the moods, modalities, intensities, and other forms of the speaker's intrusion into the speech situation.

The concept of cohesion can therefore be usefully supplemented by that of regisier, since the two together effectively define a text. A text is a passage of discourse which is coherent in these two regards: it is coherent with respect to the context of situation, and therefore consistent in register; and it is coherent with respect to itself, and therefore cohesive. Neither of these two conditions is sufficient without the other, nor does the one by necessity entail the other. Just as one can construct passages which scem to hang together in the situational-semantic sense, but fail as texts because they lack cohesion, so also one can construct passages which are beautifully cohesive but which fail as texts because they lack consistency of register - there is no concinuity of meaning in relation to the situation. The hearer, or reader, reacts to both of these things in his judgment of texture.

Under normal circumstances, of course, we do not find ourselves faced with 'non-text', which is 'non-sense' of a rather esoteric kind. Texture is a matter of degree. It is almost impossible to construct a verbal sequence which has no texture at all - but this, in turn, is largely because we insist on interpreting any passage as text if there is the remotest possibility of doing so. We assume, in other words, that this is what language is for; whatever its specific function may be in the particular instance, it can serve this function only under the guise of text. If one can imagine a situation
in which someone is faced with a string of words picked at random from a dictionary, but which has been made to look or sound as if it was stractured, then it is safe to predict that he will go to great lengths to interpret it as text, and as related to some accessible features of the situation. The nearest we get to non-text in actual life, leaving aside the works of those poets and prose writers who deliberately set out to create non-text, is probably in the speech of young children and in bad translations.

Two further points are worth making, in connection with the text and its context of situation. One is that the relation of text to situation is very variable, in terms of the relative weight which the text has to bear. There are certain types of situation in which the non-linguistic factors cleatly dominate and the language plays an ancillary role: for example, a nonverbal game, like football, in which there are a few verbal instructions from player to player; or joint operations on objects, building, assembling, cooking, cleaning and the like. Here it is impossible to interpret what is said or written without situational information; one must know what is going on. At the other end of the scale are types of activity in which the language is the whole story, as in most formal or informal discussion on abstract themes, such as those of business, politics and intellectual life. Here the language may be cotally self-sufficient and any relevant situational factors are derivable from the language itself. The qualiry of texture, and the forms of cohesion which provide it, differ very mach as between these two poles. One question on which a great deal of further study is needed is the relation between texture and situation type: the different ways in which texts of different kinds are constructed so as to form semantic wholes.

The second point concerns what Ellis calls delicacy of focus in situational analysis. We obviously cannot draw a clear line between 'the same situation' and 'different situations'; any two contexts of situation will be alike in some respects and not in others, and the amount of detail needed to characterize the situation will vary according to what we are interested in - what distinctions we are trying to make between one instance and another, what fearures of the text we are trying to explain and so on. Questions like 'are these two texts in the same register?' are in themselves meaningless; we can only ask in what respects the texts, and the situations, are alike and in what respects they differ. If a child turns around from talking to his father and starts talking to his uncle, we are not called on to decide whether the situation has changed or not; but we shall be interested to note whether there are linguistic signals of the difference in personal relationships. This affects our notion of a text. Up to now we have
been discussing this on the assumption of an all-or-nothing view of texture: either a passage forms text, or it does not. In real life we so seldom meet non-text that we can afford to adopt such a deterministic view: we are not required in practice to decide where a text begins and ends. But in fact there are degrees of texture, and if we are examining language from this point of view, especially spoken language, we shall at times be uncertain as to wherher a particular point marks a continuation of the same text or the beginning of a new one. This is because texture is really a 'more-orless' affair. A partial shift in the context of situation - say a shiff in one situational factor, in the field of discourse or in the mode or tenor-is likely to be reffected in some way in the texture of the discourse, without destroying completely the continuity with what has gone before.

It is worth pointing out in this connection that continuity of subjectmatter is neither a necessary nor a sufficient condition for the creation of texture. Subject-matter is neither more nor less important than other features of the context of situation as a determinant of text; it is simply one of the factors that enters into the picture. And where there is contiouity of subject-matter within a text, as we typically find it, the texture is not necessarily the result of this; the following example is about mathematics, but cohesion is provided, especially in the last sentence, more by the lexical patterns of complicated. . . difficull. . . easy and greater time ... long. . . shart than by any linking of specifically mathematical concepts:
[1:33] Throughout the long history of mathematics, men have always wished that they could calculate more quickly. As each mathematical discovery was made and knowledge advanced a little the calculations facing mathernaticians became more and more complicated and demanded an even greater time. There are some people who like doing long and difficult arithmetic, but most of us do not and are eager to finish our surns in the shortest and easiest way.*

A text, then, can be thought of as the basic unit of meaning in language. It is to semantic structure what the sentence is to lexicogrammatical structure and the syllable to phonological structure. It is a unit of situationalsemantic organization: a continuum of meaning-in-context, constructed around the semantic relation of cohesion. According to the particular situational-semantic configaration, or REGISTER, of the text, so the forms taken by the cobesive relation will differ : texture in informal conversation

[^1]is quite unlike that in formal written language, which is one reason why the former looks strange when written down and the latter sounds odd when read aloud. A text therefore normally has continuity of register; it 'fits' a given set of situational features, a pattern formed by the nature of the communicative event (field), the place assigned to language acts within the event (mode) and the role-relationships of those who are participating (tenor). This fit does not by itself ensure the kind of continuity we associate with texts; we often feel, in looking at children's writing for example, that it ought to hang together precisely because it is making sense in the situation, but in fact it does not. This reveals the existence of the other aspect of texture, which is cohesion. The meaning relations which constitute cohesion are a property of text as such, and hence they are general to texts of all types, however much they may differ in the particular form they take in one text or another.

Texture results from the combination of semantic configurations of two kinds: those of register, and those of cohesion. The register is the set of semantic configurations that is typically associated with a particular class of contexts of situation, and defines the substance of the text: What it means, in the broadest sense, including all the components of its meaning, social, expressive, communicative and so on as well as representational (see 1.3-4 below). Cohesion is the set of meaning relations that is general to Ail classes of text, that distinguishes text from 'non-text' and interrelates the substantive meanings of the text with each other. Cohesion does not concern what a text means; it concerns how the text is constructed as a semantic edifice.

### 1.3.4 The place of coheston in the linguistic system

Table 1 summarizes the main components in the linguistic system, showing where cohesion comes in relation to the rest.

There are three major functional-semantic components, the ibeationae, the interpersonal and the textual. The ideational component is that part of the linguistic system which is concerned with the expression of 'content', with the function that language has of being AbOUT something. It has two parts to it, the experiential and the logical, the former being more directly concerned with the representation of experience, of the 'context of culture' in Malinowski's terms, while the latter expresses the abstract logical relations which derive only indirectly from experience. The interpersonal component is concerned with the social, expressive and conative functions of language, with expressing
the speaker's 'angle': his attitudes and judgments, his encoding of the role relationships in the situation, and his motive in saying anything at all. We can summarize these by saying that the ideational component represents the speaker in his role as observer, while the interpersonal component represents the speaker in his role as intruder.

There is a third component, the textual, which is the text-forming component in the linguistic system. This comprises the resources that language has for creating text, in the same sense in which we have been using the term all along: for being operationally relevant, and cohering within itself and with the context of situation.

In part, the textual component operates like the other two, through systems associated with particular ranks in the grammar (see 7.4-1 below). For example, every clause makes a selection in the system of themb, a selection which conveys the speaker's organization of the clause as a message and which is expressed through the normal mechanisms of clause structure. But the textual component also incorporates patterns of meaning which are realized outside the hierarchical organization of the system. One of these is information structure, which is the ordering of the text, independently of its construction in terms of sentences, clauses and the like, into units of information on the basis of the distinction into GIVBN and $N E W$ : what the speaker is treating as information that is recoverable to the hearer (given) and what he is treating as non-recoverable (new). This aspect of the meaning of the text is realized in English by intonation, the information unit being expressed as one tone grour.

The remaining part of the textual component is that which is concerned with cohesion. Cohesion is closely related to information structure, and indeed the two overlap at one point (see 5.8.2 below); but information structure is a form of structure, in which the entire text is blocked out into elements having one or other function in the total configuration - everything in the text has some status in the 'given-new' framework. Cohesion, on the other hand, is a potential for relating one element in the text to another, wherever they are and without any implication that everything in the text has some part in it. The information unit is a structural unit, although it cuts across the hierarchy of structural units or constituents in the grammar (the 'rank scale' of sentence, clause and so on); but there are no structural units defined by the cohesive relation.

Cohesion, therefore, is part of the text-forming component in the linguistic system. It is the means whereby elements that are structurally unrelated to one another are linked together, through the dependence of one on the other for its interpretation. The resources that make up the
cohesive potential are part of the total meaning potential of the language, having a kind of catalytic function in the sense that, without cohesion, the remainder of the semantic system cannot be effectively activated at all.

### 1.3.5 The meaning of cohesion

The simplest and most general forms of the cohesive relation are "equals' and 'and': identity of reference, and conjoining. We shall discuss the meanings of these and of the other forms of cohesion, and related meanings in other parts of the linguistic system, in a rather summary way in Chapter 7, after the detailed discussion of each type. The means of expressing these various types of cohesion are, as we have seen, drawn from a number of areas of the lexicogrammatical system, which have in common merely the fact that they contribute to the realization of cohesion. The personal pronoun he, the verb substitute do and the adjunct nevertheless would not be likely to appear on the same page in a description of English grammar; still more remote would be any reference to the phenomena of ellipsis or to the repetition of lexical items. But these do come together in this book, because they are all text-forming agencies. A sentence displaying any of these features is an invitation to a text. If the invitation is taken up - if there is in the environment another sentence containing the required key to the interpretation - the text comes into being.

We have noted the significance of the sentence, as the highest structural unit in the grammar. The relation among the elements within the sentence, together with the order in which the elements occur (which is one of the means of realizing these relations), is determined by the structure. Between sentences, however, there are no such structural relations; and there are no grammatical restrictions on the sequence in which sentences are put together. Hence the sentences of [1:32] could follow each other in any order, without in any way affecting the total meaning of the passage.

The sentences of a tcxt, however, are related to each other both substantively and by cohesion; and it is a characteristic of a text that the sequence of the sentences cannot be disturbed without destroying or radically altering the meaning. A text has meaning as a text, whereas a passage consisting of more than one text has no meaning as a whole; it is simply the sum of its parts. Within a text the meaning of each sentence depends on its environment, including its cohesive relations with other sentences. When we consider cohesion, therefore, we are investigating the

Table I: The place of cohesion in the description of English
Functional components of the semantic system

| Ideational |  | Interpersonal | Textual |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Experiential | Logical |  | (structural) |  | (non-structural) |
| By rank: | All ranks: | By rank: | By rank: | Crossmank: |  |
| Clause: transitivity | Paratactic and hypotactic relations | Clause: mood, modality | Clause: theme | Information unit : information | Cohesion Reference Substitution |
| Verbal group: tense | (condition, addition, report) | Verbal group: person | Verbal group: voice | distribution, information focus | Ellipsis <br> Conjunction <br> Lexical cohesion |
| Nominal group: epithesis Adverbial group: circumstance |  | Nominal group: attitude <br> Adverbial group: comment | Nominal group: deixis <br> Adverbial group: conjunction |  |  |

linguistic means whereby a text is enabled to function as a single meaningful unit.

To round off this general introduction, let us look at one further example, with a brief discursive commentary on its cohesion:
[1:34] The Cat only grinned when it saw Alice.
'Come, it's pleased so far,' thought Alice, and she went on. 'Would you tell me, please, which way I ought to go from here?'
'That depends a good deal on where you want to get to,' said the Cat.
'I don't much care where -' said Alice.
'Then it doesn't matter which way you go,' said the Cat.
'- so long as I get somewhere,' Alice added as an explanation.
'Oh, you're sure to do that,' said the Cat, 'if you only walk long enough.'

Starting at the end, we find the words do that occurring as a verbal substitute for get somewhere; this in turn relates by lexical cohesion to where you want to get to and thence to which way I ought to go. The form oh is a conjunction relating the Cat's answer to Alice's preceding remark; and in similar fashion the Cat's interruption is related to I don't much care where by the conjunction thes. The elliptical form where presupposes ( $I$ ) get to; and sare, in I don't much care, is lexically related to want. The reference itern that, in that depends, presupposes the whole of Alice's question; and the it in Alice's first remark presupposes the Cat, also by reference. Finally both the proper names Alice and the Cat form cohesive chains by repetition, leading back to the first sentence of the passage.

A systernatic analysis of cohesion in a number of other passages is given in the final section of Chapter 8 . Table 1 shows where cohesion belongs in relation to the grammar of the language as a whole.

## Chapter 2

## Reference

### 2.1 Endophoric and exophoric reference

There are certain items in every language which have the property of reference, in the specific sense in which we are using the term here; that is to say, instead of being intetpreted semantically in their own right, they make reference to something else for their interpretation. In English these items are personals, demonstratives and comparatives.

We start with an example of each:
[2:1] a. Three blind mice, three blind mice.
See how they run! See how they run!
b. Doctor Foster went to Gloucester in a shower of rain.

He stepped in a puddle right up to his middle and never went there again.
c. There were two wrens apon a tree.

Another came, and there were three.
In (a), they refers to three blind mice; in (b) there refers to Gloucester; in (c) another refers to wrens.

These items are directives indicating that information is to be retrieved from elsewhere. So much they have in common with all cohesive elements. What characterizes this particular type of cohesion, that which we are calling eeference, is the specific nature of the information that is signalled for retrieval. In the case of reference the information to be retrieved is the referential meaning, the identity of the particular thing or class of things that is being referred to; and the cohesion lies in the continuity of reference, whereby the same thing enters into the discourse a second time. in See how they run!, they means not merely 'three blind mice' but 'the same three blind mice that we have just been talking about'. This is sometimes expressed by the formula that all reference items 'con-
tain the definite article', since the definite article is the item that, in English, carries the meaning of specific identity or 'definiteness' in its pure form (see 2.4.2. below). But this is putting it in unnecessarily concrete terms; there is no need to imagine a the lurking in every reference item. It is enough to say that reference has the semantic property of definiteness, or specificity.

In principle this specificity can be achieved by reference to the context of situation. By contrast to substitution, which is a grammatical relation (see Chapter 3 below), reference is a semantic relation. One of the consequences of this distinction, as we shall see, is that substitution is subject to a very strong grammatical condition: the substitute must be of the same grammatical class as the item for which it substitutes. This restriction does not apply to reference. Since the relationship is on the semantic level, the reference item is in no way constrained to match the grammatical class of the item it refers to. What must match are the semantic properties. But these need not necessarily have been encoded in the text; they may be retrievable from the situation, as in
[2:2] For he's a jolly good fellow
And so say all of us.
where the text does not make it explicit who he is, although his identity is not in doubt to those who are present.

It has been suggested in fact that reference to the situation is the prior form of reference, and that reference to anothet item within the text is a secondary or derived form of this relation. This seems quite plausible, even though it is not entirely clear what it means; is the priority a historical one, or is it in some sense logical? It is certainly possible that, in the evolution of language, situational reference preceded text reference: in other words, that the meaning 'the thing you see in front of you' evolved earlier than the meaning 'the thing I have just mentioned'. Being present in the text is, as it were, a special case of being present in the situation. We tend to see matters the other way round; the word context, for example, means literally 'accompanying text', and its use in the collocation context of situation seems to us a metaphorical extension. But it is fairly easy to see that there is a logical continuity from naming (referring to a thing independently of the context of situation), through situational reference (referring to a thing as identified in the context of situation) to textual reference (referring to a thing as identified in the surrounding text); and in this perspective, situational reference would appear as the priot form.

We shall find it useful in the discussion to have a special term for situational reference. This we are referring to as Exophora, or exophoric reference; and we could contrast it with endophoric as a general name for reference within the text:


As a general rule, therefore, reference items may be exophoric or endophoric; and, if endophoric, they may be anaphoric or cataphotic (df 1.9 above). This scheme will allow us to recognize certain distinctions within the class of reference items, according to their different uses and 'phoric' tendencies.

Exophora is not simply a synonym for referential meaning. Lexical items like John or tree or mun have referential meaning in that they are names for some thing: object, class of objects, process and the like. An exophoric item, however, is one which does not name anything; it signals that reference must be made to the context of situation. Both exophoric and endophoric reference embody an instruction to retrieve from elsewhere the information necessary for interpreting the passage in question; and taken in isolation a reference item is simply neutral in this respect - if we hear a fragment of conversation such as
[2:3] That must have cost a lot of money.
we have no means of knowing whether the that is anaphoric or exophoric. The previous speaker might have said, 'I've just been on holiday in Tahiti', or the participants might be looking at their host's collection of antique silver; and if both these conditions hold good, the interpretation will remain doubtful. Ambiguous situations of this kind do in fact quite often arise.

What is essential to every instance of reference whether endophoric (textual) or exophoric (situational) is that there is a presupposition that must be satisfied; the thing referred to has to be identifiable somehow.

One of the features that distinguish different registers is the relative amount of exophoric reference that they typically display. If the situation is one of 'language-in-action', with the language playing a relatively small and subordinate role in the total event, the text is likely to contain a high proportion of instances of exophoric reference. Hence, as Jean Ure has demonstrated in her studies of different registers, it is often difficult to interpret a text of this kind if one only hears it and has no visual record available.

It is important to make this point, and to emphasize that the special flavour of language-in-action is not a sign that it is ungrammatical, simplified, or incomplete. It is often highly complex, although we have no very convincing measures of structural complexity; and if it appears ungrammatical or incomplete this is largely due to the preponderance of reference items used exophorically, which seem incomplete because their presuppositions are unresolved. A high degree of exophoric reference is one characteristic of the language of the children's peer group. When children interact with each other, especially young children, they do so through constant reference to things; and since the things which serve as reference points are present in the immediate environment they are typically referred to exophorically. In the same way the adult is expected to pick up the necessary clues from the context of situation, as in this exchange between one of the present authors and her three-year-old son:
[2:4] Child: Why does that one come out?
Parent: That what?
Child: that one.
Parent: That what?
Child: That one?
Parent: That one what?
Child: That lever there that you push to let the water out.
It did not occur to the child that he could point to the object in question, presumably because it did not occur to him that what was in His focus of attention was not also in everyone else's, a limitation that is characteristic of the egocentric phase of interaction.

Bernstein has shown that one characteristic of speech that is regulated by restricted code is the large amount of exophoric reference that is associated with it; and the researchers in his team have found abundant evidence of this. He characterizes it in terms of dependence on the context of situation: exophoric reference is one form of context-dependence,
since without the context we cannot interpret what is said. Let us quote one of Bernstein's passages in which this point is brought out.

We can distinguish between uses of language which can be called 'context bound' and uses of language which are less context bound. Consider, for cxample, the two following stories which Peter Hawkins, Assistant Research Officer in the Sociological Research Unit, constructed as a result of his analysis of the speech of middle-class and working-class five-year-old children. The children were given a series of four pictures which told a story and they wete invited to tell the story. The first picture showed some boys playing football; in the second the ball goes through the window of a house; the third shows a woman looking out of the window and a man making an ominous gesture, and in the fourth the children are moving away. Here are the two stories:
(i) Three boys are playing football and one boy kicks the ball and it goes through the window and the ball breaks the window and the boys are looking at it and a man comes out and shouts at them because they've broken the window so they run away and then that lady looks out of her window and she tells the boys off.
(2) They're playing football and he kicks it and it goes through there it breaks the window and they're looking at it and he comes out and shouts at them because they've broken it so they run away and then she looks out and she tells thern off.
With the first story the reader does not have to have the four pictures which were used as the basis for the story, whereas in the case of the second story the reader would require the initial pictures in order to make sense of the story. The first story is free of the context which generated it, whereas the second story is much more closely tied to its context.

There is nothing ungrammatical about the second version of the story, nor is it any simpler in its structure; but it is 'context-bound' because it depends on exophoric reference - he, she, they and there have no possible interpretation without the pictures. Notice that in the other version we do not get any significantly greater AMOUNT of information. The equivalents of they, he, he and she are three boys, one boy, a man and that lady; but we know the sex from the pronouns, and we could haye gutessed which were children and which were adults from the story. And it is not hard to infer
that through there means through the window. The significant difference between the two versions is that three boys, one boy and a man do not presuppose anything else. They are not very specific in themselves; but they carry no implication that any further specification is available from elsewhere, and hence they are not context-bound. (On the other hand that lady does contain an exophoric that; if Hawkins had wanted to be totally consistent he would have had to write a lady. For the interesting case of the in through the window see 2.4 .2 below.)

If children's speech is characterized by a tendency towards exophoric reference, this is because it is neighbourhood speech, the language of the children's peer group. We know very little about neighbourhood speech; but it seems likely that it is highly exophoric, no doubt because of the way children tend to relate to things, and to relate to each other through things. Typically in peer group interaction the context of situation is the material environment - the 'things' are there in front of one - and there is also a reservoir of shated experience, a common context of culture; so exophoric reference poses no problems and, in fact, any more explicit naming would be unnatural. The 'restricted code' nature of neighbourhood language is a positive feature; one should not be misled by the word 'restricted', which is an abstract technical term referring to the highly coded, non-redundant properties of speech in this semantic mode. Such speech is characteristic not only of the neighbourhood but of all close-knit social groups; for example, to quote from one of Bernstein's descriptions,
sprison inmates, combat units of the armed forces, criminal subcultures, the peer group of children and adolescents, and married couples of long standing*.

It becomes restricting if it is transferred to contexts in which it is inappropriate; if Bernstein has emphasized the damaging consequences of restricted code in the context of formal education, this is not because of any deficiency in restricted code as such but because the educational context is one to which neighbourhood and peer group semantic styles are not relevant. The problem lies as much in the nature of formal education as in the nature of restricted code.

There are of course many other aspects to restricted code than a high frequency of exophoric reference. But one of the principal characteristics of restricted code is dependence on the context, and the exophoric use of reference items is one form such dependence takes.

A reference item is not of itself exophoric or endophoric; it is just
'phoric' - it simply has the property of reference. Any given instance of reference may be either one or the other, or it may even be both at once. We shall see in this chapter that there are tendencies for particular items or classes of items to be used exophorically or endophorically; but the reference relation is itself neutral: it merely means 'see else where'. On the other hand, as we have emphasized already, only endophoric reference is cohesive. Exophoric reference contributes to the creation of text, in that it links the language with the context of situation; but it does not contribute to the integration of one passage with another so that the two together form part of the sAme text. Hence it does not contribute directly to cohesion as we have defined it.

For this reason we shall take only little account of exophoric reference, not attempting to describe it in detail but bringing it in where it relates to and contrasts with reference within the text. We shall treat 'endophoric' reference as the norm; not implying by this that it is the logically prior form of the reference relation, but merely that it is the form of it which plays a part in cohesion, and which therefore has priority in the context of the present study. At the same time, however, where we identify types of refirence and reperence items io the language, we do so on the criterion of reference potential without regard to the endophoric/exophoric distinction. A reference item is any one which has this potential, and a systematic account of the different types of reference and their place in the linguistic system has to be based on the generatized concept of reference and not on the particular concrete form that it takes when incorporated into the text.

### 2.2 Types of reference

There are three types of reference: personal, demonstrative, and comparative.

Personal reference is reference by means of function in the speech situation, through the categoty of PEASON (Table 2).

Demonstrative reference is reference by means of location, on a scale of Proximity (Table 3).

Comparative reference is indirect reference by means of idnntity or similarity (Table 4).

Grammatically, all reference items except the demonstrative adverbs, and some comparative adverbs, function within the nominal group (noun plrase). It will be necessary therefore to give a brief account of the struc-

Table 2: Personal reference

| Semantic category <br> Grammatical function <br> Class | Existential | Possessive |  |
| :---: | :---: | :---: | :---: |
|  | Head |  | Modifier |
|  | noun (pronoun) | determiner |  |
| Person: <br> speaker (only) <br> addressee(s), with/without other person(s) speaker and other person(s) other person, male other person, female other persons; objects object; passage of text generalized person | I me <br> you <br> we us he him she her they them it one | mine <br> yours <br> ours <br> his <br> hers <br> theirs <br> [its] | my <br> your <br> our <br> his <br> her <br> their <br> its <br> one's |

For categories of grammatical function and class, see below.

Table 3: Demonstrative reference

| Semantic category | Selective |  | Non-selective |
| :---: | :---: | :---: | :---: |
| Grammatical function | Modifier/Head | Adjunct | Modifier |
| Class | determiner | adverb | determiner |
| Proximity: <br> near <br> far neutral | this these that those | here [now] there then | the |

## Table 4: Comparative reference

| Grammatical function | Modifier: <br> Deictic/Epithet (see below) | Submodifiet/Adjunct |
| :---: | :---: | :---: |
| Class | adjective | adverb |
| General comparison: identity general similarity | same identical equal similar additional | identically similarly likewise so such |
| difference (ie nonidentity or similarity) | other different else |  |
| Particular camparison: | better, more etc [comparative adjectives and quantifiers) | so more less equally |

ture of the nominal group, in order to explain the grammar of reference in more explicit terms.*

The logical structure of the nominal group is one of modification; it consists of a HEAD, with optional modifier. The modifying elements include some which precede the bead and some which follow it; the distinction in the relative position of modifying elements is semantically

[^2]significant, so it is useful to make it terminologically explicit, and we shall refer to modification preceding the head by the term premodifier and to that following the head by the term postmodifire. Thus in
[2:5] The two high stone walls along the roadside
the Head is walls, the Premodifier is formed by the two high stone and the Postmodifier by along the roadside.

The Head is typically expressed by a common nown, proper noun or pronoum. Usually only common nouns accept modification; pronouns and proper nouns tend to occur alone (see below).

Simultaneously the nominal group is structured along another dimension, the experiential - that is, in terms of the function that language has of expressing (the speaker's experience of) phenomena of the real world (of $1,3.4$ above). This has the effect of introducing subdivisions within the Modifier, although these are not in fact subcategories of Modifier but, as we have said, structural roles deriving from a different functional component within the semantics. The elements of this structure are deictic, numerative, epithet, classifibr, qualifier, and what we shall call thing.

The structural analysis of [2:5] is now as follows; the last line shows the classes of word (or, in one case, rankshifted group) which realize the functions in question. These are the typical classes associated with each function.

|  | the | two | kigh | stone | walls | tlong the roadside |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Stractures: <br> logical <br> experiential | Premodifier |  |  |  | Head | Postmodifier |
|  | Deictic | Numerative | Epithet | Classifier | Thing | Qualifier |
| Classes | determiner | numeral | adjective | noun | noun | [prepositional group] |

As far as the 'experiential' structure is concerned, the Deictic is normally a determiner, the Numetative a numeral or other quantifier, the Epithet an adjective and the Classifier a common or proper noun; but the correspondence of class and function is far from being one to one - adjec-
tives, for example, regularly function both as Deictic and as Classifier, eg
their famous old red wine

Deictic Deictic Epithet Classifier Thing determiner adjective adjective adjective noun
(whereas famous in a fansous victory and red in red paint are both functioning as Epithet). The Qualifier is normally a rankshifted relative clause or prepositional phrase. Apart from the Thing, all elements in the experiential structure may occur more than once; note that this does not refer to coordination, since coordinate items function as single units - in boys amd givls there are two nouns but only one Thing, and in hot or coll tea there are two adjectives but only one Epithet.

The logical structure is somewhat different; here there is always a Head, but it may be of any class, and may be mapped on to any of the experiential functions. This can best be explained by illustration:

| these | two | custo- <br> mers | these | two | these |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Modifier |  | Head | Modifier | Head | Head |
| Deictic | Numerative | 'Thing | Deictic | Numerative | Deictic |

Similarly in the old we have the function of Head combined with that of Epithet, and in the red (in the sense of the red wine', eg in I'll take the red) Head combined with Classifier. Where the Head is a noun, it may be not only a common noun, as in [2:5], but also a proper noun or pronoun. (To avoid the confusion usually inberent in the use of the word noun, let us represent its meaning as follows:
word classes

We shall avoid as far as possible the use of noun in the sense of noun ${ }_{1}$, that of 'nominal word' in the most generalized scheme of word classes. In almost all cases its use will correspond to noun ${ }_{2}$, 'nominal word that is the typical exponent of a Thing': excluding adjective, numeral (quantifier) and determiner but incluming pronoun and proper noun as well as common noun. When it is necessary to indicate common or proper noun, but excluding pronoun, the locution common or proper noun will be used; since proper nouns in many ways resemble pronouns rather than common nouns, there is no particular reason for using noun in just this sense. Occasionally, where the context makes it clear, noun will be used in the sense of noun, 'common noun' only. All other uses of noun, those in which it refers to elements higher than words - phrases, clauses, nominalizations of any kind, are avoided altogether.)

If the Head is a proper noun or pronoun, it usually occurs without modification. It is beyond our scope here to go further into the analysis and interpretation of the nominal group; but for purposes of cohesion it is important to clarify and explain the structure up to this point. Common nouns designate classes of things; so they are liable to be farther specified, and the general meaning of the functions Deictic, Numerative, Epithet, Classifier and Qualifier is that of SPecification. The Deictic specifies by identity, non-specific as well as specific (twhich train?, a train, all trains) and including identity based on reference (this train, my train); the Numerative by quantity or ordination (two trains, next train); the Epithet by reference to a property (long trains); the Classifier by reference to a subclass (express trains, passenger trains); and the Qualifier by reference to some characterizing relation or process (trains for London, train I'm on). These functions are introduced into the nominal group through the logical structure of modification, being mapped on to the function of Modifier; hence, common nouns are typically modified. But pronouns and proper names are not as a rule susceptible of further specification. The catcgory of pronoun is a mixed bag; but it comprises personal andindefinite pronouns, of which the personals, as we have seen, are reference items and therefore take over the specificity of whatever it is they are presupposing, while the indefinites (eg: something, everybody) already embody a non-specific deicric component in their meaning and cannot be specified further. Proper names designate individuals, and are therefore fully specified in their own right. Proper names can accept descriptive modification, as in that Charlie Brown, beautiful Buttermere; this is a derived function of the modifying structure and one which differs in certain significant ways (for example, descriptive modifiers do not admit of ellipsis; see Chapter 4).

But the normal pattern is: with Modifier if the Head is a common noun, without Modifier if the Head is proper noun or pronoun.
Finally there is the structural relation of submodification, by which a Modifier is itself further modified. Submodifiers are typically adverbs, such as very, equally, too; they may also be rankshifted prepositional groups, like in every way in an in every way yaliant attempt. Submodifiers are most frequent within the Epithet, though they can be found elsewhere.

It will be necessary to refer to the structure of the nominal group at frequent points in the discussion of cohesion. To cite one example, it is a regular source of ellipsis, and we can define an eiliptical nominal group as one in which there is no overt Thing and the Head is therefore combined with some other function. What distinguishes reference from other types of cohesion, however, is that reference is overwhelmingly nominal in character. With the exception of the demonstrative adverbs here, there, now, and then, and some comparative adverbs, all reference items are found within the nominal group. They may have any of the functions in the 'experiential' structure except those of Classifier and Qualifier. It is not that these elements cannot also incorporate cohesive reference - they can, but if so the reference item functions as something else, typically as Deictic, in a rankshifted nominal group, eg: that referring to box in
[2:6] It's an old box camera. - I never had one of that kind.
The classification of reference items is not, however, based on their function in the nominal group; it is based on the type of reference involved. This is a semantic classification and cuts across the classification according to grammatical function. At the same time the type of reference is not unrelated to the form which it takes in the grammar, and to the classes of word which function as reference items. This will be discussed and exemplified where necessary in what follows.

### 2.3 Personal reference

The category of personals includes the three classes of personal pronouns, possessive determiners (usually called 'possessive adjectives'), and possessive pronouns. There is no general name for this category in traditional grammar, because the members of it belong to different classes with diverse structural roles; but in fact they represent a single system, that of PERSON:


In tabular form:

| Speech roles |  |  | Other roles |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Speaker | Addressee | Specific |  | Genetalized Human |
|  |  |  | Human | Nonhumant |  |
|  |  | you you yours your | be him his his |  | one one <br> - one's |
| one | I me mine my |  | she her hers her | [its] its |  |
| more <br> than ome | we us ours our |  | they them theirs their |  |  |

These items are all reference items; they refer to something by specifying its function or role in the speech situation. This system of reference is known as PERSON, where 'person' is used in the special sense of 'role'; the traditionally recognized categories are first person, SECOND PERSON and third person, intersecting with the number categories of singular and plural. The actual system found in the semantics of languages is nearly atways a departure in some way from this 'ideal' type; that of English is as set out above, with one or two further complexities which will be brought up in tbe discussion - including the so-called impersonal uses of we, you and they.

The term person might seem a little misleading, as the system includes not only 'impersonal' meanings (which are actually still personal, ie human; they are merely not individualized) but also reference that is truly non-personal, reference to objects. But most grammatical terms have fuzzy edges; they express the central or typical meaning of the category in question, and are justificd by being in this way simple and easy to remember. The alternatives would be either to use purely abstract labels, such as letters and numbers, which have no mnemonic value; or to attempt more accurate designations, which would soon become cumbersome and syntactically recalcitrant. The technical term itself is not part of any linguistic theory; it is simply an 'address' for easy recovery.

### 2.3.1 Semantic distinctions in the personal system

The significance of the person system is that it is the means of referring to relevant persons and objects, making use of a small set of options centring around the particular nature of their relevance to the speech situation. The principal distinction is that between the persons defined by their roles in the communication progess, on the one hand, and all other entities on the other. The former we shall call spbech roles; they are the roles of Spbaker and addrezsbe. These are the two roles assigned by the speaker; and we use 'addressee ${ }^{3}$ in preference to 'hearer' or 'listener' in order to suggest the meaning 'person designated by the speaker as recipient of the communication' - as distinct from one who chooses to listen or happens to hear. The latter, which we shall call simply other rolbs, include all otber relevant entities, other than speaker or addressee. In terms of the traditional categories of person, the distinction is that bet ween first and second person on the one hand ( $I$, you, we) and third person on the other (he, she, it, they, one).

Each of these personal forms enters into the structure in one of two guises: either as participant in some process, or as possessor of some entity. If the former, it falls into the class NOUN, subclass Pro Noun, and functions as Head - and sole element - in the nominal group; it then has one form when that nominal group is the Subject $(I$, you, we, he, she, it, the $\gamma$, one) and in most cases a different form when it is anything other than subject ( $m$, you, us, him, her, it, them, one). If the latter, it falls into the class determiner, and then functions either as Head (mine, yours, ours, his, hets, [its], theirs) or as Modifier (my, your, our, his, her, its, their, one's). Examples:
(a) had a cat
I: participant;
Subject pronoun Head
(b) the cat pleased me me: participant;
$\begin{array}{lllll}\text { (c) take mine } & \text { mine: } & \text { possessor } & \text { determiner } & \text { Head } \\ \text { (d) my plates empty } & \text { my: } & \text { possessor } & \text { determiner } & \text { Modifier }\end{array}$
Note that one never occurs as possessor/Head, although it does as possessor/ Modifier: we can say Do they pay one's debts? but not Do they only pay their own debts, or do they also pay one's? There is a reason for this, which will appear later. The form its is also rare as Head, although there seems to be no very clear reason for this restriction and, in fact, instances do occur, eg
[2:7] You know that mouse you saw ? Well that hole there must be its.
Within each of the two major categories of personals, further distinctions are built into the system. Within the speech roles, the English person system recognizes only speaker I and addressee you, making no distinction according to the number of addressees or according to the social hieratchy or the social distance between addressee and speaker.* It does however comprise a third form we representing the speaker together with some other person or persons, among whom the addressee(s) may or may not be included. $\dagger$

As far as the remaining items are concemed, those which refer to other roles, not to speaker or addressee, the distinctions are fairly clearcut. There is a generalized personal form with human referent, one, perhaps 'borrowed' from French on although it is not restricted to functioning as Subject as on is; in the following example, only the second of the four could have on in French translation:
[2:8] They couldn't do a thing like that to one. - One never knows, does one ${ }^{\text {P }}$ - It makes one think, though.

[^3]There is a difference between British and American English as regards repetition of one within the sentence: British English retains one in second and subsequent occurrences, where American English normally substitutes he:
[2:9] One can hardly be expected to reveal one's/his innermost secrets to the first casual enquirer, can one/he?
The rest of the 'other roles' are non-generalized: they make speciftc reference to persons or things, and the categories are familiar to every student of English from lesson one: plural, with no distinction of persons and things, they; singular, human, male he, female she, non-human it. Animals are treated sometimes as persons and sometimes as things; the lower orders of creation are referred to as it, the higher orders either as it or as he/she depending on a whole number of variables, primarily the speaker's relationship to the species in question (farmer and farm animal, pet owner and pet, for example), but also on his individual preference. If the reference is to a single human being, but with the sex unknown or unspecified, the form ased is he, as in:
[2: 10$]$ If the buyer wants to know the condition of the property, he has to have another suryey carried out on his own behalf. ${ }^{\star}$
This means that, as in many languages, the masculine is the syntactically unmarked form. This is a matter of concern to some, since they see in it another manifestation of the subjection of women and want to insist on he or she (or presumably she or he) in such instances. Not all languages enforce the sex distinction; in Chinese there is only one word meaning both he and she, just as there is ouly the one word they (as contrasted with ils and elles) for the plural in English. And it cannot be denied that, whatever the origins of the "unmarked masculine" - they lie far back in the history of IndoEuropean - the use of he has its problems. The authors of the Breakthrough to Literacy Teacher's Manmal used he to refer to a child but she to refer to a teacher, on the grounds that infant teachers are more often female - a reasoning that might equally be objected to:
[2:11] it is most important to note that a child who tells his teacher an imaginative story which she subsequently writes down for him is not engaged in creative writing; but in creative speaking.
No doubt the authors were glad to be able to avoid the possible ambiguities that might arise if both child and teacher were referred to by identical personal forms.

[^4]
### 2.3.2 Sperch roles and other roles

The use of personal forms as reference items with a cohesive function is so all-pervading in English that it hardly needs illustrating. The following is from Alice's conversation with the flowers:
[2:12] 'Aren't you sometimes frightened at being planted out here, with nobody to take care of you?'
'There's the tree in the middle,' said the Rose. 'What else is it good for?'
'But what could it do, if danger came?' Alice asked. 'It could bark,' said the Rose.
"It says "Bough-wough!"' cried a Daisy: 'that's why its branches are called boughs!'
Four occurrences of $i$, and one of $i t s$, refer anaphorically to the tree. To appreciate the effect of the use of personals, and cohesive items of all kinds, withour appropriate referents, see the verses read out by the White Rabbit as evidence in Alice in Wonderland, Chapter 12, beginning
[2:13] 'They told me you had been to her And mentioned me to him.'

The whole poem is an excellent example of a pseudo-text.
There is a distinction to be made, however, between the speech roles (first and second person) and the other roles (third person). Only the third person is inherently cohesive, in that a third person form typically refers anaphorically to a preceding item in the text. First and second person forms do not normally refer to the text at all; their referents are defined by the speech roles of speaker and hearer, and hence they are normally interpreted exophorically, by reference to the situation. This is an important distinction in principle: there is a major division within the person system between the third person, which as far as the speech situation is concerned is not a 'person' - not a role - at all (it can only be defmed negatively as 'not first or second'), and the first and second persons which are defined as roles in the speech situation. The first and second person forms essentially refer to the situation, whereas those of the third person essentially refer anaphorically or cataphorically to the text.

Hence the absence of any verbal reference for $I$ and you does not normally lead to any sense of incompleteness. In written language they are anaphoric when they occur in quoted ('direct') speech, as opposed to those instances where the writer is addressing his readers; so in [ $1: 34]$ Iand you have as verbal referents Alice and the Cat. Compare
[2:14] There was a brief note from Susan. She just said, 'I am not coming home this weekend.'
where $I$, in the quoted clause, refers back, like the preceding she, to Susan in the first sentence. These are instances of anaphora, albeit indirect anaphora; I still refers to the speaker, but we have to look in the text to find out who the speaker is. In general however $I$ and you are given by the situation; other than in cases of quoted speech, if we are 'in on' the text at all we are ustually ourselves occupying one or other of the speech roles.

Conversely, a third person form does normally imply the presence of a referent somewhere in the text; and in the absence of such a referent the text appears incomplete. The meaning 'male person other than speaker or addressee' is bardly specific, so that an occurrence of he typically presupposes a singular human masculine common or proper noun somewhere in the vicinity. At the same time, just as the first and second person forms, while typically exophoric, may refer anaphorically, so also the third person forms, while typically anaphoric, may refer exophorically to some person or thing that is present in the context of situation. An example such as the following could occur as a complete text.
[2:15] Oh, he's already been ? - Yes, he went by about five minutes ago.
The nature of the reply shows that the identity of he is clear to the respondent, at least to his own satisfaction. As we have emphasized already, 'present in the context of situation' does not necessarily mean physically present in the interactants' field of perception; it merely means that the context of situation permits the identification to be made. The setting of the above example might be some event at which a collection is being taken, where the first speaker, money in hand, notices that those around him are no longer proffering contributions; by this time the steward, the he of the dialogue, is in fact well out of sight, but it is obvious to both speakers who is in question. We may be inclined to speculate, as with other reference items, that the original mode of reference of thitd person forms was actually situational, and that endophoric reference is ultimately derived from exophoric. There are reasons for thinking that reference is primarily a situational belation, whereas substitation is a textual one (see Chapter 3). Be that as it may, the cypical instance of third person reference is textual, and therefore cohesive; and in many texts the third person forms constitute the most frequent single class of cohesive items.

Finally there is the 'mixed' personal we. This may refer just to speaker and addressee ('you and I'), and so include in its meaning only the speech
roles; but it may extend to a third person or persons (either with or without the addressee, ie 'he/she/they and I' or 'he/she/they and you and I'), in which case it is mixed and demands a referent for the tother role ${ }^{x}$. This may be exophoric, as when the leader of a delegation uses we to refer to himself plus the group of which he is acting as spokesman - who may or may not be forgathered around him: again the concept of 'situation' is an abstract one defined not by the physical presence of the participants but by the institutional framework, in this case the concept of a spokciman 'one whe speaks on behalf of (himself and) others'. Or it may be anaphoric, as in
[2:16] My husband and I are leaving. We have seen quite enough of this unpleasantness.

To summarize: personals referring to the speech roles (speaker and addressee) are typically exophoric: this includes I and you, and we meaning "you and I'. They become anaphoric, however, in quoted speech; and so are normally anaphoric in many varieties of written language, such as narrative fiction. In narration the context of situation includes a 'context of reference*, a fiction that is to be constructed from the text itself, so that all reference within it must ultimately be endophoric. Somewhere or other in the narrative will be names or designations to which we can relate the $I$ and you of the dialogue. A written text as a whole, however, still has its outer context of situation, in which the writer may refer exophorically either to himself, as $I$ or $w e$, or to his reader $(s)$, as $\gamma o n$, or to both. This happens in letter-writing, in first person narrative, in advertising, in off1cial documents addressed to the public, and in notices; for example:
[2:17] a. Dear Carrie: How are you? I had a strange dream about you last night - we were wandering together through a dense forest...
b. I suppose my face must have given me away, for suddenly she swept across and kissed me, but fortunately for my good resolutions she didn't linger close to me but promptly returned to her chair.
c. Look around you. Just how much of you is projected into your environment, and how much of rr is projected at you?
d. The Medical Director thanks you for your attendance at the X-Ray Unit and is happy to inform you that your film is satisfactory. you should reep this letter and take it with you whenevir you have an X-ray in puture.
e. You have been wamed!

Personals referring to other roles (persons or objects other than the speaker or addressee) are typically anaphoric; this includes he, she, it and they, and also the 'third person' component of we when present. They may be exophoric, however, wherever the context of situation is (judged by the speaker to be) such as to permit identification of the referent in question.

As has been pointed out, it is only the anaphoric type of reference that is relevant to cohesion, since it provides a link with a preceding portion of the text. When we talk of the cohesive function of personal reference, therefore, it is particularly the third person forms that we have in mind. But we shall find instances of these which are not cohesive, as well as instances of the first and second person forms which are. In spoken English, especially in contexts of 'language-in-action', those registers in which the verbal activity is closely interwoven with non-verbal activity, it is quite common for third person forms to function exophorically; but in writing an explicit referent will normally be required, and even in speech the hearer is sometimes constrained to demand one - so we hear exchanges such as: The $\boldsymbol{y}^{\prime}$ re here! - Who are? In other words, a third person form is assumed to be anaphosic unless the context of situation makes it quite unambiguous. With the first and second person forms, on the other hand, the assumption is the other way round. In spoken language $I$ means the speaker and you means the addressee unless there is positive indication to the contrary in the form of a clause introducing quoted speech; and quoted speech, although common enough, is largely associated with certain particular types of narrative, such as gossip and joke-telling. In written language the exophoric use of $I$ as writer and you as audience is restricted to certain registers; but even in writing we find sone form of explicit signal (quotation marks, or 'inverted commas') to tell us when they are not being used in this way.

Speech roles $I$, you, we ( you and I')
typically: exophoric (non-cohesive): speaker, addressee(s); writer, reader(s)
secondarily: anaphoric (cohesive): speaker, addressee in quoted speech

Other roles
he, she, if, they, we ( and other(s)') anaphoric (cohesive): person(s) or thing(s) previously referred to
exophoric (non-cohesive): person(s) or thing(s) identified in context of situation

Note finally that it is characteristic of third person forms that they may be cumulatively anaphoric. One occurrence of John at the beginning of a text may be followed by an indefinitely large number of occarrences of he, him or his all to be interpreted by reference to the original John. This phenomenon contributes very markedly to the internal cohesion of a text, since it creates a kind of network of lines of reference, each occurrence being linked to all its predecessors up to and including the initial reference. The number and density of such networks is one of the factors which gives to any text its particular favour or texture.

### 2.3.3 Some special kinds of personal reference

### 2.3.3.1 EXTENDHE REFERENCE, AND TEXT REFERENCE

The word it differs from all other personals in that it may refer not only to a particular person or object, some entity that is encoded linguisticaliy as a 'participant' - a noun or nominal expression - but also to any identifiable portion of text. This actually comprises two rather distinct phenomena, both of which are illustrated in the following example:
[2:18] [The Queen said:] 'Curtsey while you're thinking what to say. It saves time.' Alice wondered a little at this, but she was too much in awe of the Queen to disbelieve it.

In the first instance, It saves time, it refers to curtsey[ing] while you're thinking what to say; the reference is still to a 'thing', but not in the narrow sense of a participant (person or object) - it is a whole process or complex phenomenon which is in question. Only if has the property ofextended reference of this kind: consider for example an eye-witness's description of an accident, concluding with the remark It all happened so quickly.

In the second instance, . . . to disbelieve it, the it refers not to a thing but to a FACT: [that] curtsey[ing] while you're thisking what to say . . . saves time. This is an instance of text reference. Whereas extended reference differs from ustal instances of reference only in extent - the referent is more than just a person or object, it is a process or sequence of processes (grammatically, a clause or string of clanses, not just a single nominal) - text reference differs in kind: the referent is not being taken up at its face-value but is being transmuted into a fact or a report. Perhaps the best way to convey the distinction is through ambiguity:
[2:19] It rained day and night for two weeks. The basement fooded and everything was under water. It spoilt all our calculations.

Either the phenomenon of heavy rains and flooding, the event itself, destroyed our records; or the 'metaphenomenon', the FACT that it rained so much, upset the weather pattern that we had predicted.

In addition to it, the demonstratives this and that frequently occur in both extended reference and text reference. One of the striking aspects of cohesion is the ability of hearers and readers to identify the relevant portion of text as referent, when they are faced with it, this or that in these uses. Clearly one of the factors that enables them to do this is the internal cohesion within the passage that is being presupposed.

### 2.3.3.2 GENERALIZED EXOPHORIC REFERENCE

Not only the generalized personal one but also we, you, they and it all have a generalized exophoric use in which the referent is treated as being as it were immanent in all contexts of situation. (i) You and ore mean "any human individual', as in you never know, one never knows; and often by implication 'any self-respecting individual', 'any individual I would approve of', particularly in the combination of one plus a verbal modulation as in one must accept zertain standards. (ii) We is used in similar fashion but more concretely, implying a particular group of individuals with which the speaker wishes to identify himself, as in we don't do that sort of thing here. In addition there are various other intermediate uses of we: royal and editorial, eg: we consider it our duty . . ., with an assumption of status behind it; medical we, from doctor to patient as in how are we today?, implying 'you in your role as patient, with whom I seek to identify myself'; impersonal we used in expository writing (for example in this book), eg: we condude therefore that....s simply because English demands a subject and an excess of passives soon becomes tiresome. (iii) They is used to mean 'persons unspecified': often those with responsibility, 'the anthorities', but also simply 'persons adequately specified for purposes of discussion by the context', as in they're mending the road out there. (iv) It occurs as a universal meteorological operator in a few expressions such as it's snowing, it's hot today. All these are exophoric, but with a kind of institutionalized exophora; they make it possible to conform to the structural requirements of the clause, which demands a nominal in vanous places - for this reason they are often untranslatable, since other languages make different requirements.

Exophoric reference makes no contribution to the cohesion of a text. But it is worth noting, perhaps, that this 'institutionalized' exophora makes no demands either on the verbal context or on the context of situation. Confronted with the old verse

## [2:20] They're digging up Grandpa's grave to build a sewer

 the hearer does not feel obliged to ask 'Who are?' - the message is complete. If a personal form cannot be interpreted institutionally, either because it does not make sense in the context or because it is one such as he which is never used in this way, then the hearer must seek the necessary evidence for interpreting it. If he finds such evidence in the situation, he can accept the passage in question as a complete text. If not, he has to seek textual evidence, and therefore to assume that the origimal passage is related to some preceding piece by cohesion - otherwise, he can only regard it as incomplete. It is not suggested that he performs these operations as a systematic search in this or any other order. The important fact is that the hearer typically assumes that any passage which for external reasons ouger to be a text (as opposed to something that he knows to be a fragmert, such as one end of a telephone conversation) is in fact a text; and he will go to enormous lengths to interpret it as complete and intelligible. This is an aspect of the very general human tendency to assume in the other person an intention to communicate, an assumption which is no doubt of very great value for survival.
### 2.3.4 Persotal pronouns, possessive determiners and pessessive pronowns

All that has been said about the personal pronouns applies equally to the other two categories of personal, namely the possessive determiners and possessive pronouns. Neither the syntactic function of the personal itself, nor the syntactic function of its referent, has any bearing on the anaphoric relation between the two; in this respect reference is quite unlike substitution (Chapter 3). In [2:21] below, the personal reference item he is a pronoun functioning as Head; this refers back to John equally well whether John is non-possessive proper noun as Head as in (a), possessive as Deictic as in (b), or possessive as Head as in (c):

$$
\left.\begin{array}{l}
\text { [2:21] a. John has moved to a new house. } \\
\text { b. John's house is beautiful, } \\
\text { c. That new house is John's. }
\end{array}\right\} \text { He had it built last year. }
$$

Likewise the other personal forms, both possessive determiners (my, your, etc) and possessive pronouns (mine, yours, etc), may refer without restriction to a referent having any of the functions of John in [2:21], or indeed any other syntactic function that is open to nominals. So we could have any combination of the following:
$\left.\begin{array}{c}\text { [2:22] a. John has moved to a } \\ \text { new house. } \\ \text { b. John's house is beautiful. }\end{array}\right\}\left\{\begin{array}{c}x . \text { He had it built last year. } \\ y . \text { His wife must be delighted with } \\ \text { it. }\end{array}\right.$
c. Thatnew house is John's.) (z. I didn't know it was his.
where ( $x$ ) has personal pronoun he, (y) has possessive determiner his and (z) has possessive pronoun his.

Moreover the referent may be embedded deep in a complex sentence; there is still no difficulty in identifying John as the referent of his in [2:23]:
[2:23] You really ought to ask Sally not to tell a story like that to all those friends of hers if she thinks they might be going to be working with John, unless she can be quite sure it's not going to go any further. I hardly think it would appeal to his semse of humour.
There is however one respect in which possessive pronouns differ from other personal reference items as regards their anaphoric function. Whereas the other personals require only one referent for their interpretation, possessive pronouns demand two, a possessor and a possessed. The difference can be seen in [2:24]:
[2:24] a. John's is nice.
b. His house is nice.
c. His is nice.

Given (a), we need the answer to 'John's what?'; given (b), the answer to 'whose house?'; but given (c) we need the answer to 'whose what?'. So any occurtence of a possessive pronoun involves two ties, only one of which is a form of reference; the other is present with any possessive nominal, such as John's or my father's, whenever it is functioning as Head. This is in fact an instance of ellipsis (Chapter 4). Possessive pronouns, in other words, are doubly anaphoric because they are both referential and elliptical: they are anaphoric (i) by reference, to the possessor, and (ii) by ellipsis, to the thing possessed. So in $[2: 25]$ only (c) satisfies the presuppositions of the second sentence:
[2:25] a. Can you find another programme?
b. Can you help Mary?

Hers has got lost.
c. Can you hand Mary a programme?

The possessive pronoun hers presupposes Mary by reference and programme by ellipsis.

### 2.3.5 Cataphoric reference

So far no mention has been made of cataphoric personal reference. Personals can refer cataphorically, as in
[2:26] He who hesitates is lost.
where he does not presuppose any referent in the preceding text but simply refers forward to who hesitates. Unlike demonstratives, however, which do refer cataphorically in a way that is genuinely cohesive - they refer FORWARD to succeeding elements to which they are in no way structurally related (see 2.4 below) - personals are normally cataphoric only within a structural framework, and therefore do not contribute to the cohesion of the text. The reference is within the sentence, and is determined by the structure of the sentence.

It may be helpful nevertheless to summarize the cataphoric structural functions of the personal forms - in which only the personal pronouns participate, never the possessive forms. (i) Third person pronouns other than it may refer cataphorically to a defining relative clause, as in $[2: 26]$. This usage is felt to be somewhat archaic; it is found in proverbs and aphorisms, and in some rhetorical, literary and liturgical styles. Such cataphoric reference is also found occasionally with we and you, as in you who doubt my word (meaning 'those among you who doubt my word'; note that there is no cataphora in forms which are non-defining, such as you, who used to be so tolerant). (ii) All third person pronouns occur cataphorically as 'substitute themes' in clauses in which theit referent is delayed to the end, eg: they're good these peaches. (iii) As a special case of tbe last, it is very frequently used in this way where the subject of the clause is a nominalization, as in it's true that he works sery hard. This is in fact the unmarked or typical form in such cases; the alternative, that he works yery hard is true, is possible but restricted. All such cataphoric reference is structurally determined and makes no direct contribution to the texture.

There is one cataphoric use of it that is cohesive, illustrated by [ $2: 27$ ]:
[2:27] I would never have believed it. They've accepted the whole scheme.

This happens only where it is text-referring (see 2.3.3 above); again, like its anaphoric equivalent, it has more in common with demonstrative reference than with personal reference.

Thus, to sum up, not all occurrences of personal forms ate anaphoric, nor is the mere presence of a personal reference item by itself an indication
of a cohesive tie. In the first place, the reference may be exophoric, interpretable by recourse to the context of situation: either in the generalized exophoric sense of we, you, they or if, or in the special exophoric sense of the speech roles expressed by pou and I. Exophoric reference does not constitute a cohesive tie. In the second place, it may be cataphoric; it will then be cohesive only in the case of the special use of it exemplified by [ $3: 27$ ] above. This does constitute a tie, linking up with what follows. All other instances are anaphoric, including most occurrences of third person forms and some occurrences of first and second person forms (those in a context of quotation). Usually there is no great difficulty in recognizing an anaphoric personal form; and we are all sensitized to the presence of one which seems to be anaphoric but for which no clear reference is available. Perhaps this is one of the reasons why children used to be discouraged from using them. The other reason is one of manners: 'It's rude to point', and exophoric reference is, after all, just pointing with words.

### 2.4 Demonstrative reference

Demonstrative reference is essentially a form of verbal pointing. The speaker identifies the referent by locating it on a scale of proximity. The system is as follows:


The circumstantial (adverbial) demonstratives here, there, now and then refer to the location of a process in space or time, and they normally do so directly, not via the location of some person or object that is participating
in the process; hence they typically function as Adjuncts in the clause, not as elements within the nominal group. They have a secondary function as Qualifier, as in that man there. The remaining (nominal) demonstratives this, these, that, those, and the refer to the location of some thing, typically some entity - person or object - that is participating in the process; they therefore occur as elements within the nominal group. They belong to the class of determiners, and have the experiential function of Deictic; in the logical structure they function either as Modifier or as Head, with the exception of the which is a Modifier only. In this respect the nominal demonstratives tesemble the possessives, which can also function either as Modifier or as Head, although, unlike the possessives, the demonstratives have only one form - there is no distinction between demonstrative determiner and demonstrative pronoun corresponding to that between possessive determiner (eg: your) and possessive pronoun (eg: yours):
as Modifier
demonstrative that garden seems bigger
possessive your garden seems bigger

## as Head

that is a big garden yours is a big garden

In the case of the demonstratives, however, these are certain differences in meaning between the functions of Modifier and Head; a demonstrative functioning as Head is more like a personal prononn. Historically, in fact, both it and the are reduced forms of that; and, although it now operates in the system of personals, both can be explained as being the 'neutral' or non-selective type of the nominal demonstrative - as essentially one and the same element, which takes the form it when functioning as Head and the when functioning as Deictic (see further 2.4 .2 below).

Like personals, the demonstratives regnlarly refer exophorically tosomething within the context of situation. This is the primary form of verbal pointing; and it may be accompanied by demonstrative action, in the form of a gesture indicating the object referred to. Examples are obvious enough:
[2:28] Pick these up!
[2:29] How would you like a craise in that yacht?
Similarly with the demonstrative adverbs:
[2:30] Leave that there and come here!
In general this, these and here imply proximity to the speaker; that, those and there imply distance from the speaker, which may or may not involve
proximity to the addressee - the meaning is 'near you, or not near either of us, but at any rate not near me'. Many languages, for example Japanese, have a set of three demonstratives in which the meanings 'near you' and 'not near either of us' are kept distinct; this system is found in one or two dialects of English, which have this, here 'near me', that, there 'near you' and yon, yonder "not near either of us'. In such languages there is a close parallelism between the demonstrative and the personal systems, with "this' corresponding to 'I' (speaker), 'that' to 'you' (addressee), and 'yon' to 'he, she, it' (other location or role).* In languages like Standard English, with only the two terms, 'this' is more specific than 'that', since 'this' has the speaker as its point of reference while 'that' has no particular reference point - it is simply interpreted as 'not this'. This explains why the neutral forms the and it derived from that and not from this.

We are not concerned here with exophoric reference, for the reasons already given: it is not textually cohesive. Bur the uses of this and that in endophotic reference are explainable by reference to their exophoric meanings; so it is important to start from the general concept of proximity as this is interpreted situationally. The same applies to the definite article: the is also used exophorically, where the situation makes it clear what referent is intended, as in
[2:3x] Look at the flowers!
[2:32] Don't go; the train's coming.
This is the meaning of the here: namely that the referent is fully specified by the context and no further specification is needed. The anaphoric and cataphoric uses of the are likewise more readily interpretable if we relate them to its meaning as an exaphoric deictic.

Demonstrative reference is discussed in more detail in the next three sections: 2.4.1, the selective nominal demonstratives; 2.4.2, the; 2.4.3, the adverbial demonstratives.

2-4.1 The selective nominal demonstratives: this, these, that, those
These demonstratives occur extensively with anaphoric function in all

[^5]varieties of English. In principle, they embody within themselves three systematic distinctions:
(i) between 'near' (this, these) and 'not near' (that, those)
(2) between 'singular' (this, that) and 'plural' (these, those)
(3) between Modifier (this, etc, plus noun, eg: this tree is an oak) and Head (his, etc, without noun, eg: this is an oak).

All these distinctions have some relevance to cohesion, in that they partially determine the use of these items in endophoric (textnal) reference. They are discussed in the next three subsections.

### 2.4.1.1 near and not near: thisfthese versus that thase

Both this and thot regularly refer anaphorically to something that has been said before. In dialogue there is some tendency for the speaker to use this to refer to something be himself has said and that to refer to something said by his interlocutor; compare [2:33] and [2:34]:
[2:33] a. There seems to have been a great deal of sheer carelessness. This is what I can't understand.
b. There seems to have been a great deal of sheer carelessness. - Yes, that's what I can't understand.

This distinction is clearly related to that of 'near (the speaker)' versus 'not near'; 'what I have just mentioned' is, textually speaking, 'near me' whereas 'what you have just mentioned' is not. The tendency seems to be further reinforced if the referent is also in some way associatrd with the speaker; for example,
[2:34] I like the lions, and I like the polar bears. These are my favourites. - Those are my favourites too.

Here there are as it were two kinds of proximity: the lions and the polar bears have not only been mentioned by the speaker but also explicitly linked to his personal feelings, so that he naturally refers to them as these.

Co-existing with this tendency is another one whereby proximity is interpreted in terms of time; in this case that tends to be associated with a past-time referent and this for one in the present or future. For example,
[2:35] a. We went to the opera last night. That was our first outing for months.
b. We're going to the opera tonight. This'll be our first outing for months.

Compare this with the exophoric use of this to refer to current periods of time: this morning, this year and so on; and also in those days, in these days.

Neither of these tendencies is fully dominant. If in a given instance both are working in the same direction, the choice is likely to follow the expected pattern; for example
[2:36] 'I couldn't afford to learn it,' said the Mock Turtle with a sigh. 'I only took the regular coursc.'
'What was that?' inquired Alice.
Here Alice could hardly have said What was this? Similarly with [2:37];
[2:37] a. What about this exhibition?
b. What about that exhibition?

If we hear [2:37a] we are likely to supply something like "that I told you is on now; shall we go and see it ?'; whereas with $[2: 37 \mathrm{~b}]$ the presupposition is more likely to be 'that you told me was on earlier; did you go and see it?' - at least, it could not be the other way round. But the criteria may conflict, precisely because the notion of proximity has various interpretations; and in such cases there is no very clearly felt distinction between this and that. In [2:38] we could easily substitute that:
[2:38] But then, Mr. Dubois reflected gloomily, women never had any prudence. Though he had profited by this lack many a time, it annoyed him now.
In any case there are marked differences among different styles and varieties of English as regarda their patterns of anaphoric usage of this and that, the study of which goes beyond our present scope. For example, in natrative of a traditional kind, such as children's stories and ballads, we often find that where, in conversational narrative, a speaker would tend to use this, conveying a sense of immediacy and also of solidarity with the hearer, of shared interest and attention. So the ballad of the three little pigs has
[2:39] And after a time those little pigs died.
whereas if we were recounting the incident we should probably say these little pigs. It is this assumption of shared interest and attention which lies behind the use of the "near' forms, this and these, in conversational narrative where they are not strictly 'phoric' at all: There was this man. . ., where 'this man' is present neither in the text nor in the situation but ouly in the speaker's mind. The context is one of highly coded, in-group speech, and the effect is to emphasize common experience and a common interest.

### 2.4.1. 2 singular and pluras: this that versus thesefthose

In general this distinction follows the expected pattern: this/that refer to count singular or mass nouns, thesefthose to count plural. The most important difference is that which separates the SING ULAR FORMS USBD AS HEAD (ie: this and that without following noun) from the rest; this will be discussed in 2.4.1.3 below.

Otherwise, we may note simply that the plural forms may refer anaphorically not merely to a preceding plural noun, as in [2:39], but also to sets that are plural in meaning, for example
[2:40] 'Where do you come from?' said the Red Queen. 'And where are you going? Look up, speak nicely, and don't twiddle your fingers all the time.'
Alice attended to all these directions, and explained, as well as she could, that she had lost her way.
Conversely the singular demonstrative may refer to a whole list irrespective of whether or not it contains items that are themselves plural:
[2:41] I've ordered two turkeys, a leg of lamb, some cooked ham and tongue, and two pounds of minced beef: Whatever are you going to do with all that food?

But these uses follow from the general natare of anaphoric reference items, that they refer to the meanings and not to the forms that have gone before.

## 2.4-1.3 HEAD AND MODHER: this, ETC, AS PRONOUN VERSUS this, ETC, PEUS FOLLOWING NOUN

A demonstrative as Modifier ('demonstrative adjective') may refer without restriction to any class of noun. A demonstrative as Head ('demonstrative pronoun ", on the other hand, while it can refer freely to non-humans, is highly restricted in its reference to human nouns; it cannot refer to a human referent except in the special environment of an equative clause. For example, in
[2:42] 'Now the cleverest thing I ever did,' the Knight went on after a pause, "was inventing a new pudding during the meat-course. . . I don't belleve that pudding ever was cooked.'
it would be perfecty possible to omit the second pudding and say $I$ don't believe that ever was cooked ( $d[2: 40]$ and $[2: 41]$ ). On the othar hand, in
[2:43] I must introduce you to the surgeon who looked after me when I
was in hospital. That surgeon really did a fine job, and nothing was too much trouble for him.
we could not replace that surgeon by that. The only instance where demonstratives can refer pronominally to human referents, whether anaphorically or exophorically, is in relational clauses of the equative type where one element is supplying the identification of the others, for example
[2:44] a. Do you want to know the woman who designed it? That was Mary Smith.
b. Who are those colourful characters? - Those must be the presidential guards.
Compare the exophoric Who's that?, this is Jokn (when introducing him), those are the people I was telling you about; but never let's ask this, I don't know what that's laughing about. The principle is that the demonstrative pronoun corresponds to it and not to he or she. The fact that the plural form they is the same for both human and non-human referents may explain why the demonstrative is slightly less unacceptable with a human referent when it is in the plural; we might perhaps accept let's ask these, I don't know what those are loughing about.

There is one other important characteristic of demonstrative reference that is specifically a feature of demonstratives functioning as Head. This concerns the level of generality of the referent.

If the demonstrative is used with a noun, then the meaning is always identical with that of the presupposed item. Examples are [2;39], [2:42] and [2:43]. This normally holds true even if the noun following the demonstrative is not identical with the presupposed item; it may be some kind of a synonym, like food in [2:41], which is a supfrordinate (ie a more general term), or like directions in [2:40]. There is still identity of reference in such instances; it is 'that particular food', 'those particular directions'. These are in fact different types of lexical cohesion, and are discussed further in Chapter 6. To invent one further example, in [2:45] it does not matter whether we have eat or animal or trickster in the second sentence; the reference is still to the original at:
[2:45] There's a cat trying to get in, shall I open the window? Oh, that cat / that animal / that trickster's always coming here cadging.

Suppose however that we we the demonstrative alone, without a following noun. The reference may still be identical; but it may be broader,
referring to the general class denoted by the noun, including but not limited to the particular mernber or members of that class being referred to in the presupposed item. If for example the first sentence in $[2: 45]$ had begun There are two cats trying to get in, then the answer those cats would still have referred only to the original two cats; but the answer those, eg: Those have to be kept out, could refer not just to the two cats mentioned but to cats in general. Compare:
[2:46] There's been another big industrial merger. It seems that nothing can be done about this.
where the meaning is not 'this particular merger' but 'mergers in general', as we can see by substituting this merger, or this one, for this. A related instance is provided by [2:47]:
[2:47] His hand groped for the knife. If he could only reach that he would be safe.

Here we could, in fact, substitute that knife, but not that one; the meaning is not 'that particular knife' but 'that particular object, namely the knife'. This affords a very good illustration of the difference between reference and substitution, as summarized at the beginning of Chapter 3 below. In the plural, the distinction is less clearcut, and there is the possibility of ambiguity:
[2:48] How did you like the recitations? I find those boring.
If it had been I found, the meaning would have been 'those particular recitations' and we could have substituted those recitations or those ones.* I fird', however, suggests '(those particular things, namely) recitations in general'; here we could certainly not substitute those ones, but it would perhaps be possible to substitute those recitations and still interpret it in this sense. In a comparable way, given there are two cats trying to get in, the answer those creatures have to be kept out is ambiguous as between 'those particular cats' and 'those particular creatures, namely cats in general'.

The general principle behind this is simply that demonstratives, since

[^6](like other reference items) they identify semantically and not grammatically, when they are anaphoric require the explicit repetition of the noun, or some form of synonym, if they are to signal exact identity of specific reference; that is, to refer unambiguously to the presupposed item at the identical degree of particulatization. A demonstrative without a following noun may refer to some more general class that includes the presupposed items; and this also applies under certain conditions to a demonstrative with a following noun -- namely if the context is such that the noun can be interpreted more generally. $I$ is not easy to specify exactly what these conditions are, but they are more likely to obtain with plural or mass nouns because these are general unless specified. In spoken English there is a one-way phonological distinction: the demonstratives have a weakened form that is used only when they are Not specifying and the meaning is one of generalized reference; for example
[2:49] How did you manage with the new drugs I gave you?
(i) // those / new / drugs up/set me /i
(ii) HA those / new / drugs up/set me /f

Here (i) is ambiguous; it might mean either "the particular ones you gave me' or 'new drugs in general'; whereas (ii) can mean only 'new drugs in general. The generalized type is typically associated with expressions of attitude, for example I don't trust these lawyers ('lawyers in general'), those French are so touchy (note that in the particularized sense it would have to be those French people); and also that Bach had genius, meaning not 'J.S. as opposed to the rest of the family' but 'Bach, that we all know'. All these are simply equivalent to non-specific forms (new drugs, lawyers, the French and Bach) to which a demonstrative has been added, often for anaphoric purposes but without carrying over any specificity there may have been in the item that is presupposed.

The distinction between the particnlar use of a demonstrative, having exact identity of reference with the presupposed item, and the generalized use is related to that between defining and non-defining modifiers. In that Bach, that is non-defining; but if we change to it that follow Bach it becomes defining. Similarly if we interpret that in [2.47] as 'that knife' it is nondefining, but if we interpret, it as 'that thing' it is defining. Compare shis in

> [2.50] They wept like anything to see Such quantities of sand.
> 'If this were only swept away,' They said, 'it would be grand'

- 'this sand', or 'this stuff'. The distinction does not, however, affect the textual function of demonstratives, since both uses are equally associated with anaphoric reference, and hence contribute to cohesion within the text.
2.4.1.4 extinded raference and reference to 'fact': this and that Related to the last, generalized type of demonstrative reference, but at the same time quite distinct from it, is the use of demonstratives to refer to extended text, including text as 'fact' ( $f:$ : it in 2.3.3.1 above). This applies only to the singular forms this and that used without a following noun. For example:
[2:51] They broke a Chinese vase.
(i) That was valuable.
(ii) That was careless.

In (i) that refers to the object pase; we could have that vase instead. In (ii) that refers to the total event, "their breaking of the vase'. If there had been more than one breakage we could have had those were valuable but not those were careless:
[ $2: 52]$ They broke a Chinese vase and damaged two chandeliers.
(i) Those were all very valuable.
(ii) That was all very careless.*

Extended reference probably accounts for the majority of all instances of demonstratives in all except a few specialized varieties of English. For example, in the last two clapters of Alice's Adventures in Wonderland there are si demonstratives, made up of 22 this, 24 that, 3 these and 2 those. Of the total, 31 are used in extended reference. Of the remaining 20,3 refer to time, which is another form of extended reference, (eg [2:53a]), to are exophoric in the dialogue (eg $[2: 53 b]$ ), and $s$ are anaphoric to preceding nominals (eg [2:53c]):

[^7][2:53] a. Just at this moment Alice felt a very curious sensation.
b. 'Treacle,' said a sleepy voice behind her. 'Collar that Dormouse,' the Queen shrieked out.
c. One of the jurors had a pencil that squeaked. This, of course, Alice could not stand .. .

Two instances are unclassifiable (before she had this fit, in the verses read out by the White Rabbit and repeated by the King). Examples of extended reference are:
[2:54] a. 'Give your evidence,' said the King; 'and don't be nervous, or Ill have you executed on the spot.'
This did not seem to encourage the witness at all.
b. 'But what did the Dormouse say?' one of the jury asked.
'That I can't remember,' said the Hatter.
c. "I gave her one, they gave him two" - why, that must be what he did with the tarts, you know.'

It is net always easy to say whether the referent of a demonstrative in a given instance is a particular nominal item in the text or should be taken to include something more; the this in $[2: 53 \mathrm{c}]$ could be supposed to refer to the whole of the preceding sentence. The distinction is not a sharp one, and it is usually irrelevant; in either case the effect is cohesive. But in many instances the referent clearly is an extended passage of text, and this, together with the related use of it, is one of the major cohesive devices of the English language.

Perhaps the most frequent form taken by such extended reference is in equative clauses where the demonstrative provides the 'given' element in the message and this then serves to identify some other element that is 'new', by simply being equated with it. [2:54c] is one example; here are some others:
[2:5s] a. [following the White Rabbit's reading of the verses] 'That's the most important piece of evidence we've heard yet,' said the King, rubbing his hands.
b. I come from Wolverhampton. - That's where I come from too.
c. No one will take it seriously. This is the frightening thing.

Spoken English is typically held together by internal cross-referencing of this kind, which combines powerful structure with great flexibility and freedom of movement.

## 2.4-T.S ANAPRORIC AND CATAPHORIC DRMONSTRATIVES

There is differentiation between this and that in extended text reference, which relates to their differentiation in terms of proximity. Whereas that is always anaphoric, this may be either anaphoric or cataphoric. Some Shakespearcan examples:

[2:56a] has anaphoric that, (b) three instances of anaphoric this, and (c) cataphoric this.

This use of this, together with the parallel use of here (see 2.4 .3 below), is the only significant instance of cataphoric cohesion in English. We have distinguished this, in the previous discussion, from stractural cataphora as in he who hesitates; structural cataphora is very common, especially with the definite article (see 2.4 .2 below), but it is simply a realization of a grammatical relationship within the nominal group and has no cohesive, textforming function. Textual cataphora, by contrast, is true reference forward in the text; it therefore is cohesive, not by picking up what has preceded but by anticipating what is to follow. From Alite:
[2:57] These were the verses the White Rabbit read: - [followed by the verses]

In writing, sentences which are related cataphorically are often joined by a colon; but there is no structural relation between the two - this is a purely orthographic convention, serving precisely to signal the presence of cataphoric cohesion.

A funal point to note is that in spoken English this and that in extended reference often carry the tonic (primary stress). In this they are unlike all ocher cohesive items in the language. Since, in the most gencral terms, tonicity is associated with information that is new, it is not surprising to find that anaphoric items, which by definition are not 'new', because they are referring to what has gone before, do not normally carry the tonic. (The position is quite different with reference items used exophorically; these are often tonic - again, not surprisingly, since in this case the referent has not been mentioned before.) We can be quite precise about anaphoric items: they are tonic when and only when they are contrastive, and this is part of the same story. The semantic category of 'new' means 'information being treated by the speaker as non-recoverable to the hearer"; it may be non-recoverable either because it has not been previously mentioned or because it has been previously mentioned but is anexpected and hence contrastive in the particular context. For example, in $[2: 58]$ these is 'new' in this second, contrastive sense:
[2:58] The first tow of cottages looked empry and decrepit. But behind them stood another row, well kept and with small bright gardens. Whoever lived in these cottages lived well enough.

A demonstrative with textual reference, however, is very frequently tonic; and this arises in two ways, both of which are simply extensions of the principle mentioned above, that tonicity signals what is new. In the first place there are very many instances in which the reference, while anaphoric, is in fact contrastive, this being the whole point of the utterance; for example
[2:59] Where are you going?

- To feed the fisk.
- THat's what I was trying to remember to do just now.

In the second place, the reference may be cataphoric, in which case the referent has not been mentioned before; a cataphoric demonstrative is therefore regularly tonic. Contrast [ $2 ; 602$ ], where this is anaphoric, mean-
ing 'what I've just said', with [2:60b] where it is cataphoric, and means ' what I'm just going to say':
[2:6] a. I can'z get any reliable information. This is what worrars me. b. then is what worries me: I can't get any reliable information.
(In [2:60a] this could be replaced by that, whereas in [2:60b] it could not.) As a corollary of its carrying the tonic, the cataphoric this could equally come at the end: in (b) we might well have What worries me is chis:, whereas in (a) such a reversal is highly improbable.

## 2.4-2 The

The definite article the has usually been set apart, in grammars of English, as a unique member of a class, its only relative being the indefinite article a. There is some justification for this; no other item in English behaves exactly like the. On the other hand, it has important similarities with a whole group of other items, so that we need not hesitate to classify it with the determiners; and, more particularly, with the specific determiners, the class which includes the demonstratives and the possessives. (Likewise the indefinite article is a member of the wider class of non-specific determiners.) The full set of specific determiners is as follows:

|  | Demonstrative | Possessive |
| :--- | :---: | :---: |
| Referential | Selectivethis that <br> these those | Spech roles my, your, <br> our |
|  | Non-selective the | Other roles(his, her, their <br> its <br> one's |
| Interrogative | which | whose |

Hence the in many ways resembles the demonstratives, from one form of which it is derived. It is originally a reduced form of that, functioning only as a modifier, in the same way that $a$ is a reduced form of one likewise restricted to the modifier function. And this is reflected in its meaning. Essentially the, like the demonstratives, is a specifying agent, serving
to identify a particular individual or subclass within the class designated by the noun; but it does this only through dependence on something else it contains no specifying element of its own.
This can be explained as follows. All other specific determiners are semantically selective; they contain within themselves some referential element in terms of which the item in question is to be identified. With the possessives, it is person: the item is identified as belonging to, or associated with, a recognizable participant - speaker, addressee or some person or object in the environment. With the demonstratives, it is proximity: the item is identified as present in the environment and more, or less, remote. In both these instances the environment, as we have seen, may be situational or textual; and when it is textual, this form of specification by reference becomes cohesive.

The definite article has no content. It merely indicates that the item in question is specific and identifiable; that somewhere the information necessary for identifying it is recoverable. Where is this information to be sought? Again, either ith the situation or in the text. The reference is either exophoric or endaphoric. If it is exophoric, the item is identifiable in one of two ways. (I) A particular individual or subclass is being referred to, and that individual or subclass is identifiable in the specific situation. An example was [2:32] Don't go; the train's coming, where the train is interpreted as 'the train we're both expecting' - contrasted with Don't go; a train's coning which would perhaps be a warning to avoid being run over. All immediate situational instances of the are exophoric in this way: mind the step; pass me the towel; the children are enjoying themselves; the snow's too deep; the journey's nearly ever, and so on. (2) The referent is identifiable on extralinguistic grounds no matter what the situation. This has something in common with the generalized exophoric use of the personal forms, and it occurs under two conditions. It may arise, first, because there exists only one member of the class of objects referred to, for example the sum; or, at least, one member which will be assumed in the absence of specific indication to the contrary, for example the baby ('our baby'), the government ('of our country'), the time ('now'). Secondly, it may arise because the reference is the whole class, eg: the stars; or the individual considered as a representative of the whole class, like the child in As the child grows, he learns to be independent, or the snail in The snail is considered a great delicacy in this region. This type of exophoric reference, which does not depend on the specific situation, has been called momophoric to distinguish it from the situationally specific type.

Alternatively, the source of identification may lie in the text: what we
are calling endophori reference. In this case there are again two possibilities: reference forward, and reference backward. (3) Cataphoric or forward reference, with the, is limited to the structural type. Unlike the selective demonstratives (this, these and here), the can never refer forward cohesively. It can only refer to a modifying element within the same nominal group as itself. Here are some examples:
[2:61] 2. The ascent of Mount Everest
b. The party in power
c. The people who predicted a dry summer
d. The longest stretch
e. The best way to achieve stability

What is the significance of the in such instances? It is, as always, a signal of identity; or rather, of identifiability, showing that criteria for identifying which ascent, which party etc is intended are recoverable - in this instance, they are recoverable from the nominal group in which the the occurs. In other words the is a signal that the modifying elements are to be taken as defming: we are to understand only such members of the general class named by the Head nown as are specified in the Modifier. The defining elements are of Mount Everest, int power, who predicted a dry summer, longest, and, in (e), the discontinuous Modifier best . . . to achieve stability.
(4) Finally there is anaphoric reference, the only one of the four conditions in which the is cohesive. The clearest instances of this are those in which the item is actually repeated, eg: hall in
[2:62] She found herself in a long, low hall which was lit up by a row of lamps hanging from the roof. There were doors all round the hall, but they were all locked.

Often the reference is to a synonym or near-synonym, or to some other item which by its connotations provides a target for the anaphora; in [2:63], the cyes are clearly those of the Cat (and note the lexical cohesion between eyes and mouth):
[ $2: 63]$ 'How are you getting on ?' said the Cat, as soon as there was mouth enough for it to speak with. Alice waited till the eyes appeared, and then nodded.

This shades into the sort of extended reference and text reference that we have found with $i t$, this and that; for example the prospect in
[2:64] 'A nice mess we're all in. Pictures in the papers and reporters
coming round.' She paused, obviously visualizing the future in a series of crude, highly-coloured pictures. He thought that the ' prospect was still not wholly unpleasing.*
Once again, the signals identifiability; but here the information about which hall, where eyes and which prospect is to be recovered from the preceding text. This is what provides the 'texture'.

There is a commonly held belief that the typical function of the is the anaphoric one: that it invariably specifies by reference back in the text. Indeed it has sometimes been referred to as the 'second mention article'. It should be stressed, therefore, that anaphoric reference is only one means whereby the achieves specificity (and even when it is anaphoric, more often than not there is no 'second mention' of the same noun). It is probably true that purely anaphoric reference never accounts for a majority of instances: in pragmatic speech the is primarily exophoric, and in most other varieties of spoken and written English its predominant function is cataphoric. What must be recognized, however, is that these various types of reference are not mutually exclusive. A given occurrence of the might have any two or even three functions at the same time.

Consider for example:
[2:65] Last year we went to Devon for a holiday. The holiday we had there was the best we've ever had.

Here the is both cataphoric, pointing forward to we had there, and also anaphoric, referring the second occurrence of holiday back to that in the preceding sentence; and it would be meaningless to argue that it must be just the one or the other. Now suppose the same example continues:
[2:6s] (cont'd) The people we stayed with had four children. The eldest girl was a bout nine.
The first the is cataphoric only, since there is no lexical relation between people and anything in the preceding passage. The second is again both cataphoric and anaphoric: cataphoric, showing that eldest defines girl, and anaphoric because girl is related to childres. We might even construct an example with all three types of reference:
[2:66] Look at the moon! The daytime moon always seems so sad.
Here the second occurrence of the is cataphoric to daytime, anaphoric to the earlier moon, and exophoric both in the 'homophoric' sense, since there is

[^8]only one moon, and also in the situational sense since it is specifically an object of attention. Such instances of fouffold reference are presumably fairly rare.

The function of the definite article can be summed up by saying that it is an unmarked or non-selective referential deictic. Its meaning is that the noun it modifies has a specific referent, and that the information required for identifying this referent is available. It does not contain that information in itself; it is the 'definite article' in the sense that its function is to signal definiteness, without itself contribating to the definition. Nor does it say where the information is to be located. It will be found somewhere in the environment, provided we interpret 'environment' in the broadest sense: to include the structure, the text, the situation and the culture. Whenever the information is contained in the text, the presence of the creates a link between the sentence in which it itself occurs and that containing the referential information; in other words, it is cohesive.

### 2.4.3 Demonstrative adverbs

There are four of these, here, there, now and then, although now is very rarely cohesive. Three of them need to be distinguished from their homographs other words written the same way but, now at least, having different functions in the language. (1) Demonstrative there is to be distinguished from pronoun there as in there's a mom the door. (2) Demonstrative now is to be distinguished from conjunction thow as in now what we're going to do is this. (3) Demonstrative then is to be distinguished from conjunction then as in then you've quite made up your mind? As a general rule the non-demonstrative forms are phonologically reduced, whereas the demonstratives are not reduced, though there may be no phonological difference in the case of then. It is the demonstratives only with which we are concerned here.

As reference items, here and there closely parallel this and that, respectively. For example
[2:67] 'Do you play croquet with the Queen today?'
'I should like it very much,' said Alice, 'but 1 haven't been invited.'
'You'll sec me there,' said the Cat, and vanished.
The meaning of there is anaphoric and locative; it refers to "playing croquet with the Queen'. Both here and there regularly refer to extended text, and then often with a mearing that is not one of place but of 'respect': 'in this respect', 'in that respect'. For example
[2:68] 'Of course it would be all the better,' said Alice: 'but it wouldn't be all the better his being punished.' 'You're wrong there, at any rate,' said the Queen.

In such contexts here, like this, may be cataphoric; in example [2:33] this could be replaced by kere and that could be replaced by there. The demonstratives this, these and here provide, in fact, almost the ouly sources of cataphoric cohesion: they are the only items in English which regularly refer forward textuaily, to something to which they are not linked by a structural relationship.* (An example of the cataphoric use of comparatives, which is much rarer, will be found in the next section.)

The temporal demonstratives then and now are much more restricted in their cohesive function. The cohesive use of demonstrative then is that embodying anaphoric reference to time; the meaning is "at the time just referred to ${ }^{3}$ :
[2:69] In my young days we took these things more seriously. We had different ideas then.

The use of now is confined to those instances in which the meaning is 'this state of affairs having come about', for example [2:70a]; [2:70b] shows a comparable use of then:
[2:70] a. The plane touched down at last. Now we could breathe freely again.
b. Why not tell your parents? Then we can stop pretending.

This is already approaching the use of then as a conjunctive; see 5.7 below.

## 2.4-4 A final note on demonstratives

There ate very many expressions containing a demonstrative that occor as adjuncts, typically at the begiming of a clause; in general they come within the category often known as 'discourse adjuncts'. Examples are in that case, that being 50 , after that, at this monent, under these circunstances.

In the present analysis, we are treating these as conjunctives, not as

[^9]demonstratives; see Chapter $s$ below. This is on semantic gromds: the principle is that any semantic relation which is itself conjunctive is treated as comjunctive in all its realizations, whether or not there is a demonstrative or other reference item present in its expression. This also avoids making an awkward and artificial distinction between pairs of items such as as a resuli and as a result of this; both of these are interpreted in the same way, as conjunctives.

In fact, there is overlap between conjunction and reference at this point, and there would be no need in principle to force a classification in terms of just one or the other. But one of the purposes of the present study is to make it easy to analyse and compare texts in respect of their cobesive properties; and for this reason, in all instances of indeterminacy we have taken a decision one way or the other. As far as possible the decision has followed the line of semantic consistency, at the same time with an eye to applicability in practice.

### 2.5 Comparative reference

The table of comparative reference items was given in 2.2 above (Table 4). The system is as follows:


By 'general comparison' is meant comparison that is simply in terms of
likeness and unlikeness, without respect to any particular property: two things may be the same, similar or different (where 'different' includes both 'not the same' and 'not similar'). General comparison is expressed by a certain class of adjectives and adverbs (separated from each other by a comma in the above lists). The adjectives function in the nominal group either as Deictic (eg: identical in the identical two cards) or as Epithet (eg: identical in two identical cards); it will be seen that these have different meanings (see 2.5.I below). The adverbs function in the clause, as Adjunct (eg: identically in the others performed identically). These are called ADJECTives OF COMPARISON, ADVBRBS OF COMPARISON, to distinguish them from comparative adjectives and comparative advarbs, whichare the comparative forms of ordinary adjectives and adverbs, eg: bigger, better, faster, more quickly.
'Particular comparison' means comparison that is in respect of quantity or quality. It is also expressed by means of adjectives or adverbs; not of a special class, but ordinaty adjectives and adverbs in some comparative form. The adjectives function, as always, within the nominal group, but not as Deirtic; they function either as Numerative (ag: more in more cards) or as Epithet (eg: better in better cards). The adverbs function in either of two ways: either as Adjunct in the clause (eg: better in the others performed better) or as Submodifier, in which case they simply occur within an Epithet (eg: such in such good cards, identically in an identically designed house) or a Numerative (eg: so in so many words), or within an Adjunct (eg: equally in the others performed equally badly). It makes no difference whether the comparative adjective or adverb is inflected (eg: slower, slowlier) or compounded (eg: nore lengthy, more lengthily); the meaning and function are not affected by this distinetion.

The same principles operate with comparison as with other forms of reference: it may be anaphoric, and therefore cohesive, or it may be cataphoric or even exophoric. Ouly brief illustrations will be given of the non-anaphoric uses.

General comparison is discussed in 2.5.1 and particular comparison in 2.5.2.

### 2.5.1 General comparison

General comparison expresses likeness between things. The likeness may take the form of identity, where 'two things' are, in fact, the same thing, as in [2:712]; or of similarity where two things are like each other, as in [2:7ib]. Each of these has its negative; there is non-identity, and non-
similarity. But these two concepts are conflated, in the semantic system, into a single meaning, that of non-likeness, or difference, as in [2:7rc].*

> [2:7x] a. It's the same cat as the one we saw yesterday.
> b. It's a similar cat to the one we saw yesterday.
> c. It's a different cat from the one we saw yesterday.

Likeness is a referential property. A thing cannot just be 'like'; it must be 'like something'. Hence comparison is a form of reference, alongside personal and demonstrative reference; and it embraces the same set of possibilities. The referent of the comparison may be in the situation, or it may be in the text. If it is in the text, the reference may be backwards or forwards, and it may be structural or non-structural (cohesive). With comparison, however, there is one further possibility: the compatison may be internal - the likeness expressed as mutual likeness without a referent appearing as a distinct entity.

All the examples in [2:71] were cataphoric in the structural sense; in each case the referent was the one we saw yesterday, and the comparatives same, similar and different were pointing forward to it in just the same way that those points forward to who predicted an earthquake. Other examples:
[2:72] a. We have received exactly the same report as was submitted two months ago.
b. There are other qualities than conviviality needed for this job.
c. Find a number equal to the square of the sum of its digits.

The referents are [the one that] was stbmitted two months aga, conviviality, and the square of the sum of its digits. Such cataphoric reference is fully determined by the structure and therefore, as always, has no cohesive function.

Instances of cohesive cataphora, with comparatives, are not very common, but they do occur:
[2:73] The other squirrels hunted up and down the nut bushes; but Nutkin gathered robin's pincushions off a briar bush, and stack them foll of pine-needle pins.

[^10]Here other is cataphoric to Nutkin; although the two are separated only by a semicolon, the effect is cohesive, as they are not structurally related. Compare:
[2:74] The blow would have knocked anyone eise cold. The champ just leaned to one side, then straightened again.

Examples such as those in $[2: 75]$ might be exophoric, the referent being retrievable from the situation:
[2:7s] a. I was expecting someone different.
b. Would you prefer the other seats?
the first being interpreted as 'different from you' or 'different from that person there', the second as 'other than those you see here'. Either however might equally be anaphoric, given contexts such as:
[2:76] a. Jennings is here to see you. - I was expecting someone different.
b. They've given us special places in the front row. Would you prefer the other seats?
Another example of anaphonic comparison is [2:77], where such refers back to the nominal group qualifier of mildly but persistently depressive temperament:
[2:77] Gerald Middleton was a man of mildly but persistently depressive temperament. Such men are not at their best at breakfast.*
Again, as with other types of reference, the referent may be a passage of any extent, eg: so in [2:78a] and such in $[2: 78 \mathrm{~b}]$ :
[2:78] a. 'Everybody says "Come in!" here,' thought Alice, as she went slowly after the Gryphon: 'I never was so ordered about in all my life, never!'
b. 'I see nobody on the road,' said Alice. 'I only wish I had such eyes,' the King remarked, 'To be able to see nobody - and at that distance too!'

Or it may be text treated as 'fact', when an expression such as the same questions arise . . . refers back to the whole of some previoas discussion.

All the above patterns of reference are familiar from the personals and the demonstratives. But it should be noted that same, similar, identical, equal and different do not necessarily imply reference of any kind: the compari-

[^11]son may be purely internal, two or more things being compared with each other. For example
[2:79] a. Most people have the same breakfast every day.
b. The candidates gave three similar answers.
c. All parties showed an identical reaction to the news.

The first means 'the sarne as every other day', though with the possible ambiguity of 'the same as each other'; the second "similar to each other", the third 'reacted in the same way as each other'. Here the comparatives are functioning not as Deictic but as Epithet, and therefore in this use they will rollow any numeral that may be present, whereas in Deictic function they precede it: contrast [ $2: 80 a$ ], where different is Deictic and referential, with $[2: 80 b]$ where it is Epithet and non-referential:
[2:80] a. They were a different two colouts.
b. They were two different colours.

The first means 'different from the two referred to', the second 'different from each other'. Usage is not totally consistent, however, and one not infrequently comes across the second type used in the first of the two meanings. The words other, addicional and else occur only in the referential sense; equal, on the other hand, is normally not referential, and can be so only when modifying nouns such as mumber, amount and quantity.

A brief comment on other and else. Else is distinguished not only by its unique position in relation to what it modifies, following instead of preceding, but also by the fact that it can accompany only the general nouns snd adverbs someone, nothing, everywhere etc, or the corresponding interrogatives who, what, where etc. Other has two meanings, 'different' and 'additional', leading at times to uncertainty of interpretation:
[2:81] I need some other clothes. - As well, or instead?

### 2.5.2 Particular comparison

Particular comparison expresses comparability between things in respect of a particular property. The property in question may be a matter of quantity or of quality.
(I) If the compatison is in terms of quantity, it is expressed in the Numerative element in the structure of the nominal group; either (a) by a comparative quantifier, eg: more in more misiakes, or (b) by an adverb of comparison submodifying a quantificr, eg: as in as many mistahes.
(2) If the comparison is in terms of quality, it is expressed in either of two ways: (i) in the Epithet element in the nominal group, either (a) by a comparative adjective, eg: easiex, more diffoult in easier tasks, nore difficult tasks, or (b) by an adverb of comparison submodifying an adjective, eg: so in so diffculta atask; (ii) as Adjunct in the clause, either (a) by a comparative adverb, eg: faster in Cambridge rowed faster, or (b) by an adverb of comparison submodifying an adverb, eg: as in she sang as sweetly.

Particular comparison, like general comparison, is also referential; there must be a standard of reference by which one thing is said to be superior, equal, or inferior in quality or quantity. An example of the hearer's demand for a referent, when faced with a comparative of this kind, is the well-known passage:
[2:82] 'Take some more tea,' the March Hare said to Alice, very eamestly.
'I've had nothing yet,' Alice replied in an offended tone, 'so I can't take more.'

The standard of reference may be another thing, eg: 'this tree is taller than that tree', or a measure, eg; 'this tree is taller than ten feet'. The other thing may be implicit, as in the copy-writer's formula for a tastier meal, use. . ., where the comparison is presumably with a meal prepared without the product, or perhaps one prepared with 'Brand X'. It may be some generalized situational referent, as in
[2:83] We are demanding higher living standards.

- presumably 'than we have now'. The most generalized comparative is, actually, the superlative: highest means, simply, 'higher than any other'. Superlatives are non-referential because they are self-defining; and for this reason they regularly act as defining Modifier, being shown to be defining in the usual way by the presence of the definite article: so in the highest monntain in Europe, the shows that highest . . . in Europe specifies which mountain ( $f[$ [a:6re] above). In some languages which, in this region of the grammar, have resources similar to English the superlative is, in fact, the combination of the comparative with the definite article. English keeps comparison and definiteness formally apart, and so has, on the one hand, generalized exophoric comparatives used as defining modifiers, as in the milder tobacco ('than any'), and on the other hand non-defining superlatives such as a latesf notion is . . . meaning 'one of the latest notions'.

All the usual types of reference are found. For example, the following are cataphoric:
[2:84] a. There were twice as many people there as last time.
b. He's a better man than I ami.
c. There are more things in heaven and earth, Horatio, than are dreamt of in your philosophy.
[2:84a] is comparison of quantity, with a Numerative as comparative, and [the people who were there] last time as referent; (b) is quality, with an Epithet as the comparative, and $I$ - or rather, [the man that] $I$ am - as referent. In (c), the referent is [the things that] are dreamt of in your philosophy; the comparison is again quantitative, but the example shows that more has some of the ambiguity that is present with other (see end of 2.5.I above): we interpret Hamler as meaning not just a greater quantity of things but things that are different in kind. All these represent structural cataphora; the referent is within the nominal group. Also structurally cataphoric are examples such as [2:85], where the comparative is an Adjunct in the clause:
[2:85] The little dog barked as noisily as the big one.
Here the referent is not a thing but a process: not the big one but the big one [barked]. Examples $[2: 84]$ and $[2: 85]$ illustrate the point that the referent of a cataphoric comparative is not necessarily made fully explicit in the structure. It may be, as in Jokn is older than Peter, where the second term in the comparison presupposes nothing from the first; but in many instances the common element in the two terms is carried over by presupposition this is what is shown in square brackets above. This phenomenon is outside our present scope, since this feature has nothing to do with cohesion; but it is of considerable interest, and has been described and explained in a number of detailed studies. Other examples of cataphoric comparatives:
[2:86] a. I have never seen a more brilliant performance than last night last night's.
b. She has a similarly furnished room to mine.

We do find examples of particular comparison which are cataphoric but in the cohesive sense, such as the following from Alice:
[ $2: 87$ ] She thought that in all her life she had never seen soldiers so $\mathrm{mn}-$ certain on their feet: they were always tripping over something or other, and whenever one went down, several more always fell over him,...
The comparative element is so uncertain on their feet; the text then has a colon as a signal that this is to be interpreted as pointing forward.

It is easy to think of exophoric examples; one is the fisherman's so big with the arms held apart to indicate the size of the catch, another the hairdresser's weuld you like the water cooler? This type of exophoric comparative is a very commonly used form of instruction and observation in everyday life: we relate our wishes to the actual state of things, or relate what is there to what was there or what is somewhere else: not so much noise!, go slowlierl, I need a sharper one, mine was much prettier and so on. One of Alice's comments on her experiences took such a comparative form: 'Curiouser and curiouser!'

As always, it is the anaphotic type that interests us, since this is what brings about cohesion in the text; examples are perhaps obvious enough:
[2:88] a. Cassius: Ye gods, ye gods, must I endure all this?
Brutus: All this? Ay, more! Fret till your proud heart break.
b. 'When $\mathrm{f} 8, \infty 0$ is a mimor matter, it must be really large-scale crime that is in question?"
'Bigger rackets go on.'
c. Apparently Brown resigned, when his proposal was rejected. - I wish he could have acted less precipitately.

The anaphoric comparatives are more, bigger and less precipitately; and their referents are clearly identifiable as this, $£ 8,000$ and resigned. As usual there is also extended reference to longer and less clearly defined passages of text, for example so many in [2:89]:
[2:89] Here the Red Queen began again. 'Can you answer useful questions?' she said. 'How is bread made?"
'I know that?' Alice cried eagerly. 'You take some flour -' 'Where do you pick the flowet?' the White Queen asked. 'In a garden, or in the hedges?'
'Well, it isn't picked at all,' Alice explained: 'it's ground -'
'How many acres of ground?' said the White Queen. 'You mustn't leave out so many things!'
It is in the nature of comparatives that, of all the reference items, they are the ones that are most typically anaphoric rather than exophoric. This is to be expected. Personals and demonstratives both involve a form of reference that is inherently extralinguistic, though it may be reinterpreted in linguistic terms: reference to speech roles (the roles of the participants in the communication process), and to proximity to the speaker, is essentially reference to the situation, and only the 'third person' personals, whose situational definition is a purely negative one - person or thiug
otrir than speaker or addressee -, have the anaphoric function as the clearly predominant one, with exophoric reference being only secondary. With comparison, however, although the relationship is still clearly a referential one (in the sense in which we are using the term), the specific nature of this relationship, that of likeness or comparability between things, makes it more probable that the things which are being rolated to one another should be at the same level of abstraction; in other words, that both the comparative and its referent should be located at the semantic level (ie in the text) rather than the one in the text and the other in the situation. Thus while there certainly is exophoric reference with the comparatives - the sentence following [2:89] provides a nice example of it:
[2:39] (cont'd) 'Fan her head!' the Red Queen anxiously interrupted. 'She'll be feverish after so much thinking!'

- as a general rule they tend to be text-oriented, and to give the reader or hearer a strong sense of fibres of internal cohesion.

Like general comparison, particular comparison may also be purely intermal, and thus not referential at all; in this case it is expressed by sub-modifiers in-ly, nearly always equally:
[2:90] They asked me three equally difficult questions.
As it stands, this is ambiguous; it could be anaphoric. But in the sense of 'each as difficult as the others', it is non-referential, like [2:79] above.

### 2.5.3 A note on so, such ahd as

Among the words of comparison, these require a brief special mention. In principle they can be regarded as variants of the same word, which takes the form such when it is an adjective, so when it is a free adverb and as when it is a bound adverb. This is something of an oversimplification, but it approximates to the facts; all have the same meaning of 'similar(ly)', and the choice among them is largely a matter of grammatical function.

We find so and such used simply as intensifiers, meaning 'extremely', althougl perhaps even here there is a nuance of 'such as you would never lave imagined':
[2:9r] a. The war scenes in the film were so terrifying.
b. Onr neighbours are such a nuisance.

These become structurally cataphoric in [2:92]:
[2:92] a. The war scenes in the film were so terrifying that many of the audience left.
b. Our neighbours are such a nuisance that we may have to move. Historically [2:93] are also cataphoric, though they are no longer felt to be so:
[2:93] a. He hid in the shed so that no one would find him.
b. Our fear of her was such that we dared not contradict her.

Both [2:92] and [2:93] are unusual among instances of cataphora in that the referent is not part of the nominal group; in addition, so, such and as all occur in the usual type of cataphora where the referent is a Qualifier, for example:

Exophorically we find such and so; as is unusual among reference items in having no exophoric use - this is a corollary of its 'bound'-ness. So if we were watching someone lifting a heavy weight we might say [2:95a], but not [ $2: 95$ b], which could occur ouly anaphorically, following something like I didn't expect John to beat Peter:

## [2:95] a. I never thought he was so strong. <br> b. I never thought he was as strong.

Alternatively we could make the as in [2:95b] cataphoric by adding as that at the end, with the exophoric reference carried by the that. Another example of exophoric sa is the Carpenter's
[2:96] I wish you were not quite so deaf-r've had to ask you twice!
though that is simultaneously cataphoric to the succeeding line. None of these items, however, is as frequently used in exophoric contexts as the demonstratives are; as we have already remarked, comparatives as a whole are more text-oriented than demonstratives, and so, such and as are quite typical in this respect.

We have already cited examples of their anaphoric use, both independently, in general comparison (eg: $[2: 77],[2: 78]$ ), and as Submodifiers in particular comparison [ $2: 89]$. Three further examples:
[2:97] a. He seemed most upset. - I never knew he cared so.
b. Let me have men about me that are fat! Yon Cassius hath a lean and hungry look. Such men are dangerous.
c. 'Are five nights warmer than one night, then?' Alice ventured to ask.
'Five times as warm, of course.'
We shall come across so and such in other cohesive functions, in substitution (Chapter 3) and conjunction (Chapter 5). In particular, so has a wide range of uses, partly owing to its functioning freely both as Submodifier and as Adjunct. In this respect, it is resembled by more and less; to give one more example, they are Adjunct in [2:983], Submodifier in [2:98b]:
[2:98] a. He seemed nost upset.- I never knew he cared so. - He used to care cyen more.
b. He comes every week, - I never knew he came so often. - He used to come even more often.
But more and less are only comparatives, whereas so is many other things besides, all of them cohesive in one way or another.

Finally there are a number of expressions which resemble the comparatives in meaning but are themselves constructed in other ways, exemplified in [2:99a-e $]$ :
[2:99] a. 'Oswyn then says that a well-drilled equerry took two steps forward, received the picture from you, and took two steps back. He was accustomed to the whole manoenvre, that is to say. And then the visit ended. Would you say that's right?'
'Nothing of the kind, my dear fellow.'*
b. 'If we'd gone on pretending long enough, I believe we might have been happy together, sometimes. It often works out like that.' $\dagger$
c. Walk right up, and take the box where everyone can see you. That way it won't look as though you're stealing.
d. Edward ran up and vaulted the fence without effort. John tried to do likewise - with disastrous results.
e. You don't seem to have got very far with all those jobs 1 asked you to do. And another thing - what have you done with the scissors?

[^12]Expressions such as of the kind, like that, that way, do likewise, and another thing show a semantic likeness to the comparatives which suggests that they might be treated under this heading. But it would not be easy to define or to list the set of expressions that were being included within this category. What is more important, they can all be identified in one way or other with other types of cohesion, either because they contain a demonstrative (the, this, that) or a substitute (do), or because they fall within one of the conjunctive categories (eg: the discourse adjuncts in addition, and another thing, similarly, in ofher words, so fary; and it is this that determines how they are used. It seems more satisfactory therefore to interpret them not as comparatives but as falling under those other headings, always bearing in mind that the different forms of cohesion are nowhere sharply set apart one from another.

## Chapter 3

## Substitution

## 3.I Substitution and ellipsis

In this and the next chapter we shall be discussing another type of cohesive relation, which takes two different forms: substitution, and ellipsis. These can be thought of in simplest terms as processes within the text: substitution as the replacement of one item by another, and ellipsis as the omission of an item. Essentially the two are the same process; ellipsis can be interpreted as that form of substitution in which the item is replaced by nothing. But the mechanisms involved in the two are rather different, and also, at least in the case of ellipsis, fairly complex; so we shall devote a chapter to each.

### 3.1.1 Substitution and reference

The distinction between substitution and reference is that substitution is a relation in the wording rather than in the meaning. It has been emphasized already that the classification of cohesive relations into different types should not be seen as implying a rigid division into watertight compartments. There are many instances of cohesive forms which lie on the borderline between two types and could be interpreted as one or the other. The situation is a familiar one in many fields, and when one is attempting to explain phenomena as complex as those of human language it would be surprising to find things otherwise; this is particularly so when we are concerned with phenomena which are both semantic and grammatical, since it frequently happens that semantic criteria suggest one interpretation while grammatical criteria suggest another, and the description has to account for both, facing both ways at once. The analysis that is adopted here is based on certain general principles, to which particular instances can be more or less unambiguously referred.

The principle distinguishing reference from substitution is reasonably clear. Substitution is a relation between linguistic items, such as words or phrases; whereas reference is a relation between meanings. In terms of the linguistic system, reference is a relation on the semantic level, whereas substitution is a relation on the lexicogrammatical level, the level of grammar and vocabulary, or linguistic 'form'. Ellipsis, as we have already remarked, is in this respect simply a kind of substitution; it can be defined as substitution by zero. So we have:

| Type of cohesive relation: | Linguistic level: |
| :--- | :--- |
| Reference | Semantic |
| Substitution (including ElLipsis) | Grammatical |

The meaning of the reference item he is 'some person (male), other than the speaker or addressee, who can be identified by recourse to the environment'. The cohesion lies in the semantic identity; and the fact that in a given instance the relevant envitonment may be the preceding text, in which, say, John Smith has occurred, is incidental. Anaphoric reference, as we have seen, is merely a special case of reference in general, and the text is merely a special case of the environment; the reference may just as well be exophoric, where the relevant environment is the situation. Anaphoric and exophoric reference are both derived from the general underlying notion of recoverability of meanings from the environment.

Substitution, on the other hand, is a relation within the text. A substitute is a sort of counter which is used in place of the repetition of a patticular item. For example, in
[3:r] a. My axe is too blunt. I must get a sharper one.
b. You think Joan already knows? - I think everybody does.
one and does are both substitutes: one substitutes for axe, and does for knows. And whexeas in reference there is no implication that the presupposed item could itself bave figured in the text, and in many instances we know it could not have done, this is implied in the case of substitution. Thus, in [3:1 a and b] it would be entirely possible to 'replace' one by axe and does by knows.

It follows that, as a general rule, the substitute item has the same structural function as that for which it substitutes. In the above example,
one and axe are both Head in the nominal group; and does and knows are both Head in the verbal group. The identity is less obvious in [3:2]:
[3:2] Has Barbara left? - I think so.
where the substitute so stands for (that) Barbara has left. But here too the so has the same function in relation to 1 think as has a clause of reported speech. Again, we have seen that reference is different; there is no such restriction there, and the grammatical function of a reference item may be quite different from that of its referent (example [2:21] and [2:22]).

From the point of view of textual cohesion, of course, substitution resembles reference in being potentially anaphoric, and hence constituting a link between parts of a text. But here too there is a difference, following from the different nature of the two types of relation. Because reference is basically a non-verbal relation, a reference item may point in any direction, and pointing to the preceding text is only one among the set of possibilities. Substitution, on the other hand, being a verbal relation, is essentially confined to the text. Exophoric substitution is fairly rare; and it has the effect of implying that something tas been said before. If the fisherman sees me admining his catch, he may say, without my having uttered a word:
[3:3] Ah! but you should have seen the one that got away.
In doing so, however, he 'puts into my mouth' some such observation as That's a good-sized trout yoti've got there. I myself might even have said That's a good-sized one yos've got there, using exophoric substitation, in the first place; even here, however, there would be a shared assumption that the fish in front of us was already the topic of conversation. The vast majority of all instances of substitution are endophoric; and of these again, the vast majority are anaphonic, although we shall come across the possibility of cataphoric substitution under certain circumstances. Nearly every occurrence of a substitute, in other words, is a source of cohesion with what has gone before.

### 3.1.2 Types of substiution

Since substitution is a grammatical relation, a relation in the wording rather than in the meaning, the different types of substitution are defined grammatically rather than semantically. The criterion is the grammatical function of the substitute item. In English, the substitute may function as a noun, as a verb, or as a clause. To these correspond the three types of substitution: nominal, verbal, and clausal.

These will be discussed in turn: nominal substitution in 3.2, verbal substitution in 3.3 and clausal substitution in 3.4. The following is a list of the items that occur as substitutes; the list is very short:

Nominal: one, ones; same
Verbal: do
Clausal: so, not
There are a few expressions in which there is some indeterminacy among the three types, for example, do so, do the same; these will come up for discussion where they seem most appropriate. In addition, there is a borderline where substitution shades into lexical cohesion, involving the use of general words such as thing in a cohesive function. For the discussion of these see the chapter on lexical cohesion (Chapter 6).

### 3.2 Nominal substitution

The substitute onelones always functions as Head of a nominal group, and can substitute only for an item which is itself Head of a nominal group. For example:
[3:4] I shoot the hippopotamus
With bullets made of platinum
Because if I use leaden ones
His hide is sure to flatten 'em. ${ }^{\star}$
Here bullets is Head of the nominal group bullets made of platinum and ones is Head of the nominal group leaden ones.

The two nominal groups need not themselves have the same function in the clause; either may have any function that is open to a nominal group. Sometimes, as with reference, the presupposed item is buried deep inside a complex structure: the hearer generally has no difficulty in recovering it (c $[2: 23]$ above);
[3:5] If only I could remember where it was that I saw someone putting away the box with those candles in I could finish the decorations now. - You mean the little coloured ones?
The substitute may differ from the presupposed item in number; in the following the presupposed item is the singular cherry, whereas the substitute is plaral:
[3:6] Cherry xipe, cherry ripe, ripe I cry. Full and fair ones - come and buy.

[^13]But the noun that is presupposed is always a coumt noun; there is no substitute form for mass nouns. Contrast [ $3: 7 \mathrm{a}$ and b ]:
[3:7] a. These biscuits are stale. - Get some fresh ones.
b. This bread's stale. - Get some fresh.

In (b) the only possible form of substitution is substitution by zero, which is what we call ellipsis (Chapter 4). Semantically, ellipsis and substitution are very close; we have said that ellipsis can be interpreted as substitution without a substitute. Grammatically, however, the two are fairly distinct.

Some further examples of pnefones as substitute:
[ $3: 8]$ a. So she wandered on, talking to herself as she went, till on turning a sharp comer, she came upon two fat little men, so suddenly that she could not help starting back, but in another moment she recovered herself, feeling sure that they must be-
twerdlidum and tweedlbpir . .
They stood so still that she quite forgot they were alive, and she was just looking around to see if the word 'Tweedle' was written on the back of each collar, when she was startled by a voice coming from the one marked 'Dum'.
b. I've heard some strange stories in my time. But this one was perhaps the strangest one of all.
c. Which kind of engines do you want? Ones with whistles, or ones without?
d. My dear, I really must get a thinner pencil. I can't manage this one a bit; it writes all manner of things that 1 don't intend.

### 3.2.1 The meaning of swbstitute one/ones

The substitute one/ones presupposes some noun that is to function as Head in the nominal group. It is a substitution counter put in to fill the 'Head" slot. The meaning is 'the noun to fill this slot will be found in the preceding text (occasionally elsewhere)'.

In the typical instance the substitute 'carries over' only the Head itself; it does not carry over any modifying elements by which this may have been accompanied. So for example in [3:4] the use of ones as substitute specifically excludes the defming Modifier made of platinum; ones replaces bullets and that is all. Furthermore, however, in place of the original modifying elements the substitute regularly brings with it its own defining

Modifier, in this case leaden. The effect is differential: leaden ones is specifically differentiated from (ones that are) made of plotiturs.

It is this differentiation which is characteristic of the use of substitutes in general. A substitute is a carrier of some information which differentiates the instance in which it occurs from the other instance to which it relates by cohesion. In the case of a nominal substitute, this means that it is the carrier of some modifying element which has this differential function: so, ones is a 'carrier' for leaden which has the function of differentiating the bullets mentioned in this instance from the ones mentioned earlier, those made of platinum.

It follows therefore that the nominal substitute onefones is always accompanied by some modifying element which functions as defining in the particular context. This element is not necessarily the same in its structural function in the nominal group as that which it repudiates; in our example [3:4], the repudiated element mode of platinum is a Qualifier, whereas the one accompanying the substitute, leaden, is a Classifier. (There is a similar example in the sentence just written, where the same thing happens in reverse; here the substitute is accompanied by a Qualifier, namely accompanying the substitute, and what it repudiates is a Classifier, namely repudiated.) Another example:
[3:9] I thought $I^{*} d$ fnished with the toughest assignments. They didn't tell me about this one.
where the Epithet toughest is repudiated by the Deictic this. In all such instances the modifying element in the anaphoric nominal group, namely leaden, accompanying the substitute, and this, is acting as a defining Modificr.
We have used the term repudiamion, and this concept provides a key to the understanding of substitution (including ellipsis), distinguishing it at the same time rather cleariy from reference. The notion of repudiation is explained as follows. In any anaphoric context, something is carried over from a previous instance. What is carried over may be the whole of what there was, or it may be only a part of it; and if it is only a part of it, then the remainder, that which is not carried over, has to bergpudiated. For example, in
[ $3: 10$ ] We have no coal fires; only wood ones.
fires is carried over anaphorically, but coal is repudiated.
Semantically this means that, given the set of things designated in the original instance, what is now being designated is in some sense a new subset. It may be a different subset from that specified previously, as in
[3:10]; or a subset now specified where none had been specified before, as in [3: 15$]$.
[3:ir] Did you light fires? - Only wood ones.
It may merely be a new aspect of or angle on what was there before, as in
[3:12] Do you remember that thunderstorm we had the last time we were here? That was a terrifying one!
It may even be the same subset or aspect, where the sameness is itself unexpected or contrastive. This, interestingly, is the only class of instances in which the substitute onelones carries the tonic nucleus:
[3:13] Would you like me to change the pictures in your room? No, I think we'd like to keep the same ones.
Whereas in [ $3: 10$ ] there is repudiation of an explicit subset, the class of 'coal fires', in examples such as [3:11-3:13] what is repudiated is implicit: 'fires other than wood ones', 'thunderstorms other than terrifying ones" (or 'thunderstorms in their non-terrifying aspects'), and 'pictures other than the same ones' (ie all those that would result from the process of changing). But what is common to all is that in one way or another there is a redefinition of the 'thing' that is represented by the Head noun, involving some form of repudation of the definition in the original instance.

This does not necessarily mean that mybrytuing in the original definition must be repudiated. In [3:8a], for example, the presupposed instance is two fat little men; the presupposing one is the one marked 'DUM'. Now Tweedledum is just as fat and little as Tweedledee is; the only element that is repudiated here is the two. Compare:
[3:14] That new cloth-backed Ordnance Survey one-inch tourist map you sold me was ideal - but I gave it away. Have you got another one?
where everything is carried over except the that. In instances like this where the Head noun that is presupposed is accompanied by a string of modifying elements, the context will usually make it clear how much is carried over, working backwards, as it were, from the Head. Exactly the same phenomenon arises in ellipsis, and it will be illustrated further in the next chapter.
We said at the beginning of 3.2.1 that the substitute onefones is a substitution counter filling the Head function in the nominal group, and that
it normally carries over only the Head itself. We can now put this more precisely. The use of the substitute always involves some new modifying element that is, therefore, defining: this one, another one, the biggest one, the one that got away and so on. This does not imply that none of the modifying elements can be carried over from the presupposed item. It means merely that there is always some point of contrast; the meaning of the nominal group containing the substitute is never exactly identical with that of the nominal group that is presupposed.

This is the essential difference between personal or demonstrative reference and nominal substitution. In reference there is a total referential identity between the reference item and that which it presupposes; nothing is to be added to the definition. In substitation there is always some redefinition. Substitation is used precisely where the reference is not identical, or there is at least some new specification to be added. This requires a device that is essentially grammatical rather than semantic; the presupposition is at the grammatical level. The substitute onefones is the marker of a grammatical relation; it presupposes a particular noun, typically one that is to be found in the preceding text, and is itself merely a kind of counter for which that noun has been exchanged. Since its role is to signal that there is some form of redefinition, it has to be accompanied by some defining Modifier, and can therefore be thought of as a carrier for such defining elements. The process of defining has the effect of repudiating whatever is not carried over in the presupposition relation: the new definition is contrastive with respect to the original one.

For this reason, one can never substitute for a proper name: a proper name is already fully defined as unique, and there is no way of adding to or altering the definition, (Oddities like Have you seen John? - Well, I saw the tall one just now, where there is more than one joikn, are exceptions not to the use of ore but to the general definition of proper names. In this instance fohn is being treated by the respondent as a class name.)

### 3.2.2 Conditions of use of the nominal sulbstitute

As illustration of the use of the nominal substitute one/ones, let us first consider the following forms:

| [3:15] (i) | (ii) | (iii) |
| ---: | :--- | :--- |
| a. this one | this new one | this one with wheels |
| b. the one | the new one | the one with wheels |
| c. one | a new one | one with wheels |

Those in row (a) might occur in some such text as Mummy, will you buy me a bus? I want . . All occur quite freely since each one contains a modifying element (this, this new, this . . . with wheels) to which one is attached as Head, and which is interpreted as defining in function (it was pointed out above that substitute one always requires to be defined).

Those in row (b) have the definite article which, as we saw in Chapter 3 , does not itself carry the necessary specification; it merely indicates that this specification is available in the environment. In (bii) and (biii) the specification is contained in the Modifier (Epithet new, Qualifier with wheels), to which the refers cataphorically. But (bi) is odd; it has no defining Modifier, and can therefore occur only in a highly restricted context where the meaning is fully specified anaphorically, and so the sense is 'the one you mean', as in I know the one, that's the one, these are the ones. In other contexts only some expanded form such as the one you mean can occur.

Those in row (c) have the indefinite article. This is obvious in (cii), since both $a$ and one appear. In (ciii) the indefinite article and the substitute are fused, so that 'a one' is represented simply as one; it is in fact not impossible, though it is still relatively rare, to keep them apart and say a one with wheels. What about (ci)? This might at first sight also seem to be a fusion of substitute one with the indefinite article; but this interpretation will not really stand. For one thing, it is semantically undefined; there is no explicit form to which it can be related, as the one relates to the one you mean - naturally, since if there was it wonld have the definite article and not the indefinite. For another thing, it has no plural ones, whereas the substitute one always participates in the singnlar/plural system realized as one jones, eg: I know the ones (you mean). In fact, its plural is some (I wani one/I want some), and this provides the clue to its interpretation: it is simply the indefinite article in the form which it takes as Head of the nominal group. Thus I want one is simply the realization that takes the place of I want $a$; the one is anaphoric, but by ellipsis (not replacement) of the noun functioning as "Thing'. The relation between substitute one and determiner (indefinite article) one is discussed further in 3.2.3.3 below.

Leaving aside (ci), then, on the grounds that it does not contain the substitute one, we can say that in all the other examples under [3:1s] the substitute one is obligatory; as we expressed it earlier, it is a carrier of the specifying element this, new etc. Even in (ai) it cannot be omitted without changing the meaning. I want this is perfectly grammatical but means 'I want this thing', not 'I want this bus' (or whatever the one in I want this one is substituting for). There are environments, however, in which
the substitute ont is optional, giving a choice between substitution and ellipsis:
a. these ones
b. which (one)
c. hers (?her one)
d. Paul's (one)
e. each (one)
f. the last (one)
g. two (?ones)
these new ones
which new one
her new one
Paul's new one each new one the last new one two new ones
(iii)
these (ones) with wheels which one with wheels hers (her one) with wheels Paul's one with wheels each one with wheels the last one with wheels two (ones) with wheels

Column (i) is tending to be filied out; one hears not only her one, his one, and others such as what one, but also, especially in children's speech, two ones. In column (ii) the substitute is obligatory, since the nominal group cannot normally end with an Epithet. Column (iii) is very variable, and in some instances an alternative of the form that one of hers with wheels, two of the ones with wheels would tend to be preferred. Note that although this does not mean the same as this one (ie cannot be interpreted as ellipsis), these can mean the same as these ones (ie it is ambiguous in contexts where it could be interpreted elliptically): I want these means either 'I want these (ones, eg) buses' or 'I want these things'.

As mentioned earlier, the plural of the substitute one is ones. With the exception of $[3: 1 \mathrm{sci}]$, the plural ones could occur in all positions in [3:15] and [3:16], showing that these are indeed all instances of substitution. The nominal substitute can in Eact substitute for any count noun (any noun participating in the number system), either non-human or human; in this it differs from the 'pro-noun', the only other form of one which has plural ones (sec 3-2.3-4 below).

Aside from the doubtful cases of determiner plus substitute, such as my one, two ones cited above, the one structural environment in the nominal group in which the substitute cannot occur is within a nominal compound: thus we do not normally find examples such as
[3:17] a. Lend me a pen. - I've only got a fountain one.
b. Let's go and see the bears. The polar ones are over on that rock.
c. Is that a tennis racket? - No it's a squash one.
d. Are you planting trees here? - I thought of planting some apple ones.
This restriction can be stated roughly by reference to tonic accent: a word pollowing the accented word in a nominal expression cannot be sub-
stituted; and since tonic accent is itself a realization of a compound noun structure, this is equivalent to saying that there can be no substitution within a compound noun. However the restriction also extends, under conditions which are not clear, to certain instances which on the criterion of tonicity would not be compounds but structures of Classifier plus Thing, eg
[3:88] a. He's an idiot. - The village one?
b. We sat by a lovely little stream. It was cool and clear, like all mountain ones.
The tonic structure of village idiot, mozntain strean, shows that they are Classifier-Noun structures, not compound nouns; and yet it is scarcely possible to substitute the Head noun in such cases.

### 3.2.3 The word one other than as substitute

We have noted that not all occurrences of one are instances of substitution, and it is useful to distinguish the substitute one from the various other words one, the other items which are forms of the same etymon. These are the personal pronoun one, cardinal numeral one, determiner one (alternative form of the indefinite article) and a fourth one which is related to the category of general nouns (see 5 . I below) and which we might refer to as a 'pro-noun', using a hyphen.

### 3.2.3.I PERSONAL PRONOUN one

This is the personal form with generalized reference, sometimes called 'generic person', discussed in Chapter 2 (2.3.1, examples [2:8], [2:9]). Another example of it is:
[3:19] One never knows what might happen.
This one has no cohesive force; it is never used anaphorically, but only exophorically, not unlike you and we in their generalized exophoric sense. It is rather easily distinguishable from the substitute one, since it always occurs alone as the sole clement in a nominal group, an environment that is impossible for the substitute, which is always modified (df 3.2 .2 above).

### 3.2.3.2 cardinal numbral one

This is exemplified in:
[ $3: 20$ ] a. He made one very good point.
b. Ten set out, but only one came back.

Again it is clear from inspection that neither of these occurrences of one is a substitute. That in (a) is functioning as (Numerative) Modifier in the nominal group one very good point, whereas the substitute one functions only as Head; that in (b) is functioning as Head, but it is unmodified, whereas the substitute is always modified. The one in (b) looks at first sight like a substitute because it is clearly anaphoric: there must be some word such as man presupposed for interpretation to be possible. Actually however it is the cardinal numeral one with ellipsis. In ellipsis, the presupposed item, if it is to be made explicit, is added to the presupposing one: it does not replace it; so ten men set out, but only one man came back (not but only man came back). In substitution, on the other hand, the presupposed item, if it is to be made explicit, raplaces the presupposing one; it cannot be added to it; so in
[3:21] Mummy will you buy me a bus? I want that red one.
the non-presupposing form would be that red bus, not that red one buts. In any case once such a nominal group is filled out the distinction becomes obvious, since the numeral always precedes any Epithet that is present, whereas the substitute, since it functions as Head, always follows it.

Cardinal numeral one and substitute one are quite distinct in meaning. The former contrasts ( 1 ) as a Numerative, with the other numerals two, three, etc; (2) as a Deictic, with some, other, toth, etc as in:
[3:22] a. The one friend who never let her down was Enid.
b. Can I have those peaches? - You can have one; leave me the other.
where again (b) is cohesive by ellipsis, like [3:20b] above.
The substitute one enters into no systemic contrasts; on the other hand it may be either singular or plural, whereas the cardinal one is naturally always singular (except in the expression in ones and twos). The two meanings are compatible with each other, so we regularly find examples such as
[3:23] You've already got one red one.
where the first ane is a numeral and the second a substitute: as long as there is an Epithet or Classifier present, both will occur, since the numeral must precede and the substitute follow. If there is no Epithet or Classifier, then the word one can occur only once; the language has not yet admitted sentences like you've already got one one, though this will probably occur in the speech of the next generation of children. Meanwhile a form such as you've already got one might be seen as a fusion of numeral one and
substitute one, since the meanings are compatible. However, this interpretation will not really stand, for the same reasons as were given for rejecting the interpretation of $[3: 15 \mathrm{ci}]$ as a fusion of the substitute with the indefinite article. In an example such as you've already got one, there are just two interpretations, the two forms being identical in writing but distinct in speech: either the one is phonologically salient, in which case it is the cardinal numeral, or it is phonologically weak, in which case it is the indefmite article (see next section). Neither involves substitution, but both are elliptical.

There are other factors differentiating the numeral from the substitute. The numeral accepts submodification, eg: just one, only one, not one, which the substitute does not; on the other hand the substitute is regularly modified by a Deictic, eg: this one, your one, which is rate with the numeral functioning as Head. Even where the numeral is preceded by a Deictic, there is no ambiguity in speech, for the reason already given: the numeral is salient, the substitute weak. Hence
[3:24] Have you any envelopes? I need another one.
is ambiguous only in writing; in speech, if one is a numeral, so that the 'filled out' form is another one envelope, the tonic will fall on one, whereas if one is a substitute, the filled out form being another envelope, the tonic will fall on another.

### 3.2.3.3 indefinte article one

The normal form of the indefinite atticle is alan; etymologically this is a weakened form of the numeral one. The term 'article' is somewhat unnecessary, as it suggests that the articles form a separate word class, whereas both $a$ and the are simply members of the more general class of determiner. Within the determiner, a belongs to the non-specific class (including any, either, no etc). The two major types of determiner, specific and non-specific, embody different number systems. The specific determiners distinguish singular/plural, with 'mass' grouped with the singular, as it is in the noun; so this house, this sugar (singular), these houses (plural). The non-specific determiners distinguish (count) singular/non-singraar, with 'mass' being grouped with the plural; so the form corresponding to a, namely some, is used with mass and plural nouns: a house (count singular), some sugaf, some houses (non-singular). This some is also a phonologically weakened form.

Like many other determiners, the indefinite atticle can occur elliptically, as Head in the nominal group; for example
[3:25] a. Are there lions in those hills? - Yes, we saw some on the way over.
b. I'd like some coffee. - Then make some.

The filled out forms are we saw some lions, make some coffee. What is the equivalent form of the indefinite article when presupposing a count singular noun?
[3:26] a. Are there lions in those hills? - Yes, we saw one on the way over.
b. I'd like a cup of coffee. - Then pour yourself one.

Here the filled out forms are a lion, a cap of coffee (not one lion, one cup of coffec); one is the form taken by the indefinite article when it is functioning as Head of an elliptical nominal group (cf: Have one of mine?). That this is not the substitute one is shown by the fact that it has the non-singular some, and not ones; cf: Have some of mine! and [3:25a], where we could not say we saw ones on the way over. Moreover the substitute one does not occur without a Modifier ( $f$ [ $3: 21]$ above). That these forms are elliptical determiners, not substitutes, is further borne out by the fact that in negative and interrogative they are replaced by any, exactly as the indefinite article is: we didn't see any on the way over. (Likewise, the instances where one is retained in a negative environment are also those where $a$ would be retained in the filled out equivalent, ie where the meaning is specifically singular, eg
[3:27] 'I vote the young lady tells us a story.' 'I'm afraid I don't know one,' said Alice.
-- filled form I don't know a story; contrasting with I'm afraid I don't know any (stories).)

This form of the indefinite article is phonologically simply a non-salient form of the numeral one. There is therefore an interesting parallelism between the definite and the indefinite articles in the way they have evolved in Enghish.

| Selective formn [salient] <br> as Modifier or Head | Article [non-salient] |  |
| :---: | :---: | :---: |
| as Modifier [reduced] | as Head [weak] |  |
| (demonstrative) <br> that | the | it |
| (numeral) <br> one; some | a/an; [sam] | one; some |

Note the proportionality in the following pairs of examples:
[3:28] a. They need that chair. They need that. They need the Chair They need it.
b. They need one charr. They need one. They need a chair. They need one.
There is thus ambiguity in the written language between one as numeral and one as indefinite article, when functioning as Head of an elliptical nominal group. This is not usually so in speech, because of the difference in salience : the numeral is always salient, and may carry tonic prominence, whereas the article is normally not salient - under certain conditions it can be, but it can never be tonic. There is typically a contrast between [3:29a and b]:
[3:29] a. I've lost my coat. - // $\boldsymbol{\wedge} /$ / saw/one in the / Hatr / yesterday // (=one coat (numeral); non-singular would be . . . / saw /some...)
b. T've lost my coat. - // AI/ saw one in the / Hall / yesterday // (=a coat (article); non-singular would be . . . / saw some . . )
As far as the substitute one is concerned, however, it is distinct from both, by virtue of its occurring only as Head wirt a Modifier present (the one environment that is impossible for numeral or article). Thus in [3:15] above, all occurrences of one are instances of the substitute except (ci), which is the indefinite article. That the substitute and the indefinite article are now quite distinct in meaning is shown by the fact that they readily co-occur, as in [3:15cii] a red one, another one. Where there is no intervening element, the normal form of realization is a fusion of the two into a single element one, as in (ciii) one with wheels; but even here they may be kept discrete, as in I need a one with a sharp point, there's a one I hadn't seen before.

### 3.2.3.4 'Pro-NOUN' OHe

There is one further meaning of one, in which it is restricted to human referents; this is not a substitute form, in the sense that it has no cohesive force, but it is not always easy to distinguish it from the substitute one in texts. Examples:
[3:30] a. If such a one be fit to govern, speak.
b. The ones she really loves are her grandparents.

Here one means 'person' and ones means 'people'; but they are not ana-
phoric - there is no presupposition of an earlier occurrence of the woro person or people or any similar noun.

The only other word that functions exactly in this way in English is thing. These words one and thing are special items that we might refer to as 'pro-nouns'; they are in a sense intermediate between the substitute one and the class of general noun discussed in Chapter 6 below ( 6,1 ). It is this one and thing that are found as components in the words something, nothing, anything, everything, someone, no ane etc. Strictly speaking these items one and thing are members of a class of 'pro-forms' which are the equivalent of the interrogative words what, who and so on; the class of 'pro-nouns' thus also includes time, place, way and perhaps reason. Of the two words one and thing, thing corresponds to what and one corresponds to who; hence thing refers to non-human nouns and indefinite nouns, while one refers to definite human nouns. So for example:
[3:3I] a. What does he need? The thing he needs (What he needs) is a passport.
b. What does he need? The thing he needs is his passport.
c. What does he need? The thing he needs is a lawyer.
d. Who does he need? The one he needs is his lawyer.

Here the thing can be replaced by what; the one cannot, however, be replaced by who, at least not in modern English.

Like the substitute, but unlike all the other forms of one, the pro-noun one has plural ones; for example (cf $[3: 30 b]$ above)
[3:32] Now, my dearest ones; gather round.
Since it also functions as Head in the nominal group, and is nomally accompanied by some modifying element, it is easily confused with the substitute (and is generally regarded by grammarians as the same item). However, for the parpose of the study of cohesion it is important to keep the two apart, since the substitute is cohesive whereas the pro-noun is not. Moreover there can be ambiguity between them; consider the example
[3:33] The children seemed to enjoy the outing. The one who didn't was George.

Is George one of the children, or is be the teacher? If one is a substitute, it presupposes child and means 'the child who didn't. . $\therefore$ '; if it is a pronoun it does not presuppose anything and means "the person who didn't . . $\therefore$ Given the further fact that the substitute is not limited to
human referents, while the pro-form is, it seems desirable to tecognize them as two distinct items.

The principal use of the pro-form one in modern English is that exemplified in [3:3Id] (and [3:33] in its second interpretation): that is, in clauses displaying 'theme identification'.* A clause such as the one he needs is his lawyer is related to he needs his lawyer in a systematic way; its meaning is that the message consists of two parts, a theme 'his need' and a rheme 'his lawyer', with an equals sign between the two. Compare
[3:34] I know nothing about this scheme. The one you should ask is Dr Rawlinson.
meaning "there is someone you should ask, namely . . $\therefore$. In earlier English it was more widely used in the general sense of 'someone', ie 'one of the ones who ... ${ }^{\prime}$, as in Cassius ${ }^{3}$
[3:35] Hated by one he loves, brav'd by his brother.
Such uses have by no means disappeared from the language; but they are more common in written styles than in speech.

### 3.2.4 Summary of uses of one

Here are some further examples to relate the nominal substitute one to the various other items that have been discussed, and to distinguish it from other, non-cohesive forms of the word one. They are constructed for brevity, which explains (even if it does not excuse) their uninspiring style.
[3:36] a. In fed up with this watch. (I) The thing never works. (2) My old one worked all right, but this one's hopeless.
(3) The thing I want now is a solid state microchronometer. (4) Perhaps I'll get one-
b. I like the new manager. (I) The man's really efficient. (2) The previous ones were hopeless, bat this one knows his job. (3) The thing we need now is some new technicians. (4) Perhaps he'll appoint some.

In each example, (i) contains a 'general noum', thing and man, cohesive (see Chapter 6); (2) contains two substitutes, one(s), also cohesive; (3) con-

[^14]tains a 'pro-noun', thing, not cohesive; (4) contains an indefinite article, one and somt, cohesive by ellipsis (see Chapter 4).

The full list of the elements discussed above is given in Table 5. Of those listed, only (r) is a substitute; it is therefore the only one that is properly the subject of the present discussion. (2) is the generic personal pronoun, and is never cohesive. (3) and (4), the cardinal numeral, and (s) and (6), the 'indefinite article', may occur in a cohesive context, functioning as Head of the nominal group; in that case the form of cohesion is through ellipsis (see Chapter 4). (7), the 'pro-noun', resembles the substitute in having the plural form ones, but it is never cohesive. (8) is the class of 'general noun', the members of which regularly enter into cohesive relations; these are treated below, in Chapter 6.

In the great majority of instances, the substitute one is anaphoric in orientation. Cataphoric instances are less common; an example would be
[3:37] She picked out the loveliest ones of all the roses in the garden and gave them to me.
where ones points forward to roses. Such instances are however within the structural confines of the sentence, and contribute nothing to cohesion. Finally, we noted earlier that, although substitution is essentially a textual relation, occasional exophoric instances will be found; see the discussion in 3.1.1, and example [3:3].

### 3.2.5 Nominal substifute same

We saw in Chapter 2 that the item same occurs as a cohesive element of the comparative type (2.3.1, examples [2:21-2]). In such instances, same is a reference item, not a substitute. There is another cohesive use of same, this time as a nominal substitate, typically accompanied by the. Unlike one, which presupposes only the noun Head, the same presupposes an entire nominal group including any modifying elements, except such as are explicitly repudiated. For example
[3:38] A: I'll have two poached eggs on toast, please.
B: Ill have the same.
Not, of course, the same eggs, which would be reference, not substitution. No regular modifying element may occur with the same; but it is possible to add a reservation to it, and this takes the form of a Qualifier, which is normally introduced by but and often starts with the word with (adding a modification) or without (deleting a modification, ie repudiating it),

Table s: The forms of one, and related items

| Item | Class | Function | Phonological status | Section | Examples |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 one, ones | nominal substitute | Head (always modified) | salient or weak | 3.2, 3.2.1 | 3:8-15 |
| 2 one (they, you, we) | personal pronoun | Head (never modified) | weak | 3.2.3.1 | 3:19 |
| 3 one (two, three...) | cardinal numeral | Numerative; Modifier or Head | salient | 3.2.3.2 | 3:20 |
| 4 one, some (both, other) | cardinal numeral | Deictic; Modifier or Head | salient | 3.2.3.2 | 3:22 |
| S alan, some (any) | determiner ('indefinite article') | Deictic; Modifier | reduced | 3.2.3.3 |  |
| 6 onelsome (any) | determiner ("indefinite article") | Deictic; Head (never modified) | weak | 3.2.3.3 | 3:25-7 |
| 7 one, ones (thing) | pro-noun | Head | salient | 3.2.3.4 | 3:30-1 |
| 8 thing, person, creature, efc | general noun | Head (usually with the) | weak (when anaphoric) | 6.1 | 6:1-5 |

eg: the same but fried, the same (but) without the toast. The presupposed item is almost always non-human, and it cannot be a proper name. It can, however, be an Attribute: that is, an adjective occurring (in the usual Epithet function) as Head of a nominal group in a clause of ascription:
[3:39] A: John sounded rather regretful.
B: Yes, Mary sounded the same.
Since an adjective is a kind of noun, and rather regretful is a nominal group, this is still a form of nominal substitution, and so the use of the same in such instances is entirely to be expected ( $f$ 3.5.2.3 below).

There was an earlier use of the same as a pronominal reference item, replaceable - as the substitute is not - by him, her, it, or them; eq
[ $3: 40$ ] This is Othello's ancient, as I take it.

- The same indeed; a very valiant fellow.

This is sometimes imitated in contemporary usage, especially in the form the very same. Otherwise, this pattern is largely confmed today to legal and commercial registers, where the reference is again always non-buman and the may be omitted. Note that in this use same can never carry the tonic:
[3:41] We have today dispatched the first consignment of your order. Kindly arrange to accept delivery of same.
In Shakespeare's language this pronominal usage with non-human reference is more genetal:

I am bound to you
That you on my behalf would pluck a flower.

- In your behall still will I wear the same.


### 3.2.5.I SAY THE SAME

In the environment of a process in which a 'fact' is involved, the same can often substitute for the fact: for example
[ $3: 43$ ] ]ohn thought it was impossible. - Yes, I thought the same.
More often than not one clement in the presupposed clause, usually a nominal, remains outside the domain of the substitution:
[3:44] a. We can trust Smith. I wish I could say the same of his partner.
b. Winter is always so damp. - The same is often true of summer.

In (a) the same substitutes for 'that we can trust . . .', 'Smith' being repudiated by the following of his parther. Similarly in (b) the same substitutes for 'is always so damp', with winter being repudiated by summer. One form of this usage which is especially common in dialogue is the same applies (to), . . .goesfor, as in
[3:45] A: His speech didn't say anything new, did it?
B: The same applies to most political speeches.
All these are devices for making it explicit that the same has the status of a fact.

### 3.2.5.2 BO THE SAME

Secondly, the nominal substitute the same is often combined with the verb do as a substitute for the process in certain types of clause. An alternative form is do likewise. For example
[3:46] a. They all started shouting. So I did the same.
b. My bank manager bought shares in the canal company. Why don't you do likewise?
c. That noise really unnerves me. - Yes it does the same to me too.

What is being substituted here is the process plus any subsequent element that is not repudiated.

This form of substitution is slightly odd, in that what is being substituted is essentially the verbal element in the clause, and yet the structural means is that of nominal and not verbal substitution (for which see the next section). The verb do here is not, in fact, the verbal substitute do but the 'general verb' do, that which occoms in What are you doing? Don't do that !, I've got nothing to do and so on; it is the patallel, in the verb class, to the 'general nouns' thing, person etc (see 6.1). It is distinct from the verbal substitute do in a number of respects. Phonologically, the substitute $d o$ is weak while the general verb $d o$ is salient. Moreover the substitute do substitutes for all verbs except be and (in British English generally) have; whereas the general verb do is restricted to clauses of ACTION as opposed to superventron - esseutially, those where the meaning is 'someone thid something' rather than 'something happened to someone'. So we can have
[3:47] a. I liked the second movement more than I had done the first.
b. That sign means they're busy - it usually does, anyway.
in both of which do is a verbal substitute; but we could not have, following (a), Yes I did the same, or, following (b), Is that what it does? (in both of which do is the gencral verb), because like and mean are not actiontype processes. In some instances there is an equivalent form of nominal substitution for 'happening'-type clauses, with the same (thing) happens, eg
[3:48] I lost my way in the galleries. - The same thing happened to me.
meaning 'I also lost my way in the galleries'.
Hence the same, although itself a form of nominal substitute, is used as a means of substituting a nominal or other element in the process as a whole, including the process itself. A form such as do the same reflects the general tendency of English to express a process in a nominalized form, by means of an 'empty' verb plus its object: do a non-through, do a left turn for 'run [it] through', 'turn left'; cf: have a fght, give a glance, make a fuss. The presupposing form the same can thus occur as a substitute not only for nominals expressing things, as in [3:38], but also for facts, as in say the same, and for elements that are not strictly nominal at all. Whereas one substitutes just the noun (Head), in the environment of a nominal group having other elements that are contrastive, the same substitutes a nominal group (or something else) in the environment of a clause, so that it is other elements in the clause that provide the contrastive context.

### 3.2.5.3 bE THE SAME

As already pointed out, the form the same occurs as Attribute in clauses of ascription, where it may substitute either a noun or an adjective - that is, a nominal group having eicher noun or adjective as Head, for example (and cfl3:39] above)
[3:49] Charles is now an actor. Given half a chance I would have been the same.

Note the potential ambiguity between substitution and reference in such contexts. In [3: 50], if the same is a substitute the meaning is '(and) they also taste more bitter than the last ones", whereas if it is a reference item the meaning is '(but) they taste the same as the last ones did':
[3:50] These grapefruit smell more bitter than the last ones we had. $\rightarrow$ They taste the same.
(In the third possible interpretation, 'they taste like each other', which is improbable here, the same is also a reference item, but functioning as Epithet and therefore non-cohesively; of 2.5.1 above, examples [2:79] and [ $2: 80]$.) For the use of so in such instances see the next section.
3.2.6 Difference between the same and one(s) as nominal substitutes

Apart from the type of example illustrated in $[3: 40-3: 42]$ above, the same as substitute is always phonologically salient. It contains an accent, and therefore carries the tonic under typical or "unmarked" conditions: that is to say, if occurring finally it is tonic unless rejected for contrastive reasons. For example,
[3:51] A: I'll have two poached eggs on toast please.
b: I'll have the same.
c: I'd uki to have the same, but...
s's utterance has unmarked information focus. In $\epsilon$ 's the information structure is marked, with contrastive focus on like.

This gives the clue to the role of the same in nominal substitution. The substitute one is a grammatical item which contains no accent; it is always 'given' in meaning, and serves as a peg on which to hang the new information. In this respect it resembles do (3.3) and so (3.4). The substitute the same, however, functions like a lexical item; it can carry the information focus, and typically does so when in final position. The meaning is 'the information conveyed by this item in this context is new, but the item itself has occurred before'. So for example

$$
\begin{aligned}
& \text { [3:52] The neighbours grow } \\
& \text { yellow chrysanthemums. }\left\{\begin{array}{l}
\text { a. I could grow RED ones } \\
\text { b. I could grow the sAMB } \\
\text { c. I could grow some (roo) } \\
\text { d. I could grow some of the sAME }
\end{array} .\right.
\end{aligned}
$$

In (a) the substitute ones is used so that the Epither red can carry the unmarked tonicity: that is, so that the focus of information falls on red withour this becoming contrastive. In (b) the 'yellow' is included in the presupposition, and the substitute the same carries the focus: the information as a whole is encoded as new, with the meaning ' yellow chrysanthemums' shown to have been present earlier. (Once again it is substitution that is appropriate and not reference. They will not be referentially 'the same chrysanthemums'; and hence the form I could grow them would be odd here, with them 'referring' as it were at the lexicogrammatical instead of the semantic level.) In (c) the indefinite article some is used as
non-specific Deictic, and the form is elliptical; this focuses information on the $I$ and encodes the whole of the remainder as explicitly given. Finally (d) is like (b), with the addition of the indefinite article as Deictic as in (c). Note that there is no form I could grow red sante, since here the unmarked tonic would be on same where it should be on red; instead the form is I could grow the same but red, which puts the tonic where it is required while still leaving it unmarked.

Essentially the same relation obtains befween the same and substitute so as between the same and one(s). The patterns discussed in 3.2.5.1-3 (say the same, do the same, be the same) are the contexts in which the nonsalient substitute alternating with she same would in fact be so and not one(s). In general so substitutes for a clause, and is dealt with in 3.4 below. However there is no very clear line between nominal and clausal substitution, and these examples are in a way intermediate between the two. In the following the weak form of the substitute is so:

> [3:53] (c) John felt it was disappointing.
(2) John left before the end.
(3) John sounded regretiul

$\left\{\begin{array}{l}\text { a. I did so (TOO) } \\ \text { b. I did the SAME }\end{array}\right.$
$\left\{\right.$ (i) $\left\{\begin{array}{l}\text { a. He lookzd so (TOO) } \\ \text { b. He looked the SAME }\end{array}\right.$
(ii) $\left\{\begin{array}{l}\text { a. Mary sounded so (Too) } \\ \text { b. Mary sounded the same }\end{array}\right.$

In type (3) it would be possible to interpret $s 0$ following look, seund, seem, etc as substituting for a clanse: Mary sounded as if she was regretful too. Compare
[ $3: 54$ ] '. . . being so many different sizes in a day is very confusing.' 'It isn't,' said the Caterpillar.
'Well, perhaps you haven't found it so yet,' said Alice; . . .
where so in the last line substitutes for very confusing but could also be filled out as to be very confusing. On the other hand the presupposed item need not be of this form, as the examples in [3:53] show; and in [3:55] neither the presupposed nor the presupposing item could be expanded into a clause:
[3: 5s] John has become depressed. - Has he ever been so before?

These are in fact instances in which so is substituting for an Attribute: corresponding to he seems intelligent, he seems to be intelligent, he seems as if he is intelligent we have be seems so, he seems to be so, he seems as if he is so. If on the other hand the Attribute is represented by a noun, this must always be a count noun and the weak form is one(s); so we should have they taste so (too) in [3:50] above but $I$ would have been one (foo) in [3:49].

In general, therefore, although it takes a nominal form, the same functions as the accented form of the substitute in all types of substitution, clausal and verbal as well as nominal:

| Non-accented | (same salient) |
| :--- | :--- |
| one(s) | the same |
| so | (he) the same |
| do | bo the same |
| so | (say) the same |

Nominal:
$\quad$ count noun
attribute
Verbal
Clausal (reported)
one(s)
50
do
9

Accented form
(same salient)
the same
(he) the same
bo the same
(say) the same

It may also be accompanied by a pro-noun thing (way when substituting for an Attribute), as in said the samse thing, tastes the samse way; these are constructed like reference items but have come to be used as substitutes in the same way as the items same and so themselves.

### 3.3 Verbal substitution

The verbal substitute in English is do. This operates as Head of a verbal group, in the place that is occupied by the lexical verb; and its position is always final in the group. Here are two examples from Alize; in both, the substitute is the word that has the form do (not did or don't):
[3:56] a. . . . the words did not come the same as they used to do.
b. 'I don't know the meaning of half those long words, and, what's more, I don't believe you do either!'

The first do, in (a), substitutes for come; that in (b) substitutes for know the meaning of half those long words.

In $[3: 56]$ the presupposed items are in the same sentence, and so the substitution is not by itself cohesive. But verbal substitution regulatly extends across sentence boundaries, as in
[ $3: 57$ ] He never really succeeded in his ambitions. He might have done, one felt, had it not been for the restlessness of his nature.

Here done substitutes for succeeded in his ambitions, and so serves to link the two sentences by anaphora, exactly in the same way as the nominal substitute one.

In the three succeeding subsections we shall discuss the meaning of verbal substitution, the conditions of use of the verbal substitute, and other uses of the verb do which are distinct from its use as a substitute (and from which its use as a substitute is derived).

### 3.3.1 The meaning of the verbal substitute do

In many ways the verbal substitute do is parallel to the nominal substitute one, and it is likely that its evolution in Modern English has followed the analogy of one rather closely.

There are striking parallels between the structure of the verbal group and the nominal group in Modern English, although superficially they are very different from each other. Like the nominal group, whose structure was discussed in section 2.1 above, the verbal group has a logical structure consisting of Head and Modifier, and an experiential structure in which the lexical verb expresses the 'Thing'. In the case of the nominal group the 'Thing' is typically a person, creature, object, institation or abstraction of some kind, whereas in the verbal group it is typically an action, event or relation; but these are simply different subcategories of experiential phenomena, and in any case there is considerable overlap and interchange between the two.

In both nominal group and verbal group, the lexical 'Thing' is substitutable by an empty substitution counter that always functions as Head. The substitution form in the nominal group, as we have seen, is one(s). In the verbal group it is $d o$, with the usual morphological scatter $d o$, does, did, doing, done.

There is a difference between one and io in their potential domains, the extent of the items that they can presuppose. Whereas one always substitutes for a noun, do may substitute either for a verb, as in [3:56a], or for a verb plus certain other elements in the clause, as in $[3: 56 b]$ and [3:57].

At first sight it might seem as if do substituted for the whole of what is called the "predicate' in a Subject-Predicate analysis - the predicator (the verbal group itself), minus its auxiliaries, together with any comple-
ments and adjuncts that are present. But any of chese may be repudiated, as the following examples show:
[3:58] a. Does Granny look after you every day? - She can't do at weekends, because she has to go to her own house.
b. Have they removed their furniture? - They have done the desks, but that's all so far.

In (a) do substitutes for look affer me but every day is repudiated by at weekerds. In (b) done substitutes only for removed; their furniture is repudiated by the desks.

As was pointed out in the discussion of one, substitution and ellipsis are different manifestations of the same underlying relation, that of presupposition at the lexicogrammatical level. The use of elliptical forms of the verbal group is very common, and there is very little difference in meaning between a verbal group having substitution by $d o$ and one having ellipsis (ie substitution by zero). For example
[3:59] Inspector (taking back the photograph): You recognize her? Mrs Birling: No. Why should I?
Inspector: Of course she might have changed lately. But I can't believe she could have changed so much.
Mrs Birling: I don't understand you, Inspector. Inspector: You mean you don't choose to do, Mrs Birling.*

Both elliptical and substitute forms of the verbal group are illustrated here. Why should I? is elliptical, presupposing Why should I recognize her?; and you don't choose to do is a substitute form, presupposing you don't choose to understasd me. There is very lietle difference; do could be added in the first and deleted in the second with hardly any change of meaning. Unlike the nominal group, however, in which under many conditions (eg following an Epithet) ellipsis is generally impossible, and substitution by one is therefore obligatory as the expression of cohesion, in the verbal group there are very few contexts in which the substitute do must be used (for these see 3.3.2 below). In general, substitute do alternates with zero as a cohesive device, and the meaning is the same in both: the specific process - event, action, relation, etc - that is being referred to must be recovered from the preceding text. If the substitute do is ased, its function is to act explicitly as a place-holder, marking out the point at which presupposition is involved. It is possible to construct examples in

[^15]which its presence appears to resolve what would otherwise be an ambiguity, eg
[3:60] What are you doing here? - We're mycologists, and we're looking for edible mushrooms. - Yes, we are doing too.
where the last sentence without the substitute doing would be interpreted as 'we are also mycologists'.

Like the nominal substitute one, the verbal substitute do is typically associated with contrast. It occurs in the context of some other item which contrasts with an element in the presupposed clause. This is well illustrated by instances in which the two clauses, presupposing and presupposed, are related by comparison, eg
[ $3:$ :I] John is smoking more now than $\left\{\begin{array}{l}\text { a. Mary is doing. } \\ \text { b. he should be doing. } \\ \text { c. he used to do. } \\ \text { d. he was doing before. }\end{array}\right.$
In (a), Mary contrasts with John; in (b), should be contrasts with is; in (c), used to contrasts with is . . . ing; in (d), was . . . before contrasts with is . . . now. Similarly do is frequent in the second of two clauses related by before, after, if, when, ctc, as in you will finish well before I have done. Since in these cases the two clauses are structurally related, the presence of do, while it reinforces this relationship, is not needed as the cohesive factor; but the principle appears clearly, that substitution is a means of representing given information in the environment of new. Exactly the same principle operates where there is no structural relationship between the two clauses, as in examples [3:57-60] above; and here the use of the substitute is precisely what provides the cohesion.

Since the substitute is by definition 'given", in that it is a signal that information is to be recovered from elsewhere, it is phonologically unaccented, or non-prominent. It is usually weak (non-salient) in all positions except when it is the initial, and therefore the only, item in the verbal group; in the latter context it is salient, bue still non-tonic. For example:
[3:62] a. Has anybody fed the cat? - // sombbody / must have done //
b. Did anybody feed the cat? - // somebody / did //

Related to this is the fact that a finite verbal operator preceding substitate do in the verbal group can never be in the reduced form, since this would
force prominence on to the do: hence forms such as he'll do, he's doing, he's done cannot occur as substitutes, at least across a sentence boundary.

However, we saw that with the nominal substitate one there are circumstances under which it is accented, and so can carry the tonic, namely when the 'given-ness' of the information it conveys is precisely what is new about it; this is the typical pattern following the same the same ones). Likewise with do there is one condition in which it is accented, and as far as the meaning is concerned this is essentially the same condition that we had found with one, although the form of expression is different: it is when do is followed by so ( DO so). The expression do so conveys essentially the same meaning: the action, event or relation in question has been referred to before, but it is precisely here that the new information lies. So for example
[3:63] a. 'Yes, I think you'd better leave off,' said the Gryphon: and Alice was only too glad to do so.
b. Just finish off watering those plants. And let me know when you've done so.

The expression do so derives from pro-verb do (see 3.3.3.3 below) followed by anaphoric so. The $d o$ is accented; it is therefore typically salient, with the potentiality of carrying the tonic. The difference in the rhythmic patterns of the two forms of the verbal substitute, do and do so, can be seen in the following example:
[3:64] Shall I make an $\{$ a. $/ / A$ you $/$ can do / now $/ /$ announcement? [b. "/A you can / do so / Now \|/

In many instances either $d o$ or $d o$ so can occur, with only a slight difference in meaning: the form with so combines anaphora with prominence, so that it has the effect of explicitness, of specifying that it is precisely the verbal element mentioned earlier that is the point of information here. But for this very reason there are certain instances where so is obligatory. They are those where do is required to be the point of information because there is no element of contrast present, as in [ $3: 63 \mathrm{~b}$ ] above. Elsewhere so is optional; and there are two conditions under which it cannot occur. The first of these is in a comparative clause with than or as, such as [3:56] and [3:61] above. In fact the form with so is less frequent in all cases where the presupposing clause is structurally related to the presupposed one; so
[3:65] I want to read this document. You can sign it after I've done so. is likely to mean 'after I've read it' (with the tonic on done) rather than 'after I've signed it' (with the tonic on I've); the latter meaning would more probably be expressed as after I have done. The second condition where so cannot occur is if the goal is repudiated, as in [3:58b]. With the provisos mentioned here, the verbal substitute may take either form, and the choice between do and do so is often made at the phonological level, on purely thythmic grounds: because the one form fits into the rhythm of the sentence more smoothly and effectively than the other.

### 3.3.2 Conditions of use of the verbal substitute

There is considerable variation in the use of the substitute do in contemporary English. It appears to have evolved by analogy with the nominal substitute one, but to be lagging somewhat behind one in range of uses, perhaps because ellipsis is almost always an acceptable alternative. In Shakespearean English, the verbal substitute do was much less clearly distinct from the finite verbal operator $d o$ (see 3.3 .3 .4 below) because of the more general use of the latter in a positive declarative verbal group, eg: as I do live (Modern English as I live). Clear instances of the verbal substitute in Shakespeare almost always have the form do so. In the following examples, the do would be a substitute in Modern Enghish; but here it was probably in fact an operator:
[ $3: 66$ ] a. Never a woman in Windsor knows more of Anne's mind than Ido.
b. Thou makest a testament as worldings do.

As a very broad generalization, the verbal substitute is used more in speech than in writing, and more in British than American Enghish. Within each of the varieties there are wide dialectal and individual differences. In British English it can substitute for any verb except be, and (in most dialects) except have in the sense of 'possess'; those verbs substitute for themselves:
[ $3: 67$ ] a. I've been very temiss about this. - I think we all have been, at times.
b. I've had serious doubts about this. I think we all have had, at times.
c. I had serious doubts about this. - I think we all had, at times.

In (c), American and some British speakers would substitute had by did; but probably no speakers of English would substitute been by done in (a). In American English, on the other hand, do does not generally substitute for verbs of the seem class; in British English it does, provided the following Atribute is within the domain of the substitution and is not repudiated:

$$
\text { [3:68] Paula looks very happy. }\left\{\begin{array}{l}
\text { a. She always used to do, } 1 \\
\text { remember. } \\
\text { b. She seems happier now than she } \\
\text { did last time we met. }
\end{array}\right.
$$

Many, possibly all, American speakers would find do in (a) and did in (b) both impossible; they would prefer the elliptical form used to in (a) and the repetition of seemed in (b).

There is another factor leading to a considerable differentiation between British and American speakers in their use of the verbal substitute, one which is present in [3:68a] and, in fact, in most of the examples of $d o$ that have been cited up to now. This relates to the structure of the verbal group in the presupposing clause. If this consists of one word only (simple past or present tense in positive declarative mood), then both American and British speakers regularly use the substitute; eg: does in

## [3:69] Does Jean sing? - No, but Mary does.

(Because such examples are easily confused with the finite verbal operator do we have been avoiding them up to now. The difference will be discussed in 3.3.3.4 below.) If it consists of more than one word, so that the substitute would appear following one or more auxitiaries (in the form do, doing, or done), American speakers prefer the elliptical form in which the lexical verb is not substitated but simply omitted. In [3:57], for example, the preferred form in American English is he might have; and in [3:6ıa-d] elliptical forms would be expected throughout, and likewise in [3:67a and b].

If the presupposing verbal group is non-finite, ellipsis is under most circumstances impossible. The rule is that an imperfective non-finite verbal group (those in the 'participial' form -ing, eg: going, having gone) cannot be elliptical; a perfective one (those in the 'infinitive' form with to, eg: to go, to have gone) can be elliptical only if negative, or if following another verb (eg: want io go) or cataphoric it. For example, in [3:70], (d), (e) and (f) could be elliptical, whereas (a), (b) and (c) could not:
[3:70] I finally called on him.
a. Haying done so I feel better.
b. I felt bad at not having done (so) before.
c. To do so seemed only courteous.
d. Not to (do (so)) would have been discourteous.
e. I have wanted to (do (so)) for a long time.
f. It seemed only courteous to (do so).

In (a)-(c) both American and British English would use the substitute, with American preferring the form do so if there is any choice. In (d)-(f) American English tends to use the elliptical form, or else the substitute with $s_{0}$, whereas British speakers select among all three, at least in (d) and (e), with perhaps some preference for the one with do alone. (In (a), (c) and (f) the substitute do cannot occur without so, for the reasons given eatlier: there is no contrasting element present. In (b), (d) and (c) the contrast is provided by not and by twanted.) There are thus minor but still interesting differences between different varieties of English revolving around the nature and potential of verbal substitution.

The domain of verbal substitation, as remarked in 3.3.1 above, is the lexical verb together with such other elements in the clause as are not repudiated by some contrasting item. In principle any element can be repudiated in this way, although certain patterns, particularly those in which a Complement is repudiated, sound a little awkward, and ellipsis, where it is possible, seems to fit them better than substitution; this is illustrated by the examples in [3:71] (and of [3:58] above):
[3:75] a. Can lions climb trees? - No, but leopards can (do).
b. Can lions kill elephants? - No, but they can (do) giraffes.
c. Have they given the lions their meat? - No, but they have (done) the cheetahs.
d. Can lions kill with their tails? - No, but they can (do) with their paws.

In (a) it is the Subject that is repudiated, in (b) and (c) a Complement ('direct object' and 'indirect object'), and in (d) an Adjunct. The only element in the clause that cannot be repudiated is the Attribute; [3:72] is impossible, and cohesion could be achieved here only lexically, by repetition of the verb seewed:
[3:72] Did the lions seem hungry? - No, but they did restless.
There are certain contexts, however, in which irrespective of its function
in the modal structure a particular element in the clause cannot be repudiated, so that it is not possible to presuppose the verb without this other element also falling within the domain of the presupposition. In [3:73] the clause containing a verbal substitute is not acceptable following (i) in each instance, although it is acceptable following (ii) :
$\left.\begin{array}{l}\text { [3:73] a. (i) She's never lived in England. } \\ \text { (ii) She's never sung in England. }\end{array}\right\}$ She has done in France.
b. (i) You mustn't put them on the table.) You can do on the
(ii) You mustn't cut them on the table. $\}$ bench.
c. (i) The door was shutting. The windows were do-
(ii) The door was falling to pieces. \} ing too.
d. (i) We can't shut the door. $\}$ We might do the win(ii) We can't smash in the door. $\}$ dows.

The reason is that in (i) there is a strong expectancy binding the repudiated element to the one that is presupposed by the substitute. For example, live expects a locative; hence it cannot be substituted without at the same time carrying over any item having a 'Location' function that is structurally associated with it. This does not apply to sing, which has no such expectancy. Nor does it apply to live in company with other types of Adjunct; there is no difficulty about
[3:74] You can't live on what they would pay you. You could do on twice as much, maybe.
The same principle lies behind the other examples; put also presupposes a locative and so cannot be substituted without entailing the 'Location' Adjunct, whereas cut shows no such restriction. In (c) and (d) there is a collocational expectancy between door and shut, so we cannot subscitute shut without also presupposing door; notice that it makes no difference whether the door is Subject or Complement - the relevant role is that of Medium, which is common to both instances. The restriction does not apply to strash in or fall to pieces, which can be substituted on their own while still allowing the door to be repudiated. All these are instances of patterns of expectancy between (i) the Process - action, event, etc - and (ii) a particular role that is related to it in the structure, such as Location or Medium, or a particular item or class of items that functions in that role, eg: door as Medium in relation to the Process shut. An item standing in this relation to the process cannot be excluded from the domain of a verbal substitution.

It is the repadiation of other elements in the structure which provides
the contrastive environment within which the substitution takes place. In [3:71], for example, each pair of clauses represents a particular distribution of elements into the presupposed, which are within the domain of the substitution, and the contrasted, which are repudiated from this domain:

Presupposed Contrasted
$\begin{array}{rll}\text { [3:71] a. } & \text { can climb trees } & \text { lions: leopards } \\ \text { b. } & \text { lions can kill } & \text { elephants: giraffes } \\ \text { c. } & \text { they have given mear } & \text { to lions: to cheetahs } \\ \text { d. } & \text { lions can kill } & \text { with tails: with paws }\end{array}$
We have illustrated this by reference to elements in the structure of the clause, but the same principle operates within the verbal group: the contrast may occur within the systems associated with the verb itself, such as tense, polarity and modality. So for example:
[3:75] Have you called the doctor? - I haven't done yet, but I will do. - I think you should do.
Here the lexical verb call is presupposed throughout, but there is repudiation first of the polarity (negative haven't contrasting with positive have), then of the tense (future will contrastiug with past in present have . . . ed), and finally of the modality (modalized should contrasting with nonmodalized). The one system that is subject to restriction here is that of voice, for the reason that substitution is not possible in the passive. Normally therefore there is no change of voice between the presupposed and the presupposing clause; both are active. It is possible however for a passive verhal group to be substituted in the active, for example
[3:76] Has the doctor been called by anyote? - I don't know. I haven't done. Maybe someone clse has done.
There is a tendency in the history of English for active forms of the verb, which evolve first, to be matched by corresponding passive forms after an interval; this has happened consistently with the tense system, and it may be that we are just beginning to see verbal substitution introduced in the passive. In general, howevet, while ellipsis occurs in the passive in the normal way, subject to exactly the same principles as in the active, substitution does not.

In other respects, all the preceding discussion applies to ellipsis as much as it does to substitution, and many speakers would tend to prefer elliptical forms in many of the examples cited. It is safe to assert, however,
that many people who reject the substitute when their attention is drawn to it actually make frequent ase of it in their own speech, including in those very contexts in which they claim not to do.) We have stressed all along that ellipsis and substitution are essentially the same relation, so that it is not surprising to find both as alternative forms of cohesion in broadly the same range of contexts. In the next chapter we shall bring up various other contexts in which there is no explicit substitution but only ellipsis.

With respect to the ase of the substitute, the proviso made in the previous section concerning do and do so applies equally where the contrast is within the verbal group. Wherever the focus of information is tequired to fall on the Head of the verbal group - the lexical verb itself, as opposed to an auxiliary - the substitute takes the form do so. This is sometimes determined by the context, but sometimes appears as an independent choice, as in

$$
\text { [3:77] Why do you smile ? }\left\{\begin{array}{l}
\text { a. } / / A I / \text { didn't } / \text { know I / was doing } \| \\
\mathrm{b} . / / \wedge \mathrm{I} / \text { didn't } / \text { know I was / doing so } \|
\end{array}\right.
$$

where the answer (a) treats the polariry-tense complex (present in past, positive) as the focus of information, and hence treats smile as simply given, while (b) focuses on smile as precisely the element in which the information resides. There is one other condition which tends to impose prominence on the lexical verb and thus to demand do so as the substitute form: this is when the mood of the presupposing clause is other than declarative, ie when it is interrogative or imperative. The reason is that if the verb in an interrogative or imperative clause is anaphoric, the contrast normally resides in the mood itself, and hence is located within the verbal group:
[ $3: 78$ ] Shall I call the doctor? $\left\{\begin{array}{l}\text { a. Haven't you done so? } \\ b \text {. When will you do so } \\ \text { c. Please do so, as soon as possible. }\end{array}\right.$
The various conditions on the use of the verbal substitute, leaving aside variations between different forms, such as $d o$ so and do, or zero, and between different dialects or individual speakers, resolve themselves into what are essentially manifestations of the same underlying principle: that of continuiry in the environment of contrast. The continuity, obviously, is provided by substitution as a cohesive agency: the replacement of the verb by a substitution counter signalling that the relevant item is to be recovered from elsewhere. But, as in nominal substitution, the signifi-
cance of this continuity lies in the fact that its context is one of noncontinuity or contrast: some entity or circumstance associated with the process expressed by the verb, or some internal condition of time, mood, polarity or the like, is not as it was in the previous instance. (This is the major distinction between the meanings of substitution and reference as cohesive devices; see Chapter 7 below-)

It follows that, if there are certain elements so closely bonded with the Process that they cannot be varied while the latter is kept constant, they cannot provide a contrasting environment, and hence cannot be repudiated under conditions of substitution. We referred to these above. It should follow also that the continuity that is being expressed, since it is in the environment of contrast, is not mere reference back but positive confirmation, a marking of the fact that the lexical verb still holds good. This can be seen to be the case, if we consider one further set of examples.
[3:79] a. Smith isn't playing tiddlywinks for his health. He is (doing) for money.
b. Were you talking to ne? - No, I was (doing) to myself.

By any normal interpretation these are wrong. Instead of substitution, some form of reference should have been used: he's doing it or he's playing in (a), I was talking to myself in (b). Why? Because the substitute form of (a) means 'Yes he is playing, but it's for money'; its information structure is that of What Smith is doing = playing tidllywinks, and for money. This applies to both the elliptical form and that with the verbal substitute doing. The required meaning however is ' $N$ o, he's playing only for money', with the information structure of What Smith is playing siddlywinks for $=$ motey. In other words, the process playing tiddlywinks is not part of the information content of the message; it is not marked out for confirmation, but merely used as a peg on which to hang the information contained in for monsey. Similarly in (b) the information structure is not What I was doing $=$ talking, but to myself, which is what substitution implies, but The one $I$ was talking to $=$ myself. This demonstrates the principle on which substitution is based, and explains the types of limitation that there are on its use.

Like the nominal substitute one, the verbal substitute do is one of a number of related items: Iexical verb, "pro-verb' and so on. A summaty account of these is given in the next section.

### 3.3.3 The word do other than as substitute

In addition to functioning as the verbal substitute, the verb do occurs in

Modern English as lexical verb, general verb, 'pro-verb' and verbal operator. These are all related to each other and form a continuum, or at least a cluster, of meanings that shade into one another at the edges, yielding various indeterminate instances. But the distinctions are significant for the construction of text, so we will discuss each of these forms briefly in turn(3.3.3.1-3.3.3.4).

### 3.3.3.2 nexacas yers do

This is an ordinary verb of the English language, found in examples such as he has done the job, I have work to do, let's do the accounts. Other than in two special meanings, (i) as in do well, do badly, (ii) as in that will do, will it do?, it will never do to let them know, it is always transitive: it has an inherent Goal. In an active clause this Goal functions as a Complement of the 'direct object' type; and since under normal circumstances in English the Goal-Complement cannot be omitted if the Head verb is expressed (eg we cannot say Have you mended the garage door yet? - Yes, I've mended.), this helps in distinguishing lexical do from substitute do. The doing in [ $3: 80]$ must be the verbal substitute.
[ $3: 80]$ He ought to be doing his homework. - He is doing-
If it had been lexical do the form would have been He's doing it. This would have been recognizable as not being the substitute because of the tonic prominence in doing, the reduced form of is, and the presence of the noncontrastive Complement it -as we have seen, only contrasting items can occur in the environment of the substitute do (except as Subject, since English normally requires the Subject to be made explicit in indicative clauses whether linked by presupposition or not). Likewise if the answer had been in the passive, eg: it's being done now, this could only be lexical do. It is perhaps worth remarking here on the fact that substitute do can substitute for lexical do in the same way as it can for other verbs.

Ambiguity may arise where a Complement is present as in
[3:81] I don't think he likes his new employer much. - No, but he does his job.
where does could either be a substitute for likes ('he likes his job') or lexical do in the expression do the job.

Lexical do has in itself no cohesive significance, other than through repetition (Chapter 6).

### 3.3.3.2 General verb do

This is a member of a small class of verbs, equivalent to the class of
general nouns referred to in 3.2 (and discussed in 6.1 below). They are lexical items with generalized meanings. This form do occurs in expressions such as they did a dance, meaning simply 'they danced', they do lurches 'they provide lunches', it does no harm. Other verbs in the class include make, as in make a mistake 'err', have as in have a bath 'bathe', take in take exception to. An example from Alice:
[3:82] 'A little kindness - and putting her hair in papers - would do wonders with her.'

### 3.3.3.3 pro-verb do

Again, this class corresponds to an equivalent nominal class, that of pro-nouns ( 3.2 .3 .4 above). The only members of the class of 'pro-verb' are do and happen. These stand for any unidentified or unspecified process, to for actions and happen for events (or for actions encoded receptively, in some kind of passive form). Their occurrence does not necessarily involve an anaphoric or cataphoric reference; there is nothing cohesive about their use in the following examples:

> [3:83] a. What was she doing? - She wann't doing anything.
> b. What's happening? - Nothing's happening.
> c. 'What am I to do?' exclaimed Alice, looking about her in great perplexity.

However, pro-verb do is often used endophorically, in that it functions as a carrier for anaphoric items, especially it and that. The expressions do that, do it in fact function as reference items; there are no 'reference verbs' in the language, so we say he did it because we cannot say he itted, and he does that because we cannot say the thats. Examples:
[3:84] a. 'She's tired, poor thing!' said the Red Queen. 'Smooth her hair - lend her your nightcap - and sing her a soothing lullaby.'
'I haven't got a nightcap with me,' said Alice, as she tried to obey the first direction: 'and I don't know any soothing lullabies.'
'1 must do it myself, then,' said the Red Queen.
b. Her chin was pressed so closely against her foot, that there was hardly room to open her mouth; but she did it at last,...
c. 'They lived on treacle,' said the Dormouse, after thinking a minute or two.
'They couldn't have done that, you know:' Alice gently remarked: 'they'd have been ill.'
'So they were,' said the Dormouse; 'very ill.'
d. Whenever the horse stopped (which it did, very often), he fell off in front.
The mechanism of cohesion, in such instances, is through the use of the reference items it and that; but it is really the verbal group as a whole that refers back, so that we could regard do it and to that as compound reference verbs. An occurrence of $d o$ that constitutes a single cohesive tie, not two.

It is the pro-verb do that occurs in the expressions do the same (3.2.5.2) and $d o$ so (3.3.1). It combines with the pro-noun thing in the expressions do something, - anything, - nothing, - a(..) thing and (senantically the same element) what . . . do? Here it often occurs in cataphoric contexts, for example:
$[3: 85]$ 'The first thing I've got to do,' said Alice to herself . . . is to grow to my right size again.'

The pro-verb do occurs regularily in the passive, for example
[ $3: 86]$ I told someone to feed the cat. Has it been done?
the active equivalent being Has sonveone done it? Here it refers anaphorically to 'the feeding of the cat'; this is the it with extended reference ( $f$ 2.3.3.1 above, [2:18]), and it is perhaps worth pointing out the distinction between a pro-verb $d 0$ with this type of it and a general verb $d o$ with it in a simple pronominal context, In example [3:87]
[3:87] I want to make a paper chain. But it can't be done in a hurry. the second clause is ambiguous'; it is either (i) it (the making of a paper chain') can't be done (pro-verb) in a hurry, or (ii) it ('a paper chain') can't be dome (general verb, 'made') in a hurry. The distinction is clear in the plural:
[3:88] I want to make some
paper chains. $\begin{aligned} & \text { (i) But it can't be done in a hurry. } \\ & \text { (ii) But they can't be done in a hurry. }\end{aligned}$
The pro-verb $\tilde{a}_{0}$ in combination with a reference item it, this or that may be anaphoric to any process of the action type. The general verb do is anaphoric only by lexical cohesion, in that it stands as a synonym for a set of more specific verbs, as in do sums, do an essay, do the vegetables, or
combines with them in their nominalized forms，as in do the cooking，do the writing，and therefore coheres with such items if they have occurred in the preceding text．All such anaphoric instances of general verb or pro－verb do are instances of reference，not of substitution．

## 3．3．3．4 YERBAL OPERATOR do

The last of the words having the form 10 is the finite verbal operator or ＇auxiliary＇．This is in principle totally distinct from all the others，in that it is a purely grammatical element whose function is to express simple present or past tense in specific contexts：when interrogative（do you know？），negative（you don＇t know）or marked positive（ $⿴ 囗 十$ on do know）； for example
［3：89］Does she sing？－She doesn＇t sing．－She does sing．
This $d o$ is always finite，and always occurs as first word in the verbal group；it can never represent the lexical element in the process（the ＇Thing＇）．

It would therefore be totally distinct from substitute do were it not for the fact of ellipsis．［3：89］might be rewritten as
［3：90］Does she sing？－No，she doesn＇t．－Yes，she does．
where she doesn＇t and she does are elliptical forms having the operator do as Head．The distinction between this and substitution appears in：
［3：91］Does she sing？$\left\{\begin{array}{l}\text { a．Yes，she does．} \\ \text { b．No，bui Mary does．}\end{array}\right.$
［3：9ra］is elliptical；does is the operator and，since it is elliptical，sing or the substitute do could be added after it：she does sing，she does do．［3：91b］is a substitate form；sing could not be added after does，but it could replace it：No，but Mary sings．In speech the two types are more distinct than in writing，because the substitute do is weak whereas the operator do is salient if it is final in the verbal group（ie，if elliptical in the declarative）．An elliptical interrogative form，such as Does Mary？，is quite unambiguous because the substitute could never occur in this form：the interrogative of Mary does，with does as substitute，is does Mary do？（consisting of operator + Mary + substitute as Head）．

The auxiliary do is not itself in any sense a cohesive agent．But the type of elliptical verbal group in which the operator occurs alone is extremely frequent，and this of course is cobesive by virtue of being elliptical．This is discussed in 4．3．

### 3.3.4. Summary of uses of do

The set of related words to can be illustrated in the following passage:
[3:92] What's John doing these days? (1) John's doing a full-time job at the works. (2) That'll do him good. (3) I'm glad he's doing something. (4) Does he like it there ? (s) He likes it more than I would ever do.

Here (1) contains the lexical verb do, (z) the general verb, (3) the pro-verb, which is also present in the original question, (4) the operator and (5) the substitute.

Table 6 gives a summary of the items discussed in this section. Of those listed, ( $x$ ) and (2) are substitutes, and are the subject of this chapter; they are normally cohesive (see below). (3) and (4) are lexical items and are cohesive only in the special context of lexical cohesion; see Chapter 6. $(s)$, the 'pro-verb', is not in itself cohesive; but ir regularly combines with reference items, particularly it and that, to form what is in effect a verb of reference which is typically anaphoric and cohesive. (6), the verhal operator, likewise has no cohesive force; but it figures prominently in elliptical forms of the verbal group which are themselves cohesive by virtue of the ellipsis; see Chapter 4.

The substitute $d_{0}$ is almost always anaphoric; it may presuppose an element within the same sentence as itself, so that there is already a structural relation linking the presupposed to the presupposing clauses; but it frequently substitutes for an element in a preceding sentence, and therefore it is, like the nominal substitute, a primary sonrce of cohesion within a text. Only occasionally is it cataphoric, and then only within the sentence, and so making no contribution to cohesion; an example is
[3:93] Since Ihave done, will you join too?
It occurs exophorically under appropriate conditions, for example a waming to someone who has been caught doing something forbidden:

## [ $3: 94]$ I shouldn't do, if I was you.

Here the speaker is simulating a textual relation in order to suggest that the action in question is already under discussion. But its primary function is anaphoric, and it is a rich source of continuity in everyday linguistic interaction.

There is one further type of substitution, that of a classe, which is discussed in the next section (3.4).

Table 6: The forms of do

| Item | Class | Function in verbal group | Phonological status | Section | Examples |
| :---: | :---: | :---: | :---: | :---: | :---: |
| I do | verbal substitute | Head | weak | 3.3.1-2 |  |
| 2 doso | verbal substitute | Head | salient | 3-3.1 |  |
| 3 do | lexical verb | Head | salient | 3.3.3.1 | [3:80-1] |
| 4 do (make, take, etc) | general verb | Head | salient or weak | 3.3.3.2 | [3:82] |
| \$do (happen) | pro-verb | Head | salient or weak | 3.3.3.3 | [3:83-6] |
| 6 do | verbal operator (auxiliary) | Finiteness: Modifier (Head if elliptical) | salient or weak | 3.3.3.6 | [3:89-90] |

### 3.4 Clausal substitution

There is one further type of substitution in which what is presupposed is not an elcment within the clause but an entire clause. The words used as substitutes are so and not. (For yes and no see 3.4.3.1 and 4.4.3 below.)

### 3.4.1. Difference between clausal and other iypes of substitutions

We pointed out at the beginning of the chapter that, since substitution is a formal rclation, contrasting in this respect with reference which is a semantic one, a substitute typically has the same structural function as that for which it is substituting. So, for example, one functions as Head of a nominal group and substitutes for a noun which was Head of a nominal group. In the same way do functions as Head of a verbal group and substitutes for a verb which was Head of a verbal group.

In the case of $d o$, however, the substitution may extend over other elements in the clause: any complements or adjuncts that are not repudiated fall within the domain of the substitute do. The verb do thus comes close to functioning as a substitute for an entire clause, but for the cule of English grammar which requires the Subject to be made explicit. In an example such as
[3:95] The children work very hard in the garden. - They must do. the children falls within what is presupposed in the second sentence as clearly as the other elements do, but it has to be expressed by the personal pronoun they.

However, $d o$ is not a clausal substitute. This is not because of the requirement of a Subject, but for another, more significant reason: namely that with do the contrastive element which provides the context for the substitution is located within the same clause. It may be within or outside the verbal group, but it is always in the clause itself. This was illustrated in [3:58] above. Although other elements may fall within its domain, do is a verbal not a clausal substitute.

In clausal substitution the entire clause is presupposed, and the contrasting element is outside the clause. For example,
[ $3: \% 6$ ] Is there going to be an earthquake? - It says so.
Here the so presupposes the whole of the clause there's going to be an earthquahe, and the contrastive environment is provided by the says which is outside it.

There are three environments in which clausal substitution takes place: report, condition and modality. In each of these environments it may take either of two forms, positive or negative; the positive is expressed by so, the negative by not. We shall consider each of these in tum.

### 3.4.1.1 SUBSTITUTION OF RBPORTED CLAUSES

Here are three examples from Alice:
[3:97] a. '... if you've seen them so often, of course you know what they're like'. 'I believe so,' Alice replied thoughtfully.
b. 'How am I to get in ?' asked Alice again, in a louder tone. 'Are you to get in at all?' said the Footman. 'That's the first question, you know.' It was, no doubt: only Alice did not like to be told so.
c. 'The trial cannot proceed,' said the King in a very grave voice, 'until all the jurymen are back in their proper places all,' he repeated with great emphasis, looking hard at Alice as he said so.

In (a), so substitutes for (that) I know what they ${ }^{\prime} r e$ like; in (b), for that was the first question; and in (c) for 'all'. As example (c) shows, the presupposed element may be in the quoted form ('direct speech').

The reported clause that is substituted by so or not is always declarative, whatever the mood of the presupposed clause. There is no substitution for interrogative or imperative (indirect questions or commands), and therefore the clause substitutes do not occur following verbs such as wonder, order or ask.

The essential distinction to be made here is that between reports and facts. This is a complex distinction, but it is fundamental to language and is reflected in the linguistic system in very many ways. Broadly speaking, Eacts and reports are those elements in a linguistic structure which represent not the phenomena of experience themselves - persons, objects, actions, events, etc - like 'children', 'throw' and 'stones' in the children were throwing stones, but such phenomena already encoded in language, for example 'the fact that the children were throwing stones' as in (the fact) that the children were throwing stones displeased their parents. These encodings then participate in linguistic structures in the normal way, as this example illustrates, although there are clear restrictions on the types of clause into which they can enter.

What matters here is that these encodings are of two kinds: facts,
and reports. The two are rather different, though they are not always easy to tell apart. Facts are phenomena that are encoded at the semantic level, as meanings; reports are phenomerna encoded at the lexicogrammatical level, as wordings. Report corresponds more or less to the concept of 'speech' ins 'direct speech' and 'indirect speech'. Here are some examples of both; those in column (i) are reports, those in column (ii) are facts:
[3:98]
(i) Report
a. Mary said: 'John's late.'
b. Mary's assertion: 'John is late.'
c. Mary said that John was late.
d. Mary's assertion that John was late.
e.
f.
(ii) Fact

Mary resented that John was late.
Mary's resentment that John was late.
Mary resented john's lateness.
It was that John was late that
Mary resented.
g. Mary was afraid that John was late. Mary was angry that John was late. h. Mary's fear that John was late. j.

It will be seen that, although the typical form of expression for facts and reports is the same, as illustrated in (c), (d) and (g), there are other realizations which are restricted to one or the other. The restrictions are not as totally clearcut as they have been made to appear here, because other factors are involved as well; but they are valid in general, and they follow from the general distinction between fact as meaning and report as wording.

This last formulation should not be taken to imply that a report always follows the exact wording of what was said, or that there necessarily was an act of speaking corresponding to it. Reports are associated with thinking as well as with saying. It merely means that facts are semantic structures while reports are lexicogrammatical structures. And this enables us to predict, what is actually the case, that reports can be substituted whereas facts cannot - since, as we have seen, substitution is a lexicogrammatical relation.

Hence, corresponding to (c) and (g), we can have Mary said so, Mary was afraid so in column (i); but we cannot have Mary resented so or Mary was angry so in column (ii). (The fact that so could not appear in (b) and
(h) is a purely structural limitation; we cannot say Mary's fear so because here so would be a Qualifier within the nominal group, which is not a possible structural function for it.) The pattern appears clearly with words that are used to introduce both facts and reports, eg: regret, which means either 'be sorry about the fact that' or 'be sorry to say that'; the substitute can be used only in the latter sense. Facts can be presupposed by reference, but not by substitution:
[ $3: 99$ ] a. They've failed, then? - I regret so.
b. They've failed. - I regret it. - Everyone regrets it.

The negative form of the clausal substitute is not, as in
[ $3: 100$ ] Has everyone gone home? - I hope not.
However with some verbs negation tends to be transferred into the reporting clause so that, for example, the normal pattern of think plus negative substitute is don't think so rather than think not; of also I don't believe/suppose/imagine so. The word not can be interpreted as the 'portmantean' realization of the substitute and negative polarity.

All such expressions, positive and negative, are particularly frequent in first person singular, where their meaning comes very close to that of expressions of modality (of 3.4.1.3 below). Another example:
[3:101] 'Of course you agree to have a battle?' Tweedledum said in a calmer tone.
'I suppose so,' the other sulkily replied, as he crawled out of the umbrella.

There is some restriction on the use of the substitute in the context of expressions of certainty; we say I'm afraid so but not I'm sure so, you think not or you don't think so but not you know not or you don't know so. The same restriction turns up with modality, though only in the positive; we say perhaps so but not certainly so, although here certainly not is regular and frequent. This is perhaps correlated with the distinction between facts and reports: a report that has certainty ascribed to it strongly resembles a fact - unless the certainty hes in its negation. But the pattern is by no means a consistent one.

One type of report in which substitution is especially frequent is the impersonal type, eg: they say soinot, it says soinot, it seenslappears solnot; including, rather more restrictedly, those in the passive form: it was reported so, it is said not. For example,
[3:102] Ought we to declare our winnings? - It says not.

There is a possibility of overlap between this structure and that in which so is substituting for an Attribute in a clause of ascription; for example, in
[3:103] Is this mango ripe? - It scems so.
the answer is strictly speaking ambiguous: it may be 'this mango seems nipe", with personal reference item it and so as nominal substitute, or "it seems that this mango is ripe' with impersonal (non-anaphoric) it and so as clausal substitute. The distinction becomes clear in the plural: Are these mangoes ripe? - (i) They seem so. (ii) It serms so. The difference in meaning is slight, but it is easily perceived. Note that the negative is not in both instances, (i) They seem not. (ii) It seems not; showing that both are in fact substitution forms.

Finally, so as a report substitute occurs in initial position in expressions such as so it seems, so he said, so I believe, so we were led to understand. This has the effect of making the so thematic in the clause. Since negation when not combined with other meanings is rarely thematic in modern English, there is no equivalent negative form.

### 3.4.1.2 SUbSTITUTION OF CONDITIONAL Clauses

A second context for clausal substitution is that of conditional structure. Conditional clases are frequently substituted by so and not, expecially following if but also in other forms such as assuming so, suppose not:
[3:104] a. Everyone seems to think he's guilty. If so, no doubt he'll offer to resign.
b. We should recognize the place when we come to it.Yes, but supposing not: then what do we do?
Here so in (a) substitutes for the is guilty, not in (b) for we don't recognize the place when we conse to it.

## 3-4-1.3 SUBSTTTUTION OF MODALIZRD CLAUSES

Finally, so and not cccur as substitutes for clauses expressing modality, eg
[3:10s] a. 'Oh, I beg your pardon!' cried Alice hastily, afraid that she had hurt the poor animal's feelings. 'I quite forgot you didn't like cats.'
${ }^{\text {' Not like cats!' cried the Mouse, in a shrill, passionate }}$ voice. 'Would you like cats if you were me?'
'Well, perhaps not,' said Alice in a soothing tone: . . .
b. 'May I give you a slice?' she said, taking up the knife and fork, and looking from one Queen to the other. 'Certainly not,' the Red Queen said, very decidedly: 'it isn't etiquette to cut anyone you've been introduced to. Remove the joint!

Modality is the speaker's assessment of the probabilities inherent in the situation, as in (a); or, in a derived sense, of the rights and duties, as in (b). These may be expressed either by modal forms of the verb (will, would, can, could, may, might, mast, should, is to, and oughi to), or by modal adverbs such as perhaps, possibly, probably, certainly, surely; the latter are frequently followed by a clausal substitute, with the proviso already noted, that those expressing certainty do not accept substitution in the positive, though they do in the negative.

### 3.4.2 Similarity among the types of clawsal substitutions

We have distinguished the three types or contexts of clausal substitution: report, condition, and modality. It is important to emphasize, however. what they have in common.

To start from modality: there is considerable similarity in meaning between a modalized clause, on the one hand, and a reported clause dependent on a first person singular verb of cognition on the other; for example between probably he's right and $I$ stippese he's right - and hence between probably so and I suppose so. But $I$ strpose is merely a special instance of 'someone supposes'; and supposing is merely one way of 'cognizing' a report, among a set of possible ways including thinking, assuming, believing, knowing and so on. The unmarked context for a report, however, is one not of cognizing but of verbalizing: not of thinking, but of saying. Hence there is a semantic continuity, a 'cline', all the way from prebably he's right, through Ithink he's right and they think he's right to (impersonal) they say he's right and Mary says he's right. All of these can be substituted by so and, in the negative, by not.

Looked at from another angle, however, a conditional clause is also semantically related both to a reported one and to a modalized one. The form if he's sight means 'let us suppose he's right; then . . '; the condition may be expressed by non-finite (dependent) forms of verbs of cognition, such as supposing, assuming (and in many languages by verbs of saying, equivalent to 'let it be said that . . . : then...'). Likewise, we can interpret
if he's right as a modality, similar to ' possibly he's right; in that case . . $\therefore$ '; and again there is a modalized form for the expression of a conditional: should the be right,...

All three types have the property of being at one remove from (statements of) reality; they are hypothetical. Modalizing, reporting and conditionalizing are all ways of assigning dependent status to the clause in question. This is reflected in the structure; reported and conditional clauses are both hypotactic bat not 'embedded' (ie notrankshifted; it is this that is the relevant concept, since 'embedding' has not been clearly distinguished from hypotaxis in much recent grammatical analysis). That is to say, such a clause is DEPENDENT ON another clause but not structurally integrated into it; it is not a constitubnt of it. Since modality is normally expressed within the clause, by a modal Adjunct such as possibly, or by a modal operator in the verbal group such as may, there is no hypotaxis involved; but where modality is expressed by a separate clause, then the modalized clause is likewise hypotactically related to it, as in it may be that he's right.

This then is the general environment for clausal substitution. It occurs in the context of hypotaxis: a clause that is hypotactically related to another clause may be substituted by so or not. Semantically this hypotactic structure is the expression of dependent or hypothetical status, in the form of report, condition or modahty; and the possibility of substitution therefore also extends to the other realization of this relation, namely a modalized clause in which the modality is expressed simply by insertion of a modal Adjunct.

As with nominal and verbal substitution, the key concept is one of continuity in the environment of contrast. It is not possible to substitute a clause which is functioning independently, just because it is being repeated; in such instances it must be presupposed by reference, typically by it, this or that. Substitution is used in order to display the clause as a repetition but in a contrastive context, one in which it is dependent on something else - a report, a condition, an opinion. As always, what we are calling 'contrast' is not necessarily a negation of the context that was there before; there may have been no such context, and even if there was, the presupposing context may be simply a reaffirmation of it. But there is always some redefinition of the environment of the presupposed clause; the speaker or writer is encoding the clause as itself recoverable but in a context which is non-recoverable. This is the underlying meaning of clausal substitution, and it relates it clearly to substitution in the other contexts, nominal and verbal.

### 3.4.3. Some related patterns

There are various patterns either related to or in some way resembling clausal substitution which may be brought together for a brief mention here. These fall under two headings: forms of response, and other uses of so and not.

### 3.4.3.1 RESPONSE FORMS

The following examples illustrate forms of response which could be interpreted as substitution:
(i)
$[3: 106]$ a. Hens lay eggs. So they do!
b. Hens don't fy. So they don't!
(ii) So do turkeys.
Nor/Neither do turkeys.

Those in column (ii) are responses which add a new Subject; the meaning is 'and + (Subject) + do so'. Since they have alternative forms turkeys do (so) too, turkeys don's (do so) eitker, they can reasonably be interpreted as forms of verbal substitution of the do so type (3.3.2 above), with the additional meaning of 'and, too'. This meaning is always present in the negative form nor 'and not'; in this structure it is present also as a component in the so, by virtue of its initial position (cf the discussion of 'and' in Chapter $\varsigma$ below).

The examples in column (i) are exclamatory responses, acknowledging new information and expressing agreement with it: 'now that you mention it, I see you're right'.

There is no meaning of 'and' here, but some speakers have an alternative form of the negative, namely morineither they do!; and what may be a subset of the same speakers have too in the positive, they do taol, (more used in contexts of contradiction) - perhaps this pattern has evolved through influence from the column (ii) forms. The column (i) expression as a whole is undoubtedly cohesive; but it seems that the cohesion here is rather a matter of ellipsis, and that the so is being used in the non-cohesive sense of 'true' (see next section). Note that there is a superficially identical structure in which so is a reference item, meaning 'like that', 'as previously stated', eg (of the last sentence of example [ $3: 84 c]$ above):
[ $3: \mathrm{ro}_{7}$ ] It can't have helped very much, all that shouting. So it didn't. It only made things worse.

The other response forms that need to be mentioned are yes and no. These could be thought of as chause substitutes; but they are really more
readily interpretable as elliptical forms. (See Chapter 4, section 4-4.3, for discussion of $\gamma e s$ and $n o$.) They express just the polarity option in the clause, positive or negative, leaving the remainder to be presupposed. It is important to make this clear: what is expressed by yes and no is the polarity of the presupposing clanse, irrespective of the polarity of what it presupposes - they do not, as their dictionary equivalents in some languages do, express agreement or disagreement with what has gone before. Consequently the response yes means 'I am tired' no matter what the polarity and mood of the presupposed clause:

## [ $3: 108$ ] a. You're tired. <br> b. Are you tired? <br> c. You're not tired? Y Yes. (I am tired.) <br> d. Aren't you tired? etc

The substitutes so and not are exactly parallel to $\gamma e s$ and $n o$ in this respect; so for example
$\left.\begin{array}{l}{[3: 109] \text { a. Is he going to pass the exam? }} \\ \text { b. Isn't he going to pass the } \\ \text { exam? }\end{array}\right\}\left\{\begin{array}{l}\text { I hope so. (I hope he is.) } \\ \text { I'm afraid not. (I'm afraid } \\ \text { he isn't.) }\end{array}\right.$

## 3.4-3.2 OTHER USES OF 50 AND not

In Chapter 2 we discussed the use of so as a reference item, meaning 'like this' or to this extent '. There is no such thing as negative reference, so the form not does not appear under this heading.
In Chapter $s$ we shall deal with 50 as a conjunction, meaning *consequently'. Here too there is no related negative form.

In this chapter we have treated so as a substitute, in nominal, verbal and clausal substitution, in which it stands for the whole or part of another (typically a preceding) clause. Clausal substitution is the only context in which so has a corresponding negative, namely not. It is also the only context in which not is a cohesive element; elsewhere it is simply the expression of negative polarity.

In all these instances, so is cohesive. There remains one further use of the word, in which it is not cohesive, but simply has the meaning 'true'. (This has already been mentioned in the last section, as the interpretation of so in So they dol)

It is this meaning of so that is found in the expressions that is $s o$, this being so, is that so?, and so on. Here the meaning is 'that is true', 'that is the case". That this is not the substitute so is shown among other things
by the negative; the negative of that is 50 is never that is not, but only that is not so, that isn't so (in substitution both forms would be expected to occur). The cohesiveness of expressions of this kind derives not from the so but from the anaphoric reference item that or it.

In this sense sa almost always follows the verb be. It might be possible to interpret it seenss so in this way; but here there is the corresponding negative it seems not as alternative to it doesn't seem so. Moreover the so in it seems $s$ is typically non-tonic, which suggests the unaccented, substitute form; whereas the so following the verb be is typically tonic, eg: that is so, it's not so. The difference between the two is shown by the fact that, by itself, $i t$ is so is not a possible response; [ 3 :110] is unacceptable:
[3:110] Evetyone's leaving. - It is so.
whereas it seems so would be quite acceptable. Perhaps in a sequence such as
[ $3: 111$ ] Everyone's leaving. - It seems so. - It is so!
where the context sets the tonic on is and not on so, we have a true substitute so following be; but this is clearly a special case, and can be felt to be somewhat odd.

### 3.4.4 Summary of ases of so

The meanings of so are summarized in Table 7. Of the items listed, ( $1-6$ ) are all cohesive; only ( 7 ) is not. ( 1 ) and (2) are reference items (Chapter 2, sections 2.5.1 and 2.5.2). (3) refers to the only use of $s 0$ as a nominal substitute, as Attribute in ascriptive clauses such as they seem so. In (4), se is the verbal substitute do so, discussed in 3.3; for the form so do $I$, see 3.4.3.I. (s) is so as the clausal substitute, in contexts of report, condition and modality; this was treated in 3-4.2. In $(6) s o$ is a conjunction (Chapter 5 , especially 5.6 ). In (7), so has the meaning of 'true'; it is not cohesive, and so not discussed in detail, but the forms it is so and so they dol were mentioned briefly in sections 3.4-3.1 and 3.4.3.2.

As a clausal substitute, so is almost always anaphoric, exactly as are all substitutes. Like the others, it may presuppose an element to which it is already structurally related; but since it itself substitutes for a clause, the ouly conditions under which this can occur are those of structural relations between clauses, paratactic as in [3:112a], or hypotactic as in [3:152b]:
[3:112] a. He may come, but he didn't say so.
b. He'll come if he said so.

Table 7: The forms of so

| Item | Cohesive type | Class | Function | Phonological status | Section | Examples |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I so | reference | adverb | Submodifier in nominal group | weak | 2.5.1-2 | [2:87] |
| 2 so | reference | adverb | Adjunct | salient | 2.5.1-2 | $\begin{gathered} {[2: 78 a] ;[3: 84 c] ;} \\ {[3: 107]} \end{gathered}$ |
| 3 so | substitution (nominal) | adverb | Attribute | weak | 3.2 .6 | [3:54];[3:103] |
| 450 (in do so) | substitution (verbal, part of) | adverb | (part of) Head of verbal group | weak | 3.3; 3.4.3.1 | $\begin{aligned} & {[3: 77-8] ;} \\ & {[3: 106(\text { ii) }]} \end{aligned}$ |
| 5 so | substitution (clausal) | adverb | Adjunct | salient | 3-4.1-2 | [3:95-105] |
| 650 | conjunction | conjunctive adverb | Adjunct | weak | 5.6 | [5:43-6] |
| 750 | - | adverb | Atrribute | salient | 3.4.3.2 | [3:106(i)] |

where so substitutes for he would come in each case. (Note that in (a) may is the realization of 'possibly + future'; the substitute presupposes the 'future' but not the modality.) Such instances derive their cohesion internally from the structure. Even more frequently than the other substitutes, however, so presupposes across the sentence boundary, and hence functions as the primary means of textual cohesion. Cataphoric instances are infrequent but by no means impossible:
[3:113] If he said so, he'll come.
But it is difficult to construct exophoric examples, because of the particular nature of the contrastive contexts - report, condition and modality in which clausal substitution occurs. As was mentioned at the beginning of this chapter, substitution is fundamentally a textual relation; the primary meaning is anaphoric, and a substitute is used exophorically only when the speaker wants to simulate the textual relation in order to create an effect of something having already been mentioned. This rarely happens where the presupposition extends over the meaning of an entire clause.

Substitution forms are summarized in Table 8.
Table 8: Summary of substitution forms

|  |  | Non-prominent (given) | $\begin{aligned} & \text { Prominent } \\ & \text { (new) } \end{aligned}$ |
| :---: | :---: | :---: | :---: |
| Nominal | Thing (count noun) | one(s) | the SAME |
|  | $\left.\begin{array}{l} \text { Process } \\ \text { (nominalized) } \end{array}\right\}$ | so | $\left.\begin{array}{l}\text { do } \\ \text { be } \\ \text { say }\end{array}\right\}$ the samb |
| Verbal | Process ( $+\ldots$ ) | do | Do so |
| Clausal (f): report, condition, modality | positive negative | so <br> not | so <br> not |

## Chapter 4

## Ellipsis

## 4.I Ellipsis, substitution and reference

In one sense, the break between Chapters 3 and 4 is an unnataral one, because substitution and ellipsis are very similar to each other. As we expressed it earlier, ellipsis is simply 'substitution by zero".

For practical purposes, however, it is more helpful to treat the two separately. Although substitution and ellipsis embody the same fundamental relation between parts of a text (a relation between words or groups or clauses - as distinct from reference, which is a relation between meanings), they are two different kinds of structural mechanism, and hence show rather different patterns.

The starting point of the discussion of ellipsis can be the familiar notion that it is 'something left unsaid'. There is no implication here that what is unsaid is not understood; on the contrary, 'unsaid' implies 'but understood nevertheless', and another way of referring to ellipsis is in fact as someTHING UNDERSTOOD, where understood is used in the special sense of 'going without saying' (compare it is understood that we are to be consulted before any agreement is reached).

There is no mystery in the fact that much can be 'understood' in this way. As we have stressed all along, language does not function in isolation; it functions as TEXT, in actual situations of use. There is always a great deal more evidence available to the hearer for interpreting a sentence than is contained in the sentence itself. However, it is important here to distinguish between two different kinds of evidence from which we may (to use another familiar term) 'supply' what is left unsaid. Only one of these is associated with ellipsis: that where there is some presupposition, in the structure, of what is to be supplied.

Consider an example such as
[4:1] Hardily anyone left the country before the war.

In order to interpret this, we should probably want to know whether country meant 'rural areas' (hence 'hardly anyone moved into the towns') or 'national unit'; if the latter, which country was being referred to, and whether left meant 'emigrated' or 'went abroad on holiday'; which war; whether bardly anyone referred to the whole population, or a given social or family group; and so on. All this is relevant information if we want to understand this sentence. But there is nothing in the structure of the sentence to suggest that it has been left out. There are two occurtences of the reference item the, both of them probably generalized exophoric; but there is nothing to make us feel that we must have missed some vital previous clause or sentence. The structure is not such as to presuppose any preceding text.

When we talk of ellipsis, we are not referring to any and every instance in which there is some information that the speaker has to supply from his own evidence. That would apply to practically every sentence that is ever spoken of written, and would be of no help in explaining the nature of a text. We are referring specifically to sentences, clauses, etc whose structure is such as to presuppose some preceding item, which then serves as the source of the missing information. An elliptical item is one which, as it were, leaves specific structural slots to be filled from elsewhere. This is exactly the same as presupposition by substitution, except that in substitution an explicit 'counter' is used, eg: one or do, as a place-marker for what is presupposed, whereas in ellipsis nothing is inserted into the slot. That is why we say that ellipsis can be regarded as substitution by zero.

For example,
[4:2] Joan brought some carnations, and Catherine some sweet peas.
The structure of the second clause is Subject and Complement. This structure normally appears ouly in clauses in which at least one element, the Predicator, is presupposed, to be supplied from the preceding clause. Note that there is no possible alternative interpretation here; the second clause can be interpreted only as Catherine brought some sweet peas.

There the two clauses are structurally related; the second is BRaNCHED. Now consider
[4:3] Would you like to hear another verse? I know twelve more.
Here there is no structural relationship between the two parts. The second sentence contains a nominal group twelve more, consisting of a Numerative outy, for which we have to supply a Head noun verses presupposed from the first sentence. Again, a nominal group having a Numerative but no

Head will normally be found only in contexts of presupposition. To give a slighty more complex example:
[4:4] 'And how many hours a day did you do lessons?' said Alice, in a hurry to change the subject.
'Ten hours the first day,' said the Mock Turtle: 'nine the next, and so on."

The nominal group nire is presupposing, meaning nine hours, and so is the next, meaning the next day. The two clauses nine the next and ten hours the first day are also both presupposing, representing we did lessons ten hours the first day, etc. In all these examples the clauses and the nominal groups display structures that clearly show them to be presupposing.

Where there is ellipsis, there is a presupposition, in the structure, that something is to be supplied, or 'understood'. This is not quite the same thing as saying that we can tell from the structure of an item whether it is elliptical or not. For practical purposes we often can; but it is not in fact the structure which makes it elliptical. An item is elliptical if its structure does not express all the features that have gone into its make-up - all the meaningful choices that are embodied in it.

In other words, we can take as a general guide the notion that ellipsis occurs when something that is structurally necessary is left unsaid; there is a sense of incompleteness associated with it. But it is useful to recognize that this is an over-simplification, and that the essential characteristic of ellipsis is that something which is present in the selection of underlying ('systemic') options is omitted in the structure - whether or not the resulting structure is in itself 'incomplete'.

Like substitution, ellipsis is a relation within the text, and in the great majority of instances the presupposed item is present in the preceding text. That is to say, ellipsis is normally an anaphoric relation. Occasionally the presupposition in an elliptical structure may he exophoric - we noted in Chapter 3 that this could also happen with substitution. If a housewife on seeing the milkman approach calls out Two please! she is using exophoric ellipsis; it is the context of situation that provides the information needed to interpret this. But exophoric ellipsis has no place in cohesion, so we shall not explore it any further here.

Let us summarize here the general features of reference, substitution and ellipsis, harking back to what was said in the final paragraph of Chapter 3. All three are forms of presupposition, devices for identifying something by referring it to something that is already there - known to, or at least recoverable by, the hearer. Since this 'something' that is presupposed
may be an element in a preceding sentence, these devices have a cohesive effect; they contribute very largely to cohesion within the text.

Reference is presupposition at the semantic level. A reference item signals that the meaning is recoverable, though not necessarily in the form of the actual word or words required. For this reason a reference item cannot necessarily be replaced by what it presupposes; even if the presupposed item is present in the text, the reference to it may require an item of a different function in structure. At its simplest, reference is a form of situational (exophoric) presupposition; but it is regularly used in textual (endophoric) presupposition, pointing backwards (anaphoric) or sometimes forward (cataphoric). In many styles of discourse, including almost all written language, reference is always textual rather than situational.

Substitution, and here we include ellipsis as a special case of substitution, is presupposition at the level of words and structures. When a substitute is used, it signals that the actual item required, the particular word or group or clause, is recoverable from the environment; and the substitute preserves the class of the presupposed item, which may therefore be replaced in the 'slot' created by it. The difference between substitution and ellipsis is that in the former a substitution counter occurs in the slot, and this must therefore be deleted if the presupposed item is replaced, whereas in the latter the slot is empty - there has been substitution by zero. Undike reference, substitution is essentially a textual relation; it exists primarily as an anaphoric (or occasionally cataphoric) device, and in its rare exophoric use it tends to give an effect of 'putting the words in the other person's mouth'.

In tabular form:

|  | Reference | Substitution and <br> ellipsis |
| :--- | :--- | :--- |
| Level of absiraction semantic | lexicogrammatical |  |
| Primary source of <br> presupposition | situation | text |
| What is presupposed? | meanings | items (ie words <br> groups, clauses) |
| Is class preserved? | not necessarily | yes |
| Is replacement <br> possible? | not necessarily | yes |
| Use as a cohesive <br> device | yes; anaphoric and <br> cataphoric | ycs; anaphoric (occas- <br> sionally cataphoric) |

Examples:
[4:5] a. This is a fine hall you have here. I'm proud to be lecturing in it.
b. This is a fine hall you have here. I've never lectured in a finer one.
c. This is a fine hall you have here. I've never lectured in a finer.

Example [4:5a] is reference. It would be possible to replace it by some expression containing the word hall; but it would have to be altered from the original (eg: in this fine hall), and it still sounds somewhat awkward. Examples (b) and (c) are substitution and ellipsis, and it would be quite natural to add hall after finer (deleting one in (b)).

In what follows, we shall discuss ellipsis under three headings:
Nominal ellipsis (4.2)
Verbal ellipsis (4.3)
Clausal ellipsis (4.4)
There is one further general point to be made firss. We noted rbove, in Chapters 2 and 3, that a reference item, or a substitute, may relate to something in the same sentence, such that the presupposition takes place within the confines of a single structure. This is no different in principle from any other instance of reference or substitution, though it may have certain special features, such as the cataphoric reference of the to a qualifier in the nominal group in example [2:61]. But in the analysis of texts, relations within the sentence arc fairly adequately expressed aiready in structural terms, so that there is no need to involve the additional notion of cohesion to account for how the parts of a sentence hang together.

Between sentences, however, there are no structural relations, and this is where the study of cohesion becomes important. For this reason in both these chapters we concentrated on reference and substitution as relations between sentences, largely ignoring intra-sentence presupposition.

We shall do the same here. Ellipsis, or something closely related to it, also occurs within sentences, as in [4:2] above; and there are certain special stzuctural possibilities, types of baninching structure, which do not occur when the presupposition is between sentences. In general we shall not be concerned with ellipsis within the sentence, for the same reason as already given; it can be explained in terms of sentence structure and does not constitute an independent agency of cohesion in the text. What we are interested in is ellipsis as a form of relation between sentences, where it is an aspect of the essential texture. The relevance of ellipsis in the present context is its role in grammatical cohesion.

### 4.2 Nominal ellipsis

### 4.2.2 Ellipsis within the nominal group

By nominal ellipsis we mean ellipsis within the nominal group. The structure of the nominal group was outlined in 2.I. On the logical dimension the structure is that of a Head with optional modification; the modifying elements include some which precede the Head and some which follow it, referred to here as Premodifier and Postmodifier respectively. Thus in those two fast electric trains with pantographs the Head is trains, the Premodifier is formed by those two fast electric and the Postmodifier by with pantographs.

The Modifier is combined with another structure, on the experiential dimension, which consists of the elements Deictic (d), Numerative (n), Epithet (e), Classifier (c), and Qualifier (q), represented here by those, two, fast, slectric and with pantographs respectively. The Deictic is normally a determiner, the Numerative a numeral or other quantifier, the Epithet an adjective and the Classifier a noun; but these correspondences are by no means exact. There may be Submodifers at various places; these are usually adverbs like so, very and too. The Qualifier is normally a relative clause or prepositional phrase. The noun in this structure has the function referred to as the Thing. Most elements may occur more than once, and the tendency for this to happen increases as one moves towards the later elements of the structure.

The function of Head, which is always filled, is normally served by the common noun, proper noun or pronoun expressing the Thing. Personal pronouns are reference items and were described in Chapter 2; they will not be discussed further. Proper nouns designate individuals, and are therefore not capable of further specification; they may sometimes be accompanied by descriptive modifiers, but these are not subject to ellipsis. Common nouns, on the other hand, designate classes; they are often further specified, and this is the function of the elements Deictic, Numerative, Epithet and Classifier. Now under certain circumstances the common noun may be omitted and the function of Head taken on by one of these other elements. This is what is meant by nominal ellipsis.
In a non-elliptical nominal group, the Head is the Thing, the noun designating the individual or class referred to. This may be a phenomenon of any kind: person, animate or inanimate object, abstraction, institution, process, quality, state or relation. In an elliptical nominal group, this element is not expressed, and one of the other elements (Deictic, Numerative, Epithet or Classifier) functions as Head. This is very frequently a Deictic
or Numerative, much less frequently an Epithet. It is very rarely a Classifeer; since the Classifier is usually a noun, if it functioned as Head it would be liable itself to be interpreted as the Thing (so, for example, we cannot replace a tall brick chinney by a tall brick; see 4.2 .3 below).

In general, with exceptions to be noted below (4.2.3 and 4.2.3.5), any nominal group having the function of Head filled by a word that normally functions within the Modifier is an elliptical one.

Nominal ellipsis therefore involves the upgrading of a word functioning as Deictic, Numerative, Epithet or Classifier from the status of Modifier to the status of Head. For example,
[4:6] Four other Oysters followed them, and yet another four.
In the second line fow, which is a Numerative and therefore normally acts as Modifier, is upgraded to function as Head. Similarly in
[4:7] Which last longer, the curved rods or the straight rods? - The straight are less likely to break.
straight is an Epithet, functioning as Modifier in the question but as Head in the response. Both another four and the straight are elliptical nominal groups.

An elliptical nominal group clearly requires that there should be available from some source or other the information necessary for filling it out. Faced with another four, we need to know 'another four what?' Normally, the source of information is a preceding nominal group. A nominal group that is elliptical presupposes a previous one that is not, and it is therefore cohesive.

If we want to fill out an elliptical nominal group, for text analysis purposes, there are two ways of doing so. One way is simply to 'push down' the element functioning as Head, making it a Modifier, and add the 'missing' Head in its place. (The question whether any other 'missing' elements would have to be supplied is discussed in 4.2.3 below.) By this process another four in $[4: 6]$ would become another four oysters. The other way of doing it is to keep the elliptical group as it is and add a partitive Qnalifier; this would give another four of the oysters. The partitive is possible only under certain conditions: generally, when the elliptical group designates some aggregate - a subset, fraction, quantity or collective that is different from that designated by the presupposed group. Hence in [4:7] the partitive form is not possible. The head noun in the partitive expression will be singular or non-singular (plaral or mass) according to
the type of aggregate: singular if the elliptical group is partitive in the narrower sense (ie designating a fraction), and non-singular otherwise. The former type are less readily elliptical (but see 4.2.3.4 below on indefinite quantifiers):
[4:8] a. How did you enjoy the exhibition? - A lot (of the exhibition) was vety good, though not all.
b. How did you enjoy the paintings? - A lot (of the paintings) were very good, though not all.
So an elliptical nominal group may always be replaced by its full, nonelliptical equivalent, either in simple form or in expanded, partitive form. In either case, the presupposed items are restored. The two possibilities arise because the partitive type is in any case a regular form of the English nominal group, obligatory in some instances, such as where there is quantification within the deixis as in [4:9a], and optional in certain others such as [4:9b]:
[4:9] a. Two of my rosebushes were uprooted.
b. That was his most popular film/the most popular of his films.

The partitive Qualifier may itself contain an elliptical nominal group, as in one of the three, any of Fred's. We may now modify the earlier statement that a nominal group having Deictic, Numerative, Epithet or Classifier as Head is always elliptical. If it contains a partitive Qualifier, it is not elliptical - unless the partitive Qualifier is itself elliptical.

Some further examples:
[4:10] Which hat will you wear? This is
$\left\{\begin{array}{l}\text { a. the best. } \\ \text { b. the best hat. } \\ \text { c. the best of the hats. } \\ \text { d. the best of the three. } \\ \text { e. the best you have. }\end{array}\right.$

In all cases the is Deictic, three is Numerative, best is Epithet and hat is the common noun representing the Thing. Then:
(a) is elliptical ; the is Modifier, best is Head.
(b) is non-elliptical; the best is Modifier, hat is Head.
(c) is non-elliptical; the is Modifier, best is Head, of the hats is partitive Qualifier, non-elliptical.
(d) is elliptical ; structure as (c), except that the partitive Qualifier of the three is itself elliptical.
(e) is elliptical; structure as (c), except that the Qualifier you have is not partitive.

### 4.2.2 Presupposition of nominal elemerts

An elliptical nominal group is cohesive; it points anaphorically to another nominal group which is presupposed by it. But how much of the presupposed group is in fact included within the presupposition?

So far we have merely indicated that the Thing designated by the common noun is presupposed. But there may be other elements in the presupposed group which likewise do not occar in the elliptical one; for example
[4:11] Here are my two white silk scarves. I can lend you one if you like.

Here one presumably presupposes not only scarves but also the garnishings white and silk; it could be filled out as one white sille starf, or one of my whize silk scarves. This makes it possible to state what can be presupposed, by reference to the structure of the nominal group in terms of the elements Deictic, Numerative, Epithet and Classifier; note that these elements occur in the order stated, followed by the Thing. In ellipsis, the Thing is always presupposed. (We have alteady pointed out that in ellipsis the Thing is always a common noun, since proper nouns and pronouns do not take defining Modifiers.) In addition, any element following the one that is upgraded in the elliptical nominal group may be presupposed. Thus

| If Head is <br> filled by | This must be <br> presupposed: | These may be <br> presupposed: |
| :--- | :--- | :--- |
| Deictic | Thing | Numerative, Epithet, <br>  <br> Numerative |
| Epithet Thing | Classifier <br> Classifier | Thing |

As already noted above, it is rare for the Classifier to occur as Head. These patterns are exemplified in [4:12]. In [4:12a], yours (Deictic) is Head, and the presupposed elements include not only scarves (Thing) but also silk (Classifier), white (Epithet) and possibly two (Numerative):

$$
\text { [4:12] Here are my two }\left\{\begin{array}{l}
\text { a. Where are yours? } \\
\text { b. I used to have three. } \\
\text { wilk scarves. } \\
\text { c. Can you see any black ? } \\
\text { d. Or would you prefer the cotton? }
\end{array}\right.
$$

[4:12b] is like [4:11]; three presupposes scarf, silk and white. In (c) the elliptical group is any black; this presupposes scarf and silk, but there may be any number and they may not be mine. Finally, in (d) only scarf is presupposed.

In general, then, the range of possible presuppositions is dependent on the structure of the nominal group. It extends only over that part of the presupposed group which could follow the element acting as Head in the elliptical group. Those parts which would precede or be concurrent with it are excluded from the presupposition; and this restriction apparently applies even to subcategories within the Deictic and Numerative (see 4-2.4.1-4 below), for example:
[4:I3] a. They haven't got my usual morning paper. Can I borrow yours?
b. The first three buds all fell off. We'll have to watch the next.
where yours excludes usual (even though your usual could occur) because both your and ustul are Deictic elements, and next excludes three (even though next three could occur) because both are Numerative elements. But there is considerable indeterminacy at this point.

What can be presupposed, therefore, is anything having a function in the series $d-n-e-c$ that is later than that occupied by the Head of the elliptical group. Whatever has the same or a preceding function is repudiated. To exemplify once more, if the presupposed group is those two tall brick chimneys, the following table shows what is repudiated and what is not repudiated (and therefore may be taken over by presupposition) by the various elliptical groups; note that $\mathbf{x}$ stands for the function of Thing:

If elliptical group is:

These are These are not
repudiated:
which ? (d)
three $(\mathrm{n}) \mathrm{dn}$
two not so tall (ne) dne cx=brick chimneys
some stone (dc) dnec $x=$ chimneys
The further 'to the right' the fimal element of the presupposing group, the more usual it is to presuppose by substitution rather than by ellipsis. We would expect some stone ones rather than some stone (stone $=$ Classifier); and perhaps also two not so call ones (tall $=$ Epithet).

However, it is not necessarily the case that everything that could be presupposed actually is presupposed. We can take it as a general guiding principle that it will be, but this will certainly need to be modified to some extent. Consider an example such as
[4:14] Don't you like those three little white eighteenth-century stone cottages ? - I prefer mine.
My three little white eighteenth-century stone cottages? Or just my cottage? The answer is possible even if 'mine' is one large red Elizabethan brick and timbered one. We would accept any interpretation that made sense and was consistent with what we already knew. If is worth noting, at the same time, that a form such as mine in this context is in the strict sense of the term ambiguous: it could stand as the realization of a number of different selections.

We do find a rough scale of probability, extending from right to left in the nominal group. Of the elements that may be presupposed in any given instance, namely those that follow the element that is explicitly repudiated in the elliptical group, we have seen that the Thing, that which is designated by the Head in a non-elliptical structure, always is presupposed. Going 'from right to left', the Classifier, if present, is very likely to be: the Epithet somewhat less likely, and the Numerative less likely still. The Deictic, being the first element, normally cannot be presupposed, by the principle illustrated in [4:12] and [4:13] above. And there is an overriding principle that the presupposed items mast be continuous: it would not be possible for mine in [4:54] to presuppose three littie white but not eighteenthcentury stone.

It is slightly odd, therefore, to find all the elements in a long nominal group, including the Classifier, repadiated in an instance where structurally they could be presupposed. [4:15] is only doubtfully acceptable:
[4:35] I think I'll get one of those gorgeous big red china dogs. Mine barks too much.

In spoken English, there is often a phonological indication of the extent of presupposition. It is characteristic of an elliptical nominal group that its Head carries tonic prominence in the tone group. This is natural, since tonic prominence is the realization of new or contrastive information, and an elliptical nominal group (like one with substitution) is inherently new, in the sense that it differs in some respect from the one it presupposes; not necessarily having a different referent (it could refer contrastively to the same thing), but the function of an elliptical item is to start afresh, taking
the presupposed item as a teference point. Thus the occurrence of an elliptical nominal such as mine allows us to predict that somewhere in the environment is an item expressing a Thing, such as hat, which either was not 'mine' or, if it was, demanded some explicit reaffirmation of the fact, as it would for example in answer to the question Whose is this hat? - It's mine. In this sense an elliptical group always embodies some new information.

Now it often happens that the presupposed nominal group signals a particular point of repudiation - an element with which the presupposing elliptical group is specifically in contrast - by the device of tonic prominence. For example, if your hat is to be followed by mine, the tonic will fall on your. This is especially likely to happen in a question-answer sequence, or if the two nominal groups are part of an utterance by the same speaker, who may have planned the information structure as a whole: That's not your hat. It's mine. A marked tonic (tonic prominence falling on some element other than the last) signals contrastive information; eg
[4:16] The two white silk scarves were beautifully made.
Here the word white is tonic, and this gives an expectation that if an elliptical (or substitute) nominal group follows it will be one that repudiates white, such as why did you buy the pink (one)?

### 4.2.3 Types of nominal ellipsis

We now consider in more detail some examples of the most frequently occurring types of nominal ellipsis, with comments on the words or word classes that function as Head in the elliptical group.

We have already noted that the Classifier is very rarely left to function as Head. In $[4: 17 a-d]$ we have four examples in which the presupposing group contains a Classifier; they are given in a substitute form, with one(s) as Head, and orly in the last of the four would it be possible to delete the substitute leaving an elliptical group ending in a Classifier:
[4:17] a. Don't you like babies? - Yes, but I can't stand crying ones.
b. I've never tried Mrs Sugden's cherry cake, bat I like her ginger one.
c. Borrow my copy. The library one is out on loan.
d. Did you win a first prize? - No, I only got a third one.

The principle behind this restriction is very clear. The Classifier is typically, though not always, realized by a word that could also realize the

Thing: usually a nom, as in (b) and (c), or the -ing form of a verb as in (a). Hence a nominal group having such an item as its Head would normally be interpreted as non-elliptical (so $I$ atan't stand crying would be interpreted not as 'crying ones', ie crying babies' but simply as 'the phenomenon of anyone crying'). There are some instances where a Classifier can function as Head, usually those where the elliptical interpretation of the resulting nominal group is in some way the most natural one: for example if the Classifier is not a noun, as in [ $4: 17 \mathrm{~d}$ ], or if the presupposing status of the nominal group is signalled by an anaphoric the as in [4:12d] above. These, however, are a minority.

But, as suggested in the previous section, we really have a gradation or 'cline' here, rather than a sharp distinction between the classifier and the rest. The structural formula Deictic - Numerative - Epithet - Classifier represents a gradual move, in the process of specifying the class of 'things' that is expressed by the Head, from one type of specification to another: beginning, in the Deictic, with a kind of specification that is temporary, and related to the actual speech situation, and moving on to one that is increasingly permanent and inherent. Specification of the first kind is achieved by items in closed systems, such as this/that, or the pronominal possessives; that of the second kind by lexical items, which form 'open' classes. Hence as one moves along this scale, the actual words used are more and more noun-like; they are words which themselves have the potential of expressing a class of 'things' such as is typically expressed by a noun functioning as Head, and so they are liable to be interpreted as Head. This being the case, such words are less likely to function as Head when they are expressing something else. This does not mean that a nominal group having an Epithet or Classifier in it cannot be anaphoric and cohesive; but it will tend to achieve this status by substitution rather than by ellipsis.

The most characteristic instances of ellipsis, therefore, are those with Deictic or Numerative as Head. Here the situation is the other way round: substitution is much less common, and in some cases excluded altogether. So we have for example


In principle any Deictic or Numerative element can function as Head in nominal ellipsis, with some minor exceptions which will be noted.

For the remainder of 4.2 , therefore, we shall be concerned mainly with deictic and numerative elements, with a relatively short section on epithet ellipsis at the end. Deictics are considered first.

### 4.2.3.1 SPECIFIC DEICTICS

Following on from the earlier account of deixis in the nominal group, we recognize a division of the Deictic element into two parts, one forming the Deictic properly so called and one which has been referred to as postDeicric. The words functioning as Deictic are mostly of the class of determiner; with the demonstrative, possessive and indefinite determiners forming a network of systemically related categories - one that includes the articles, which are thus shown to be part of a wider system. Those functioning as Post-deictic are adjectives. In
[4:18] Here the other guinea-pig cheered, and was suppressed.
the is Deictic and other is Post-deictic. Post-deictics are discussed in 4.2.3.3 below.

Within the Deictic proper, the major distinction, and that which is most relevant to ellipsis, is into specific deictics (possessives, demonstratives and the) and non-specific (each, every, all, both, any, either, no, neither, some, and a). Non-specific and specific deictios may be combined only through the use of a partitive qualifier, eg: each of my children, any of the answers, some of that pudding. The exceptions are all and both, which can be joined directly to another determiner, in what is sometimes therefore referred to as pre-deictic position, as in all our yesterdays, both these gates.

The words all and both very frequently function elliptically. They may refer back to a single nominal group; if so it will be plural, having the sense of 'two' if presupposed by both and more than two if presupposed by all. There is no equivalent singulat form; and curiously all is not used elliptically to refer to a mass noun, even though in non-elliptical nominal groups it is regularly 'mass', as in all the milk was soar. For example:
[4:19] a. The men got back at midnight. Both were tired out.
b. The men got back at midnight. All were tired out.
c. The milk couldn't be used. All was sour.

Of these, (c) is impossible; there is in fact no elliptical form here, just as there is no form of substitution with mass nouns. At the same time,
however, the item presupposed by all or both may consist of separate nominal groups; so we would have to say rather that these words presuppose a certain number of entities, which may have been expressed either in the form of one plural noun or as different nouns, singular or plural. Furthermore these 'entities' are themselves sets of any extent.

We can summarize this by saying that both refers to two sets and all to three or more sets. These sets may be combined in one nominal group, as in [4:19a and b] above, and in [4:20a] where the presupposed item is the parents, ie '(i) the father and (ii) the mother'. Or each one may be a separate nominal group, not always in the same sentence but usually with some indication that they belong together, such as parallelism of structure; an example is [4:20b] where both presupposes (i) the parents and (ii) the childres. And in this case any one set may itself be complex and consist of a further coordination, as in [4:20c], which has (i) parents and other responsible adults and (ii) children.
[4:20] a. The parents could not be traced. Apparently both were abroad.
b. The parents may enjoy it, but the children will be bored. You cannot please both.
c. If parents and other responsible adults make no concessions, children will rebel. And both will be certain they are right.
In the last type, there must be explicit linkzge between the items that are being treated as a single set (parents and other responsible adults). We cannot have both presupposing (i) the boy's parents and his teachers, and (ii) the boy, in [4:21], because there is nothing to show that the boy's parents and his teachers belong together:
[4:21] The boy's parents had no time for him. At school, his teachers could make little contact. Yet the boy had a lot of ability, if he'd tried. I sappose both were at fault, really.
Sometimes it is not clear which items are being grouped together, and ambiguity results, as in
[4:22] The father and the mother were so busy making money that the two children were left to their own devices. Naturally both were resentul.

In addition to all and both, other Deictic elements regularly function as Head of an elliptical nominal group. The specific deictics are (i) demonstratives and the, and (ii) possessives. The demonstratives (this, that, these, those,
and which?) all occur elliptically, with very great frequency. Since they are themselves reference items (see 2.4 and 2.4.1), they are often anaphoric anyway; but wherever the nominal group could be 'filled out' with a noun Head, or by the substitute one(s), a demonstrative functioning as Head is in fact an example of ellipsis. One example will suffice; those is elliptical for those pills:
[4:23] Take these pills three times daily. And you'd better have some more of those too.

The word the does not operate elliptically; since its function is to signal that the 'thing' designated is fully defined, but by something other than the itself, it normally requires another item with it, as in the two, the small (one), the one that got away. Where it could have occurred elliptically it is replaced by its non-reduced cognate form that.

Possessives include both nominals (Smith's, my father's, etc) and pronominals (ny, your, etc). The latter have a special form when functioning as Head: mine, osfs, yours, his, hers, theirs, whose, and (rarely) its. Whenever 2 possessive occurs as Head it is elliptical, and in the case of the third person pronominals this means, as noted in Chapter 2 above (see 2.3.4, [2:24]), that there is a double cohesive tie. An item such as hers presupposes both a person as possessor and a thing possessed, the former by reference (her), the latter by ellipsis (the possessive):
[4:24] Just ask Janet how to polish the brassware. Hers sparkles.

### 4.2.3.2 NON-SPECIFC DHICTICS

The non-specific Deictics are each, every, any, either, no, neither, $a_{\text {, }}$ and some, as well as all and both which have already been discussed. Of these, all occur as Head of an elliptical nominal except every, but $a$ and no have to be represented by the forms one and none respectively. Some examples:
[4:25] a. I hope no bones are broken? - None to speak of.
b. I won't be introduced to the pudding, please. May I give you some?
c. Have some wine. -1 don't see any wine. - There isn't any.
d. Write an essay on the Stuart kings. Two pages about each will do.
e. His sons went into business. Neither succeeded.

Of these, either and neither are like both in presupposing two sets; and each presupposes two or more. Again, these may be expressed either as one
plural nominal group or separately; and if they are separate, any one set may itself be a coordination, as in [4:26a and b]. Hence ambiguity may arise in the same way as with all and both; for example if [4:26b] bad three bedrooms, the each might presuppose just these.
[4:26] a. Smith and Jones are on holiday. I wonder if either has left an address.
b. The flat has a sitting-room, a dining-room and one bedroom. Each has a window overlooking the park.

The non-dual equivalents of either and neither are any and no; they are like all, except that they can occur elliptically with singular and mass nouns, as in [ $4: 25 \mathrm{a}$ and c]. The two pairs are proportional: no is to any as neither is to either. No and neither are of course negative, but are usually restricted to clauses of declarative mood where the verb is positive; while any and either occur in clauses which are interrogative or hypothetical, or where the verb is negative, or is positive and the sense is 'it doesn't matter which'. In the latter type any, when used elliptically, repudiates any cardinal numeral in the presupposed group and is usually singular ( $=$ 'any one") unless some numeral occurs with it, such as any three. Hence
[4:27] Here are thirteen cards. Take any. Now give me any three.
In its interrogative, hypothetical or negative use (has he any? if he has any; he basn't any), the difference between singular and plural is neutralized. In non-elliptical groups, the plural form is usually used (has he any friends?), as it tends to be also with no (he has no friends); but when any is Head of an elliptical group this may be filled out with either a singular or a plaral noun Head irrespective of the number of the presupposed group, and likewise if any is Subject it may occur with either singular or plural verbs:
$\left.\begin{array}{l}\text { [4:28] a. I want a map of the Lake District. } \\ \text { I want some maps of the Lake District. }\end{array}\right\}$ Have you got any ? b. I'm expecting a letter.

In the same way the singular/plural distinction is neutralized with the negative wo. Its elliptical form none ( $=n o+$ one) shows that it was originally treated as singular, but usage is no longer consistent:
[4:29] I've checked all the files. None were/was missing.
The elliptical some was mentioned in Chapter 3 (3.2.3-3, [3:25] and

Table s). This is the non-singular (mass or plural) form of the indefinite article, and when functioning elliptically, as Head, it is always in its nonreduced form, ie [sam] not [sm]. The nominal group presupposed by it may be singular or plural, and any numeral is repudiated:
[4:30] a. These apples are delicious. Let's buy some.
b. I had a dozen tennis balls; where are they? - I've got some; you can borrow mine.

In (b), some does not mean 'some of the dozen'; of: Ihaven't got any.
Parallel to some in its non-reduced form is one, which is the non-reduced form of the singalar indefinite article $a$. It is this from which is derived the nominal substitute one discussed in Chapter 3 (3.2 and 3.2.1). As pointed out there (3.3.3.3, [3:15ci]), it is difficult to distinguish elliptical one from one of the uses of the substitute one; but the difference appears in the plural, since the plural of the substitute one is ones whereas the plural of the determiner (indefinite article) one is some. In [4:3I] the one is an elliptical indefinite article $(g f[3: 27])$ :
[4:3I] But you make no remark ? - I didn't know I had to make one, just then.

The elliptical use of deictic elements is a major source of cohesion in English texts. The Deictic is the element in the nominal group that relates to the here and now, linking the thing referred to to its verbal and situational context. It is natural, therefore, that it should be typically used as a means of harking back to a thing that has already been nentioned, while at the same time recontextualizing it by anaphoric or exophoric reference.

### 4.2.3.3 POST-DERCTICS

The words functioning as Post-deictic element in the nominal group are not determinets but adjectives. There are some thirty or forty adjectives used commonly in Deictic function, and a number of orhers used occasionally in this way; the frequent ones include other, same, diferent, identical, usual, regular, certain, add, famous, well-known, typical, obvious. They combine with the, $a$ or other determiner (the combination $a+$ other being written and pronounced as one word another); and they may be follownd by a Numerative, unlike adjectives in their normal function as Epithet which must foulow any numerative element. The distinction of meaning between Deictic and Epithet (and of 2.5.1 [2:80] above) can be seen in

## Deictic

the identical three questions the usual two comments a different three people the odd few ideas the obvious first place to stop

Epithet<br>three identical questions<br>two usual comments<br>three different people<br>a few odd ideas<br>the first obvious place to stop

Of the adjectives used in deictic function the ones which regularly occur elliptically are same and other. The elliptical use of the same was treated as substitution (3.2.5), since it has been extended to very general use including clause substitution, as in do the same; actually an example such as [3:5r] above (I'll hate the same) is simply an elliptical nominal group with same as Head. The Post-deictic other combines either with specific Deictic (the other, that other, etc) or with non-specific (any other, another, etc), and when it is used as Head it has a special plural form others. The nominal group which it presupposes need not be of the same number, and any numeral in it is repudiated, as with any.
Example:
[4:32] I've used up these three yellow folders you gave me. Can I use the other?
which does not mean 'the other three'. With a specific Deictic, other $(s)$ refers to the last remaining member(s) of a set, and therefore it presupposes that all others must have been specified. This explains the frequency with which it is preceded by another nominal group, often also anaphoric (eg: one, some of them, the first, etc) which is both presupposed and presupposing: presupposed by other, but itself also relating back to the ultimately presupposed item. For example
[4:33] A group of well-dressed young men suddenly appeared on the stage. One of them bowed to the audience; the others stood motionless.
The original item must be semantically plural - it must refer to more than one set, as described in 4.2.3.1 above; and the elliptical other(s) presupposes just as much of it as does the intermediate item. Here one of then and the others both presuppose well-dressed young men.

The elliptical use of other illustrates very well the indeterminacy which may arise in the extent of presupposition. If we had just the example
[4:34] I see you've sold those two large red china dogs. Have you any others?
in the absence of further cvidence we could not tell whether to fill this out as china dogs, red china dogs or large red china dogs. Similarly in [4:32]: the other yellow ones or just the other one? As we pointed out earlier, the extent of the presupposition may be signalled in the spoken language by the location of the tonic nucleus. So if in [4:34] the tonic falls on red, others means 'of another colour'; if on large, it means 'any small ones', and so on.

Finally we may note that elliptical nominal groups with Deictic as Head may also be exophoric, either in the generalized sense or specifically to the context of situation:
[4:35] a. Some say one thing, others say another.
b. All is lost.
c. All go into the other room.
d. Have you been to Mary's recently?
e. I'll have the usual, please.

### 4.2.3.4 Numbratives

Of the elements occurring after the Deictic in the nominal group, only the Numerative and certain types of Epithet function at all regularly as the Head in ellipsis.

The Numerative element in the nominal group is expressed by numerals or other quantifying words, which form three subcategories: ordinals, cardinals, and indefinite quantifiers. The ordinals are first, next, last, second, third, fourth, etc; they ate often used elliptically, generally with the or a possessive as Deictic:
[4:36] Have another chocolate. - No thanks; that was my third.
Like the superlative form of an adjective, which in many ways it resembles (ordinals are in a sense 'superlative numerals'), an ordinal is itself fikely to be presupposing even if the nominal group in which it occurs is not clliptical; thus the second question presupposes that there was a first question, and the first question that there is likely to be a next. Again like superlatives, ordinals are often cataphoric to a Qualifier which indicates the domain of the ordering, supplying the information 'first, etc, in what respect ?'; for example, to leave in
[4:37] Smith was the first person to leave. I was the second.
Cardinal numerals are also frequent in ellipsis, and may be preceded by any Deictic that is appropriate in number, eg: the three, these three, any three, all three, and also by post-deictic adjectives as in the wsual three, the same three.
[4:38] a. Have another chocolate- No thanks; I ve had my three.
b. 'The other messenger's called Hatta. I must have two, you know. One to come, and one to go.'

With both ordinals and cardinals the presupposed noum may be either singular or plural, but it cannot be a mass noun unless there is also some measure word present or presupposed - naturally, since 'mass' $=$ ' uncountable*. For example if in [4:36] and [4:38a] we had Have some more tea, the answer would still be possible in each case, but only because it could be interpreted as presupposing 'cup(s)'.

The indefinite quantifiers are items such as much, many, more, most, few, several, a littie, lots, a bit, hundreds, etc; they include numerous transient and more or less slang expressions especially used by children. Like other items with a numerative function, they are very frequently used in ellipsis; being indefinite, they are usually not accompanied by a Deictic, except where a is demanded as in a lot, although the comparative forms thore, fewer and less may be preceded by ne or ary. Some of them are specific to either count or mass nouns.
Examples:
[4:39] a. Can all cats climb trees? - They all can; and most do.
b. 'You ought to have a wooden horse on wheels, that you ought!' - 'T'll get one,' the Knight said thoughtfully to himself. 'One or two -- several.'

Many of the indefinite quantifiers derive from measure nouns; for example lot, amount, and the larger numbers such as hundred and thousard. Since these still require partitive Qualifiers (a lot of...), they are not very clearly distinguished from the general class of measure noun, which includes quantitatives (eg: half, piece, dozen), partitives (eg: part, side, end) and collectives (eg: gronp, set, pack). For the purposes of cohesion, these also can be regarded as requiring to be 'filled out' by a partitive Qualifier, and therefore as elliptical if functioning as Head. Hence Alice's predicament in
[4:40] 'One side will make you grow taller, and the other side will make you grow shorter.' 'One side of what? The other side of what ?' thought Alice to herself. 'Of the mushroom,' said the Caterpillar, just as if she had asked it aloud.

Some combinations of quantifiers are possible, namely ordinal numeral plus cardinal or, in a few cases, ordinal numeral plus indefinite; usually in the order stated. The combination of cardinal plus indefinite occurs only
if the indefmite is comparative, as in three more. Such combinations are regularly elliptical, eg: the last three, the next few.

Whereas the specific Deictics - the demonstratives and possessives tend to occur alone, being themselves reference items, the Numeratives, like the non-specific Deictics, tend to be filled out precisely by a reference item in the form of a partitive Qualifier with third person pronoun. So we often find any of them, the first of them, three of them and so on. These are of course still cohesive, but the presupposition is of the reference type ather than ellipsis.

Like the Deictics, Numeratives in elliptical use may be exophoric; eg in [4:37] we might have had Smith was the first to leave, with person understood. The presupposed item will be assumed to be some general category of which the item referred to, here Smith, is a member. This can be demonstrated by
[4:41] Her money will be the first to leave her. Her husband will be the next.
which puts her money and her husband into the same general category by presupposition. Note the special exophoric use of a possessive Deictic plus cardinal numeral to mean 'children', as in the proud mother's remark
[4:42] My three are absolute terrors.
Indefinite quantifiers occur exophorically in expressions like
[4:43] He expects a lot. But you can't do much to help him.

### 4.2.3.5 EPITRETS

The function of Epithet is typically fulfilled by an adjective. It is not common to find adjectives occurring as Head in ellipsis - colour adjectives are perhaps the most ussual - except in their comparative and, especially, superlative forms. This reflects the fact that superlative and comparative adjectives are really functioning in a way that is more like a Numerative; possibly instead of the function Numerative in the nominal group we should recognize a more general function Ordinative, which would include superlative and perkaps also compatative adjectives, as well as the classes of word that function as Numeratives proper (numerals and indefinite quantifiers).

The superlative adjective precedes other Epithets and, like ordinal numerals ( $f f$ 4.2.3-4 above), is usually accompanied by the or a possessive Deictic. Note in this connection the difference between (a) and (b) in [4:44]:
[4:44] a. Apples are the cheapest in autumn.
b. Apples are cheapest in autumn.

In (a) we may fairly ask 'the cheapest what?'; the cheapest is an elliptical group presupposing some item such as fruit. Example (b) is howeyer not elliptical; it is like apples are theap, and the domain of the superlative is provided by the time element within the clause, ie 'cheaper in autumn than at other times'.

Even where the superlative is elliptical, the presupposed group ray still be within the clause. This happens only in equative clauses of the identifying type (those which are reversible, eg: apples are the cheapest, the cheapest are apples), which are probably the most frequent environment for elliptical superlatives. So in [4:45a and b] we get two quite different notions of the qualities of the clown:
[4:45] a. That clown is the finest $I$ 've ever seen.
b. They are fine actors. That clown is the finest $I$ ve ever seen.

In [4:45a] we assume that the presupposed item is clown, so although the finest is elliptical the presupposition is within the clause. In [4:45b], on the other hand, the finest presupposes ator from the preceding sentence.

More accurately, $[4: 45 \mathrm{~b}]$ is ambiguous; it may mean 'the finest actor' or just 'the finest clown'. Like an ordinal, a superlative presupposes some item that is semantically plural (more than one set, which as astal may be expressed in one nominal group or by a coordination); with the difference that, in the case of the superlative, this may also take the form of a mass noun, with the interpretation 'the . . .-est kind of', as in
[4:46] 'I told you butter wouldn't suit the works.' - 'It was the best butter.'

As long as the clause is equative and the Subject is a common noun, an elliptical superlative as Complement will always be ambiguous in this way. Otherwise, there is no ambiguity. If it is not equative, the superlative must refer to a preceding clause, as in [4:47a]; and likewise if the Subject is a proper noun, as in [4:47b] which cannot be interpreted as 'the finest Smith':
[4:47] a. They are fine actors. Jones always gets hold of the finest.
b. They are fine actors. Smith is the finest I've ever seen.

As would be expected, a superlative repudiates all Numeratives, including cardinals, in the presupposed group. It may itself be singnlar or plural, and if plaral may be preceded by its own cardinal as in the three youngest.

Comparatives are rather different from superlatives. Comparative adjectives are inherently presupposing by reference; this has been discussed above in 2.5 . There must be a standard of comparison: anything that is bigger is bigger 'than' something else (which may be than itself under other circumstances). There are two specified sets involved, whereas with the superlative therc is only one. This presupposition is not, however, an instance of ellipsis.

One use of the comparative form of the adjective, always with deictic the, is actually semantically superlative: this is that in which the sense is 'the . . .est of two'. An equative clause having this type of comparative in complement position, such as $S_{m i t h}$ is the better actor, is of the IDENTIFYing type; and if the comparative functions as Head, as it does in [4:48a], then it is elliptical, just as a superlative would be (cf [4:44a]). The true comparative, however, does not take the, and an equative clause such as [ $4: 48 \mathrm{~b}]$ is not identifying but attributive.
[4:48] a. Maty is the cleverer.
b. Mary is cleverer.
[4:48b] is not an elliptical clause. It presupposes by reference, but not by ellipsis; it cannot be 'filled out' by a noum Head or a noun substitute. The structure, in fact, is that of $[4: 44 \mathrm{~b}]$. In other words, the three clauses apples are cheap, apples are cheaper ('than pears') and apples are cheapest ('in autumn ${ }^{3}$ ) are all attributive clauses, and the nominal groups which function as Attribute, those consisting just of an adjective (cheap, cheaper, cheapest), are not elliptical forms. This function - that of Attribute in the clause - is the only one in which an Epithet occurring as Head is not elliptical.

A nominal group with a true comparative as Head is, however, elliptical under all other conditions; for example
[4:49] I'll buy you some prettier.
These are less common than elliptical superlatives, but mote common than elliptical uses of the adjective in a non-compared form (see below). The presupposed nominal group may be count singular, count plural or mass.

There is one use of the trae comparative which is confusing because it is preceded by the and looks like a superlative. This is as in
[4:50] The smaller the dog, the louder the bark.
Here the is not a Deictic but a Submodifier with the sense of 'by how much', 'by that much' - originally not the definite article but the
instrumental case of that. There may be ambiguity between this type and $[4: 48 \mathrm{a}]$, as in
[4:51] Mrs Jones always uses Bliss. Her clothes are the whiter.

- 'the whiter for it', or "the whiter of the two'?

We have exemplified superlatives and comparatives only in the inflected forms -est and -er, but they may also of course be expressed by more. . . and most . . . Everything that has been said applies to those forms also. Notice that they differ from more and most as indefinite quantifiers (4.2.3.4); ambiguity may arise between the two, but only in the full form of the nominal group, not when they are elliptical.

Superlatives and, less often, comparatives may presuppose exophorically, as in you take the biggest ('of the things in front of you'). Examples of idiomatic uses are the latest, in the special sense of 'news' or 'fashion', and survival of the fittest. With comparatives we find mostly the superlative type with the, in the sense of 'those who are . . .er than other people', eg: the weaker.

Finally, other items functioning as Epithet - that is, adjectives that are neither superlative nor comparative - do not very often occur as Head in ellipsis, although colour words, which are anomalous in various ways, form something of an exception. Of the following, only [4: 52 a$]$ is eliptical; in [4: 52b] green is a noun:
[4:32] a. The green suits you very well.
b. Green suits you very well.

So in (a) we could have the green one, with substitution instead of cllipsis.
In fact, this is the more usual patten; substitution tends to be preferred to ellipsis wherever the presupposing nominal group contains an Epithet, or Classifier. Ellipsis occurs in an example such as
[4:53] I like strong tea. I suppose weak is better for you.
But, as already noted, where the Epithet is functioning as an Attribute in the clause, it always appears as Head of the nominal group; in apples are cheap, cheap is not elliptical. Items like the rich, the long and the short of it, on the other hand, are elliptical, hut they are exophoric, and so do not contribute to cohesion. In its cohesive function, nominal ellipsis is largely confined to instances where the presupposing element is a Deictic or Numerative; in other words, where it is one of the closed system elements in the nominal group. Lexical elements usually require to be accompanied by the substitute one(s).

### 4.3 Verbal ellipsis

### 4.3.1 Ellipsis within the verbal group

By verbal eleipsis we mean ellipsis within the verbal group. For example in
[4:54] a. Have you been swimming? - Yes, I have.
b. What have you been doing? - Swimming.
the two verbal groups in the answers, have (in yes $I$ have) in (a) and swimming in (b), are both instances of verbal ellipsis. Both can be said to 'stand for' have been swimming, and there is no possibility of 'filling out' with any other items. So, for example, swimning in (b) could not be interpreted as I will be swinning or they are swimming. It could be interpreted only as I have been stuimming; and it could, furthermore, be replaced by $I$ have been susmming, since as in all types of ellipsis, the full form and the elliptical one are both possible.

An elliptical verbal group presupposes one or more words from a previous verbal group. Technically, it is defined as a verbal group whose structure does not fully express its systemic features - all the choices that are being made within the verbal group systems. The elliptical form swimming in [4:54b] has the features positive (as opposed to negative), finite (as opposed to non-finite) and active (as opposed to passive), as well as those of a particular tense, present in past in present; but none of these selections is shown in its own structure. They have to be recovered by presupposition. A verbal group whose structure fully represents all its systemic features is not elliptical.

This definition shows how verbal ellipsis differs from nominal ellipsis. In the verbal group, there is only one lexical element, and that is the verb itself: swim in [4:54] above. The whole of the rest of the verbal groap expresses systemic selections, choices of an either-or type (though not always restricted to two possibilities) which must be made whenever a verbal group is used. The principal systems are:
(r) Finiteness: finite or non-finite
if finite: indicative or imperative
if indicative: modal or non-modal
(2) Polarity: positive or negative, and marked or unmarked
(3) Voice: active or passive
(4) Tense: past or present or future (recursively)

These selections are obligatoty for all verbal groups. There is one other system, that of 'Contrast: contrastive or non-contrastive', which appears
in spoken English only, since it is expressed by intonation. It is sometimes given partial expression in the written language by means of italics or other forms of typographical prominence eg: You would do that! We shall not deal separately with it as a verbal system; but some reference is made to cohesion by intonation in 5.9 .

Taken all together, the words that go to make up any non-elliptical verbal group, such as have been swimming, express all the features that have been selected. In this instance it is fmite, indicative, non-modal, positive, active, and 'present in past in present'. But there is no direct correspondence between the words and the features. We cannot pick out one word expressing voice, another for tense and so on. The selections are expressed as a whole by the words that are used and by their arrangement in a particular structure.

Ellipsis in the nominal group was not described in this way, because the nominal group is not made up, to anything like the same extent, of grammatical systems. It contains many more open choice (lexical) items. Actually there is no difference in principle; the same theoretical definition of ellipsis is valid for the nominal group also. But it would be much more complex to describe nominal ellipsis in terms of systems; so it was presented in structural terms instead. For the verbal group, on the other hand, it is the system that provides the simplest way of explaining the facts of ellipsis, and so the systems listed above have been tused as the basis for organizing the present section.

Being able to give a theoretical defonition in these terms does not mean, however, that for every instance of a verbal group we can always recognize whether it is elliptical or not just by looking at it. This is because, as we have already pointed out, the structure of the verbal group does not represent its meaning in a direct and obvious way. In the first place, although all verbal groups express tense, voice, etc, we cannot identify each of these with a particular word or other element in the structure of the verbal group. Consider for example the verbal group has been seen. This is finite, indicative, non-modal, positive , passive, past in present. The features 'finite: indicative' are expressed by the fact that the first word have is in the finite form has; 'non-modal' by the absence of a modal element; 'positive' by the absence of a negative element; 'passive' by the word be in next to last place plus the fact that the verb see is in the passive participle form seen; 'past in. . '' by the word have plus the fact that the next word be is in the past participle form been; and '. . . in present' by the fact that the first word have is in the present tense form has. The whole thing is quite straightforward, although the details appear complex.

In the second place, however, the forms themselves are often multivalent and even the whole verbal group may be ambiguous. Thus has is always finite and present; but have may be erther finite present or nonfinite, and so have been seen is ambiguous - it might be a non-fnite verbal group. The form saw (past finite) is distinct from seen (past or passive participle); bat in most verbs these are the same, eg: heard, made, and all regular weak verbs. And have, be, and do occur both as realizations of the grammatical features of tense, voice, etc, $A N D$ as lexical verbs in their own right; in [4:5s], has, is and does are grammatical in (1) and lexical in (2):

$$
[4: 55](1)
$$

a. John has caught a cold.
b. Mary is looking pretty.
c. Does John work well ?
(a)
a. John has a cold.
b. Mary is pretty.
c. John does his work well.

So although the verbal group in English is extremely regular it is also fairly complex. It embodies a large number of systemic choices, especially those of tense, and it expresses these in ways which are not readily accessible to any kind of automatic recognition procedure. In general, we cannot say just by looking at a verbal group whether it is clliptical or not, as we usually can with a nominal group; it is often necessary to consult the 'co-text' in order to find out. For example, each of the forms taking, has been and may have might be elliptical, or they might not. In [4:56], they are non-elliptical in (1) but elliptical in (2) (with non-elliptical equivalents in square brackets):

$$
\begin{align*}
& \text { [4:56] (1) }  \tag{2}\\
& \text { a. Taking photographs is } \\
& \text { a waste of time. } \\
& \text { b. Jane was secretary once, } \\
& \text { but I don't think Mary } \\
& \text { ever has been. } \\
& \text { c. Has he a car? He may } \\
& \text { have. }
\end{align*}
$$

a. What is he doing ? Taking photographs. [is taking]
b. Jane should have been told, but I don't think she has been. Thas been told]
c. Has he seen it? He may have. [may have seen]
But this is merely another aspect of what we have been stressing all along: cohesion is a feature of texts, and the question whether a particulat instance is a cohesive form or not can often be settled only by reference to its textual environment.*

[^16]
### 4.3.2 Lexical ellipsis

Nevertheless it may be helpful to approach the discussion of verbal ellipsis through a consideration of those instances where we can recognize that a particular verbal group is elliptical simply by inspecting its form.

If we bear only the following sentence in a conversation
[4:57] It may or it may not.
We know that the verbal items may and may not must be elliptical. At least one word must be added following either of them in order to 'fill out' the verbal group. The word may is a verbal operator expressing 'finite: indicative: modal'. It has no other functions, and cannot be a IEXICAI verb. Hence may and may not have no lexical verb in them, and this is sufficient evidence to show that they are elliptical.

Any verbal group not containing a lexical verb is elliptical. (Note that the term 'lexical verb' includes the verbal substitute do discussed in 3.3 above.) This enables us to identify one of the two types of verbal ellipsis, the one which we shall refer to as inxical eleipsis. It is the type of ellipsis in which the lexical verb is missing from the verbal group. The other type is oprrator bllipsis, described below in 4.3-3.

All the modal operators can, could, will, worsh, shall, should, may, might, must, ought to, and is to are alike in that none of them can function as a lexical verb. (Here is to stands for all the forms am to, is to, are to, was to, were to; since this is a modal operator, it has no non-finite forms and no further variation in tense. There are two other modal operators, need and dare; but they can also be used as lexical verbs. We ignore the special case of will = 'bring about by willpower', as in to will one's own destruction - as well as of course, will in to will on's's fortune and can in to can fruit) So any verbal group consisting of a modal operator only can immediately be recognized as elliptical. Examples:
[4: 58] Is John going to come? - He might. He was to, but he may not. - He should, if be wants his name to be considered.

Here might, was to, may not and should are all elliptical verbal groups consisting of modal operator only; each one of them could be filled out by the lexical verb come, or by the verbal substitute do.

The modal operators are always finite, and hence always occur in first position in the verbal group. There are other verbal operators, expressing not modality but tense, which may be finite or non-finite; any verbal group which ends in one of these is also elliptical, but here the situation is
less clear because some of the items functioning as temporal operators can be lexical verbs as well.

The finite temporal forms will, would, shall, should (all these are temporal as well as modal) and used to are ambiguous, like the modals; and so are the non-finite equivalents of will, namely (be) going to and (be) about to. All these are operators; a verbal group which ends in any one of them lacks a lexical verb and is therefore elliptical. But be and have, which occur as temporal operators in all their forms, both finite and non-finite, function Asso as lexical verbs; so no simple rule can be given to say that a verbal group ending in a form of be or have is elliptical - it may or may not be. The same applies to the one remaining verbal operator (fmite only) do, which is the carrier of negative and marked positive polarity in simple present and past tense; in does see, did see, etc, $d o$ is an operator, but do can also be a lexical verb (see above, 3.3.3.1) as well as being the yerbal substitute.

To give some further examples, the verbal groups may be, are going to have and did (cf 3.3.3.6, $[3: 89-9 \mathrm{I}]$ ) are non-elliptical in $[4: 59$ (1)] but elliptical in [4:59(2)]:

| [4:59] (x) (non-elliptical): | (z) (elliptical): |
| :---: | :---: |
| a. He seems quite intelligent. - He may be, I agree. | a. Is he complaining? He may be; I don't care. |
| b. I've decided to leave. - I hope you're going to have second thoughts. | b. I haven't finished it yet. - I hope you're going to have by tomorrow. |
| c. Did Jane know? - No, but Mary did. | c. Did Jane know? Yes, she did. |

Here the distinction between elliptical and non-elliptical forms has to be recovered from the presupposed clause. The lexical yerbs be and have always require a Complement. With all other verbs, there is a general rule whereby if a Complement is omitted (by clausal ellipsis) then the lexical verb must also be either omitted or substituted. But this does not apply to be and have; these verbs may occur with ellipsis of the Complement, as in [4:59 (ra)] and [ $4: 56$ ( Ib and c)], the verbal groups themselves being nonelliptical. Hence all that can be said is that if there is no Complement following be or have there must be some ellipsis; but it may be erther verbal ellipsis, with be, have as operator, or clausal ellipsis (cf 4.4 below), with be, have as lexical verb, and in order to determine which, it is necessaty to refer
to the presupposed clause. If there is a Complement, and the verbal group ends in be or have, then there may be arther verbal ellipsis, with be, have as operator, or no ellipsis at all, and he, have as lexical verb; the clause in question is often ambiguous by itself, eg: he has some of the paintings in [4:60a] and sbe is the dodor in [4:60b]:
[4:60] (I) (non-elliptical):
a. Has he all these items in his own collection? - He has some of the paintings; I'm not sure about the rest.
b. She ought to know what to do. She is the doctor.
(2) (elliptical):
a. Has he sold his collection yet? - He has some of the paintings; I'm not sure about the rest.
b. Is she suing the hospital? - She is the doctor.

As far as do is concerned, the lexical verb do also usually requires a Complement, except in the special sense of 'be satisfactory", eg: will it do? The substitute $d o$, however, does not; and a verbal group such as did in [ $4: 59 \mathrm{c}]$ may be non-elliptical, with substitute do, as in (1), or elliptical, with operator $d o$, as in (z). The difference is shown by the fact that the non-presupposing form of (I) would be Mary knew, with did replaced by knew, whereas that of (2) would be she did know, with the elliptical form did hlibd out by the lexical verb know. But since the verbal operator do occurs as a finite form only, and bence comes first in the verbal group. whereas the substitute do is a substitute for the lexical verb, and hence comes last, such instances of overlap can occur only with a verbal group consisting of just the one word, do, does, or did.

With do the negative forms are umambiguous, since only the operator do has don't, doesn't and didn't as its negative forms. This is because the operator do is in fact simply a 'carrier' of the expression of polatity: negative (eg: didn' see) and marked positive ( eg : did see), the latter being the form used in interrogative clauses (did you see John?, not saw you John?). So any verbal group consisting only of don't, doesn't or didn't must be elliptical, and likewise any group consisting solely of do, does or did preceding the subject in an interrogative clause, eg: did you?

The lexical verb do forms its negative like other lexical verbs: so we say he doesn't do his work properly, not he doesn't his work property. Lexical be and have, on the other hand, form their negatives like verbal operators; hence he isn't, is he?, he hasn', has he? may be either elliptical (operator only) or not-elliptical (lexical verb). There is a rider to this; there are actually two
distinct lexical items have, one meaning 'possess' and expandable into have got, the other meaning 'take' and not expandable. Only the former has the negative hasn't (eg: he fasn't any money), and that not in all dialects; the latter forms its negative like other lexical verbs, by means of the operator do, as in he doesn't thave breakfast. Apart from this exception the negative forms isn't, hasn't, etc may be either operator or lexical verbs, and hence one cannot say that a verbal group consisting of one of these forms alone is defintely elliptical: in [4:5s] they could occur in either column (I) or column (z).

Finally there is the form $t$. We have seen that this occurs as part of the operators going to, about to, used to, is to and ought to: and a verbal group in which to occurs finally, not followed by a lexical item, is bound to be elliptical ( $c / 3.3 .2,[3: 70])$. This applies atso to a verbal group consisting onty of the word $t$, as a matker of the infinitive (that is, of the perfective form of the non-finite verb, to see, to have seen, etc); for example
[4:6I] I'd better see him. I don't really want to.
In what we are calling eexical ellipsis, it is the lexical yerb that is always omitted. Other words in the verbal group may also be omitted, with the exception of whatever word is in first position - the finite operator if finite, and to or an -ing form if non-finite. So we may have, in answer to 70 hn should have been coming every day:
[4:62]
a. finite:

I don't think he . . . has been coming
b. non-finite, perfective:

At least I under- to have been coming to have been stand him . . .
(1) non-elliptical
c. nen-finite, imperfective:

1 think he rather having been coming regrets...
to have
to
(2) elliptical
has been
has
having been
having

Lexical ellipsis is ellipsis 'from the right': it always involves omission of the last word, which is the lexical verb, and may extend 'leftward', to leave only the first word intact. So for has been coming we may find has been or simply has. With a very long verbal group there would be more possibilities: could have been going to be consulted mighe be reduced, by lexical ellipsis, to could have been going to be, could have been going to, could
have been, could have or simply could. Usually the 'outer* forms are preferred: that which is minimally elliptical with onsy the lexical verb omitted, or that with everything omitted that can be presupposed from the context. So following wasn't John going to be consulted? we would most probably find either he could have been going to be or he could have been. But intermediate forms also occur. Note that the extent of the presupposition is not affected by these variations. Thus in [4:62] the elliptical forms presuppose all the tense selections as well as the lexical verb: the form has, in (2a), stands for has been coming and not has come. In general, any selections that are not explicitly repudiated are automatically presupposed.

A very clear example of lexical ellipsis is provided by question tags. All question tags have maximum lexical ellipsis and presuppose all the features of the relevant verbal group; so
[4:63] a. John couldn't have been going to be consulted, could he?
b. Mary didn't know, did she?
c. They'll have been working on it all night, won't they?

The presupposition of particular systemic features is discussed in more detail in 4.3-4.1-4 below.

### 4.3.3 Operator ellipsis

There is another type of verbal ellipsis, which is ellipsis 'from the left'. We shall refer to this as 'operator exlipsis', since it involves only the omission of operators: the lexical verb always remains intact. Example [4:54] showed the difference between the two: [4:54a] is lexical ellipsis, [4:54b] is operator ellipsis. In operator ellipsis the Subject also is always omitted from the clause; it must therefore be presupposed.

One type of operator ellipsis, which is very frequent, will not concern us here, since it does not contribute to cohesion: this is operator ellipsis within the sentence, in the context of coordination. In this type it is possible to introduce a new Subject, as in [4:64c]. So for example in
[4:64] a. They must have been both watching and being watched.
b. After we've brought them out so far and made them trot so quick.
c. Some were laughing and others crying.
the werbal forms must have been (both wathing and being watched), have (brought . . . out . . and made . . .) and were (laughing and . . . crying) are 'branched': the operators are structurally related to both halves of the
coordination, as indicated by the bracketing. Note that this also happens in lexical ellipsis, with one lexical verb being related to two or more coordinate operators; the most usual form of this is the coordination of positive and negative operator with or, as in
[4:65] They might or might not have objected.
Verbal coordination of this type, however, accounts for a relatively small proportion of the total incidence of lexical ellipsis, which is more often between sentences (and therefore cohesive in our sense).

Operator ellipsis, when it occurs across sentences, is found mainly in very closely bonded sequences such as question and answer, in which the lexical verb either supplies the answer to 'do what?', as in [4:54b], or repudiates the verb in the question, as in
[4:60] Has she been ctying? - No, laughing.
In most instances of operator ellipsis, everything is presupposed but the lexical verb - that is, the entire selection within the systems of tense, voice, polarity and so on; and all words except the last are omitted. Oecasionally it is the voice, the choice of active or passive, that is being repudiated, in which case if the elliptical group is passive the be immediately preceding the lexical verb must also be present, since it is part of the realization of the selection of passive; for example
[4:67] What have you been doing? - Being chased by a bull.
Operator ellipsis is fairly easy to recognize, with the provisos made in 4.3 .1 above, since there is no finite element in the elliptical group. There are two sources of uncertainty, and these have to be resolved by reference to the surrounding text. One is that in most verbs the past tense and the past or passive participle have the same form, so that an item like made in $[4: 64 \mathrm{~b}]$ taken on its own could be a simple past tense instead of being elliptical for have made. The other problem is that a fintre verbal group WITH operator ellipsis is identical with a NON-HNITE verbal group that is not elliptical, eg: being watched, made, singing, being chased, so that one has to ask whether the context demands a verbal group that is non-finite or one that is finite. But this is not usually much of a problem, and it is further sinuplified by the fact that the perfective form of the non-finite verbal group nearly always has to at the beginning. The only point to note is that a non-finite verbal group may itself have operator ellipsis, either by simple omission of to or, if it is marked for tense, by omission of the tense operator (or operators), eg
[4:68] (1) non-elliptical:
a. What do you want to do? - To go out to the pictures.
b. Why was he so angry when the game was stopped? Because of having been losing? -
No; having been winning! No; winning!

As a final example, in
[4:69] What must I do next? - Play your highest card.
it is not very clear whether play is an elliptical indicative, for you must play, or a non-elliptical imperative; nor does it seem to matter very much. It is probably the former: the tag would be shouldn't you?, and we would probably find the same form following he, where it could not be imperative: What must he do next? - Play his highest card. But the difference in meaning is so slight that it is difficult to sense the ambiguity between the two.

## 4.3-4 Presupposition of verbal group systems

We will consider in turn the various systems of the verbal group, asking whether, and under what circumstances, they are liable to presupposition in cases of ellipsis: whether, that is, the meaning is carried over when no selection from the system is expressed in the structure. We shall refer to polarity, finiteness, modality, voice, and tense; with a very brief mention of the system of contrastiveness that is found only in the spoken language.

### 4.3.4.1 POLAMTY

Polarity is normally expressed at the beginning of the verbal group. A negative verbal group, if it is finite, has n't or not attached to the first word, eg: didn't know, did not know. If it is non-finte, it has not, usually as the first word, eg: not having known, not to have known, although the not may sometimes follow the first verbal operator, eg: having not known, to have not known. Other negative adverbs such as never, hardly, hardly ever, may occur in place of not. The eategory of negative is not very sharply defined, but it is revealed by the choice of tag. There is a semantic parallel between he's here, inn't he? and he isn't here, is he?; and the fact that the corresponding form with hardly ever is he's hardly ever here, is he?, with positive tag, shows that hardly ever is really a negative form.

In lexical ellipsis, whatever else is omitted the first operator is always present. This means that the polarity will always in fact be expressed, and
the question of what happens if it is omitted does not arise. This is a result of the structure, although it is not simply a grammatical accident. The characteristic function of ellipsis is that of cohesion by presupposition, and there is a large class of cohesive sequences in which the one thing that cannot be presupposed is polarity: namely those where the response (eg: to a yes/no question) serves precisely to supply the polarity, all else being taken for granted. For example
[4:70] a. Were you langhing? No, I wasn't.
b. Cats like cheese. - They don't, do they ? Yes, they do. - Well, some do and some don't.
This makes it easy to understand the general principle whereby, whatever else may be presupposed in verbal (lexical) ellipsis, the polarity has to be made explicit. The principle applies to both finite and non-finite verbal groups; and in the non-finite (perfective) there is a special elliptical form of the negative, namely not $t$, as in $I$ 'd hate not to, not to would be silly, which expresses simply the non-finiteness and the polarity, and nothing else. There is an equivalent positive form to which is, however, much more restricted: we say I'd love to but we do not say to would be silly (cf 3.3.2, [ $3: 70 c$, d and e ].

We should distinguish here the special type of negation in which the negative is attached specifically to some other element in the verbal group as in
[4:71] a. l've kept on telephoning, but they've simply been not answering.
b. He says he's been not being informed about these developments.

Here the verbal group itself is positive, and certain items or features in it are explicitly negated: the lexical verb answer in (a), the lexical verb inform and the passive voice selection in (b). In such instances there is uncertainty about whether the polarity is presupposed with lexical ellipsis. Conceivably the response $H e$ has to [4:7rb] might be used to express agreement, ie 'he has been not being informed'. But there is a strong tendency in English for the polarity of the verbal group itself - that is, as expressed in first position - to determine the polarity of the whole, so that even here the negative is unlikely to be presupposed: one would expect rather (Quite right.) He hasn't in the sense of 'I agree' and (Oh yes.) He has, with contrastive intonation, in the sense of 'I disagree'.

Turning now to operator ellipsis, we might expect that here, where among the items omitted is always the one which carries polarity, the polarity would naturally be presupposed by the elliptical verbal group. In fact as a rule it is not, although the reasons are different. As we have seen, operator ellipsis is characteristic of responses which are closely tied to a preceding question or statement, and which have the specific function of supplying, confirming or repudiating a lexical verb. The following is a typical sequence, illustrating how the polarity is restated each time:
[4:72] A: What are you doing? (positive)

B: Thinking.
A: Nor day dreaming?
B: No, thinking.
(positive; 'P'm...')
(negative; 'aren't you . . .?')
(positive; 'I'm...')

If there is a change in polarity, this may go in either direction, from positive to negative or from negative to positive; note that the final occurrence of thinking in [4:72] does not take over the selection of negative from the presupposed group.

One typical context for a verbal group with operator etlipsis is as a response to a WH-question with the interrogative on the verb, such as What are you doing? This is a demand for a lexical verb, and the normal response is simply to supply the verb, everything else being omitted. Here it might be said that the polarity is presupposed. But there is really no way of testing this statement, since the verbal group in the question is bound to be positive; one does not ask What aren't you doing? (except in the special instance of an echo question, where the polarity clearly is presupposed in the response, as in Smsith in't cooperating. - What isn't he doing? - Cooperating). The other most usual context is that of a yes/no question, and this is precisely a demand for the polarity to be supplied; the polarity cannot therefore be presupposed. The words yes and no are purely indicators of polarity, and they are regularly elliptical for the whole of the presupposed clause (see below, 4-4.3). But the speaker may repeat the lexical verb, in order to deny it or explicitly to affirm it; in this case the polarity is always testated and, interestingly, operator ellipsis is possible only if the polarity is explicitly expressed - that is, if the answer is negative (since the negative requires to be stated by not, with or without a preceding $n o$ ) or, if it is positive, provided it is introduced by yes:
[4:73] (1) Weren't you complaining? -(No,) Not complaining.
(2) Were you complaining? - Yes, complaining.

In (2) the answer could not be simply Complaining. If however the answer
is a contradiction, involving a change of polarity, the elliptical form is much less likely: (b) would be preferred to (a) in both [4:73 (3) and (4)]:
[4:73] (3) Weren't you complaining ? -
(4) Were you complaining? -
a. Yes, complaining.
b. (Yes, I was complaining.
a. (No,) Not complaining.
b. (No,) I wasn't complaining.

Occasionally a yes/no question may be answered (or, more accurately, responded to; such a response is not an answer) with a different lexical verb, and here, predictably, no ellipsis is possible:
[4:74] A: Were you thinking?
B: I wasn't daydreaming, if that's what you mean.
B's response could not take the form Not daydreaming.
Hence in verbal ellipsis of any kind the elliptical verbal group makes a new selection in the system of polarity: polarity is not included in what is presupposed. In lexical ellipsis, this is because the one clement that must be present, whatever else is omitted, is the initial element, and this is the one that carries the expression of polarity. In the case of operator ellipsis, the reason is semantic rather than grammatical; the expression of polarity is not required by the structure, but operator ellipsis is largely restricted to responses in which either the polarity can only be positive (and the question of presupposition does not arise) or else it is precisely the information 'yes or no?' that is being asked for, in which case it cannot possibly be presupposed in the answer.

A consideration of marked polarity (cf 4.3 .1 above) would take us into too much detail, but it needs a brief mention to conclude this section. What is meant by marked polarity is the assignment of special prominence to the selection of positive or negative in order to draw attention to it. In the finite verbal group this is realized by the use of non-reduced forms of the finite operator or (where relevant) the negative: is, had, was, can, shall, should, etc instead of the reduced forms 's,' $d_{\text {, }}$ 'H, [wzz] for was, [fd] for should (not distinct in writing), etc, not instead of $n$ 't, and also does see, did see instead of sees, saw. (Note that the non-reduced forms are not necessanily tonic ('primary stress'), though they must be salient ('secondary stress').) In a verbal group with operator ellipsis, therefore, it is impossible to express marked polarity; even if the presupposed item has it, as in [4:7s], where doing is tonic and is is salient, it tends merely to express the questioner's attitude, impatience or something of the sort:
[4:75] What is he doing all this time? - Reading, probably. (//I what/ is he / DOING / all this / time $/$ )

- in any case it cannot be carried over. A verbal group with lexical ellipsis, on the other hand, must have the polarity marked; so the finite operator cannot be reduced:
[4:76] a. Who'll put down five pounds? - I will. (not I'1)
b. John's arnived, has he? - Not yet; but Mary has. (not Mary's)

This applies to all positive forms. The negative may or may not be reduced; we could have I won't in [4:76a], and Mary hasn't in [4:76b] - this is no doubt because the negative is itself a kind of marked polarity. The preference for marked forms of polarity in this type of verbal ellipsis is probably to be explained by the fact that so often in sequences of this kind it is the expression of polarity that is the whole point of the response.

### 4.3.4.2 FRNTIENESS AND MODALITY

The systems of finitiness and modality are also closely associated with first position in the verbal group, and this largely determines the possibilities of their presupposition by means of ellipsis.

A verbal group which is fimite always expresses its finiteness in the first word. Either the gromp consists just of a finite form of the lexical verb, present or past (walk, walks; walked), or it begins with a fnite verbal operator; the latter is either a tense operator:
(r) am, is, are; was, were [ie finite forms of be]
(2) have, has; had [ie finite forms of have]
(3) do, does; did
(4) shall, will
(s) used (to)
or a modal operator:
(6) shall, will, should, would, can, conld, may, might, must, ought (to)
(7) am to, is to, are to; was to, were to [ie fuite forms of be, plus to]
(8) need, dare (in one use)

Any verbal group which does not have a finite form as its first word is automatically non-finite. A verbal group consisting just of the base form of the verb, eg: walk, is therefore ambiguous: it may be finite (present tense, eg: I walk), or non-finite (perfective, eg: made me walk). But the distinction is always clear in the context; moreover the non-finite perfective
nearly always has to before it (eg: wanted me to wall). The imperative form walk has something of the fimite and something of the non-finite about it, but is best treated as a finite verbal form.

Verbal groups with operators are never ambiguous as to finiteness. It is true that bave and do are ambiguous by themselves; but do occurs as operator oney in finite verbal groups, while have in a non-finite group is always preceded by to.

In lexical ellipsis, as we have seen, the ellipsis is 'from the right' and the one element that is never omitted is the finite operator. So, as with polarity, there is no question of what happens if the finiteness is not expressed; it always is. A verbal group that is lexically elliptical is always explicitly either finite or non-finite. It cannot simply take over the selection made by the verbal group which it presupposes.

There is no restriction of the presupposition of a finite verbal group by a non-finite or vice versa. We may have all possible sequences:
[4:77] a. [finite presupposed by finite]
The picture wasn't finished. If it had been, I would have brought it,
b. [finite presupprosed by non-finite]

He's always being teased about it. I don't think he likes being.
c. [non-finite presupposed by finite]

What was the point of having invited all those people? - I didn't; they just came.
d. [non-finite followed by non-finite]

It was hard work parcelling all those books. - I'm sure it was; and I'd much prefer you not to have.

With operator ellipsis, the situation is exactly reversed; here the first word must be omitted, whatever else is or is not present, and so the elliptical verbal group cannot express the choice between finite and non-finite. As is to be expected, therefore, it takes over the selection from the presupposed group:

$$
\begin{aligned}
& \text { [4:78] a. [finite: 'they are finishing'] } \\
& \text { What are they doing now? - Finishing their essays. } \\
& \text { b. [non-finite: 'to be finishing'] } \\
& \text { What would you like them to be doing while you're away? - } \\
& \text { Finshing their essays. }
\end{aligned}
$$

All that has been said with regard to finiteness applies equally to modality. Modality (ie the choice between modal and non-modal, and, if
modal, among the various modal categories) is a subcategory of 'finite', and is expressed by the presence or absence of a modal operator. In a verbal group with lexical ellipsis, therefore, the modality is always explicit, and there is no restriction on what may be presupposed by what:
$[4: 79]$ $\begin{aligned} & \text { a. } \\ & \text { Imodal presupposed by non-modal] } \\ & \text { I could help them. - Why don't you? }\end{aligned}$
b. [non-modal presupposed by modal]

Are you going to tell her $¢-I$ ought to.
c. [modal presupposed by same modal]

He must have destroyed them. - Someone must have, certainly.
d. [modal presupposed by different modal]

He must have destroyed them. - He may have, I suppose.
In a verbal group with operator ellipsis, the modality is never explicit and, like the finiteness, is always carried over from the presupposed group:

$$
\begin{aligned}
& \text { [4:80] a. [non-modal: [4:78a] 'they are finishing'] } \\
& \text { What are they doing now - - Finishing their essays. } \\
& \text { b. [modal: 'they will be finishing'] } \\
& \text { What will they be doing now, do you think ? - Finishing their } \\
& \text { essays, probably. }
\end{aligned}
$$

### 4.3.4.3 vorcs

When we come to the system of voice (the choice between active and passive) the position is somewhat different. Voice is expressed towards the end of the verbal group, by the presence (passive) or absence (active) of some form of be or get just before a lexical verb, with the lexical verb in the passive participle form. Any verbal group displaying both these features is passive, eg: was stolen, kas been robbed, being taken, get arrested; all orhers ate active. Therefore it does not follow automatically that an elliptical verbal group either will or will not contain an overt expression of voice.

Nevertheless in lexical ellipsis the rule is quite clear; the voice selection is always presupposed. So although the examples in [4:81] make perfectly good sense, they are impossible, because the elliptical form here repudiates the voice of the presupposed verbal group.

> [4:81] a. [active followed by passive: 'if it had been finished'] They haven't finished the picture. If it had been. I would have brought it.
b. [passive followed by active: "if she does beat him'] Johnny hates being beaten at any game by his sister. If she does, he sulks.
c. [active followed by passive: 'she has never been loved'] Mary could love very deeply. Unfortunately she never has been.
d. [passive followed by active: 'she has forgiven them'] She is forgiven, apparently. But I don't think she has them.

No doubt the reason these are unacceptable is that the second sentence in each case involves a change in the alignment of structural functions. Either the Subject changes, the Actor/Goal relationship remaining the same, as in (a) and (b); or the Actor/Goal relationship changes, the Subject remaining the same, as in (c) and (d). In either instance, and even if one element is an unexptessed 'someone' as in (c), we feel the proposition should be restated in full. The voice selection, in other words, cannot be repudiated by an elliptical structure; and the mere fact that the lexical verb needing to be supplied is already in the right form, as in (a) finished and (d) forgiven, is not enough to override the rule that voice must be carried over. Presumably we feel little in common between has forgiven and is forgiven, even though the participle is formally the same.

In operator ellipsis, as we saw earlier, the Subject is always omitted; it must therefore be carried over by presupposition. This means that we cannot have a change of Subject for the elliptical group; so in an example such as
[4:82] Were Australia leading England at the time, then? - No, England were winning.
we cannot replace the second sentence by the elliptical form No, England winning. In other words, here, as in lexical ellipsis, the voice selection must be presupposed if the presupposing group is elliptical; it cannot be repudiated. But there is one condition under which the voice can be repudiated in operator ellipsis: namely if the Actor/Goal relationship changes, leaving the Subject unaltered. One example of this was given in [4:67] above; others would be
[ $4: 83$ ] a. Will you be interviewing today ? - No; being interviewed.
b. John has loved Mary for a long time. - Or at least been loved by her.

TENSE
$\varepsilon$
$\delta$
$\gamma$
Non-finite, and Fimite nonfinite modal, tenses (12): modal tenses (36): read as read as far as $\beta$ far as a
$\beta$
$\alpha$

|  |  | past | I |
| :--- | :--- | :--- | :--- |
| (none) | I | present | 2 |
|  |  | future | 3 |

past II in $\begin{cases}\text { past } & 4 \\ \text { present } & 5 \\ \text { future } & 6\end{cases}$
present III in $\begin{cases}\text { past } & 7 \\ \text { present } & 8 \\ \text { future } & 9\end{cases}$
future IV in $\begin{cases}\text { past } & 10 \\ \text { present } & 11 \\ \text { future } & 12\end{cases}$
past in future $V \quad$ in $\begin{cases}\text { past } & 13 \\ \text { present } & 14 \\ \text { future } & 15\end{cases}$
present in past VI in $\begin{cases}\text { past } & 16 \\ \text { present } & 17 \\ \text { future } & 18\end{cases}$
present in future VII im $\begin{cases}\text { past } & 19 \\ \text { present } & 20 \\ \text { future } & 21\end{cases}$
future in past VIII in $\begin{cases}\text { past } & 22 \\ \text { present } & 23 \\ \text { future } & 24\end{cases}$

Finite non-modal tense
$\left.\begin{array}{l}\text { I took/did take } \\ 2 \text { take(s) / dofeses) take } \\ 3 \text { will take }\end{array}\right\}$
$\left.\begin{array}{l}4 \text { had taken } \\ 5 \text { has taken } \\ 6 \text { will have taken }\end{array}\right\}$
$\left.\begin{array}{l}7 \text { was taking } \\ 8 \text { is taking } \\ 9 \text { will be taking }\end{array}\right\}$
$\left.\begin{array}{l}\text { Io was going to take } \\ \text { II is going to take } \\ \text { I2 will be going to take }\end{array}\right\}$
13 was going to have taken
14 is going to have taken
Is will be going to have taken
$\left.\begin{array}{l}16 \text { had been taking } \\ 17 \text { has been taking } \\ 18 \text { will have been taking }\end{array}\right\}$
19 was going to be taking
20 is going to be taking
$2 x$ will be going to be taking

22 had been going to take
23 has been going to take
24 will have been going to take

Non-finite, and frise modal tenses: (perfective, imperfective; modal)

I to take, taking; can take

II to have, having; can have + taken

III to be, being; can be+taking

IV to be, being; can be + going/about to take

V tobe, being; can be+ going to have taken

VI to have, having; can have + been taking

VII to be, being; can be + going to be taking

VIII to have, having; can have + been going to take

|  | past | in future | in past | IX |  | $\left\{\begin{array}{l}\text { past } \\ \text { present } \\ \text { future }\end{array}\right.$ | 25 26 27 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | present | in past | in future | X |  | $\left\{\begin{array}{l}\text { past } \\ \text { present } \\ \text { future }\end{array}\right.$ | 28 29 30 |
|  | present | in future | in past | XI | in $\{$ | $\left\{\begin{array}{l}\text { past } \\ \text { present } \\ \text { future }\end{array}\right.$ | 31 32 33 |
| present | in past | in future | in past |  | in $\{$ | $\left\{\begin{array}{l}\text { past } \\ \text { present } \\ \text { future }\end{array}\right.$ | 34 35 36 |

## 4.3-4.4 TENSE

The English tense system is complex, though its complexity is more apparent than real. It is based on two very simple principles:(I) that there is a choice of past, present and future, and (2) that this choice may be made repeatedly (within limits), each new choice taking the previous one as its point of departure. Both these principles apply whenever a yerb is used, unless that verb is in the imperative, which has no choice of tense.

So, for example, I may choose a future tense: I will play. But having thus shifted my standpoint into the future I may then take this as a base for a further point, say past; I then get the tense 'past in future', which is $I$ will have played. Supposing once again I take this as a base line and select, say, present: the tense is then 'present in past in future', I will have been

25 had been going to have taken
26 has been groing to have taken
27 will have been going to have taken

IX to have, having; can have + been going to have taken

28 was going to have been taking
29 is going to have been taking
30 will be going to have been taking
$X$ to be, being; can betgoing to have been taking

3 ithad been going to be taking
32 has been going to be taking
33 will have been going to be taking

34 had been going to have been taking
35 has been going to have been taking
36 will have been going to have been taking

XII to have, having; can have + been going to have been taking
playing. This can happen up to five times, subject to increasing restrictions which end up by prechuding a sixth choice altogether. The most complex tense form in English is one like had been going to have been plaping, which is 'present in past in future in past in past'. It may be helpful here to list the full set of finite and corresponding non-finite tenses of the English verb. The column headed a is the frimary tense (first order tense); it is always expressed by a finite form, and a verbal group with primary tense is always finite. The other columns represent the secondary tenses (SECOND ORDER, THird order and so on); the last order tbise is always the one that appears earliest in the name of the tense. Thus 'present in past in future' has primary (first order) tense future, and secondary tenses past and present, of which the last order tense is present.

It will be seen that the non-finite forms, which are also chose of the finite verbal group if it is modalized, are equal to the finite (non-modal) forms minus the 'alpha-' or primary tense choice. So, for example, non-finite having taken corresponds to all three of the funte tenses took, has taken and had taken.

A tensc form embodying only one choice is a simple tense; hence '(simple) past' I took, '(simple) present' I take, '(simple) future' I will take. All other tenses are compound.

Like the tense system itself, the principles of the presupposition of tense selections in verbal ellipsis look rather complex at first sight; but actually they are fairly simple.

Let us consider the following instances of lexical ellipsis:
[4:84] a. I protest. - Do you?
b. He usually talks all the time. He didn't, yesterday.
c. It doesn't turn. - It will if you press it in first.
d. She won't agree. - She did last time.
e. Is he arguing? - Yes, he always does.
f. Was he going to apologize? He won't now.
g. Has she heard about it yet ? - No, but she soon will.
h. You have been forgetting every morning. Today you did again.

The choice of tenses in these examples is as follows:

Presupposed group
(a) present
(b) present
(c) present
(d) future
(e) present in present
(i) future in past
(g) past in present
(h) present in past in present

Elliptical group
present
past
future
past
present
future future past

In each case the elliptical verbal group makes a simple tense choice, which is fully explicit in the operator (did, does, will); hence the only presupposition is of the lexical verb, which is to be supplied in its base form. No tense selection is carried over from the presupposed group.

Now consider the case where the second verbal group, the one that is elliptical, is making a compound tense selection. Here are some acceptable examples:
[4:85] a. At least Stan has tried. I don't think Bob has.
b. I'm going home this weekend. I shall be every weekend now.
c. Are you dieting ? - I have been for some time.
d. He was going to build it himself. He isn't any longer.
e. She really has been working hard. - And she's going to be again before long.

Presupposed group
(a) past in present
(b) present in present
(c) present in present
(d) future in past
(c) present in past in present

> Elliptical group past in present
> present in future present in past in present
> futare in present
> present in future in present

The following however are much less acceptable:
[4:86] a. Have you discussed it yet? - No, we are now.
b. You've been forgetting every monning. Today yon have again.
c. He was going to tell us. But he still hadn't, yesterday.

Presupposed group
(a) past in present
(b) present in past in present
(c) future in past

Elliptical group
present in present
past in present
past in past

For these to become acceptable, the second verbal group would have to be filled out by the lexical verb or verbal substitute:
(a) discussing it doing
(b) forgottenildone
(c) told usidone

The principle seems clear. In compound tenses, the tense selection is not made clear by the finite verbal operator alone; other elements are needed, and the form of the lexical verb itself may change. If the tense in the elliptical verbal group is a compound one, then it must be such that the lexical verb can be carried over in the samb form. So in [4:85] the elliptical verbal group could in fact be fllled out by the lexical verb with its form unchanged: (a) tried, (b) going, (c) dieting, (d) (going to) build, (e) working. This means that the last-order tense, the one that is expressen last in the verbal group (though it appears first in the name of the tense), is carried over from the presupposed group. If this changes, then the form of the lexical verb changes, and the lexical verb must be repeated (or substituted), as in [4:86].

To summarize: a verbal group with lexical ellipsis must have either a tense that is fully explicit even in the elliptical form, or one in which the lexical verb can be carried over unchanged from the presupposed group. In other words, either it has simple past, present or future; or, if the tense is compound, it has the same last-order tense as the presupposed group. So, for example, if the presupposed group has 'future in present', he was going to leave, there can be lexical ellipsis in a following verbal group provided that that verbal group has any simple tense, eg past but he didn' $e(g f$ $[4: 84 \mathrm{f}]$, or a compound tense which is also 'future in ...s eg future in present bue be isn't thow ( $f f[4: 8,5 \mathrm{~d}]$ ). It is not that all other instances are totally unacceptable; we might accept but he hasn't in this instance, and the following also:
[4:87] a. I'm staying at home this weekend. I haven't for some time.
b. It was going to snow, they said. Why isn't it?
where (a) has past in present presupposing present in present, and (b) has present in present presupposing future in past. But these are all a little awkward, and a more natural form is that with substitute do: I haven't done for some time, why isn't it doing?

We have illustrated tense in verbal ellipsis by reference to finite verbal groups; but the same principles apply to those which are non-finite, including instances where, of the two verbal groups involved in the presupposition, one is finite and the other non-finite. Hexe are some varied examples:
[4:88] a. He shows no sign of having been studying. - He hadn't/hasn't/ wasn't.
b. She intends to come. - She won't.
c. Will he give in to them? - He doesn't seem to be going to.
d. We seem to be being followed. - I remember having been when we were here before.

Presupposed group
(a) non-finite: present in past (correspondsing to all three:)
(b) non-finite: tenseless
(c) finite: future
(d) non-finite (perfective) : present

Elliptical group
$\int$ finite: present in past in past
finite: present in past in present finite: present in past
finite: future
non-finite: future
non-finite (imperfective): past

Verb forms which include the selection of 'future' at any point will normally be longer, in terms of words, than the corresponding forms
with present or past; in the simple tense, past and present consist of one word only (took, takes), future of two (will take). The 'marked positive' forms (see 4.3 .4 above) of past and present are did take, does take; and the paradigm of simple tenses in spoken English is actually quite symmetrical:

|  | positive |  | negative |  |
| :---: | :---: | :---: | :---: | :---: |
|  | unmarked | marked | unmarked | marked |
| past <br> present <br> future | he took he takes he'll take | he did take he does take he will take | he didn't take he doesn't take he won't take | he did not take he does not take he will not take |

Hence as we have already seen the elliptical forms of the simple tenses are all forms consisting of one word: he din, he does, he will. But the non-finite form of the future is be going to or be about to; this is the form in which it occurs anywhere other than as primary tense. This does not affect the principles stated above, but it makes it simpler to state them by reference to the tense systems: that is, in terms of the selection of tenses in the verbal group, rather than in terms of the words that are used to express the tense selections.

With operator ellipsis, which as we saw earlier is characteristically associated with question-answer sequences where the question centres around the lexical verb, the elliptical group normally takes over the total tense selection of the group which is presupposed. So:
[4:89] a. What is he going to do with all that paraphernalia? - Catch fish. $[=\mathrm{He}$ 's going to catch fish]
b. Have you been digging? - No, weeding. [ $=I^{1}$ ve been weedingl
c. What should she have done? - Told the police. $[=$ She should have told the police]

This type of ellipsis is very frequent, and the result looks like an ordinary non-fmite verbal group. If the question is a simple present or past tense, there is no possibility of verbal ellipsis in the response, as the verbal group consists of only one word.
It is possible for a verbal group in such contexts to repudiate some or all of the tense selection of the presupposed group, but this has to be done
explicitly - anything that is omitted through ellipsis will be carried over. So we understand the response in [4:90]
[4:90] He must have mended it. - Or been going to mend it, rather. as he must have been going to mend it. It is possible to construct ambiguous examples if one tries hard enough, eg [4:91]
[4:91] He could have been going to mend it - or be mending it.
where the response might be either he could have been going to be mending it (at some particular time later, eg just when you arrived), or he conld be mending it (now). But the general principle is the usual one that whatever is not spocifically repudiated is presupposed by the elliptical form.

### 4.3.5 Summary of verbal ellipsis

We can now give a brief summary of lexical and operator ellipsis in the verbal group. Lexical ellipsis, it will be remembered, is ellipsis 'from the right': the final element in the verbal group, the lexical verb, is omitted, and preceding elements may be omitted, all except the initial operator. Opetator ellipsis is ellipsis 'from the left': the initial element in the verbal group (finite verbal operator, if finite; otherwise first non-fimite operator) is omitted, and following elements may be omitted, all except the lexical verb.

An elliptical verbal group carries over certain systemic selections from the group that it presupposes. The general principles regarding this presupposition are as follows:

Lexical ellipsis
Polarity
Finiteness and
modality
Voice

Tense

Lexical verb
inapplicable (always expressed)
inapplicable (always
expressed)
presupposed
not presupposed (except last order selection in compound tense)
presupposed

Operator ellipsis
not presupposed
presupposed
presupposed (can be repradiated under certain conditions)
presupposed unless repudiated
inapplicable (always expressed)

This pattern is relatable to the different contexts of the two types of ellipsis. Operator ellipsis involves omission of the MODAL block - the Subject and finite verbal operator (see 4.3.6 and 4.4.1 below) - in the clause; this is the element that expresses mood. Operator ellipsis is therefore characteristic of those contexts in which the mood is taken over from the previous clause. Typically this happens within the sentence, but we are not considering presupposition relations within the sentence because they do not form part of the total picture of cohesion, which is an intersentence relation. Between sentences, the typical context in which there is presupposition of mood is that of question and response; hence, as we have seen, we find operator ellipsis in answers to questions, particularly those where what is asked for is the identity or confirmation of the lexical verb, eg: what are you doing?, are you thinking (or ...)? So in operator ellipsis the finiteness is always presupposed, whereas the polarity never is. Tense and voice may or may not be; that is, they are presupposed unless repudiated.

Lexical ellipsis, on the other hand, leaves out nothing of the modal block, so that the mood of the clause is fully explicit: in a verbal group with lexical ellipsis the finiteness is always expressed, so the question of its presupposition from an earlier verbal group does not arise. Lexical ellipsis occurs in those contexts where the lexical verb is not in question; the lexical verb itself is therefore always presupposed, and so is the voice, since the lexical verb carries with it the implications of its transitivity - if the love from John loves Mary is taken over by presupposition into the next clause, then naturally this presupposition extends also to the fact that it was loves and not is loved $b y$. If we want to override this and talk about Mary loving John, we must restate it as a new proposition, in full.

Polarity however is not presupposed. In fact it is impossible not to restate the polarity, because it is tied structurally to the initial operator, which is always present in lexical ellipsis. But behind this is a more important reason, namely that the polarity may be precisely the question at issue, as in sequences like Did John come? - No, he didn't. - Didn't he?; as also in question tags, which are not treated in detail here because they are within the sentence and therefore not cohesive. Similarly, tense is not carried over; the primary tense choice has to be restated, being embodied in the initial operator, and tense also may be up for consideration, as in Johnt tame, didn't he? - No, but he will.

Thus the pattern of presupposition reflects the different functions of the two types of verbal ellipsis in bringing about cohesion within a text. We have illustrated mainly with question-answer sequences, because these
allow us to display the cohesive relations more clearly in a short space. But verbal ellipsis is characteristic of all texts, spoken and written, and provides an extremely subtle and flexible means of creating varied and intricate discourse.

### 4.3.6 Verbal ellipsis and the clause

This final subsection is designed to provide a link between the present section and the next. We have seen that verbal ellipsis often entails the omission of other elements in the clause besides verbal ones. Specifically, operator ellipsis involves ellipsis of the whole modal element in the clause, and lexical ellipsis involves ellipsis of the whole of the residue, the propositional element in the clause. So, for example, the clause the cat won't cotch mice in winter has as its structure (on the interpersonal dimension of meaning):


If this is followed by Or chase birds, with operator ellipsis, then the Subject the cat is omitted as well as the verbal operator won't. If it is followed by won't it?, with lexical ellipsis, then the remainder of the propositional element, consisting of the Complement mice and the Adjunct in witter, is omitted along with the lexical verb catch.

Verbal ellipsis is always accompanied by the omission of the related clause elements, those that are in the same part of the clause as the relevant portion of the verbal group. So in operator ellipsis, where there is omission of the finite part of the verbal group, the Subject is also omitted; in lexical ellipsis, where there is omission of the non-finite part of the verbal group, all Complements and Adjuncts are also omitted. These elements are omitted, that is to say, unless they are explicitly repudiated. It is important to note that they can be repudiated; we might have, with lexical ellipsis.
[4:92] The cat won't catch mice in winter.
a. [operator ellipsis; Subject repudiated: 'nor will the dog chase rabbits in winter']

- Nor the dog chase rabbits.
b. lexical ellipsis; Complement repudiated: 'it will catch birds in winter']
- It will birds.
c. [lexical ellipsis; Adjunct repudiated: ${ }^{\text {it }}$ will catch mice in summer']
- It will in summer.

But if there is verbal ellipsis, then any stracturally-related element in the clause that is not contrastive with that in the presupposed clause must be omitted also. You cannot say, following [4:92] above:
d. - Nor the cat chase birds (repeating the cat)
e. - It will birds in winter (repeating in winter)
f. - It will mice in summer (repeating mice)
nor is it possible to use a reference item in this context, eg (d) Nor it chase bisds. Such elements can be repeated or referred to only provided there is no verbal ellipsis: nor will the catit chase birds, it will chace birds in winter/ then, it will chase miceithem in summer. Hence in an example such as
[4:93] Have you checked this page? - I have (done) this page.
the answer is possible only with this in a contrastive sense, meaning either a different page, or this page in contrast to others.

The principle here is that which is common to all forms of ellipsis: namely, that although the structural elements themselves are not present in the elliptical item, the features that are realized by these elements are present. So a clause in which there is operator ellipsis of the verbal group has no Subject; but if the clause presupposed by it is indicative (indicative being the feature realized by the presence of a Subject), then it also is indicative even though it has no Subject. Similarly a clause in which there is lexical ellipsis of the verbal group has no Complement or Adjunct, but it takes over any of the features realized by these elements (type of transitivity; time, place, manner, etc) that are present in the presupposed clause. Therefore if the elliptical clause is making a prgerent selection within these features - referring to a different time, a different goal, different location, ete - this must be expressed overtly, in order to repudiate the previous selection; and on the other hand if it is making the same selection - ie if there is no contrast between the two clauses with respect to a given selec-
tion - this cannor be expressed overtly. Anything else would conflict with the basic function of ellipsis, which is to create cohesion by leaving out, under definite rules, what can be taken over from the preceding discourse, making explicit only what contrasts with it.

Finally, we should mention the limits of cohesion through verbal ellipsis, in terms of the function of the clause in question. An elliptical verbal group cannot in general presuppose a verbal group in an embedded clause (one that is embedded in the narrower sense of the word, ie aANEshifted; of 3.4 .2 above). Consider for example:
[4:94] a. The policeman paid no attention to the girl who was driving the car. - Was she?
b. The policeman paid no attention to Mrs Jones, who was driving the car.

- Was she?
[4:94a] is impossible; here who was driving the cat is genuinely embedded (rankshifted), so that it becomes part of the nominal group the ginl who was driving the car. In $[4: 94 \mathrm{~b}]$, however, where who was driving the car is not rankshifted, but is related to the other clause by hypotaxis, the response is quite acceptable. A clause which is rankshifted loses its functional identity as a clause: it does not operate as an element of the sentence. But a hypotactic clause does not lose its identity; it is still an element of sentence structure, and so readily serves as the target of presupposition from another sentence. This is the basis of the distinction between hypotaxis and rankshift, which tends to be obscured in the ase of the term 'embedding'; and cohesion provides evidence of the importance of this distinction. Similatly:

> [4:95] a. I shall stay in the city when I retire this year. - Do you?
> b. I shall stay in the city, even though I retire this year. - Do you?

Here again, the clause when I retive this year in (a) is rankshifted and therefore cannot be presupposed; so [4:95a] is unacceptable. But the clause even though I retire this year in (b) is hypotactic; this, therefore, is accessible by presupposition, and [4:95b] is a perfectly good example of cohesion by verbal ellipsis.

### 4.4 Clausal ellipsis

### 4.4.2 Modal and propositional

We have included under verbal ellipsis all instances of ellipsis in the verbal
group. However, boh types of verbal ellipsis, both operator ellipsis and lexical ellipsis, also involve ellipsis that is external to the verb itself, affecting other elements in the structure of the clause.

We can therefore look at these two types of ellipsis from another angle, taking the clause as the point of departure. The clause in English, considered as the expression of the various speech functions, such as statement, question, response and so on, has a two-part structure consisting of modal blemhet plus propositional element ( $f f 4.3 .6$ above), for example
[4:96] (x) The Duke was / going to plant a row of poplars in the park (Modal element) (Propositional element)
The modar element, which embodies the speech function of the clause, consists in tarn of the Subject plus the finite element in the verbal group. Strictly, the part of the verbal group that goes in the modal block is simply the finiteness, which may not be realized in a separate element: it may be fused with the remainder of the verb, as in simple past and present tenses planted, plant(s). The propositional element consists of the residue: the remainder of the verbal group, and any Complements or Adjuncts that may be present. The difference between a Complement and an Adjunct is, briefly, that the Complement could become a Subject if the clause was turned round in some way, eg: a row of poplars was going to be planted by the late Duke; whereas the Adjunct could not.

In the favourite clause type the Modal element procedes the Propositional, though it need not do; we may have

$[4: 96]$ (2) In the park | the Duke was | $\begin{array}{l}\text { going to plant a row of } \\ \text { poplars. }\end{array}$ |
| ---: | ---: |
| Proposi- Modal element |  | | or $[4: 96]$ (3) A row of poplars | the Duke was | $\begin{array}{l}\text { going to plant in the } \\ \text { park. }\end{array}$ |
| ---: | :--- | :--- |
| Proposi- | Modal clement |  |

The two types of verbal ellipsis are derivable from these two major divisions of the clause. Under certain conditions there is ellipsis of the Modal element: thus
[4:97] What was the Duke going to do? - Plant a row of poplars in the park.

In the answer, the Modal element is omitted: the Subject and, within the verbal group, the finite operator was. Hence there is operator ellipsis in the verbal group. In other circumstances there may be ellipsis of the Propositional element:
[4:98] Who was going to plant a row of poplars in the park? - The Duke was.

Here there is omission of the Complement and the Adjunct, and, within the verbal group, of the lexical verb plant: so we have lexical ellipsis in the verbal group. The verbal element going to, which is neither finite operator nor lexical verb - it is a non-finite tense operator - is omitted in both examples here: this is one of the features of verbal ellipsis which cannot be accounted for simply by reference to the clause (it was dealt with in a preceding section, 4-3-4.4).

There is no need to repeat here the details of what from the clause standpoint are modal elhpsis and propositional ellipsis, since those have already been discussed in connection with operator ellipsis and lexical ellipsis in the verbal group. In brief, modal ellipsis is associated with a context where there is no choice of mood in the clause - mood, the choice of declarative, interrogative, imperative and their subcategories, is the realization of speech function, and is expressed by the Modal element. Likewise, in modal ellipsis the polarity is determined, and the Subject can be presupposed from what has gone before. Typically, in other words, modal ellipsis occurs in response to a WH- question asking 'what (did, does, etc) . . . do?' ( $c f[4: 97]$ above):
[4:99] What were they doing? - Holding hands.
The usual type of non-finite dependent clause is, in fact, simply a clause with modal ellipsis; but it is one which presupposes another clause within the same sentence, this being what is meant by 'dependent', and so it does not enter into cohesion; an example would be
[4:100] Holding hands they stole quietly out of the house.
Propositional ellipsis, on the other hand, is associated with those instances where the mood and the polarity are the principal components of the message: typically, responses to statements and yes/no questions, where the subject is presupposed by a reference item, as in

> [4:101] a. The plane has landed. - Has it?
> b. Has the plane landed? - Yes, it has.

It is also found in response to WH-questions where the unknown element happens to be the Subject ( $\mathcal{f}[4: 98]$ above):
[4:102] Who taught you to spell? - Grandfather did.
In general, in a finite clause with either of these two types of ellipsis the verbal group will also be elliptical:

| Clause | Verbal group |
| :--- | :--- |
| (I) modal ellipsis | operator ellipsis |
| (2) propositional ellipsis | lexical ellipsis |

But there are certain circumstances under which this does not hold.
(1) Modal/operator ellipsis. If the verb is in simple past or present tense, modal ellipsis may not involve operator ellipsis; moreover it is not always possible to say whether it does or not:
[4:103] a. What did he do? - Ran away. (Run away.)
(but note: What did he do, nun avay?)
b. What do they do? - Run away.
c. What does he do? - Runs away. (Run away)

It would be possible to have run away in (c) and also in (a); they would then be, appropriately, instances of operator ellipsis, since the full forms would be He runs $(=$ does + tum $)$ away, He tan $(=d i d+$ rum $)$ away. There is some uneasiness about run away in these contexts, perhaps because it appyass to be finite (and therefore wrong, either in number or in tense); on the other hand the non-elliprical forms also seem wrong, because they are clearly finite and yet lack a Subject, which is contrary to normal patterns. So the preferred form is often that with pronoun Subject added: he ran away, he runs away. With [4: ro3b] the problem does not arise, since the non-finite run woald in this case also be the appropriate finite form.
(2) Propositional/lexical ellipsis. There are two occasions when propositional ellipsis does not involve lexical ellipsis. One is very general: the speaker may use the substitute do rather than the elliptical form of the verbal group (see above, Chapter 3, especially 3.3.2). Here 'speaker', as always, includes 'writer'; but in fact substitution is more common in spoken that in written English, ellipsis being often preferred in writing. Moreover, as already noted, there is considerable variation among different dialects; and there are individual differences also. But with some speakers, at least, the substitute form of the verbal group may be used in all instances of propositional ellipsis except those where the verb is passive, which do not substitute at all, and those where the verb is be or have, which
'substitute' for themselves (the verb do does in fact substitute by do, though the result does not show). But substitution is less usual in questionanswer sequences, which have marked polarity and therefore are more often elliptical. Some examples:
[4:104]
Presupposed Elliptical Substitute clause form
(a) Has the plane Yes it has. landed?
(b) Keep out of It has.
sight till the
plane lands.
(c) Who was
playing the
piano?
(d) Was John
playing the
piano?
(e) Are the rest Yes, they are.
finished?
(f) Does Jane Yes, she does. sing?
(g) Does Jane sing?
(h) Has May Yes, she has.
done her
homework?
(j) Has the Yes, it has.
weather been
cold?
(k) I hear Smith He has.
is having an operation?
Strictly speaking in [4:104g] there is no elliptical form (cf [3:91] in 3.3.3.3), although effectively the distinction between ellipsis and substitution is neutralized here. This is, in fact, the second of the two occasions where propositional ellipsis does not lead to lexical ellipsis, and it is not very interesting; namely, in simple past or present tense with unmarked positive polarity, where there simply is no distinct elliptical form. Hence the
difference between ( f ) and (g) above: whereas in $[4: 104 \mathrm{f}]$ there is a distinct form with lexical ellipsis, because the verb has marked polarity (the full form is does sing), in [ $4: 104 \mathrm{~g}$ ] there is not - the polarity is unmarked and the full form is simply sings. And since the verbs be and have (ie the have meaning 'possess', which is replaceable by have got, as in he had a yacht; not that meaning 'take', 'undergo', etc as in he had an operation, he had breakfast) do not take the verbal operator - their 'marked positive' form is simply the non-reduced is, has, by contrast with reduced 's, etc these verbs neyer have an elliptical form in simple past and present tense. So
[4:104] (cont'd.)

Presupposed Elliptical clause
(f) Does Jane sing?
(g) Does Jane sing?
(I) Is he suspicious?
(m) is he
suspicious?
(n) Has he (got) a prejudice
against it?
(o) Has he (got) a prejudice against it?
form
Yes, she does


No, but Mary does.
Yes, he is.
No, but John is.
Yes, he has.

No, but John has. form

Substitute
Yes, she does do. Yes, she does sing.
No, but Mary sings.
Yes, he is suspicious.
No, but Johr's suspicious.
Yes, he has (got)
a prejudice
against it.
No, but John
has (John's got)
a prejudice
against it.

Some varieties of English treat this have like the majority of other verbs and use the operator do with it; for speakers of such varieties, examples ( n ) and (o) would not be valid.

To summarize the circumstances under which clausal ellipsis, modal or propositional, may be found unaccompanied by ellipsis in the verbal group: operator ellipsis may be avoided in simple past and present tense; and substitution may be used in most instances instead of lexical ellipsis, the two being indistinguishable from each other in simple past and present (ummarked positive form), and indistinguishable also from the full form in the case of the verbs be and have ( $=$ 'possess'). Otherwise, verbal ellipsis and clausal ellipsis go together.

The next section (4.4.2) deals with some instances of the omission of single elements in the clause. After that we go on to consider clausal ellipsis in its typical context of question-response and other types of rejoinder, first in direct speech (4.4-3) and then in indirect speech (4-4-4). A final section refers to ellipsis in clause complexes (4-4.5).

## 4-4.2 No ellipsis of single elements

It is not possible in English to say
[4:10s] Has she taken her medicine? - She has taken.
Either we must reply with a full, non-elliptical clause she has taken her medicine (or she has taken it, using reference to presuppose her medicine); or we must omit вотн her medicine and the lexical verb take and say she has (or she has done, using the substitute do in its place). Let us tabulate these, from the point of view of ellipsis:
[ $4 ; 106$ ] a. Has she taken her medicine? -
(i) No ellipsis:
(1) no presupposition She has taken her medicine.
(2) presupposition of Complement by reference
(ii) Clausal ellipsis:
(1) with verbal ellipsis She has.
(2) with verbal substitution She has done.

It may be helpful to give equivalent sets for do, have and be:
[4: 106] b. Has she done her homework?
(i) (I) She has done her homework.
(2) She has done it.
(ii) (i) She has.
(2) She has done.
c. Has she had her breakfast ?
d. Has she been She has had her She has been breakfast.
She has had it. She has. She has had.
unhappy? unhappy. She has. She has been.
(We cannot say she has been it, at least not in answet to has she been unhaper?, although this would have been acceptable if the Complement had been a noun, eg: Isn't it time she was secretary? - Oh no, she's been it already.)

The notion that do, have (all senses) and be 'substitute for thernselves' is
useful in explaining the forms given under (iiz). If these were not substitute forms, they would be impossible in the same way that She has taken is impossible: it is not possible to leave out the Complement but retain the Predicator (verbal group) intact.

This in turn is part of a very general restriction on ellipsis, whereby it is not possible to omit single elements from the structure of the clause. If a single element of clause structure is to be presupposed, for purposes of cohesion, it must be expressed by a reference item; so (to vary example [4:96])
[4:107] The Duke has planted poplars in the park. Presupposing: we have:
(a) The Duke He has planted poplars in the park.
(b) poplars The Duke has planted thern in the park.
(c) in the park The Duke has planted poplars thete.

We cannot onit he in (a) or them in (b); and although we could omit there in (c), in the sense that it would still leave an acceptable clause structure, there would be no presupposition and therefore no feature of ' place ' in she clause. There is no type of clausal ellipsis which rakes the form of the omission of single elements of clausc stracture.

It should be stressed once again that we are confining our definition of eleipsis to its non-structural, cohesive sense; that is, as a form of presupposition between sentences. Within the sentence, we find internal Branching which may involve the omission of single elements of clause structure (as well as structures of any other rauk), for example:
[4:108] a. John loves Mary but is loved by Jane.
b. Either Peter will play his cello or Sally her guitar.
c. Anne cut out and Sarah sewed a dress for every doll.

Similarly for combinations of two elements:
[ $4: 108]$ d. Sybil takes coffee very strong but Joan rather weak.
e. We climbed Great Gable on Tuesday and Sca Fell two days later.

But here in all instances the two parts are structurally related, by coordination, and the patterns of occurrence are quite different. The same explanation holds for
[4:108] f. The cat catches nice in summer. - And the dog rabbits.
$g$. The cat won't catch mice in winter. - Nor the dog rabbits.

Even though these are written as separate sentences, they are in fact linked by coordination; this pattern would not be possible with but, so or other conjunctive elements (see Chapter s).

Aside from this structural 'branching', there remains one other phenomenon which is to be distinguished clearly from ellipsis; this is not in fact an instance of omission, and involves no presupposition of any kind, but it is sometimes referred to, rather confusingly, as if it was a form of ellipsis in the clause. Examples would be:
[ $4: 109]$ a. Simon's playing. Let's not interrupt.
b. Sandra cleans for me when I'm out.
c. Run!

These are sometimes described as elliptical forms of, eg, Simon's playing the piano, Sandra cleans the fat, You sun! Actually however they are systematic variants in which nothing is omitted, any more than an expression of time or place can be said to be 'omitted' from a clause which does not contain one. They have no systemic features which are not expressed in their structure. It is misleading to call them 'elliptical' because this suggests they have some cohesive function similar to that of the elliptical forms we are discussing here, whereas in fact they have none. If there was ellipsis of the Complement, they would presuppose the Complement, which they do not. They do not presuppose any preceding item; in general, they cannot occur in contexts where there is presupposition, for example
[4:x10] a. Does Sandra clean the windows? - She cleans for me when $I^{*} \mathbf{m}$ out.
b. They asked Simon to play some Chopin. When he started playing, it was Liszt.
In (a) the one thing the response could not mean is 'she cleans the windows for me', which would make it hike [4:105] above. This is borne out by [ $4: 110 \mathrm{~F}$ ], where the response is quite acceptable and started playing clearly does nот presuppose Chopin.

We have emphasized at various points in the discassion that the distinctions we are drawing, while they are useful and important for explaining the patterns that lie behind the construction of text, are not to be taken too rigidly. When we say that there is no type of clausal ellipsis consisting in the omission of individual elements of structure of the clause, we are stating a generalization, one which explains why certain theoretically possible clause types cannot occur independently - though they may occur in branching structures. This does not mean that a single element of clause
structure can never be presupposed under any circumstances. We can have sequences like
[4:11I] a. We went on the ziver yesterday. We had dinner out too.
b. Can you read the print without your glasses? - No, but I can look at the pictures.
where the second sentence in (a) also refers to 'yesterday' and the response in (b) refers to 'without my glasses'. But these are not elliptical sentences. They merely imply, in the particular context in which they occur, the particular time, manner, etc referred to in the preceding sentence. So in [4:11ib] the response implies 'I can look at the pictures without my glasses", but it does not itself embody a feature of manner, nor is without $m y$ glasses in any sense omitted from it.

At the same time, the line between what is elliptical and what is not elliptical is not a completely sharp one. Most instances are clear; there is no doubt that the omission of modal and propositional elements in the clause, as in $14: 97]$ and [ $4: 98$ ], is to be explained as elliptical, whereas the types represented in [4:109-111] are not. But there are some doubtful instances. For example it might reasonably be suggested that in [4:112] the second sentence is actually benefactive, the Beneficiary him being omitted by ellipsis:
[4:512] Are you sending Jack anything for his birthday? - I thought of sending a book token.

However, there appear to be no examples of the omission of just one element from the structure of a clause where that rlement is otherwise obigatory - of the Subject, for example, or a Complement following a verb which must have a Complement ( $f$ [ $4: 105]$ above). Hence instances which on other grounds could be interpreted either as elliptical or as nonelliptical, but which if regarded as elliptical would take the form of the omission of a single element of clause structure, should perhaps for that very reason be excluded from the category of ellipsis. This is a theoretical decision, and one which would allow us to formulate a very general principle about cohesion in the clause.

This principle is as follows. Other than in a question-answer environment (to be discussed in the remainder of this chapter), the basis of borh ellipsis and substitution - and these, as explained earlier, are essentially the same phenomenon - is the two-part structure 'Modal plus Propositional'. One or other of these elements may be presupposed, as a whole; but the smaller elements which make them up-Subject, Complement, Predica-
tor, Adjunct - may not be presupposed in isolation. The facts on which this principle is based are often indeterminate, as the facts of language always are; we do not force them into a mould, but in the uncertain instances we choose that interpretation which brings more of them within the scope of a single generalization - provided it is one which makes good sense. Here it does. It is the Modal-Propositional structure which expresses the function of the clause in the discourse, so it is natural that this structare should provide the means for integrating any clause into a coherent text together with what has gone before.

### 4.4.3 Ellipsis in question-answer and other rejoinder sequences

Not all questions have an answer; but no less significant is the fact that not all answers have a question. The 'question and answer' sequence is a standard pattern in language, and not surprisingly the special type of cohesive relation that subsists between an answer and its question has its own characteristic grammatical properties. At the same time there are othet sequences involving rejoinders of one kind and another.

Let us first make some terminological distinctions. Any observation by one speaker, whether it is a question or not, may be followed by an obseryation by another speaker that is related to it by some cohesive tie. We shall refer to this very general category of sequel as a rejoinder. A rejoinder is any utterance which immediately follows an utterance by 2 different speaker and is cohesively related to it.

A rejoinder that follows a question will be called a response. Within the category of responses there is a further distinction between dibect responses and indirect responses. A direct response is one which answers the question; it is either a form of 'yes' or 'no', if the question is of the yesino type, or a specification of the information asked for by the WH-element, if the question is of the WH- type. An indirect response is either one which comments on the question (COMMENTARy), or one which denies its relevance (bisclaimer), or one which gives supplementary information implying but not actually expressing an answer (supplementary response).

A direct response will also be referred to as an Answer. But note that the category of answer, which is the supplying of the particular information that is called for by the question, is not limited to responses, because one can answer one's own questions.

Other rejoinders, not following a question, include ASSENT and conTRADICTION following a statement; CONSENT and REFUSAL, following

Table 9: Types of rejoinder

a command; and yes/no or WH- question following either a statement or a command.

Some examples of all these types:
[4:1I3] a. It's going to rain. -(i) It might. (ii) It isn't. (iii) Is it ?
b. Leave me alone, - (i) I won't. (ii) All right, I will. (iii) Why ?

The sequel sentences are rejoinders, since they are cohesive utterances by another speaker; but they are not responses, because the presupposed items are not questions. [4:113a] is a statement, to which the rejoinder is (i) an assent, (ii) a contradiction, (iii) a yes/no question; (b) is a command, to which the rejoinder is (i) a refusal, (ii) a consent, (iii) a WH- question.
[4:113] c. Has John arrived? - Yes, he has.
d. When did John arrive? - Yesterday.

Here the two sequels are rejoinders of the 'response' type, and both are direct responses, or answers; they give the information that is being sought.
[4:113] e. How did they break in? - I'll show you how.
f. Why didn't you tell John? - I did,

Here the sequels are still responses, but indirect; the first is a commentary, the second a disclaimer.
[4:113] g. Did you tell John? - He wasn't there.
In (g) the response is also indirect, but here the answer is implied ('. . . so I couldn't'); these we shall call supplementary responses. Finally
[4: II 3 ] h. Did I lock the door? Yes of course I did.
Here there is only one speaker, so the sequel is not a response; bat it is an answer, since it gives the information required.

## 4-4-3.I Direct responses (1): yes/no questions

Answers to yes/no questions, or polar questions as they have been called, are very simply dealt with, as the instruction 'Answer yes or no!' suggests: the appropriate answer is yes or $\%$. The words yes and no express simply a feature of polarity. They do not mean (as do their dictionary equivalents in some other languages) 'you are right' and 'you are wrong'; they mean 'the answer is positive' and 'the answer is negative'. Hence their meaning is unaffected by the polarity of the question; contrast the forms of the positive in French:

| [4:114] |  |  |
| :---: | :---: | :---: |
| (i) Question | (2) Answer, positive | (3) Answer, negative |
| a. Are you coming? - | Yes ('I $\mathrm{am}^{\prime}$ ) [ oni$]$ | No ('I'm not') [non] |
| b. Aren't you coming? - | Yes ('sam') [si] | No ('I'm not') [non] |

In this connection it is interesting to note that both yes and no occur more often as rejoinders to statements than they do as answers to questions; here both of them signal 'I agree', 'I understand', 'I'm listening' - keeping the channel of communication open - and the choice of one or the other simply follows the polarity of the preceding statement:
[4:11s] a. The soloist wasn't very inspiring. - No, he seemed rather tired.
b. The car's running very well. - Yes, I had it serviced recently.

It is possible to consider yes and $n o$ as clause substitutes. But they are not really substitutes; for one thing, they can be accompanied by part or even the whole of the clause for which they would be said to be substituting, and that is precluded from substitution as usually defined. For example in [4:114a] the answer (2) could be yes, yes Iam, or yes I am coming. They are realizations of a single clause feature, that of polarity, which is being expressed on its own instead of in association with the verbal group; and the fact that it is expressed on its own means that the whole of the remainder of the clause is presupposed; hence their cohesive effect.

The words yes and no express simple polarity. There are also complex expressions, some meaning "either yes or no', eg: maybe, perhaps, and some meaning 'both yes and no', eg: sometimes, usually. The former are often combined with some modality, the speaker's assessment of the relative probabilities of 'yes' and 'no', eg: probably, possibly. All these are appropriate answers to yes/no questions; and they are also cohesive, since they presuppose all the remaining features of the clause other than the polariry.

If the answer yes, or other expression of polarity, is accompanied by just a part of the clause, this will be the Modal element: yes I an, no I'm not, sometimes he does, perhaps she has, possibly they might, and so on. The Modal element is itself sufficient as an answer, since it also carries the polarity (and presupposes the Propositional element of the clause); so [4: 114a] could be answered simply by $1 \mathrm{am}, I^{\prime m}$ not. If both occur, as in yes $I$ am, they function jointly as the realization of a direct answer; as distinct from
[4:116] Did you see anyone? - Yes, Shirley.
where the second part of the answer, Shirley, is an indirect response, giving supplementary information (see 4.4.3.3 below).

### 4.4.3.2 Direct responsfs (2): Wh- questions

At first sight the answer to a WH-question, or non-polar QuesTION, seems very different from the answer to a yes/no question, since the information that is being sought by the two types of question is very different. A WH- question requires the specification of a particular itern which is as it were missing from the clause. The respondent knows what the function of this item is in the clause structure, since this has been supplied by the questioner; he knows the total structure of the clause, in fact, and also the actual items that occur in all the other functions. He merely has to fill in the blank. The WH- expression itself indicates whether the missing item is participant or circumstance, and various other things about it: if it is a circumstance, whether it is time, place, cause, manner, ete (when, where, why, how, and an open-ended set of forms such as what time, what with, ilke what, which way, for whose sake); if it is a participant, whether it is from a limited set (which) or not, whether human (who, which/what person, etc, or possessive whose, etc) or non-human (what, which/what thing, etc), and whether the question is one of degree (how much/many, how long, etc) or of kind (what kind, like what, etc).

The simplest form of answer, therefore, is one which does merely fill in the blank: which supplies the appropriate nominal, adverbial or prepositional group to act as Subject or Complement or Adjunct, and as Actor or Goal or Beneficiary or Temporal or Locative or whatever function is required. So for example:
[4:117] a. What did I hit?-A root. (Complement; Goal)
b. Who killed Cock Robin? - The sparrow. (Subject; Actor)
c. How much does it cost? - Five pounds. (Complement; Range)
d. How's the patient? - Comfortable. (Complement; Attribute)
e. Till what time are you staying? - Half past three. (Adjunct; Temporal
f. What did you draw it with? - A pencil. (Adjanct; Instrument)
g. Whose gloves are these ? - Sally's. (Complement; Identifier)

The principle underlying these answers is, however, exactly the same as that which governs the answers yes and no to a question of the yes/no type.

In each case, when giving a direct response in its simplest form the speaker makes explicit just one thing, the information that the question calls for, and leaves all the rest to be presupposed by ellipsis. With a yes no question, this information is the polarity, so the answer specifies the polarity and presupposes all else. In a WH- question, the information required is the item occupying a particular function (strictly, a particular complex of functions) in the structure; the answer specifies this and presupposes the remainder of the clause. Hence the principle of clausal ellipsis, in clauses which are answers to questions, is general to all types of question. Any clause functioning as answer, in the sense defined above (see [4:113c and d]), has an elliptical form consisting of just one element. Which element this is is explicit in the form of the question, and all remaining features of the question clause - excepting, of course, its interrogative mood are presupposed. .

Just as with a yesino question we may also have longer, partially elliptical (or entirely non-elliptical) forms of answer, so too these may be found with WH- questions. If the WH-item is Subject the answer may, like the answer to a yes/no question, have propositional ellipsis; this is because the Subject falls within the Modal element. So the answer to [4:117b] might be The sparrow did. Whether or not the WH-item is Subject, the answer can be filled out with no ellipsis at all; we could have The sparrow killed Cock Robin in answer to [ $4: 117 \mathrm{~b}$ ] and You hit a root in [4:1r7a]. If the WH- item does not form a complete nominal or prepositional group by itself (eg: whose gloves, what . . . with, will what time), then the simplest answer is one in which there is not only clausal ellipsis but also ellipsis within the group, either nominal (eg: Sally's in [4:117g], for 'Sally's gloves'; f 4.2.3.1, [4:24] above) or prepositional. We have not discussed the ellipsis of prepositions in the Adjunct as a separate topic, since it occurs only in this context; it is however illustrated by [4:1i7e and f], where the prepositions till and with are presupposed in the answer. In such instances there is an intermediate form of answer in which the group is not elliptical but the clacse is; so we could have
[4: 1r7] e'. Till what time are you staying? - Till half past three.
$f^{\prime}$. What did you draw it with? - With a pencil.
g . Whose gloves are these? - Sally's gloves.
There is no WH- verb in English; we cannot ask pou're whatting the eggs? - or rather, since the WH- item comes first in the clause, whatting are yow the eggs? Instead we have the form what are you doing to the eggs? This involves the use of the 'pro-verb' $d a$, in the combination do what? (cf
3.3.3.3). The expression do what?, like do that, presupposes the whole of the propositional element in the clause other than anything that is repudiated, so that the question what are you doing? is appropriately answered by a proposition (ie a clause with modal ellipsis) rather than just a lexical verbs, although the proposition might consist just of a lexical verb. Thus relaxing, frying eggs, feeding the ducks in the park could all answer do what? questions. If the do what? is not intended to embrace the entire proposition the items that are not being asked for are made explicit, eg: what were you doing in the park? Such items however can never occur as nominals; they must take the form of a prepositional group. Following do what?, a preposition is required even with an item functioning as Goal in the clause structure, usually to or with:
[4:188] a. What are you doing with the eggs? - Poaching them.
b. What have the children done to the wheelbarrow? --Broken it.

This is in accord with the general principle whereby all participants in the structure of the clause, in English, may be related to the verb either directly as nominals or through the medium of a preposition; the prepositional form is used to make the function explicit where this is necessary as it is here because we do not know what the verb is.* The answer follows the normal pattern except that if there is a Gaal-Complement in the question it is usually presupposed by pronoun reference rather than by ellipsis; so we have them and it in the answers in [4:138].

### 4.4.3-3 indirect responses

There is one kind of response which is not an answer in the defined sense, but is what we called an indirect response; this may be a commentary, a disceaimer or a supplementary. Any question may be greeted by a commentary, which is really a statement about the speaker's attitude to the answer: his ignorance of it, for example, or his consent or refusal to give it. These, since they are in fact reports, have the elliptical potentialities of 'reporting-reported' sequences as described in 4.4 .4 below. Examples are (and $\mathcal{f}[4: 113 \mathrm{e}]$ ):
[4:119] a. Is it Tuesday today? - 1 don't know.
b. Why are the lights turned off? - I'm not supposed to say why.

[^17]Likewise, any question may be followed by a disclaimer, which sidesteps the question by disputing its relevance. Typically, a disclaimer involves moving from a yesino to a WH-context, or vice versa, eg (and of [4:113f]:
[4:120] a. When did they cancel the booking? - Did they?
b. What's your telephone number? - We're not on the phone.
c. Have you tested the battery? - How?

Some questions are framed so as to be difficult to disclaim, such as the notorious Whem did you stop beating your wif??, to which there is no ecuptical response meaning unambiguously 'I never have beaten her'. Normally however a response of the disclaimer type is elliptical; either it is declarative, with propositional ellipsis, or it is interrogative, in which case it is of the opposite type to the question, and has response-question ellipsis (see below).
The third type of indirect response is a supplementary response, which gives information other than that which is asked for but answers the question by implication, for example (and $\left.g \int_{4}: 113 g\right]$ ):
[4:121] a. Can you make it stand up? - If you keep still.
b. Have we a car here? - Not unless you came in yours.
c. Did you get the application form? - It's on my desk.
d. Are you coming back today? - This evening.

Characteristically these supplementary responses presuppose the entire question; and they stand in a definite structural relation to it -or rather to the declarative clause which would serve as a direct answer to it, by which they would be "filled out'. In [4:121a], for example, the full form would be (Yes) I can make it stand up if you keep still: that is, the direct answer, with the supplementary response hypotactically related to it, as a condition. The answer is positive unless repudiated by not, as in [ $4: 12 \mathrm{Ib}$ ]; the supplementary is usually conditional or causal ('yes if. . . ' yes because . ...'), although it may be simply coordinated as in [4:12rc] (yes and. ..') and [4:12Id] ('yes, more specifically . . .') - or even with an adversative implication, the presupposed answer then being negative ("no but . . .) as in
[4:122] Did you collect the subscriptions? - Smith did.
Supplementary responses are typically associated with yes/no questions; it is difficult to answer a WH- question by implication, and the nearest equivalent form of response to a WH- question is really a type of disclaimer, like [4: 120b]. But the various types of indirect response are all fairly similar and cannot be kept strictly apart.

### 4.4.3.4 A NOTE ON ZEUGMA

As a postscript to this discussion of ellipsis in responses, we might add a brief note on zeugma, Zeugma is based on ellipsis, and both the WH- and the yes/no types of question afford excellent opportunities for zeugmatic answers. These involve a transfer from one element of clause structure to another; with a WH- question this can be achieved by a direct resqonse (ie an answer), as in [4:123a and b], but with a yes/no question it requires an indirect, supplementary response of the 'no but ...'type, as in [4:iz3c and d]:
[4: 123 ] a. What has he been making? - A big mistake.
b. How did you travel? - In considerable discomfort.
c. Did she make him a good wife? - No a good husband.
d. Was he shot in the street? - No, in the shoulder.

In (b), for example, how is intended in the question as 'by what means?' but is interpreted in the answer as 'in what condition'. In its classical form as a figure of rhetoric, zeugma is embodied in coordinate structures, where the pattern is one of (structural) branching and not cohesion (eg: we travelled in buses and great discomfort). But the principle is the same.

### 4.4.3.5 OTHER REJOINDERS

We have already mentioned the difference between a response and a rejoinder. A response is one kind of rejoinder, one which presupposes a question, and which therefore has special potentialities for ellipsis, as discussed in 4.4.3.1-2 ('direct responses') and 4.4.3.3 ('indirect responses'). A rejoinder is any utterance by a second speaker which presupposes that of the first speaker wherher it was a question or not. (We referred above to the frequent use of pes and no in rejoinders to statements.) From the point of view of cohesion, there is no distinct category of rejoinder; it is simply an ordinary element in a dialogue, and is covered by what has been said about ellipsis in general. But there remain a few observations to be made about rejoinders that are not responses to a question, but cobesive sequels to a statement or a command.

Qubstion rejoinders have the function of querying a preceding statement or command, or eliciting supplementary mformation about it. (I) One cype is that which presupposes the entire preceding clause and seeks confirmation of it as a whole; these are yes/no questions and nearly always have the form of interrogative clauses with propositional ellipsis, like the question tag at the end of a declarative or imperative clause, except
that with the rejoinder there is a different speaker and the polarity is never reversed. For example
[4:124] a. Peter's here. - Is he?
b. Open that parcel. - Shall I?
c. 'I can't believe that!' said Alice.
'Can't you?' the Queen said in a pitying tone.
(2) In another type the speaker identifies one itern as requiring confirmation; the remainder of the clause is omitted but this item is queried explicitly:

$$
\text { [4:125] John's coming to dinner. }\left\{\begin{array}{l}
\text { a. John? (To dinner ?) } \\
\text { b. Tonight? } \\
\text { c. And Mary? (Not Mary ?) }
\end{array}\right.
$$

These are three typical instances. In (a), an existing element is echoed; in (b) a new element is added; and in (c) an existing element is expanded, here by coordination. But the form of ellipsis is the same in all three; only one element in the clause is present in the structure, the remainder being presupposed by ellipsis.

Finally the speaker may similarly focus on one item in the clause but query it in the form of a WH- question. Corresponding to [4:125a] we have the 'echo question' represented in [4:126a], meaning 'please repeat that' ('I didn't hear', 'I'm surprised', etc); this is the only type of WHquestion which must be spoken on a rising tone. Corresponding to [4:12sb] is [4:126b], where the WH- item represents a new element and the whole of the clause is presupposed; and to $[4: 125 c],[4: 126 c]$ where the WH- item who else? asks for expansion of an existing element by coordination.

$$
[4: 126] \text { John's coming to dinner. }\left\{\begin{array}{l}
\text { a. Who? (tone } 2) \\
\text { b. When? } \\
\text { c. And who else? }
\end{array}\right.
$$

In some instances the rejoinder asks for more specific information about an item that is already present:
[4:126] d. John's coming to dinner. - John who?
e. Alice heard the Rabbit say, 'A barrowful will do, to begin with.' 'A barrowful of what', thought Alice.
Often the item requiring farther specification is itself indefinite ( $f[4: 129 \mathrm{~d}]$ below), eg: Someone's conting to dimer. - Who? This type could also per-
baps be matched in the yes/no series illustrated in [4:125]: John's coming to dinner. - John Smith?; Someoke's coming to dinner. - John?

The other types of rejoinder to a statement or command usually take the form of an elliptical clause consisting of the Modal constituent only that is, one with propositional ellipsis - with pronoun Subject, but in the declarative form. In [4:127], (a) is an assent, (b) a contradiction, (c) a consent and (d) a refusal:
[4:127] a. 'Everything's just as it was!'
'Of course it is,' said the Queen.
b. ${ }^{*}$. . . being so many different sizes in a day is very confusing.' 'It isn't,'s said the Caterpillar.
c. 'Our family always hated cats: nasty, low, vulgar things! Don't let me hear the name again!' 'I won't indeed!' said Alice, in a great hurry to change the subject of conversation.
d. 'Never mind what they all say, my dear, but take a returnticket every time the train stops.'
'Indeed I sha'n't!' Alice said rather impatiently.
These forms often combine with yes and no, as in the following:
[ $4: 127] \mathrm{e}$. It's none of their business. - Yes it is.
f. 'It must come sometimes to "jam today";' Alice objected. 'No, it can't,', said the Queen.
As was remarked earliet, yes and no also occur alone; they are the forms of expression of positive and negative polarity when everything else in the clause is omitted by ellipsis:

$$
\begin{aligned}
& \text { [4:127] g. It's cold. - Yes. } \\
& \text { h. We're not late. - No. }
\end{aligned}
$$

These are both instances of assent. In contradiction, the Modal constituent of the clause is asually added, and it must be added if the contradiction is positive; so in (h) we could not have just yes as a rejoinder (and $c f(\mathrm{e})$ above). The same pattern is found following a command; we may have yes or no alone, but if yes occurs following a negative command, and therefore signals a refusal, it must be accompanied by the Modal element of the clause:
[4:127] ]. Don't tell anyone what you saw ! - Yes, I will.
k. Don't let's go back ! - Yes, let's.

All these rejoinders could be 'filled out' in a non-elliptical form. But
the pattern which is most typical of ordinary dialogue is that described here, with just one element made explicit, and the remainder presupposed. This use of ellipsis to express the cohesive relation between a rejoinder and the utterances which preceded it, in sequences which are not structured as question-answer, is a very characteristic aspect of the texture of linguistic interaction.

### 4.4.4 Ellipsis in 'reporting-reported' sequences

There is one further context for clausal ellipsis, that of reported speech. The type of ellipsis found in this context is closely related to some of the instances that we have already met, particularly the 'commentary' type of indirect response $[4: 119]$, and the elliptical WH- question as rejoinder [4:126]. Here therefore we shall not be introducing a new type of elliptical structure, but bringing together various instances already met with which have something in common.

What they have in common is the feature reported, which is present in indirect speech: that is, indirect statements, yesino questions and WHquestions. These are exemplified in their full form in the second clauses of [4: $128 \mathrm{a}, \mathrm{b}$ and c ] respectively:
[4:128] John didn't tell me $\left\{\begin{array}{l}\text { a. (that) he was coming. } \\ \text { b. iffwhether he was coming (or not). } \\ \text { c. why he was coming. }\end{array}\right.$
It is perhaps important to point out that the speech function of the report (statement, yes/no question, WH- question) is a feature of the whole complex, even if the same verb (eg: tell) occurs in all types. The reported clause itself makes no independent selection of mood, and examples such as $I$ asked John why was he late or I asked Mary would she enjoy it are not trae interrogatives, as shown by the fact that, in the following, (aI): (az) and (bI): (b2) are not proportional:
( 1 )
(a) you'll enjoy it
(b) 1 asked Mary is she'd enjoy it.
(2)
will you enjoy it?
I asked Mary would she enjoy it.

### 4.4.4.T INDIRECT WH- QUESTIONS

If the reported clause is an indirect $\mathrm{WH}-$ question, it can be elliptical in the same way as its equivalent direct question, the WH- type interrogative clause. For example:
[4:129] a. Who could have broken those tiles? - I can't think who.
b. I said you would mend it for him. - I hope you didn't say when.
c. The jewels are missing. - I wonder what else.
d. They still have some copies in stock. - Did you ask how many?
The target of presupposition is not, of course, the immediately preceding clause, which would be the reporting one, but the preceding sentence; eg in (a) who presupposes. . . could have broken those files and not I can't think. This is possible because a reported clause is not embedded; the reporting-reported structure is a hypotactic one ( $\delta$ f 3.4 .2 above; also 4.3 .6 , [4:94] and [4:95]), and therefore the reported clause can reach out beyond the bounds of the sentence in which it occurs.

The conditions under which elliptical forms tend to occur in indirect questions are those we have already met with in explaining ellipsis in direct questions (of [4:126] above). The 'echo' type occurs where the presupposed clause was itself a WH-question, as in [4:1209]; here however the elliptical clause does not take a rising tone (tone 2), since it is not itself interrogative. In [4:129b] a new element is added which was absent from the clause that is presupposed. $\operatorname{In}(\mathrm{c})$ and $(\mathrm{d})$ an element already present in the presupposed clause is offered for expansion, either by coordination (c) or by further specification (d). Characteristically in the last instance the item in the presupposed clause is a non-specific form, with some- (someone, something, etc), or the indefinite article or other non-specific deictic (see 4.2.3.2 above).

As in a direct question, all features and elements of the presupposed clause are carried over unless sepudiated. The presupposed elements may include part of a nominal or prepositional group where the WH- item is a modifier such as which, whose, how many; in an example such as [4: 129d], in addition to the clausal ellipsis there is also nominal ellipsis, since how many could be filled our as how many copies. The mood of the presupposed clause is always repudiated, by the $\mathrm{WH}-$ item itself. Other elements also are sometimes repudiated, particularly the finite operator; in such instances, however, the WH-clause normally has to be non-elliptical, unless the WH- element is the Subject (which allows for propositional ellipsis) as in Who's going to lead the way? - I can't think who could.

### 4.4.4.2 indirect yes/NO Qukstions

If the reported clause is a yes/no question, the most usual elliptical form of it is simply zero:
[4: [30] a. Was that an earthquake? - I don't know.
b. I wonder whether England won the cup. Have you heard?

All features of the presupposed clause are carried over. (All, that is, except the polarity. Polarity has a special meaning in a yes/no question, different from its meaning elsewhere; it expresses the questioner's attitude to the question, as in Don't you know? meaning 'I'm surprised', 'you ought to know'. In an indirect question which is elliptical, the polarity is simply neutralized.)

In these instances the presupposed clause is itself a question, direct or indirect, and we could conclude that this feature is alse presupposed in the elliptical clause. It is not necessary for the presupposed clause to be a question, however, in order for the ellipsis to be interpreted in this way. If the verb in the reporting clause is one that introduces a question, such as ask, then the elliptical reported clause will be interpreted as a question whatever the mood of the presupposed clause. In [4:1312] the indirect yes/no question whether he was or not is entirely omitted by ellipsis even though the presupposed clause is not a question of any kind:
[4:131] a. John was very disappointed by the response. You can ask him.

A more usual type is that in which there is a modality in the presupposed clause:
[4:13r] b. She might be better living away from home. I'm not sure. - and these in turn ate related, as was pointed out in the context of the discussion of clausal substitution (3-4.1.1), to elliptical modalized clauses in which everything except the modality is presupposed:
[4:53I] c. I wonder if it'll rain on the day of the picnic.-Probably.

## 4-4.4.3 INDIRECT STATBMENES

For an indirect statement, there is no equivalent elliptical form containing just the marker of the feature 'statement'. Here the cohesive form of the reported clause is the substitute so, or its negative not, as in
[4:132] I thought Mary was leaving today. - She hasn't said so.
This has been discussed in 3.4.1.I. The elliptical form is again simply zero, as in
[4:133] a, This mango is ripe. I know from its colour.
b. England won the cup. - Who told you?

Again the whole of the presupposed clause is carried over, including the polarity; but an elliptical indirect statement of this kind does not necessarily follow immediately after the presupposed clause, and the exact domain of the presupposition is sometimes rather uncertain. Consider for example
[4: 134] a. John's new cabinet is beautiful. I've seen it being made. You can tell him.

Does this mean 'you can tell him it's beautiful', or 'you can tell him l've seen it being made', or both ? If we expand the second sentence to
[4:134] b. John's new cabinet is beautiful. I've seen it being made; it's nearly finished. You can tell him,
the amount of meertainty becomes even greater. Even where there is no doubt which clause is presupposed, there may still be some more room for uncertainty, usually centring around the expression of modality; for example
[4:135] a. He hasn't finished. -I should have known.
You can go home. $\left\{\begin{array}{l}\text { b. Didn't you know? } \\ \text { c. No one will know. }\end{array}\right.$
Here (a) might mean either 'I should have known that he hadn't' or 'I should have known that be wouldn't'. More clearly still, whereas (b) means 'didn't you know that you can?', (c) means 'no one will know that you have gone'. The pattern of determunation here is not easy to sort out.

## 4.4-4.4 AMBIGUITY HETWEEN INDIRECT STATEMENTS AND INDIRBCT QUEstions

Fundamentally this is the same kind of ambiguity as may arise between a statement and a yes/no question if the reporting verb is one that can introduce either, such as tell, say, teport, know, and the reported clause is omitred by ellipsis. For example, in
[4:136] a. I think the cheque is still valid. The Bank can tell them.
it is not clear whether the meaning is the Bank can tell them that the cheque is still valid' or "the Bank can tell them whether the cheque is still valid or not'. Again, it is not easy to state exactly what the relevant factors are; but the following examples would presumably not be ambiguous:
[4:136] b . The cheque is still valid. The Bank can tell them. $\left(={ }^{\text {' }}\right.$ that it is")
The cheque may still be valid. $\left\{\begin{array}{l}\text { c. The Bank can tell them. } \\ \left(={ }^{*} \text { whether it is') }\right. \\ \text { d. The Bank told me. } \\ \left(={ }^{*} \text { that it may be') }\right.\end{array}\right.$
With say the 'zero' form of the reported clause nearly always presupposes a question: he didn't say is likely to mean "whether... , not 'that.... But with other verbs, and also with some adjectives such as clear, the presupposed clause may be either question or statement. There is perhaps a tendency here for a 'zero' reported clause to be interpreted as a question if the reporting clause is negative, as it frequently is with these ambiguous expressions (it isn't clear, he didn't say are more likely to occur on their own as reporting-reported structures than it is clear, he said); on the other hand, whereas I don't know is probably 'whether . . $\therefore$, I didn't know is more likely to be 'that . . $\therefore$ As $[4: 136]$ shows, various factors both in the reporting clause and in the presupposed clause seem to be relevant to the interpretation.

### 4.4.4.5 reports and facts in relation to clausal bllipsis

We should distinguish here between reported clauses and 'fact' clauses (cf above, 3.4.7.1). A report clause, as already noted, is related hypotactically to the clause that contains the reporting verb; a sentence such as John said Mary was leaving consists of two clauses, the second dependent on (ie hypotactically related to) the first. A fact clause is embedded, in the strict sense of downgraded in rank, or 'rankshifted'; the sentence John predicted that Mary was leaving consists of only one clause, which has embedded within it another one that no longer functions as a clause but functions as a nominal. There are various differences between report and fact, which were summarized earlier (3-4.1.1); note that some verbs can occur with either. Because of the structural difference between the two, a reported clause can be expressed cohesively through substitution or ellipsis, whereas a fact clause cannot. We have seen that there is no ellipsis of single elements in the structure of the clause; a fact clause, being embedded, fanctions as a single element, and hence cannot be omitted on its own. This explains why we cannot say
[4:137] a. The opportunity has now been lost. - I sincerely regret.
A fact clause can on the other hand be expressed cohesively, as all single
elements of the clause can, by means of reference; so [4:137b] is quite acceptable:
[4:137] b. The opportunity has now been lost. -1 sincerely regret $i t /$ the Eact.

### 4.4.5 Clausal ellipsis and clause complexes

Two or more clauses that are directly related in structure (as distinct from being related indirectly through rankshift) are said to form a clause complex. A clause complex may be either paratactic or hypotactic. In a paratactic clause complex the clauses have equal status. The relevant paratactic relation is that of coordination, ie 'and' and 'or'; there are two others, namely apposition and quotation, but we can ignore them here. In a hypotactic complex the clauses have unequal status. There are three types of hypotactic relation in the claise: CONDITION (expressed by clauses of condition, concession, catse, purpose, etc), addition (expressed by the non-defining relative clause) and meport. Paratactic and hypotactic structures may combine freely in a single clause complex.

We conclude this chapter with a few observations on clausal ellipsis in clause complexes. This is a big topic, and we have not attempted to treat it in full. We confine ourselves to types of clausal ellipsis not covered by the discussion on verbal ellipsis; essentially to question-answer, and reportingreported sequences.

The general principle is clear: an elliptical clause of whatever type may presuppose any clause in a complex, and will then automatically presuppose in addition all clauses that are contingent on it: that is, all that come after it (if paratactic) and all that are dependent on it (if hypotactic). So for example:
[4:138] a. Smith was going to take part, but somebody telephoned and asked to see him urgently so he had to withdraw. - Who?
b. I kept quiet because Mary gets very embarrassed if anyone mentions John's name. I don't know why.

In (a), which is paratactic, who? coheres with somebody; the presupposed clause is somebody telephoned, and the remainder of the sentence also falls within the domain of the presupposition: the meaning is 'who telephoned and asked to see him urgently such that he had to withdraw ?'. Likewise in the hypotactic example (b), the meaning is 'I don't know why Mary gets embarrassed if anyone mentions john's name'. The first clause, in each case, is outside the domain of what is presupposed.

However, there are a number of restrictions and limitations on this principle, as well as possible sources of ambiguity within it. Ambiguity may arise because it is uncertain which is the clause that is being presupposed, for example
[4:139] a. So you knew the lawyer was responsible. I hadn't realized. meaning "that you knew. . . or 'that the lawyer was responsible'. Compare
[4: x39] b. I finished writing that story and it's going to be published.When?
meaning 'when did you finish...?' or 'when is it going to be published?'. A number of factors come in to determine what is the likely interpretation. Some of them are quite specific; for example, if $I$ in [4:139a] is stressed contrastively (tone 4), the second interpretation becomes overwhelmingly probable: 'you knew that the lawyer was responsible, but I didn't'. But there are also some general considerations. There is a tendency to presuppose what is nearer; that is, to presuppose an element that occurs later in the clause complex rather than an earlier one, especially if the later one is rather long. (This makes the contrast between a clause complex and a simple clause with embedding (rankshift) in it even greater. Embedded clauses tend ta occur in later positions; and since they cannot be presupposed, the target of presupposition in such cases tends to be towards the beginning. Compare [4:94] above; [4:94b] is a hypotactic clause complex, whereas in [4:94a], which is a simple clause with embedding, the appropriate rejoinder would be Didn't he?, presupposing the policeman.) In particular it is unusual to presuppose a dependent clause that precedes the clause on which it is dependent; an example such as [4:140a] is rather unlikely, although there are instances, such as [4:140b], which seem to pose no problem:
[4:140] a. Seeing that Mary's left something behind $Y$ really think we should turn round and go back to the hotel. I'm not sure what.
b. Unless he gives up one of his bishops he's going to be in trouble. It doesn't matter which.

Often an indefinite form suck as somebody is such a clear invitation to presupposition that its presence is sufficient to override any limiting tendencies of one kind or another. In a very complex structure there are many clauses which would be potential candidates for presupposition, and
for precisely that reason presupposition by ellipsis tends to be avoided, since it would lead to too much ambiguity; moreover the clauses which occur later in the complex, and are therefore more accessible from the point of view of distance, are also, in the case of hypotaxis, at greater depth and therefore from another point of view less accessible - because an elliptical clause which presupposed them could not be filled out. A sentence such as $[4: 141 \mathrm{a}]$ is intractable in this respect:
[4:14I] a. I shall be cross if you break that vase, which was a present from my boy friend. - Which ?

- if Which? means 'which boy friend?' the 'filled out' form would presumably be Which boy friend was that yase, if I break which you will be cross, a present from? Nevertheless, given a clear invitation to presupposition in the presupposed complex, such instances become possible; if, for example, the first sentence of [4:1412] ended which was a present from someone I love, the rejoinder Who? would cause no difficulty; compare [4: $\mathbf{4} 4 \times \mathrm{b}$ and c$]$ :
[4:14I] b. I'd like you to look at the painting, which my wife picked up somewhere in the country. - Where?
c. Smith said if he could afford it he was going to buy the nextdoor house and rent it to someone he knew so as to keep it from being pulled down to make way for a block of flats. Who?

Presupposition of a paratactic clause complex by clausal ellipsis is possible only if all clauses following the one that is presupposed are within the domain of the presupposition. In practice this usually means that they must be branched; that is, they must share at least one element in common, typically though not necessarily the Subject. So we can accept [4:142a], but hardly [4:142b]:
[4:142] a. I left my books here and somebody came in and either borrowed them or put them back on the shelf but didn't say a word to me. I wish I conld find out who.
b. I lefr my books here and somebody complained and the librarian put them back on the shelf but didn't say a word to me. I wish I could find out who.

However, the conditions which determine acceptability are by no means clear. It does not always turn out as expected, and presupposition can extend over a considerable structural distance. We have often cited
examples from Alice (and of example [3:40] in this connection), so perkaps the last word should remain with her:
[4:243] And who are these?' said the Queen, pointing to the three gardeners who were lying round the rose-tree; for, you see, as they were lying on their faces, and the pattern on their backs was the same as the rest of the pack, she could not tell whether they were gardeners, or soldiers, or courtiers, or three of her own children. 'How should I know?' said Alice.

## Chapter 5

## Conjunction

## S.I Conjunction and other cohesive relations

The fourth and final type of cohesive relation that we find in the grammar is that of conjunction. Conjunction is rather different in nature from the other cohesive relations, from both reference, on the one hand, and substitution and ellipsis on the other. It is not simply an anaphoric relation.

Conjunctive elements are cohesive not in themselves but indirectly, by virtue of their specific meanings; they are not primarily devices for reaching out into the preceding (or following) text, but they express certain meanings which presuppose the presence of other components in the discourse.

Where is conjunction located, within the total framework of textforming relations? Instances of reference, substitution and ellipsis are, on the whole, rather clearly identifiable, perhaps unusually so for linguistic phenomena; there is some indeterminacy among them, and also between them and other structural relations within a text, but this is relatively slight, and we have rarely been in doubt as to the boundaries of the phenomena being described. This is much less true of conjunction, which is not definable in such clearcut terms. Perhaps the most strictly cohesive relation is that of substitution, including ellipsis. Substitution is a purely textual relation, with no other function than that of cohering one piece of text to another. The substitute, or elliptical structure, signals in effect 'supply the appropriate word or words already available'; it is a grammatical relation, one which holds between the words and structures themselves rather than relating them through their meanings. Next in this order comes reference, which is a semantic relation, one which holds between meanings eather than between linguistic forms; it is not the replacenent of some linguistic element by a counter or by a blank, as are substitution and ellipsis, but rather a direction for interpreting an element
in terms of its environment - and since the environment includes the text (the linguistic environment), reference takes on a cohesive function. A reference item signals "supply the appropriate instantial meaning, the referent in this instance, which is already available (or shortly to become available)'; and one source of its availability is the preceding (or following) text. With conjunction, on the other hand, we move into a different type of semantic relation, one which is no longer any kind of a search instruction, but a specification of the way in which what is to follow is systematically connected to what has gone before.

In a sense this is putting it rather too concretely. The conjunctive relations themselves are not tied to any particular sequence in the expression; if two sentences cohere into a text by virtue of some form of conjunction, this does not mean that the relation between them could subsist only if they occur in that particular order. This is true even of a conjunctive relation which is itself intrinsically ordered, such as succession in time; two sentences may be linked by a time relation, but the sentence referring to the event that is earlier in time may itself come later, following the other sentence. When we are considering these sentences specifically from the point of view of cohesion, however, we are inevitably concemed with their actual sequence as expressed, because cohesion is the relation between sentences in a text, and the sentences of a text can only follow one after the other. Hence in describing conjunction as a cohesive device, we are focusing attention not on the semantic relations as such, as realized throughout the grammar of the language, but on one particular aspect of them, namely the function they have of relating to each orher linguistic elements that occur in succession but are not related by other, structural means.

### 5.1.1. Strutural equivalents of conjunctive relations

There is a range of different structural guises in which the relations that we are here calling conjun CTIVE may appear. These relations constitute a highly generalized component within the semantic system, with reflexes spread throughout the language, taking various forms; and their cohesive potential derives from this source. Because they represent very general relations that may be associated with different threads of meaning at different places in the fabric of language, it follows that when they are expressed on their own, unaccompanied by other explicit connecting factors, they have a highly cohesive effect.

Let us take as an example the relation already mentioned above, that
of succession in time. This appears in many different realizations, according to the other semantic patterns with which it is associated. It may, first of all, be embodied in a predication, as in [s:fa]; here the verb follow means 'occur subsequently in time'. Note that the same relation can be expressed, still as a predication but with the terms reversed, by making the verb passive, or using a different verb precede. Secondly, the relation of succession in time can be expressed as a minor predication; that is, it may be realized prepositionally, as in [ $s: i b]$. Again the relationship could be viewed from cither direction, with before instead of after.

Thirdly, time sequence may be expressed as a relationship between predications, with one clause being shown as dependent on another by means of a conjunction as in [s:Ic]; sometimes, but not in all instances, the same words may occur both as conjunction and as preposition. Finally, in [ $s: I \mathrm{Id}$ ], we have two separate sentences. Here there is no structural relationship at all; but the two parts are still linked by the same logical relations of succession in time.
[ $s: 1$ ] a. A snowstorm followed the battle. (The battle was followed by a snowstorm.)
b. After the battle, there was a snowstorm.
c. After they had fought a battle, it snowed.
d. They fought a battle. Afterwards, it snowed.

Contrast the following:
$[s: 1] a^{3}$. A snowstorm preceded the battle.
$\mathrm{b}^{\prime}$. Before the battle, there had been a snowstorm.
$c$. Before they fought a battle, it had snowed.
d'. They fought a battle. Previously, it had snowed.
In (d) and ( $d^{\prime}$ ), the relation of sequence in time is expressed by an adverb, functioning as Adjunct, and occurring initially in the second sentence. Here the time relation is now the only explicit form of connection between the two events, which in the other examples are linked also by various structural relationships. The time sequence has now become a cohesive agent, and it is this, the semantic relation in its cohesive function, that we are referting to as confunction. The Adjunct will be referred to as a CONJUNCTIVE, CONJUNCTIVE ADJUNCT or DISCOURSE adjunct.

It is not always possible to find a complete set of stractures on the above model to express each one of the set of relations we are interested in, especially if we take account of all their subcategories. But this example
is not untypical, and there will always be some form of alternative realization whereby the relations that figure as conjunctive, in the formation of text, can also be systematically embodied in various types of structure. The significance of this fact is that it allows us to recognize that, although for example in [s:Id] the cohesion is achieved through the conjunctive expression offerwards, it is the underlying semantic relation of succession in time that actually has the cohesive power. This explains how it is that we are often prepared to recognize the presence of a relation of this kind even when it is not expressed overtly at all. We are prepared to supply it for ourselves, and thus to assume that there is cohesion even though it has not been explicitly demonstrated.
Hexe is another example, this time of the relation of adversity:
$[s: 2]$ b. He fell asleep, in spite of his great discomfort.
c. Although he was very uncomfortable, he fell asleep.
d. He was very uncomfortable. Nevertheless he fell asleep.

It is not obvious whether there is an example corresponding to [ $5:$ xa], but perhaps
[5:2] a. His great discomfort did not prevent him from falling asleep. might be accepted as equivalent. On the other hand, here we could certainly add others, with the discomfort being expressed in a non-finite clause:
[ $5: 2] \mathrm{e}$. Despite being very uncomfortable, he fell asleep.
f. Being very uncomfortable, he still fell asleep.

The semantic relationship remains an adversative one throughout.
Not only does the semantic relation remain the same; so do the elements related by it. In [5:I] the two phenomena that are related by succession in time are both processes, and they remain so throughout, even though both of them, the fighting and the snowing, appear now as verbs and now as nouns. In [5:2], one is a process and the other a state; again they remain constant, though appearing in different grammatical forms. This in turn strengthens still further the cohesive potential of the relation in question. The speaker of the language recognizes that the same phenomenon may appear in different structural shapes and sizes; and he is aware that certain types of phenomena are likely to be linked to one another by certain types of meaning relation.

There is one further form of expression to be considered. We might have
[s: I] g. They fought a battle. After that, it snowed.
$[s: 2] \mathrm{g}$. He was very uncomfortable. Despite this, he fell asleep.
Here we have, in each case, two sentences, so the link between them is cohesive, as in (d), and not structural. But the cohesion is provided by the reference items this and that. The words after and despite, taken on their own, express the relations of time sequence and adversity, as in [5: rb] and [ $5: 26$ ]; but it is only through their structural association with this and that that they serve a cohesive function in the given instance. It is the reference itenis that relate the second sentence to the preceding one.

### 5.1.2 Types of coniunctive expression

With any of the conjunctive relations in question, provided there is a preposition to express it this preposition can always be made to govern a reference item; the resulting prepositional group will then function as a cohesive Adjunct. It is a moot point whether such instances should be treated as conjunction or as reference. Strictly speaking, they belong with reference, because they depend on the presence of a reference item following the preposition. But since they involve relations which also function cohesively when expressed without the accompaniment of reference items, it is simpler to include them within the general heading of conjunction. Besides this, there are a number of what are now conjunctive adverbs which, although not made up of a preposition plus a reference item in the contemporary language, have their origin in this construction at an earlier stage: words like therefore and thereby (and compare those based on the WH- form like whereupon, whereat). We no longer feel that these have a demonstrative in them, and this suggests that even in analytic forms such as after that we respond to the cohesive force of the phrase as a whole rather than singling out that as an anaphoric element on its own.

Furthermore many conjunctive expressions occur in two more or less synonymous forms, one with and the other without a demonstrative. These are the ones which have the same form both as preposition and as adverb, corresponding to [ $5: 1 \mathrm{~d}$ and g], respectively; or, more accurately (since many are not adverbs but prepositional phrases, like as a result), which occur as Adjunct, either alone or followed by a preposition, usually of, plus thisthat: for example instead (of that), as a result (of that), in consequence (of that). It would seem rather artificial to suggest that as a result and as a result of that represent two quite different types of cohesion. So we shall assume that both of them are to be included under the heading of conjunction, the criterion being that already adopted, or implied: given a particular semantic relation which can operate conjunctively (ie which
takes on a cohesive function when expressed on its own), then any expression of that relation, with ot without a demonstrative or other refexence item, will be considered to fall within the category of conjunction.

In general, therefore, conjunctive adjuncts will be of three kinds:
(1) adverbs, including:
simple adverbs ("coordinating conjunctions"), eg: but, so, then, mext compound adverbs in -l $\gamma$, eg: accerdingly, subsequenti $\gamma$, actually compound adverbs in there- and where-, eg: therefore, thereupon, whereat
(2) other compound adverbs, eg: furthermore, nevertheless, anyway, instead, besides
prepositional phrases, eg: on the contrary, as a result, in addition
(3) prepositional expressions with that or other reference item, the latter being (i) optional, eg: as a result of that, instead of that, in addition to that, or (ii) obligatory, eg: in spite of that, becuuse of that.

The reference item, in (3), is not necessarily a demonstrative functioning on its own as Head; there may be a nominal group with noun Head, the demonstrative or other reference item functioning as Deictic. In order for the total expression to be conjunctive, any form of reference will serve provided it is anaphoric. In $[5: 3]$ the expression as a result of his enquities is not conjunctive, since the reference item his is cataphoric to the Inspector:
[s:3] Jones had been missing for five weeks. As a result of his enquiries, the Inspector was convinced he had left the country.

All the following examples, however, do exhibit cohesion, the expressions beginning with as a result all being conjunctive adjuncts:
[s:4] The captain had steered a course close in to the shore.
a. As $a$ result,
b. As a result of this,
c. As a result of this move,
d. As a result of his caution,
they avoided the worst of the storm.

If, on the other hand, the second sentence had been
$[s: 4]$ e. They were heartily thankful for his caution.
it would still have been cohesive but not by conjunction. The cohesion
would be achieved by reference, through the word his: there is no conjunctive element (for his coution is specifically dependent on thankful, which determines the preposition for). The meaning is not "as a result, they were heartily thankful', but rather 'they applauded his caution'. As always, the line between specific instances will be hard to draw in practice; there will be borderline cases, such as
[s:4] f. For his caution he was highly commended.
In the last resort it does not matter, since the effect is cohesive anyway; but a speaker of English is probably aware here of two rather different kinds of texture, even though in some instances he may recognize that he is faced with a mixture of the two.

If the conjunctive is a prepositional expression, such as because of this, it will often be possible to find an adverb that is roughly equivalent in meaning (eg: therefore). This is because conjunctions express one or other of a small number of very general relations, and it is the conjunctive relation rather than the particular nominal Complement following the preposition that provides the relevant link to the preceding sentence. This Complement, as we have seen, is frequently a purely anaphoric one, typically a demonstrative, this or that; or, if it is a noun, it is quite likely to be a general noun (of the type described in 6.1 below; of: move in [s:4c] above), which does no more than make explicit the anaphoric function of the whole phrase.

A conjunctive adjunct normally has first position in the sentence (some exceptions are noted below), and has as its domain the whole of the sentence in which it occurs: that is to s2y, its meaning extends over the entire sentence, anless it is repudiated. However, as evidenced by the indeterminacy, or perhaps fexibility, of our punctuation system, the sentence itself is a very indeterminate category, and it is very common to find conjunctive adjuncts occurring in written English following a colon or semicolon. In terms of our definition of cohesion, if we take the orthographic sentence strictly as it stands, such instances would not be cohesive, since cohesion is a relation between sentences, not a relation within the sentence. But the conjunction has the effect of repudiating that is, of setting a limit to the domain of-any other conjunction that has occurred previously in sentence-initial position. So for example in
$[s: s]$ So Alice picked him up very gently, and lifted him across more slowly than she had lifted the Queen, that she mightn't take his breath away: but, before she put bim on the table, she thought she might as well dust him a little, he was so covered in ashes.
the but following the colon presupposes the first part of the sentence; it therefore cancels out the so at the beginning, defining the limit of its domain. It would be equally possible, and with very little difference in meaning, to start a new sentence at but.
In considering spoken English, we can define the sentence in such a way that this problem does not arise: if we say that a new sentence starts whenever there is no structural connection with what has gone before, then in all such instances there will be a sentence boundary before the conjunction, and the general principle stated above (that a conjunction occurs in first position and has the whole sentence as its domain) will remain valid. But it would be arbitrary to impose this definition on written English, which has its own conventions, including that whereby the notion of a sentence (as written, ie extending from capital letter to full stop) is not bound by structural considerations, but takes in other factors as well - being exploited particularly by many writers to reflect patterns of intonation. Hence we have to recognize that in many instances chere will be a conjunctive expression in the middle of a sentence, presupposing a previous clanse in the same sentence. We saw earlier that there can be instances of anaphoric reference and substitution where the presupposed item is also to be found within the sanse sentence as the anaphoric one; here $t \mathbf{0}$, although for different reasons, elements that create texture by bringing about cohesion between sentences also reinforce the internal texture that exists within the sentence itself.

### 5.2 Some common conjunctive elements

### 5.2.1 The' and' relation

The simplest form of conjunction is 'and'.
Strictly speaking the two elementary logical relations of 'and' and 'or' are structural rather than conjunctive. That is to say, they are incorporated into linguistic structure, being realized in the form of a particular structural relation, that of coorminatton. Coordination is a structure of the paratactic type (see 4.4.5 above). The "and" relation is feft to be structural and not cohesive, at least by mature speakers; this is why we feel a little uncomfortable at finding a sentence in written English beginning with And, and why we tend not to consider that a child's composition having and as its dominant sentence linker can really be said to form a cohesive whole.

However, it is a fact that the word and is used cohesively, to link one sentence to another, and not only by children (of 5.5 below). The 'and'
relation has to be included among the semantic relations entering into the general category of conjunction. What distinguishes the two is that, in its elementary logical form, this relation is expressed through the medium of linguistic structure. The word and is the marker of this structural relation. It is not an Adjunct; in fact it has no status as a constituent at all. It is merely a structure signal.

The coordination relation which is represented by the word and may obtain between pairs (or among sets) of items functioning more or less anywhere in the structure of the language. They may be nouns, or nominal groups; verbs, or verbal groups; adverbs, or adverbial or prepositional groups; or they may be clauses. A pair or a set of items which are joined by coordination functions as a single complex element of structure: as noun complex, nominal group complex, verbal group complex, clatse complex, and so on. They function in the same way as the equivalent simple elements: that is to say, a nominal group complex, for example, functions in the structure of the clause in exactly the same way as does a nominal group.

Compared with its scope as a structure, the scope of the 'and' relation as a form of conjunction is somewhat modified and extended. We shall refer to the conjunctive 'and' by the more general term ADDitive, to suggest something ather looser and less structural than is meant by coordinate. Thus the coordinate relation is structural, whereas the additive relation is cohesive. The additive is a generalized semantic relation in the text-forming component of the semantic system, that is based on the logical notion of 'and'; and it is one of a small set of four such relations that we are grouping together under the heading of conjunction.

When the 'and' relation operates conjunctively, between sentences, to give cohesion to a text-or rather to create text, by cohering one sentence to another - it is restricted to just a pair of sentences. This provides an indication of the difference between 'and' as a structural relation (coordinate) and 'and' as a cohesive relation (additive). A coordinate item such as men and women functions as a single whole; it constitutes a single element in the structure of a larger unit, for example Subject in a clause. There is no reason why this potentiality should be limited to two items; we may have three, as in men, women and children, or even more. And if we have more than two, we may, or may not, structure them further by introducing layering, as in men and women, and bays and girls, which is '((men and women) and (boys and girls))'. There is no fixed limit either to the depth or to the extent of coordinate structures.

With 'and' as a conjunctive relation, on the other hand, the situation is quite different. Here the relation is between sentences, and sentences follow one another one at a time as the text unfolds; they cannot be rearranged, as a coordinate structure can, in different sequences and different bracketings, eg: women and men, or mens and boys, and women and girls. So there is no question of linking a whole set of sentences together by a single 'and' relation. Each new sentence either is or is not linked to its predecessor, as an independent fact; and if it is, 'and' (the additive relation) is one way in which it may be so linked. For example,
[ $5: 6]$ 'I wonder if all the things move along with us?', thought poor puzzled Alice. And the Queen seemed to guess her thoughts, for she cried 'Faster! Don't try to talk!'

The next sentence, in turn, might also be linked by 'and' type cohesion: but if it is, it will simply be linked on to the second one. The three will not form a single whole. If they had done, it would have been possible to omit the and between all but the last pair, as in a coordinate series like men, women and children. Sets of sentences of this kind do in fact occur, under certain circumstances: particularly if they are closely parallel in structure and meaning. But in such cases they are not really interpretable as separate sentences. The following example, although punctuated as sentences, is really more like a set of coordinate clauses:
$[s: 7]^{\text {' At the end of three yards } I \text { shall repeat them - for fear of your }}$ forgetting them. At the end of four, I shall say goodbye. And at the end of five, I shall go !'

### 5.2.2 Coordinate and and conjunctive and

The rypical context for a conjunctive and is one in which there is a total, or almost total, shift in the participants from one sentence to the next, and yet the two sentences are very definitely part of a text. For example
[5:8] He heaved the rock aside with all his strength. And there in the recesses of a deep hollow lay a glittering heap of treasure.
In narrative fiction such a shift occurs characteristically at the boundary of dialogue and narrative:
[3:9] 'While you're refreshing yourself,' said the Queen, 'I'll just take the measurements.' And she took a nibbon out of her pocket, marked in inches . . .

A slightly different use, and one in which the cohesive and comes perhaps closest to the structural function it has in coordination, is that which indicates 'next in a series (of things to be said)'. This is the internal sense described in 5.3 below. Here it very often links a series of questions, meaning "the next thing I want to know is . . . . There is an excellent example of this in Alice's interrogation of Humpty Dumpty concerning the meaning of Jabberwocky; it is too long to quote in full, but the following extract will show the pattern:
[s:io] 'I see it now,' Alice remarked thoughafully: 'and what are "toves"?
"Well, "toves" are something like badgers - they're something like lizards - and they're something like corkscrews.'
'They must be very curious creatures.'
'They are that,' said Humpty Dumpty: 'also they make their nests under sun-dials - also they live on cheese.'
'And what's to "gyre" and to "gimble"?'
'To "gyre" is to go round and round like a gyroscope. To "gimble" is to make holes like a gimlet."
"And "the wabe" is the grass plot round a sum-dial, I suppose?" said Alice, surprised at her own ingenuity.

Or it links a series of points all contributing to one general argament. In this function 'and' perhaps carrics over some of the retrospective effect that it has as a coordinator, as in men, women and children.

This retrospective function is in fact rather significant. (Perhaps 'retrojective' might be a better word for it, suggesting the appropriate sense of 'projecting back wards') In 2 series such as men, women and child ren, or Tom, Dick and Harry, the meaning of and is projected backwards so that we interpret as 'men and women and children', 'Tom and Dick and Harry'. (Since much use is being made in this section of the distinction between italics and quotation marks, it may be helpful to give a reminder: a word, or longer piece, that is in italics indicates a 'wording', an item of the language; one in quotation marks indicates a meaning.) This phenomenon of projecting backwards occurs only with the two elementary logical relations of 'and' and 'or', which are the only ones expressed in the form of coordination; parallel to Tom, Dick and Harry we have Tom, Dick of Harry where the 'or' is also projected backwards, giving the meaning 'Tom or Dick or Harry'. The phenomenon is not limited to strings of words, but is common to all coordinate structures, for example a series such as the following:
[5:11] The balls were live hedgehogs, the mallets live flamingoes, and the soldiers had to double themselves up and to stand upon their hands and feet, to make the arches.

Summarizing, the logical 'and' and 'or' relations differ from the wider set of textual relations that enter into cohesion, in the following ways:
(1) They are expressed structurally, in the form of coordination.
(2) They are retrospective, in the sense just explained.
(3) They have correlative forms both . . and, and either . . . or.
(4) They have a negative form nor ( $=$ "and not'), together with its correlative neither . . . nor ( $=$ 'both not . . . and not').

### 5.2.3 Other conjunctive elements: but, yet, so and then

The retrospective power of and provides a useful insight into the meaning of certain other words, especially but. The word but expresses a relation which is not additive but adyersatiye. However, in addition to the meaning 'adversative', but contains within itself also the logical meaning of 'and'; it is a sort of portmanteau, or shorthand form, of and however. The evidence for this is the fact that but is also retrospective - but the meaning which it projects in this way is not 'but' but 'and'. Consider the example
[ $5: 12]$ The eldest son worked on the farm, the second son worked in the blacksmith's shop, but the youngest son left home to seek his fortune.

This has to be interpreted as the eldest son worked on the farm and the second. . $\therefore$ The fact that but contains 'and' is the reason why we cannot say and but, although we can say and yet, and so, and then, etc. It also explains why the construction Although . . ., but . . ., so frequently used by nonnative speakers of English, is wrong: a structure cannot be both hypotactic and coordinate (paratactic) at the same time.

The words yet, so and then do not normally project backwards in this way, although they can do in rare instances. In general they do not include any component of 'and'; instead they frequently combine with and, as mentioned above. In fact, when the word and occurs at the beginning of a new sentence it is very often accompanied by another conjunctive word or phrase, the two together functioning as a single element. The second conjunction may be one expressing a different textnal relation from the and (such as the adversative $\gamma e t$ ), or it may itself
also be additive; so we find not only and yet, and so, and then, and anyway, but also and also, and furthermore, and in addition.

The different types of conjunctive relation that enter into cohesion are listed in the next section. They are not the same as the elementary logical relations that are expressed through the structural medium of coordination. Conjunction, in other words, is not simply coordination extended so as to operate between sentences. As we saw in 5.1 (examples [ $5: 1$ ] and $[s: 2]$, at least some of the conjunctive relations have equivalents in very different types of structure, such as predication within the clause and hypotaxis between clauses; these are quite unrelated to coordination. There are other conjunctive relations which are closer to coordination; in particular the adDitive, to which the closest parallel among the structural relations is the coordinate 'and'. But this is still not the same thing; the additive relation is a complex one including components of emphasis which are absent from the elementary 'and' relation. The same holds for the coordinate relation 'or'; there is a cohesive category related to 'or', expressed by conjunctions such as instead, but it is also a mixture, with other elements present in it. The conjunctive relations are not logical but textual; they represent the generalized types of connection that we recognize as holding between sentences. What these connections are depends in the last resort on the meanings that sentences express, and essentially these are of two kinds: experiential, representing the linguistic interpretation of experience, and interpersonal, representing participation in the speech situation. In the remaining sections of this chapter we attempt to outline the various types of conjunction, with some typical examples of each.

### 5.3 Types of conjunction

Various suggestions could be taken up for classifying the phenomena which we are grouping together under the heading of CONJUNCTION. There is no single, uniquely correct inventory of the types of conjunctive relation; different classifications are possible, each of which would highlight different aspects of the facts.

We shall adopt a scheme of just four categories: additive, adversative, causal, and temporal. Here is an example of each:
[ $5: 13$ ] For the whole day he climbed up the steep mountainside, almost without stopping.
a. And in all this time he met no one.

| b. Yet he was hardly aware of being tired. | (adversative) |
| :--- | :--- |
| c. So by night time the valley was far below |  |
| him. | (causal) |
| d. Then, as dusk fell, he sat down to rest. | (temporal) |

The words and, yet, so and then can be taken as typifying these four very general conjunctive relations, which they express in their simplest form.

Naturally if we reduce the many very varied kinds of conjunction to this small number of basic types, there is scope for a considerable amount of subelassifying within them. A very simple overall framework like this does not elininate the complexity of the facts; it relegates it to a later, or more 'delicate', stage of che analysis. Our reason for preferring this framework is just that: it seems to have the right priorities, making it possible to handle a text without unnecessary complication. A detailed systematization of all the possible subclasses would be more complex than is needed for the understanding and analysis of cohesion; moreover, they are quite indeterminate, so that it would be difficult to select one version in preference to another. We shall introduce some subclassification under each of the four headings, but not of any very rigid kind.

There is one very general distinction, common to all four types, which it will be helpful to make at the start. Consider the following pair of examples:
[5:14] a. Next he inserted the key into the lock.
b. Next, he was incapable of inserting the key into the lock.

Each of these sentences can be seen, by virtue of the word mext, to presuppose some preceding sentence, some textual environment. Moreover in each case there is a relation of temporal sequence between the presupposed sentence and this one; both [s:14a and b] express a relation that is in some sense 'next in time'. We shall in fact classify them both as temporal. But the "nextness' is really rather different in the two instances. In (a), it is a relation between events: the preceding sentence might be First he switched on the light-first one thing happens, then another. The time sequence, in other words, is in the thesis, in the content of what is being said. In (b), on the ocher hand, the preceding sentence might be First he was mable to stand upright; here there are no events; or rather, there are only ungusmic events, and the time sequence is in the speaker's organization of his discourse. We could say the time sequence is in the ARGUMENT, provided 'argument' is understood in its everyday rhetorical sense and not in its technical sense in logic (contrasting with
'operator"). The two sentences are related as steps in an argument, and the meaning is rather ${ }^{\text {first }}$ one move in the speech game is enacted, then another".

It would be possible to describe the nature of the temporal relation in [ $5: 14 \mathrm{~b}$ ] in terms of speech acts, the time sequence being a performative sequence "first 1 say one thing, then another'. This is quite adequate for the particular example, but is too concrete for this type of conjunction as a whole. As later examples will show, what we are concerned with here is not so mach a relationship between speech acts (though it may take this form, especially in the temporal setting) as a relationship between different stages in the unfolding of the speaker's communication role - the meanings he allots to himself as a participant in the total situation. The distinction between (a) and (b) really relates to the basic functional components in the organization of language. In [5:14a] the cohesion has to be interpieted in terms of the EXPRERENTIAL function of language; it is a relation between meanings in the sense of representations of 'contents', (our experience of) extemal reality. In $[5: 54 \mathrm{~b}]$ the cohesion has to be interpreted in terms of the interpersonal function of language; it is a relation between meanings in the sense of representations of the speaker's own 'stamp' on the situation - his choice of speech role and rhetorical channel, his attitudes, his judgments and the like.

The essential fact here is that communication is itself a process, albeit a process of a special kind; and that the salient event in this process is the text. It is this that makes it possible for there to be two closely analogous sets of conjunctive relations: those which exist as relations between external phenomena, and those which are as it were internal to the communication situation. The clearest instance is to be found in the relation of temporal sequence, as just illustrated: it is fairly obvious that temporal sequence is a property both of the processes that are encoded in language and of the process of linguistic interaction itself. At the same time, the two time sequences are also clearly on different planes of reality, which explains why it is that certain apparently contradictory elements can combine with each other; we may have an example like
[5:15] Next, previously to this he had already offered to resign.
meaning 'and after this (in "internal" or situation time) I shall tell you what happened before this (in "external" or thesis time)'. The analogy in the other types of conjunctive relation, additive, adversative and causal, is somewhat less exact; but it is still exact enough for many of the same conjunctive expressions to be used in both meanings, for example:
> [ $s: 16$ ] a. She was never really happy here. So she's leaving.
> b. She'll be better off in a new place. - So she's leaving?

In (a) there is a causal relation between two events - or two phenomena, let us say, since the first is a state rather than an event. The meaning is 'because she was not happy, she's leaving'. In (b) there is also a causal relation, but it is within the communication process; the meaning is 'because you refer to her being about to be in a new place, I conclude she's leaving'. This is a very typical example of the sort of parallelism we find between the two planes of conjunctive relations, the external and the internal.

No pair of terms seems quite right for referring to this distinction in a way that is succinct yet still transparent. We might use 'objective' and 'subjective'; but these are misleading, because the logical relations within the speech situation are no more subjective than those within the thesis or content of what is being said - the communication process itself is as objcctive as any of the processes that are being talked about. Most appropriate would be a pair of terms relating to the functional components of meaning (experiential and interpersonal; of Hymes' 'referential' and 'socio-expressive', Lyons' 'cognitive' and 'social'), since the distinction in fact derives from the functional organization of the linguistic system; but these become cumbersome and require a constant effort of interpretation. For want of better, we shall use external andinterNAL; they are somewhat vague, but preferable to more specificterms which might be suitable, say, in the setting of a temporal relation but not in a causal or adversative one. This is exactly the emphasis we want to avoid. The value of the distinction we are drawing is preciscly that it is general to all the different relations that enter into conjunction. When we use conjunction as a means of creating text, we may exploit either the relations that ate inherent in the phenomena that language is used to talk about, or those that are inherent in the commanication process, in the forms of interaction between speaker and hearer; and these two possibilities ate the same whatever the type of conjunctive relation, whether addirive, adversative, temporal or causal. In fact we usually exploit both kinds. The line betwen the two is by no means always clearcut; but it is there, and forms an cssential part of the total picture.

Each of the remaining subcategories that we shall set up for the present discussion is specific to one or other of the four types of relation, and will be brought up in the appropriate section. In the following table we set out the four headings, additive, adversative, causal and

## Summary Table of Conjunctive Relations

|  | External/internal | Internal (unless otherwise specified) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Additive | Additive, simple: <br> Additive and, and also <br> Negative nor, and , . . <br> not <br> Alternam or, or else <br> tive | Complex, emphatic: <br> Additive furthermore, in addition, besides <br> Alternative alfernatively <br> Complex, dememphatic: <br> After incidentally, <br> thought by the way | Apposition: <br> Expository <br> Exemplificatory | that is, $I$ mean, in other words for instance, thus | Comparison: Similar <br> Dissimilar | likewise, similatly, in the same. way on the other hand, by contrast |
| Adversative | Adversative 'proper': <br> Simple yet, though, ondy <br> Contain. but ing 'atad' <br> Emphatic hovever, nevertheless, despite this | Contrastive:  <br> Avowalin fatt, <br> actually, as a <br> ntater of fact  <br> Contrastive (external):  <br> Simple but, and <br> Emphation  <br> however, on  <br> the other hand,  <br> at the same  <br> time  | Correction: Of meaning <br> Of wording | instead, rather, on the contrary at least, rather, I mean | Dismissal: <br> Closed <br> Open-ended | in any case, in either caser, whith ever way it is in any case, anyhow, at any rate. however it is |


|  | External/internal | Internal (unless otherwise | ified) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Cuusal |  | Reversed causal: <br> Simple for, because <br> Causul, specific: <br> Reason it follows, on this basis <br> Result arisitg out of this <br> prurpose to this end |  | Respective: <br> Direct <br> Reversed polarity | in this respect, in this regard, with refer. ente to this otherwise, in other respects, aside from this |
| Temporal | Temporal, simple (external only); <br> Sequential then, next, after that <br> Simulw just then, at taneous the some time <br> Preceding previously, befare that <br> Conclusive: <br> Simple finally, at last <br> Correlative forms: <br> Sequential first . . . then Conclum at first... in sive the end | $\left.\begin{array}{ll}\text { Complex (external only): } \\ \text { Immediate } & \text { at once, } \\ \text { thereupon }\end{array}\right\}$ | Intetral temporal: <br> Sequential then, nexf, secondly <br> Conclusive finally, in costclusion <br> Correlative forms: <br> Sequential first...next <br> Conclusive ...finally | 'Here and Past <br> Present <br> Future <br> Sumumary: <br> Summarizing <br> Resumptive | w': <br> up to now, hitherto at this point, here from now on, hence" forward <br> to sum up, in short, briefly to resume, to return to the point |

temporal, and list examples of the words and phrases that express these meanings. The distinction between external and internal, in the sense above, is also built into the table; it will be noted that many though not all of the conjunctions occur in both types of relation, like mext and $s o$ in [5:54] and [s:16]. In one or two instances the same word occurs in more than one conjunctive type; eg: them is both temporal and causal. Some labels are given to the subcategories, where it is felt that these would be helpful; and the classification of each type is repeated in the form of a list at the end of the section in which it is discussed.

### 5.4 Additive

We have already discussed (in 5.2) the 'and' relation as it is embodied in the form of coordination, and suggested that the cohesive relation expressed by And at the beginning of a new sentence - the ADDitive relation - is somewhat different from coordination proper, although it is no doubt derivable from it.

It is not being claimed, of course, that every time a writer puts a full stop before and he is thereby at once using the word in a different sense. The distinction is neither as clearcut nor as consistent as this; and in any case the claim would be meaningless for spoken English, for which it would be necessary to adopt and adhere to a particular explicit definition of the sentence. But equally the notion of sentence, vague though it is, is not invalid; we can define the sentence for spoken English if we want to. Probably the simplest definition is that a sentence equals a clause complex: that is, any set of clauses that are hypotactically and/or paratactically related, with the simple clause as the limiting case. Moreover there is a difference in principle between structural relations, which hold within a sentence, and cohesive relations, which hold (within or) between sentences.

When we are considering cohesive relations, we can group together under the heading of additive both of the two types that appear structurally in the form of coordination, the 'and' type and the 'or' type. The distinction between these two is not of primary significance for purposes of textual cohesion; and in any case it is not the same distinction as that which is found between them in coordination. The words and, or and nor are all used cohesively, as conjunctions; and all of them are classified here as additive. The correlative pairs both . . . ond, tither . . . or and neither ... nor do not in general occur with cohesive function; they are restricted to structural coordination within the sentence. This is because a coordinate
pair functions as a single unit, in some higher structure, and so can be delineated as a constituent; whereas a cohesive 'pair' is not a pair at all, but a succession of two independent elements the second of which happens to be tied on to the first (of the discussion on example $[s: 6]$ above).

All three, and, or and nor, may express either the external or the internal type of conjunctive relation (as these were described in 5.3 above). In the additive context, in fact, there may be no very clear difference berween the two; but when and is used alone as a cohesive item, as distinct from and then, etc, it often seems to have the sense of 'there is something more to be said', which is clearly internal in our terms, a kind of seam in the discourse. For example in [s:17a and b] the and has this sense:
[ $5: 17]$ a. '. . I was very nearly opening the window, and putting you out into the snow ! And you'd have deserved it . . $\therefore$.
b. 'I said you looked like an egg, sir,' Alice gently explained. 'And some eggs are very pretty, you know,' she added . . .

Much of the discussion of and in 5.2 above illustrates the same point; examples [ $5: 8-\mathrm{ro}]$ show different kinds of internal and - linking a series of questions, like [ $5: 18]$ :
[ $5: 18$ ] Was she in a shop? And was that really - was it really a sheep that was sitting on the other side of the counter?
or linking dialogue and narrative, like [5:19]:
$[s: 19]^{\prime} \ldots$ Who in the world am I f Ah, that's the great puzzle!' And she began thinking over all the children she knew that were of the same age as herself, to see if she could have been changed for any of them.

Example [5:8] is perhaps on the borderline; here and does link two different facts, which makes it external, but at the same time it may serve to convey the speaker's intention that they should be regarded as connected in some way.

The negative form of the additive relation is expressed simply as not, as in Nor can I. Besides nor there are various other composite expressions with more or less the same meaning (of: or else as expansion of or, as in $[s: 24]$ below) : and . . . not, not . . . either, and . . . not . . . ather; and the forms neither, and . . . neither. Here is an example with a clearly external sense, the form being and . . . not . . . either:
[ $5: 20$ ] I couldn't send all the horses, you know, because two of them are wanted in the game. And I haven't sent the two Messengers either.
It is likely that the expanded forms with either have an odditional element of explicitness in them, a sense of 'and what is more'. This, in our terms, would be an element of internal meaning, since it is an expression of the speaker's attitude to or evaluation of what he is saying. Example [ $s: 20]$ would in this sense perhaps be a combination of both external and internal conjunction. There are parallel forms of the positive 'and' relation, namely and also, and . . . too:
[s:21] 'To be able to see Nobody! And at that distance, too!'
There are specifically вмрндтic forms of the 'and' reladion occurring only in an intemal sense, that of "there is yet another point to be taken in conjunction with the previous one'. This in fact is essentially the meaning that is taken on by the 'and' relation when it is a form of internal conjunction. There are a large number of conjunctive expressions which have just this meaning, eg: further, furthermore, again, also, moreover, what is more, besides, additionally, in addition, in addition to this, not only that but. These give a definite thetorical lavour, as in
[ $5: 22$ ] My client says he does not know this witness. Further, he denies ever having seen her or spoken to her.

The speaker wants the two sentences to be as it were added together and reacted to in their totality.

With the 'or' relation, the distinction between the extemal and the internal planes is perhaps more clearcut. The basic meaning of the conjunctive 'or' relation is alternative. In its external sense, the offering of a range of objective alternatives, or, together with its expansion or else, is largely confined to questions, requests, permissions and predictions (reatized in the grammar as interrogative, imperative and modalized clauses). Even here, the alternative could often be regarded as comprising a single sentence, as in
[ $5: 23]$ 'Shall we try another figure of the Lobster Quadrille ?', the Gryphon went on. 'Or would you like the Mock Turtle to sing you a song?'
If it is associated with statements, or takes on the internal sense of 'an alternative interpretation', 'another possible opinion, explanation, etc in place of the one just given':
[5:24] Perhaps she missed her train. Or else she's changed her mind and isn't coming.
The form (or) alternotively is perhaps an emphatic variant of the 'or' relation, whereby the speaker stresses the altemativeness, in the same way that by using (and) additionally he emphasizes the additionalness in the 'and' relation.

Under the heading Admivive we may include a related pattern, that of semantic similarity, in which the source of cohesion is the comparison of what is being said with what has gone before. Forms such as similarly, likewise, in the sante way are used by the speaker to assert that a point is being reinforced or a now one added to the same effect; the relevance of the presupposing sentence is its similarity of import to the presupposed one. There may be a likeness in the event; the cohesive use of comparison does not exclude the presence of an external component, as in [5:25a]. But essentially it is the similarity in the context of the communication process that is being used with cohesive effect. $[5: 25 \mathrm{~b}]$ brings out this internal aspect.
[5:25] a. Treating people as responsible citizens brings out the best in them; they behave as such. In the same way if you treat them as criminals they will soon begin to act like criminals.
b. Your directors are planning for steady growth over a considerable period of time. Similarly our intentions in adopting this new investment policy are focused on the long-term prospects of the company.
Corresponding to 'similarly" is the negative comparison where the meaning is dissimilarity: 'in contradistinction'. This is frequently expressed by the phrase on the other hand; there are other forms such as by contrast, as oppesed to this, and so on.
[s:20] Our garden didn't do very well this year. By contrast, the orchard is looking very healthy.
The phrase on the other hand is unusual among conjunctions in having a correlative form, on the ane hand; note however that when the two are used together the sense of 'dissimilarity' tends to be weakened, and the effect is litde more than a simple additive:
[5:27] Why aren't you going in for a swim? - On the one hand, the air's too cold; I like to he warm when I come out. On the other hand, the current's too strong; I like to be sure I shail come out.

Note the similarity between comparison as a conjunctive relation especially in its external sense, expressed by conjunctive Adjuncts of one kind and another, and comparison as a form of reference, expressed by Deictics, Epithets and Submodifiers (see 2.2 and 2.5 ).

With negative comparison, we are approaching the adyersative rype of conjunctive relation, where it has the sense of 'not . . . but . . '; that is, where the first term in the comparison is denied in order to make room for the second one. Here we find expressions such as insted, rather, on the contrary. These will be brought up in the next section. Meanwhile there are two other types of relation which can be thought of as subcategories of the additive. Both of these are really relations on the internal plane - though, as always, they may have external implications.

The first is that of exposition or exbmplification. This corresponds, structurally, not to coordination but to Apposition. Among the items which occur frequently in this function are, in the expository sense, I mean, that is, that is to say, (or) in other toords, (or) to put it antother way; in the exemplificatory sense, for instance, for example, thes. Note that the word or also occurs alone as a marker of structural apposition, the sense being 'by another (alternative) name'. Other items, such as namely and the abbreviations ie, viz, eg, are likewise usually used as structural markers within the sentence, although they may occasionally be found linking two sentences. Examples:
[ $5: 28$ ] a. I wonder whether that statement can be backed up by adequate evidence. - In other words, you don't believe me.
b. 'What sort of things do you rememher best?' Alice ventured to ask. 'Oh, things that happened the week after next,' the Queen replied in a careless tone. 'For instance, now,' she went on . . . 'there's the King's Messenger. He's in prison now, being punished: and the trial doesn't even begin till next Wednesday: and of course the crime comes last of all.'
c. In the findex of Railroad Stations the names of many railroads ate followed by small numerals. These are time-table numbers indicating the table in which a given station is shown in the railroad's representation. For example, under Danbury, Ct., is shown "N.Y. New Hav. and H., 12." This means Danbury is found on the time-table No. 12 of that railroad.* Of these, (a) is expository, (b) exemplifying, while (c) contains an example of each: this mears, and for example.

[^18]Finally there is a small set of items such as incidentally, by the way, which combine the sense of additive with that of AFTERTHOUGBT. They are perhaps on the borderline of cohesion; they may often hardly presuppose any greceding discourse, although in principle one sentence can be incidental only by reference to a previous one.
[ $5: 29]^{\prime}$ You'll see me there,' said the Cat, and vanished . . . While she was looking at the place where it had been, it suddenly appeared again. 'By-the-bye, what became of the baby ?' said the Cat, ' I'd nearly forgotten to ask.'
This sort of afterthought is really a kind of De-bmphasis, reducing the weight accorded to the presupposing sentence and to its connection with what went before; it thos contrasts with the emphatic type described earlier, expressed by furthermore and similar forms.

The structural analogue of the additive relation - that is, its equivalent in the form of a relation within the sentence - is parataxis, including both coordination and apposition. To the simple additive (including negative and alternative) forms correspond structures using the same words and, or and nor, as well as their correlative pairs both . . .and, etc. To the appositional type corresponds structural apposition which may be expressed by means of markers such as namely, or, that is, or simply by juxtaposition; in spoken English there must also be tonal concord - a pair of items in apposition always have the same intonation pattern. On the other hand, the comparative and the various complex relations that we have grouped under the heading of ADbitive have no equivalent as structural relations within the sentence.

Here is a summary of the conjunctive relations of the ADDITIVB type, with examples of each:
Simple additive relations (external and internal)
Additive:
Negative: nor; and . . . not, not . . . either, mither
Alternative: or; or else
Complex additive relations (intemal) : emphatic
Additive:
further(more), moreover, additionally, besides that, add to this, in addition, and another thing Altemative: alternatively

> Complex additive relations (intemal): de-emphatic Afterthought: $\quad$ incidentally, by the tyay

Comparative relations (internal)
Similar: likewise, similarly, in the same way, in (just) this way
Dissimilar: on the other hand, by contrust, conversely
Appositive relations (internal)
$\begin{array}{ll}\text { Expository: } & \text { that is, } I \text { mean, in other words, to put it another } \\ \text { Exemplificatory: } & \text { way } \\ & \text { for instance, for example, thus }\end{array}$

### 5.5 Adversative

The basic meaning of the adversative relation is 'contrary to expectation'. The expectation may be derived from the content of what is being said, or from the communication process, the speaker-hearer situation, so that here too, as in the additive, we find cohesion on both the external and the internal planes.

An external adversative relation is expressed in its simple form by the word yet occurring initially in the sentence:
[ $5: 30]$ All the figures were correct; they'd been checked. Yet the total came out wrong.
Very similar to yet in this function are but, however, and though. It was suggested earlier (5.2) that but differs from yet in that but contains the element 'and' as one of its meaning components, whereas yet does not; for this reason, we regularly find sentences beginning and yet, but never and but.

The word however is different again. Unlike yet and but, however can occur non-initially in the sentence (in which case it can co-occur with initial and or but, but not with yet); and it regularly occurs as a separate tone group - separate, that is, from what follows - and so is associated with intonational prominence, whereas $\gamma$ pet and but are notmally spoken as 'reduced' syllables and become tonal only for purposes of contrast. Finally though as a conjumetive is always phonologically reduced; it may occur initially (in which case it is indistinguishable in speech from the subordinating though (= although) and would be treated as cohesive ouly if occurring in writing after a full stop), but its normal position is as a tailpiece at the end of the clause. Some examples:
[s:31] a. All this time Tweedledee was trying his best to fold up the umbrella, with himself in it . . . But he conldn't quite succeed,
and it ended in his rolling over, bundled up in the umbrella, with only his head out.
b. . . . it swept her straight off the seat, and down among the heap of rushes. However, she wasn't a bit hurt, and was soon up again.
c. 'I like the Walrus best,' said Alice: 'because, you see, he was a little sorry for the poor oysters'.
'He ate more than the Carpenter though,' said Tweedledce.
The following set of examples shows the intonation patterns (cf 5.9 ) that are associated with however; example (a) is untypical for however but corresponds to the typical use of but:
$[s: 32] \quad\{$ a. $/ / 4$ However she was not going to let herself be peaten //
b. \#1 however $/ 4$ she was not going to let

Jane felt most disheartened. herself be beaten //
c. I/ She was not going to let herself be beaten however $\#$
d. //4 this time however // she was not going to let herself be beaten $\#$

The pattern in (c) and (d) would also be appropriate to though.
The adversative sense is expressed by a number of other words and phrases. The word only occurs frequently in this sense in spoken English, always in initial position and phonologically zeduced, like however in [5:32a];eg
[s:33] I'd love to join in. Only I don't know how to play.
Other adversative words such as nevertheless and still, and prepositional expressions such as in spite of this, are on the other hand uscually fully accented, and often also tonic, like however in [5:32b]; eg
[5:34] It certainly was a wery large Gnat: 'about the size of a chicken,' Alice thought. Still, she couldn't feel nervous with it, after they had been talking together so long.

In some instances the adversative relation between two sentences appears as it were with the sequence reversed, where the second sentence and not the first would correspond to the allhough clause in a hypotactic structure. Here the normal cohesive form is yet; we also find and in adversative use in this sense:
[5:35] a. The total came out wrong. Yet all the figures were corkect; they'd been checked.
(cf: The total came out wrong, although all the figures were correct.)
[s:3s] b. 'Dear, dear! How queer everything is today! And yesterday things went on just as usual.'
At the same time, but and however occur in a related though somewhat different sense, which we might call contrastive. This they shate with on the other hand (but never in its correlative form on the one hand . . on the other hand, which is comparative; of 5.4 above). Note that yet does not occur in this sense, as can be seen by substituting it for but and however in the following examples:
[s:36] a. She failed. However, she's tried her best.
b. He's not exactly good-looking. But he's got brains.
c. 'I see you're admiring my little box,' the Knight said in a friendly tone.'. . . You see I carry it upside-down, so that the rain can't get in.' 'But the things can get out,' Alice gently remarked.
Here the meaning is not 'despite' but 'as against', 'to be set against'; in fact the expression as against that is used in this sense, as well as on the other hand, af the same time and vatious others.

It can be seen that if yet replaces however in $[5: 36 a]$ the meaning is quite different: it means in spite of the fact that she'd tried her best, she still failed'. The two meanings 'in spite of' (the adversative proper, so to speak) and 'as against' can be paralleled within the sentence, in the although (concessive) type of dependent clause. This is normally a true adversative, and it can have oney this sense if the althaugh clause precedes the main clause (where athough is accented). But provided the although clause follows the main clause, where although is normally unaccented, it can express either the meaning 'in spite of' or the meaning 'as against'. Thus we have she failed, although she'd tried her best, meaning either 'in spite of the fact that...', parallel to [ $5: 35 \mathrm{~s}]$, or 'as against the fact that . . $\therefore$ ', parallel to $[s: 36 \mathrm{c}]$; or although she'd tried her best, she failed, meaning only "in spite of the fact that . . ${ }^{\prime}$, patallel to [ $\left.5: 30\right]$. The latter cannot mean 'as against', which is why althosigh he's got brains, he's not exactly goodlooking makes no sense.

The adversative relation also has its intranal aspect. Here the underlying meaning is still 'contrary to expectation'; but the source of the expectation is to be found not in what the presupposed sentence is about
but in the current speaker-hearer configuration, the point reached in the communication process, as we expressed it earlier. For example:
[5:37] a. '. . . you'll find yourself in the Fourth Square in no time. Well, that square belongs to Tweedledum and Tweedledee the Fifth is mostly water - the Sixth belongs to Humpry Dumpty - But you make no remark?'
b. '. . . you might catch a bat, and that's very like a mouse, you know. But do cats eat bats, I wonder?"

In (a) the Red Queen's reasoning is 'I am giving you information, for which you ought to be grateful; and yet you don't show it': that is, contrary to the expectation raised by the communication situation between us. Similarly in (b), Alice recognizes that, although her suggestion is made with the intention of being helpful, it may not in fact be any use.

This is as it were the internal equivalent of the adversative proper; the meaning is not 'in spite of the facts' but it is still 'in spite of' - 'in spite of the roles we are playing, the state of the argument, etc*. There is another form of the adversative relation, also internal, which we may perbaps regard as being the internal equivalent of the contrastive sense identified above, that of 'as against'. This is expressed by a number of very frequent items such as in fact, as a matter of fact, actually, to tell (you) the truth. The meaning is something like 'as against what the current state of the communication process would lead us to expect, the fact of the matter is...' The conjunction takes the form of an assertion of veracity, an $A$ yowal:
$[5: 38]$ 'Now the cleverest thing $I$ ever did,' he went on after a pause, 'was inventing a new pudding during the meat-course.' 'In time to have it cooked for the next course?' said Alice. 'well, that was quick work, certainly.'
'Well, not the next course,' the Knight said in a slow thoughtful tone; 'no, certainly not the next course.'
'Then it would have to be the next day. I suppose you wouldn't have two pudding-courses in one dinner.'
'Well, not the next day,' the Knight repeated as before: 'not the next day. In fact,' he went on, holding his head down, and his voice getting lower and lower, 'I don't believe that pudding ever was cooked! In fact, I don't believe that pudding ever will be cooked! And yet it was a very clever pudding to invent.'

Related to this 'avowal' type is another form of the adversative which was mentioned above (5.4) as bordering on the sense of negative comparison eg: by contrast; of [ $5: 26]$. This is the sense of 'not $\ldots$ but . . $\therefore$, which we might refer to as a correction. The meaning of this cohesive relation itself is again internal - although, as always, the context of its use in any particular instance may be found in the content of the presupposed and presupposing sentences. The general meaning is still 'contrary to expectation', but here the special sense is 'as against what has just been said'; the expectation is there, in other words, simply because it has been put into words. The distinction between this and the 'avowal' type, such as in foutt is that the latter is an assertion of 'the facts' in the face of real or imaginaty resistance (as against what you might think'), whereas here one formulation is rejected in favour of another ('as against what you have been told'). Characteristic expressions of this relation are instead (of that), rather, on the contrary, at least, I meant. The contrast may be between two alternative phenomena:
[ $5: 39]$ a. He showed no pleasure at hearing the news. Instead he looked even gloomier.
b. I don't think she minds the cold. It's the damp she objects to, rather.

But it may be between two different formulations of the same phenomenon:
[ $5: 40]^{\text {' What a beautiful belt you've got on !' Alice suddenly remarked }}$ . . . 'At least,' she corrected herself on second thoughts, 'a beautiful cravat, I should have said - no, a belt, I mean - . . $\therefore$.

Finally we bring in here what may be considered a generalized form of the adversative relation, the meaning 'no matter (whether . . . or not; which . . ), still. . ${ }^{\prime}$. This presupposes that some circumstances have been referred to which are then dismissed as irrelevant - either because it does not matter whether they obtain or not, as in [5:41a], or because it does not matter which of the given set of circumstances obtains, as in [5:4Ib]:
[ $s: 4 \mathrm{r}]$ a. We may be back tonight; I'm not sure. Either way, just make yourselves at home.
b. Your partner may support you or may change to another suit. In either case you should respond.
dismissive expressions include in anyleither caseletent, anyleither way, whichever happens, whether . . . or not. The same meaning is further
generalized to cover an entirely open-ended set of possibilities: 'no matter what', ie 'no matter under what circumstances, still . . $\therefore$. Taken by itself this seems to have nothing cohesive about it; but it always presupposes that sometuing has gone before, remote though it may be. Since whatever it is that has gone before is in any case being dismissed as irrelevant, the meaning 'however that may be' on the internal plane often amounts to nothing more than a change of subject - 'let's leave that aside, and turn to something else' (of 5.8 below). The usual modern sense of the word however, as a specific adversative, is in fact derived from the generalized sense which it had earlier; in the same way various other expressions which are essentially of this generalized type, such as anyhow, at any rate, are now coming to function as adversatives in the more specific sense. Examples of the generalized adversative rclation:
[s:42] a. 'I say, this isn't fair !' cried the Unicorn, as Alice sat with the knife in her hand, very much puzzled how to begin. 'The Monster has given the Lion twice as much as me!' 'She's kept none for herself, anyhow,' said the Lion.
b. '. . . the March Hare said - 'I didn't!' the March Hare interrupted in a great hurry
'Well, at any rate, the Dormouse said - ' the Hatter went on.
Summary of conjunctive relations of the adversative type:
Adversative relations 'proper' ('in spite of') (external and internal)

Simple:
Containing 'and':
Emphatic:
yet; though; only
but
however, nevertheless, despite this, all the same

Contrastive relations ('as against') (external)

Simple:
Emphatic: however, on the other hand, at the same time, as against that

Contrastive relations ('as against') (internal)
Avowal: infact, as a matter of fact, to tell the truth, actually, in point of fact
Corrective relations ('not . . . but') (internal)
Correction of meaning:
Corsection of wording:
instead, rather, on the contrary
at least, rather, I mears

Dismissive (generalized adversative) relations ('no matter . . ., still') (external and internal)

Dismissal, closed:
Dismissal, open-cnded:
in anyleither case/event, anyleither way, whichever...
anyhow, at any rate, in any case, however that may be

### 5.6 Causal

The simple form of causal relation is expressed by so, thus, hence, therefore, consequently, accordingly, and a number of expressions like as a result (of that), in consequence (of that), because of that. All these regularly combine with initial and. It is outside our scope here to go into the various positions that can be occupied by these items in the sentence, but the same general types exist as with the adversatives. Thus so occurs only initially, unless following and; thus, like yet, occurs initially or at least in the first part (the Modal element) of the clause; therefore has the same potentialities as however. Again adverbs such as consequently resemble the adversative adverbs like nevertheless; and the prepositional expressions such as as a result (of this) have on the whole the same potentialities of occurrence as those with an adversative sense.
Examples:
[5:43] a. . . . she felt that there was no time to be lost, as she was shrinking rapidly; so she got to work at once to eat some of the other bit.
b. . . . she wouldn't have heard it at all, if it hadn't come quite close to her ear. The consequence of this was that it tickled her ear very much, and quite took off her thoughts from the unhappiness of the poor little creature.

The causal relation may be reiterated so as to form a cohesive chain, as in the following example from Alice:
[s:44] But they have their tails in their mouths; and the reason is . . . that they would go with the lobsters to the dance. So they got thrown out to sea. So they had to fall a long way. So they got their tails fast in their mouths. So they couldn't get them out again.

Under the heading of causal relations are included the specrfic ones of mesult, reason and purpose. These are not distinguished in the
simplest form of expression; so, for example, means "as a result of this', 'for this reason' and 'for this purpose'. When expressed as prepositional phrases, on the other hand, they tend to be distinct.

The distinction between the external and the internal types of cohesion tends to be a little less clearcut in the context of causal relations that it is in the other contexts, probably because the notion of cause already involves some degree of interpretation by the speaker. Nevertheless the distinction is still recognizable. The simple forms thus, hence and therefore all occur regularly in an internal sense, implying some kind of reasoning or argument from a premise; in the same meaning we find expressions like arising out of this, following from this (we might include also locutions such as it follows that, from this it appears that, we may condude that and the like):
[5:45] When the breakfast allowed blood sugar to be low during the morning, the increase after lunch rose to the level of cheerfulness and efficiency for ouly a few minates; then it fell to a low level which lasted throughout the afternoon. Your selection of food at breakfast, therefore, can prevent or produce fatigue throughout the day.*
The word so is not common in this sense, but it occurs frequently in another meaning, also internal, that it shares with then; this is as a statement about the speaker's reasoning processes: 'I conclude from what you say (or other evidence)' - compare expressions such as I gather:
[5:46] The very first thing she did was to look whether there was a fire in the fireplace, and she was quite pleased to find that there was a real one, and blazing away as brightly as the one she had left behind. 'So I shall be as warm here as I was in the old room,' thought Alice.

The reversed form of the causal relation, in which the presupposing sentence expresses the cause, is less usual as a form of cohesion. Within the sentence, it is natural to find the structural expression of cause going in either direction; a structure functions as a whole, and the sequence ' $b$, because $a$ ' is no less acceptable - in fact considetably more frequent than 'because $a, b$ '. With the cohesive relation between sentences, however, in which the text unfolds one sentence after another, the logical precedence of cause over effect is reflected in the typical sequence in

[^19]which sentences related in this way tend to occur. Nevertheless we do find the reason was that and similar expressions; and there is one simple conjunction with this meaning, namely for. This is hardly ever heard in spoken English, where its nearest equivalent is the word because in phonologically reduced form. Note the examples:
[s:47] a. The next moning she was glad and proud that she had not yielded to a scare. For he was most strangely and obviously better.
b. 'I see somebody now !' she exclaimed at last. 'But he's coming very slowly - and what curious attitudes he goes into!' (For the Messenger kept skipping up and down, and wriggling like an cel, as he came along, with his great hands spread out like fans on each side.)

In $[s: 47 \mathrm{~b}]$ the for is used in an internal sense, meaning 'this is the reason for what was just said'; compare [ $5: 48]$ where the conjunction because means 'this is why I'm asking':
[s:48] You aren't leaving, are you? Because I've got something to say to you.
One other type of conjunctive relation will be considered here under the general heading of causal: this is the conditional type. The two are closely related, linguistically; where the causal means ' $a$, therefore $b$ ' the conditional means 'possibly $a$; if so, then $b$ ', and although the 'then' and the 'therefore' are not logically equivalent $-a$ may entail $b$ without being its cause - they ate largely interchangeable as cohesive forms.

The simple form of expression of the conditional relation, meaning 'under these circumstances', is the word then:
[ $s: 49]$ a. 'And what does it live on?"
'Weak tea with cream in it.'
A new difficulty came into Alice's head.
'Supposing it couldn't find any?' she suggested.
'Then it would die, of course.'
b. 'Have some wine,' the March Hare said in an encouraging tone.
Alice looked all round the table, but there was nothing on it but tea. 'I don't see any wine,' she remarked.
'There isn't any,' said the March Hare.
'Then it wasn't very civil of you to offer it,' said Alice angrily.

Other items include in that case, that being the case, in such an event; compare also the substitute form if so (3.4.1.2, [3:106]).
[ $5: 49 \mathrm{~b}]$ illustrates the overlap of causal and conditional; the meaning is 'if, as is the case . . ., then . . .' Here the equivalent relation in sentence structure could be expressed by either if or since, as, seeing that: iffistace there isn't any, (then) it wasn't very civil of you to offer it. In [ $5: 49 \mathrm{a}]$ on the other hand, which is hypothetical, only $i f$ is possible. As the example shows, both types can be expressed in the form of conjunction. There is some difference in the conjunctive items that are used to express them; so and the causal adverbs such as ascordingly are, at least, possible in the type represented by (b), but not in the hypothetical type, whereas expressions like in such an event are more appropriate to the latter. The generalized conditional, witader the circunstances, may be used in either sense, though it is more often non-hypothetical. Bur on the whole the two types have the same cohesive forms.

The negative form of the conditional, 'under other circumstances', is expressed cohesively by otherwise:
> [s:50] a. It's the way I like to go to work. One person and one line of enquiry at a time. Otherwise, there's a maddle.
> b. Whenever the horse stopped (which it did very often), he fell off in front; and whenever it went on again (which it generally did rather suddenly), he fell off behind. Otherwise he kept on pretty well...

It is actually misleading to refer to this as 'negative'; what it does is to switch the polarity, either from positive to negative (in which case the substitute form if not can be used) or from negative to positive, as in [5:51]:
[5:51] I was not informed. Otherwise I should have taken some action.
(ie "if I had been"). There are no other very usual equivalents to otherwise as a conjunctive form, although various extended paraphrases might still fall under this heading, eg the phrase itself under other circumstances, and perhaps that/such not being the case.

In the conditional relation, the distinction between the external and internal types of cohesion is not at all obvious. But it is probably under this heading that we should take account of the rather vague respective kind of conjunctive link represented by expressions such as in that respect, with regard to this, in this connection. In a sense this is the internal
analogue of the conditronal relation: the meaning is 'if we have now reached this point in the discourse'. The fact that these are related to conditionals is suggested also by the use of otherwise to express the same meaning with polarity reversed; otherwise is equivalcnt not only to minder ofther circimstances but also to in other respects, aside/apart from this. Here we come to the border of the (internal) temporal relation (see 5.7 below); there is a close similarity between the meaning 'if we leave aside what has just been said' and 'we now pass on to the next point'. Two examples will suffice:
[ $5: 52$ ] a. One factor is the level of taxation of personal incomes. With regard to this question, the impressions current among nembers of the public are often very far removed from the truth.
b. The musicians themselves were somewhat disappointed at the relative lack of interest displayed in the new works which they presented. Leaving that aside, the whole tour seems to have been remarkably successful.
Here is a summary of relations of the causal type:
Causal relations, general (because . . . so') (external and internal)

Simple:
Emphatic:
Causal relations, specific
Reason:

Result:

Purpose:
so, thus, hence, therefore
consequently, accordingly, because of this
(mainly external) for this reason, on account of this
(internal) it follows (from this), on this basis
(mainly external) as a result (of this), in consequence (of this)
(internal) arising ow of this
(mainly external) for this purpose, with this in mindlyiew, with this intention
(internal) to this end

Reversed causal relations, general
Simple:
for; because
Conditional relations ("if . . ., then') (external and internal)
Simple: then

Emphatic:

Generalized:
Reversed polarity:
in that case, that being the case, in such an event, under those circomstances
under the circumstances
otherwise, under the circumstanters

Respective relations (' with respect to') (internal)

Direct:
Reversed polarity:
in this respecticonnection, with regard to this; here
otherwise, in other respects; aside] apart from this

### 5.7 Temporal

The relation between the theses of two successive sentences - that is, their relation in extemal terms, as content - may be simply one of sequence in time: the one is subsequent to the other. This temporal relation is expressed in its simplest form by then:
[5:53] (Alice) began by taking the little golden key, and unlocking the door that led into the garden. Then she set to work nibbling at the mushroom . . . till she was about a foot high: then she walked down the little passage : and then - she found herself at last in the beautiful garden.
In this sequantial sense we have not only then and and then but also next, afterwards, after that, subsequently and a number of other expressions.
[5:54] a. [continuation of [5:49a]] 'But that must happen very often,' Alice remarked thoughtfully. 'It always happens,' said the Gnat. After this, Alice was silent for a minute or two, pondering. b. . . she heard a little shriek and a fall, and a crash of broken glass, from which she concluded that it was just possible it had fallen into a cucumber-frame, or something of the sort. Next came an angry voice - the Rabbit's - 'Pat! Pat! Where are you?' And then a voice she had never heard before,...
The temporal relation may be made more specific by the presence of an additional component in the meaning, as well as that of succession in time. So, for example, we may have 'then + immediately' (at once, thereupon, on which); 'then + after an interval' (soon, presently, later, after
a time); 'then + repetition' (next time, on atother occasion); 'then +a specific time interval' (next lay, five minutes later) and so on. Examples:
[5:55] a. 'Tickets, please!' said the Guard, putting his head in at the window. In a moment everybody was holding out a ticket.
b. 'You alarm me!' said the King. 'I feel faint - Give me a ham-sandwich!'
On which the Messenger, to Alice's great amusement, opened a bag that hung round his neck, and handed a sandwich to the King, who devoured it greedily.

In all these instances the external temporal relation is paralleled by the sequence of the sentences themselves: the second sentence refers to a latet event. But this is not necessarily the case; the second sentence may be related to the first, still by means of temporal cohesion, through an indication that it is simultaneous in time, or even previous. In the sense of 'simultaneous' we have (just) then, at the same time, simultaneowsiy; and here too the simple time relation may be accompanied by some other component, eg 'then + in the interval' (mean white, all this time), 'then + repetition' (on this occasion, this time), 'then + moment of time' (at this point/moment), 'then + termination' ( $b y$ this time), and so on:
$[5: 56]$ a. .. . That will be a queer thing, to be sure! However, everything is queer today.'
Just then she heard something splashing about in the pool a little way off...
b. 'You'll get used to it in time,' said the Caterpillar; and it put the hookah into its mouth and began smoking again.
This time Alice waited patiently until it chose to speak again.
In the sense of 'previous' we have earlier, before that, previously, with, again, the possibility of combination with other meanings: 'before + specific time interval' (five mintites earlier), 'before + immediately' (just before), 'before + termination' (ap till that time, until then), 'before + repetition' (on a previous occasion), and so on:
[s:57] a. The organ . . . developed an ornamental style of its own, which players of other instruments were recommended to imitate in the early sixteenth century. Hitherto, the role of the organ in sacred music had not apparently called for any such virtuoso treatment.*

[^20]b. The weather cleared just as the party approached the summit. Until then they had seen nothing of the panozama around them.

The presupposing sentence may be temporally cohesive not because it stands in some particular time relation to the presupposed sentence but because it marks the end of some process or series of processes. This concousive sense is expressed by items such as finally, at last, in the end, eventually:
[5:58] All this time the Guard was looking at her, first through a telescope, then through a microscope, and then through an opera-glass. At last he said 'You're travelling the wrong way,' and shut up the window and went away.
In one respect temporal conjunction differs from all other types, namely in that it does occur in a correlative form, with a cataphoric time expression in one sentence anticipating the anaphoric one that is to follow. The typical cataphoric temporal is first; also at first, first of all, to begin wilh, etc. Given any one of these, the expectation is that an item such as then, next, second or finally will follow:
[ $5: 59]$ [Obrecht] subjects his cantus fivers to the most abstruse manipulations. First, he extracts all the longs from the tune, and strings them together in succession; then he does the same with the breves, and finally with the semibreves. He then reverses this procedure, starting with the shorter values first.*
In temporal cohesion it is fairly easy to identify and interpret the distinction between the external and the internal type of conjunctive relation. In the internal type the successivity is not in the events being talked about but in the communication process. The meaning 'next in the course of discussion' is typically expressed by the words next or then, or by secordly, thirdly, etc, and the culmination of the discussion is indicated by expressions such as finally, as a final point, in conclusion:
[s:60] a. 'What sort of insects do you rejoice in, where you come from ?' the Gnat inquired...
'Well, there's the Horse-fly,' Alice began, counting off the names on her fingers...
'And then there's the Butterfly,' Alice went on.

[^21]b. Finally we should record that the influence of the humanists contributed a good deal towards the final decay of the plainsong tradition.*

The sense of temporal successivity in the enumeration of points in an argument is clearly shown by the strong tendency to anticipate a sequence of points by the use of the cataphoric conjunctive first, or related expressions such as in the first place:
[s:6r] 'There's no sort of use in knocking,' said the Footman, 'and that for two reasons. First, because I'm on the same side of the door as you are; secondly, because they're making such a noise inside, no one could possibly hear you.'

In this particular instance the two cohering passages are punctuated as a single sentence, but the relation between them is cohesive rather than structural.

One important type of internal temporal conjunction which is linked to the one just discussed is the relating of what is being said to the particular stage which the communication process has reached: to the HERE AND now of the discourse, as it were. This may take a past, present or future form. Typical expressions are: past, up to now, up to this point, hitherto, heretofore; present, at this point, here; future, from now on, henceforward, hereunder; etc. Examples:
[ $5: 62$ ] a. The Middle Ages have become the Renaissance, and a new world has come into being: our world. In what way is it 'our world' ? At this point we ran into some difficulty.*
b. And then we are back in a strange land, the later Middle Ages, where our modern preoccupations can only hinder understanding. So far we have tried to imagine the way an interested but uninstructed listener might react, in general terms, to early Renaissance music. It is now time to go into greater detail.*

We have not cited any equivalent external forms of expression; not because they do not exist but because they are not cohesive, they are deictic. Expressions like now, tap to now, in future relate what is being said to the present situation, the 'here and now' of reality; they do not therefore presuppose anything in the preceding text. If on the other hand, 'here

[^22]and now' means 'here and now in the text', then such forms will have a cohesive effect.

These internal aspects of the temporal relations are 'temporal' in the sense that they refer to the time dimension that is present in the communication process. The communication process is certainly a process in real time; but it is at one remove from the time dimension of the processes of the external world that form the content of communication. Hence this 'time two' is felt to be already in some way a metaphorical extension of the concept of time as in the "time one" of these external processes; and this makes it fairly easy for it to be extended still further into meanings that are not really temporal at all.

By such an extension, we move from the sense of 'finally, to conclude' to that of 'to round off the point" and hence "to sum up". The expressions finally, in conclusion are themselves used in this culminative sense; it is reasonable to suggest therefore that the meaning of 'to sum up' is basically a form of temporal conjunction even when expressed by other items such as to sum up, in short, in a word, to put it briefly:
[5:63] Your nutrition can determine how you look, act and feel; whether you are grouchy or cheerful, homely or beautiful, physiologically and even psychologically young or old; whether you think clearly or are confused, enjoy your work or make it a drudgery, increase your earning power or stay in an economic rut. The foods you eat can make the difference between your day ending with freshaess which lets you enjoy a delightful evening or with exhaustion which forces you to bed with the chickens. To a considerable degree, your nutrition can give you a coddled-egg personality or make you a human dynamo. In short, it can determine youz zest for life, the good you put into it, and the fulfilment you get from it.*
And finally by a still further extension we may include here the sense of 'to return to the point', where the speaker indicates that he is resuming the main purpose of the communication following a digression of some kind. This resumptive relation is also, of course, an internal one, and is expressed by words and phrases such as anyway, to resume, to came back to the point:
[ $5: 64]$ The distinction between reliability and validity made above is an important one. It is perfectly possible for an examination to be relable but invalid; reliable in the sense that different examiners

[^23]would award the same marks to the same paper. For example, in a country where I used to work it was not uncommon for examinations to include a question in which students were asked to explain the meanings of allegedly 'well-known' English proverbs. They were in fact usually Victorian in character and had long ago dropped out of popular usage, if indeed they had ever been represented in it. The way in which sensible students used to prepare for this question was to buy bazaar cribs which listed and explained proverbs, and to learn the contents by heart. The marking was therefore reasonably reliable, but by no stretch of the imagination could the procedure be called valid. It was not a test of English. To return to the effects of examinations upon teaching; when a teacher does his own testing then there need be no effect on his teaching, for he can test according to his own criteria, whatever they might be.*
The following is a summary of the conjunctive relations of the temporal type:

Simple temporal relations (external)
Sequential: (and) then, next, afterwards, after that, subsequently
Simulaneous: (just) then, at the same time, simaltaneously
Preceding: earlier, before then/that, previously
Complex temporal relations (external)
Immediate: at once, thereupon, on which; just before
Interrupted: soon, presently, later, after a time; some time
earlier, formerly
Repetitive: next time, on another occasion; this time, on
this occasion; the last time, on a preyiosts octasion
Specific: mext day, five minutes later, five minutes earlier
Durative: meanwhite, all this time
Terminal: by this time; up till that time, until then
Punctiliar: mext montent; at this point/moment; the previous moment
Conclusive relations (external)
Simple: finally, at last, in the end, eventually

[^24]Sequential and conclusive relations (external): correlative forms Sequential: first . . . then, first . . . next, first . . . second . . . Conclusive: at first . . . finally, at first . . . in the end
Temporal relations (internal)

Sequential:
Conclusive:
Temporal relations (internal): correlative forms
Sequential: first...next, first . . .then, first . . . secondly...; in the first place . . .; to begin with...
Conclusive: $\quad$.. finally; ... to conclude with
'Here and now' relations (internal)
Past:
Present:
Future: from now on, henceforward

Summary relations (internal)
Culminative: to sum up, in short, briefly
Resumptive: to resume, to get back to the point, anyway

### 5.8 Other conjunctive items (continuatives)

In this final section we bring together a number of individual items which, although they do not express any particular one of the conjunctive relations identified above, are nevertheless used with a cohesive force in the text. If necessary these can be referred to simply as continuatives.

In a sense this is a residual category of the usual 'miscellaneous' type. But there is a reason for its existence. We have tried to group together, in each of the four preceding sections, both those items which express a particular external relation, adversative, temporal and so on, and those items which express some internal relations that are closely linked to it. Since in the majority of instances the same items occur in both senses this seems justifiable. For example, next means both 'next in time, of the processes being talked about' and 'next in sequence in the current communication process (eg next of the points in an argument)', and one does not immediately think of these as two different meanings. But these internal relations may be regarded as an extension of the underlying patterns of conjunction into the communication situation itself, treating it, and thereby also the text - the linguistic component of the communication process - as having by analogy the same structure as 'reality': that is, as the phenomena that constiture the content, or thesis, of the text.

But the analogy is imperfect, in the sense that it is not exhaustive. There are some subtle and complex relations within the communication process that cannot be closely modelled on those of external processes. We shall not try to treat these in principle, but shall simply discuss informally one or two very frequent items that do not readily fall into the four conjunctive categories dealt with above. Following this we shall end with a note on the place of intonation as a conjunctive device.

We can in fact insert a brief general statement about the intonation pattern that is associated with the continuative items themselves. In general, when functioning cohesively they are 'reduced' forms (ie unaccented and with reduced vowel values) of items which also occur, but not cohesively, in a 'full' (non-reduced) form. Their meaning as conjunctive items is derivable from their meaning as full forms; their phonological reduction is simply a signal that they have in fact a backwardlinking function - we have seen throughout all the chapters of this work how cohesive items tend to be entirely non-prominent in intonation and accent, unless they are very definitely contrastive.

Six items will be discussed: now, of course, well, anyway, surely, after all.

### 5.8.1 Now

If it is tonic, now is deictic and not cohesive (unless it is made to be cohesive by the intonation pattern, contrasting with before, etc; see 5.9 below). If it is reduced, it means the opening of a new stage in the communication; this may be a new incident in the story, a new point in the argament, a new role or attitude being taken on by the speaker, and so on. For example, in a transaction situation such as a shop encounter, the transition from phatic commumion to transactional relations is often made by now: Now what would you like, dear? Other examples:
[s:6s] a. Are you ready? Now when I tell you to jump, close your eyes and jump.
b. 'A slow sort of country!', said the Queen. 'Now, here, you see, it takes all the running you can do, to keep in the same place.'
c. "A loaf of bread,' the Walrus said,
'Is what we chiefly need:
$P$ Pepper and vinegar besides
Are very good indeed -
Now if you're ready, Oysters dear, We can begin to feed.'

### 5.8.2 Of course

If tonic, this means 'you should have known that already', as in [ $5: 66 a]$. If reduced, it means ' 1 accept the fact'; or, rhetorically, 'you must accept the fact' - it is typically used, therefore, to disarm someone into accepting something the speaker knows he is likely to reject. The second meaning is a kind of subliminal form of the first; it often has a slightly adversative force, of the 'as against that' type, derived from the fact that it suggests that something should have been obvious 'but' was overlooked, as in (b) below:
[ $5: 66]$ a. 'Everything's just as it was!' 'Of course it is,' said the Queen.
b. They were going to come to the meeting. Of course they may have changed their minds.
c. You find these properties expensive? Of course prices have increased lately, you know.

### 5.8.3 Well

This occurs typically at the beginning of a response in dialogue. (We ignore here its use in the original sense, as the adverbial equivalent of good; and also the sense as an attribute meaning 'in good health'.) If tonic, it means 'I acknowledge the question, and will give a considered answer', often therefore amounting to no more than a hesitation noise: 'I'm thinking about $\mathrm{it}^{\prime}$. More or less the same meaning is expressed by various other items such as as to that. If reduced, well serves to indicate that what follows is in fact a response to what has preceded: in other words, it slips in quietly the respondent's claim to be answering the question (sometimes with a show of reluctance) and hence is purely cohesive in function. If it is used in a continuation by the same speaker, it introduces an explanatory comment ( $f f[5: 37 \mathrm{a}]$ above). See also [ $5: 60 \mathrm{a}]$, and the linguistic discussion between Alice and Humpty Dumpty from which example $[5: 10]$ is taken $-[s: 67 a]$ is taken from the same context:
[s:67] a. 'And what does "ositgrabe" mean?"
"Well, "ougribing" is something between bellowing and whistling, with a kind of sneeze in the middle ..."
b. 'Do I look very pale?' said Tweedledum, coming up to have his helmet tied on...
'Well - yes - a little,' Alice replied gently.

### 5.8.4 Anүway

The very frequent use of this word that we are referring to here derives from its meaning as described under the heading of adversative above ( $5 \cdot 5$ ). In its tonic form it is what we called dismissive, meaning no matter under which, or what, circumstances'; but it also occurs very frequently in a reduced form, in which case it indicates cohesion with the preceding sentence by simply brushing it aside. The meaning is thus also related to the RESUMPTIVE type exemplified in [5:64] (in 5.7 ), that is, 'to come back to the point'. But this sense is often hardly felt to be present, so we include anpway here as a continuative. One or two other items occur with this same meaning of 'let's gct on with the job', egs: mnhow; at any rate:
[s:68] a. They changed over to a most peculiar kind of train which you don't see now. I've forgotten what it was called. Was it called a 'steam coach'? I can't remember. Anyway it was just one coach but it ran by steam and it made a funny noise.
b. The last time she saw them, they were trying to put the Dormouse into the teapot. 'At any rate I'll never go there again,' said Alice as she picked her way through the wood.

### 5.8.5 Surely

If tonic, this invites the hearer to assent to the proposition being enunciated; it is not cohesive, except in the cataphoric sense that a question is cohesive: it demands an answer. If reduced, it has what is basically the cohesive equivalent of the same meaning; that is, 'am I right in my understanding of what's just been said?', and sometimes specifically 'you can't have meant . . .?' For example:
[ $5: 69$ ] They'll think you're serious. - Nobody could be so stupid as to think that, surely.

### 5.8.6 After all

In its tonic form, this means 'after everything relevant has been considered, what remains is.$\therefore$ As usual the tone is either 1 or 4 , in their typical senses of 'in addition to... ' and 'in spite of . . ' (what may have been understood). Compate taking everything into consideration, when all's said and done. Again, although not itself cohesive this meaning becomes $c o-$ hesive in context, so after all functions as a continuative especially when
phonologically reduced: the sense is ' what 1 have just said is reasonable, when everything is taken into account'.
[s:70] You needn't apologize. After all nobody could have known what would happen.

### 5.9 The cohesive function of intonation

Continuatives of the kind just discussed are as it were subdued cohesives; they cohere by stealth. A meaning that is basically not conjunctive, like 'at time present' (now), or 'this is to be expected' (of course), becomes cohesive when it is slipped in as an incidental or as an afterthought, since its interpretation becomes contingent on the context (and therefore on the preceding text). It is interesting that there is a general tendency in spoken English for conjunctive elements as a whole to be, phonologically, either tonic (maximally prominent) or reduced (minimally prominent), rather than anything in between. This can be explained, very simply, by reference to the function of intonation in English grammar.

Cohesive elements relate the sentence to something that has gone before it; they are normally anaphoric - there is no new content to them. Now, anaphoric items in English are phonologically non-prominent, as remarked above, and this usually extends to their syllabic structure: in other words they are 'reduced'. But if the cohesive relation itself is to be brought into focus of attention, this is marked in the usual way by tonic prominence. This takes the form of the tonic either of tone $I$ (falling), if the general sense is cumolative, or (perhaps more frequently) of tone 4 (fallingrising), if the general sense is contrastive.

We conclude this chapter with a brief discussion of the cobesive function of intonation, since this is closely related to conjunction and may be considered as expressing forms of conjunctive relation.

The fallerise intonation pattern in English, tone 4, has in many contexts a sense of reservation, 'there's a but about it'. This is not necessarily a cohesive factor, since the nature of the reservation may not be made explicit. But in many instances the fall-rise intonation pattern provides a clear indication, and often the only indication, that the item on which it falls is to be interpreted as contrasting with a preceding item; and in such instances, the function of the tone is specifically cohesive. We have already mentioned the falling (tone I) and falling-rising (tove 4) intonation patterms in the discussion on the adversative in 5.5 above, illustrating the fact that these tones are characteristically associated with contexts where there
are already cohesive items present. This is a very general phenomenon; the fall-rise tone pattern adds the sense of contrast, as in [5:32c], and
[ $\mathrm{s}: 71$ ] a. 'Let's go back to the last remark but one.' 'I'm afraid I can't quite remember it,' Alice said very politely.
'In that case ( $/ / 4$ in that case $/ /$ ) we may start afresh,' said Humpty Dumpty.
b. We've been stuck in this traffic for three quarters of an hour. Another time $(/ / 4$ another time $/ /$ ) we'll go by train.
Very frequently, however, the tone alone shows that the item in question is cohesive; the cohesion consists just in the contrast with some preceding item. There is no doubt about the presupposing force of the fall-rise tone in the following examples:
[s:72] a. 'Seven jogged my elbow.' . . 'That's right, Five ! Always lay the blame on others!' 'You'd better not talk !' said Five. (//4 You'd better not talk /D)
b. People used to dress up to go to the theatre. Now $(/ / 4$ now $/ /)$ they wear any old thing.
c. "The only difficulty is with the feet. The head is high enough already.' (//4 the head//s is high enough already /I)
d. 'That is not said right,' said the Caterpillar. 'Not quite right, I'm afraid,' said Alice timidly (//4 not eurre right, I'm afraid (I)
e. Evidently Humpty Dumpty was very angry, though he said nothing for a minute or two. When he did speak again, it was in a deep growl. (//4 when he Did speak again / $/$ )
In (a), which can only be read $/ / 4$ you'd better not talk $/ /$, the sense is 'you should be concerned with yourself, instead of criticizing me'. In (b) the tone 4 on now is cohesive because it contrasts the present with what used to happen. In (c) the head conttasts with the feet, and in (d) not quite right contrasts with not right, modifying it by reference to its original absolute form. In (e) the marked positive form did speak contrasts with regative said nothing.

The faling tone, tone $x$, if it is used in the context of a cohesive element, has the sense of 'and here's something more'. The additive cohesive items normally have this tone, if they carry tonic prominence at all, just as the adversative normally has tone 4 -although, as always with the English intonation system, both can be reversed, to give a flavour of the opposite meaning: for example, moreover can be spoken on tone 4
meaning 'there is something else, despite what you may think', and however on tone 1 meaning there is a reservation to be expressed, so wait!

Unlike tone 4, tone I does not by itself carry any cohesive force. But there is a strong case for considering the cow hising tone (preceded by mid level), Tone 3 , as the cohesive variety of tone $r_{\text {, since }}$ it does function in other respects as a kind of dependent or non-autonomous equivalent of the falling tone. So for example in
[5:73] a. The little stable boy went to bed feeling very excited. In the morning (3/) in the morning //), he packed his bag and left bome.
the tone shows that in the moming is cohesively related to the preceding sentence, and means 'next morning'. This tone would be inappropriate, for example, in a sentence such as $[5: 73 \mathrm{~b}]$ occurring initially in the discourse, where in the mornitg means 'every morning' and cannot be cohesive:
[5:73] b. In the moming I'm usually very tired.
But both tone 3 and tone 4 are also used in contexts where the relation which they signal is a structural one, to a preceding or, more often, a following clause within the same sentence. In such instances they are not cohesive in the sense in which the term is defined here.*

Naturally, the type of cohesion outlined in the last few paragraphs appears only in spoken English, since the cohesion is being expressed through the medium of intonation. Intonation, however, has a very farreaching and pervasive function in the grammar of the spoken language, so that it is not surprising that it should play a significant part in this particular region. As we have emphasized throughout, cohesive relations are on the borders of grammar, and it is likely that some of the specific grammatical functions of the intonation system derive in the first place from its role in the expression of cohesion within a text.

[^25]
## Chapter 6

## Lexical Cohesion

## 6.I The class of 'general nouns'

In the previous four chapters, we have described the various types of grammatical cohesion: reference, substitution and ellipsis, and conjunction. In order to complete the picture of cohesive relations it is necessary to take into account also lexical cohesion. This is the cohesive effect achieved by the selection of vocabulary.

On the borderline between grammatical and lexical cohesion is the cohesive function of the class of general noun. We can speak about a bordcrline here bccause a general noun is itself a borderline case between a lexical item (member of an open set) and a grammatical item (member of a closed system).

The class of general noun is a small set of nouns having generalized reference within the major noun classes, those such as 'human noun', 'place noun', 'fact noun' and the like. Examples are:
people, person, man, woman, child, boy, girl [human]
creature [non-human animate]
thing, object [inanimate concrete count]
stuff [inanimate concrete mass]
business, affair, matter [inanimate abstract]
move [action]
place [place]
question, idea [fact]
These items are often neglected in descriptions of English; but they play a significant part in verbal interaction, and are also an important source of cohesion in the spoken language. The following examples illustrate their cohesive function:
[6:1] a. Didn't everyone make it clear they expected the minister to
resign? - They did. But it seems to have made no impression on the man.
b. 'I should like to be a little larger, sir, if you wouldn't mind,' said Alice: 'three inches is such a wretched height to bc'.
'It's a very good height indeed!' said the Caterpillar angrily, rearing itsclf upright as it spoke (it was exactly three inches high).
' But I'm not used to it !' pleaded poor Alice in a piteous tone. And she thought to herself, 'I wish the creatures wouldn't be so easily offended!'
c. What shall I do with all this crockery? - Leave the stuff there; someone'll come and put it away.
d. We all kept quiet. That seemed the best move.
e. Can you tell me where to stay in Geneva? I've never been to the place.
f. Henry seems convinced there's money in dairy farming. I don't know what gave him that idea.

As these examples show, a general noun in cohesive fanction is almost always accompanied by the reference item the. This the is anaphoric, and the effect is that the whole complex 'the + general noun' functions like an amaphoric reference item. The most usual alternative to the is a demonstrative, and if a demonstrative occurs it usually carries the tonic: of: that idea in example [6: If]. This relates to the fact that the general noun itself does not carry the tonic, if it is functioning cohesively; a fact which holds true even when it occurs in final position, which is the unmarked location of tonic prominence. Hence in [6:1a, d, e and f] it would be highly improbable, and strongly contrastive, to assign tonic prominence to man, move, place and idea.

The above gives us some indication of the status of general nouns. From a lexical point of view, they ate the superordinate members of major lexical sets, and therefore their cohesive use is an instance of the general principle whereby a superordinate item operates anaphorically as a kind of synonym (see 6.2 below). From a grammatical point of view, the combination of general noun plus specific determiner, such as the mon, the thing, is very similar to a reference item. There is little difference between it seems to have made very little impression on the man and it seems to have made very little inpression on him: in both instances interpretation is possible only by reference to something that has gone before. But it is not the case that there is no difference at all: the form with general noun,
the man, opens up another possibility, that of introducing an interpersonal element into the meaning, which is absent in the case of the personal pronoun. (It may be worth stressing once again that the fact that general nouns are very gencral in meaning, and therefore often interpretable only by reference to some element other than themselves, does not make them unimportant in the language. Since they require recourse to another item, that item must be located earlier within the same text; and this means that they play a significant tole in making a text hang together.)

The expression of interpersonal meaning, of a particular attitude on the part of the speaker, is an important function of general nouns. Essentially the attitude conveyed is one of familiarity, as opposed to distance, in which the speaker assumes the right to represent the thing he is referring to as it impinges on him personally; hence the specific attitude may be either contemptuous or sympathetic, the two being closely related as forms of personal involvement (of the meaning of diminutives in many languages). There are quite a few general nouns which have this interpersonal element as an inherent part of their meaning, especially those referring to human beings, for example idiot, fool, devil, deaz; and these are supplemented, at any one moment in time, by a host of more or less slang terms differing widely from one social group and one generation to another. But whether or not it is inherently attitudinal in meaning, a general noun in cohesive function can always be accompanied by an atticudinal Modifier. So we have examples such as the deats, the poor dears; and also the stupid thing, the lucky fellow and so on:
[6:2] a. I've been to see my great-aunt. The poor old girl's getting very forgetful these days.
b. Alice caught the baby with some difficulty, as it was a queershaped little creature, and held out its arms and legs in all directions, 'just like a star-fish', thought Alice. The poor little thing was snorting like a steam-engine when she caught it...
c. Henry's thinking of rowing the Atlantic. Do go and talk to the wretched fool.

These forms with interpersonal elements in their meaning have certain special features when they are used cohesively. The general nouns may be transcategorized up the scale inanimate-animate-human, with creature being used for human as well as animate, and thing for all three (cf 3.2.3 above). The adjectives cannot be submodified, by words such as very, nor can they be compared. Only adjectives with an attitudinal meaning can
occur; it would nor be possible to say the fat man in [ $6: 1 \mathrm{ra}$ - or if one did, by virtue of its occurrence in this context fat would become attitudinal. A general noun in cohesive function can in fact accept only non-defining Modifiers; since it refers back to the entire nominal group with which it is to be identified for its interpretation, it carries over any defining elements from this nominal group, and hence it must itself remain undefined. Attitudinal adjectives are by their nature non-defining. Here is a Shakespearean example (the good man, referring to Lear):

All blest secrets,
All you unpublish'd virtues of the earth, Spring with my tears ! be aidant and remediate In the good man's distress !
As a corollary of their carrying over of definiteness, general nouns of the human class are very frequently used in anaphoric reference to personal names. It is interesting that the other use of these nouns, when there is an attitudinal element present either in the noun itself or in the form of modification, is as vocatives: terms of abuse or endearment, you crazy fooll and the like. There they are exophoric instead of anaphoric; and this underlines the fact that the typical context in which they function is a referential one, so that like reference items they refer either to the situation or to the preceding text.

The interpersonal element of attitude, however, although it is frequently associated with the cohesive use of general nouns, is by no means always present; this kind of anaphoric reference does not necessarily embody any attitudinal meaning. The following are entirely neutral:
[6:4] a. I've just read John Smith's essay. The whole thing is very well thought out.
b. Robert seems very worried about something. I think you ought to have a talk with the boy.
Here the iterns thing and boy refer anaphorically to John Smith's essay and Robert respectively; and again the identity of reference is signalled by the presence of the anaphoric reference item the.

### 6.2 Types of reiteration

Thus the use of general nouns as cohesive agents depends on their occurring in the context of reference-having the same referent as the item which they presuppose, this being signalled by the accompaniment of a reference item.

This use of general words as cohesive elemenrs, however, when seen from the lexical point of view, is merely a special case of a much more general phenomenon which we may term reiteration. Reiteration is a form of lexical cohesion which involves the repetition of a lexical item, at one end of the scale; the use of a general word to refer back to a lexical item, at the other end of the scale; and a number of things in between the use of a synonym, near-synonym, or superordinate. Let us illustrate each of these in turn.
[ $6: 5]$ a. There was a large mushroom growing near her, abont the same height as herself; and, when she had looked under it, it occurred to her that she might as well look and see what was on the top of it.
She stretched herself up on tiptoe, and peeped over the edge of the mushroom,...
b. Accordingly . . I took leave, and turned to the ascent of the peak. The climb is perfectly easy ...
c. Then quickly rose Sir Bedivere, and ran, And leaping down the ridges lightly, plung'd Among the bulrush beds, and clutch'd the sword And lightly wheel'd and threw it. The great brand Made light'nings in the splendour of the moon.
d. Henry's bought himself a new Jaguar. He practically lives in the car.

In (a), there is REPETITION: mushroom refers back to mushroom. In (b) dimb refers back to ascent, of which it is a synonym. In (c) brand refers back to sword, of which it is a near synonym. In (d), car refers back to Jaguar; and car is a superordinate of Jaguar - that is, a name for a more general class (as vehicle is a superordinate of car, spoon of teaspoon, cut of pare, and so on). All these are cohesive in exactly the same way as the general words illustrated in $[6: 1-4]$; the latter differ only in level of gencrality.

All these instances have in common the fact that one lexical item refers back to another, to whicl it is related by having a common referent. We shall refer to this general phenomenon as reiteration. A reiterated item may be a repetition, a synonym or near-synonym, a superordinate, or a general word; and in most cases it is accompanied by a reference item, typically the.

At the same time, there is no sharp dividing line between these forms, consisting of a related lexical item plus anaphoric the, and the personal
reference forms such as he and it. We can in fact recognize a continuum, or 'cline', of cohesive elements; for example (adapting [6: 5 b$]$ above):


Here we have (I) the same item repeated, (2) a synonym, (3) a superordinate, (4) a general nown and (s) a personal reference item. Hcre ascent and dimb are lexical items whose interpretation in this mestance is shown (by anaphoric the) to be identical with that of an earlier lexical item to which they are related either by repetition (ascent) or by synonymy (climb). The same is true of lack, except that task is a more general term, higher in the lexical taxonomy; so the cohesive environment of the word task adds specificity to it - when we interpret the task by reference to the ascent of the peak we identify the particular kind of task referred to. The word thing is an even more general term which is being used in exactly the same way; but it is still more specific than $i$, because it usually exchudes people and animals, as well as qualities, states and relations, and it always excludes facts and reports. Most general of all is the reference item it; but even it is not a 'pure' phoric element since it likewise embodies some specificity, though only minimal: it excludes people. The form it comes closest to being an alternative realization of general noun + reference item, as in the thing.

Hence the boundary between lexical cohesion of the type we are calling reiteration, and grammatical cohesion of the reference type, is by no means clearcut; the class of general nouns provides a form of cohesion that lies somewhere in between the two, and is interpretable as either. Here we are interpreting it as lexical cohesion, and bringing it under the general heading of what we are calling reiteration. When we talk about reiteration, therefore, we are including not only the repetition of the same lexical item but also the occurrence of a related item, which may be anything from a synonym or near synonym of the original to a general word dominating the entire class. Let us categocize these as above: any instance of reiteration may be (a) the SAMs word, (b) a SYNONYM OT NEAR-SYNONYM, (c) a SUPERORDINATE OT (d) a general word. For example:
[6:7] There's a boy climbing that tree.
a. The boy's going to fall if he doesn ${ }^{*} t$ take care.
b. The lad's going to fall if he doesn't take care.
c. The child's going to fall if he doesn't take care.
d. The idiot's going to fall if he doesn't take care.

In (a), boy is repeated. In (b), the reiteration takes the form of a synonym lad; in (c), of the superordinate term child; and in (d), of a general word idiot. It is typical of such general words, at least those referring to people, as we have seen, that they carry a connotation of attitude on the part of the speaker, usually one of familiarity (derogatory or intimate). Here is another example, this time with a non-human referent:
[6:8] There's a boy climbing the old elm.
a. That elm isn't very safe.
c. That tree isn't very safe.
d. That old thing isn't very safe.

Here (a) repeats efm, (c) selects the superordinate tree, and (d) the general word thing. It is difficult to find a synonym of the same degree of specificity in this example; we could find one in a series like: There's a boy climbing diong the rafters. (a) Those rafters... (b) Those beanss . . . (c) Those timbers . . (d) Those things . . . The category of superordinate, illustrated in (c), refers to any item whose meaning includes that of the earlier one; in technical terms, any item that dominates the earlier one in the lexical taxonomy. There are often several possible superordinate terms, words that are intermediate berween the lowest level, represented by (a) and (b), and the highest, represented by (d). That is to say, there may be various degrees of generality intermediate between the presupposed item itself, eg: elm in [6:8], on the one hand, and a very general word like thing on the other. Words with intermediate status are more open to modification, though still with a tendency to some evaluative meaning, eg; this eminent author.

The general words, which correspond to major classes of lexical items, are as we have said very commonly used with cohesive force. They are on the borderline between lexical items and substitutes. The substitutes one and io can be thought of as being as it were the highest points in the lexical taxonomy of nouns and verbs respectively; as such, they constitute a closed class, and so acquire a purely grammatical function. Next below them come the general words, such as thing, person, make, $d o$ and so on; these, although limited in number, are not clearly bounded and it is hardly possible to compile a definitive list of them. They do function more or less as lexical items, so when they occur cohesively we can treat
them as instances of lexical cohesion. But there is no sharp line between substitates and general words - because there is no very sharp line between grammar and vocabulary: the vocabulary, or lexis, is simply the openended and most "delicate' aspect of the grammar of a language.

Not all general words are used cohesively; in fact, ouly the nouns are, for the reason noted above, namely that a general word is cohesive only when in the context of reference - that is, when it has the same referent as whatever it is presupposing, and when it is accompanied by a reference item. All the types of lexical cohesion that we have considered up to this point have involved identity of reference; no matter whether the reiterated item has been a repetition, a synonym, a superordinate or a general word, it has been assumed to share a common referent with the original. Keeping to this assumption for the moment we can shift our point of view from the grammatical to the lexical and look at reference from the lexical angle, intetpreting it as a means of avoiding the repetition of lexical items and thus making it clear that if the lexical item had been reiterated it would have had the same referent.

The simplest illustration of this is provided by proper names. Suppose we have
[6:9] John took Mary to the dance. John was left all alone.

- how do we know whether it's the same John? The answer to this is, if you want to make it clear that it is the same John, don't call him John; call him he. In other words, we use a reference item; and this conveys the meaning 'the present sentence is related to the last one by the fact that both contain a reference to the same individual". This does not mean that a repeated proper noun can never have the same referent as it had on its first occurrence; the second John could refer to the same person as the first - we simply do not know whether it does or not. If John is repeated, we need some further signal to tell us how to interpret it.

With common nouns, the means are readily available; the signal is given by a reference item, typically the. So for example in
[ $6: 10$ ] Just then a Fawn came wandering by: it looked at Alice with its large gentle eyes, but didn't seem at all frightened. 'What do you call yourself?', the Fawn said at last.
the signals 'the Fawn referred to on this second occasion is the same Fawn as that referred to in the (or some) preceding sentence'.

From this it would seem that it is not the repetition of the word Fatun that has the cohesive effect, but only its repetition accompanied by an
anaphoric reference item. This might suggest that there was no distinct category of iexical comesion; that what we are calling 'lexical cohesion' was merely the reiteration of a lexical item in a context of grammatical cohesion, the cohesion being simply a matter of reference. But that is not, in fact, the whole story. It is true that lexical reiteration, where the reference is identical, is usually made explicit by means of an anaphoric reference item. But there are other types of lexical cohesion which do not depend on identity of reference; patterns of word occurrences which by themselves give a separate, purely lexical dimension of internal cohesion to a text.

### 6.3 Lexical relations as cohesive patterns

The most immediately obvious type of lexical cohesion is that illustrated by the Fawn in [6:10], where the same word is repeated and has the same referent on both occasions. We have already seen that it is not neccssary for the second instance to be an exact repetition of the same word; it may be any kind of what we have called reiteration - synonym, superordinate, or general word. We have assumed up to this point, however, that there must be identity of reference between the two, and this suggested that 'lexical cohesion' was to be interpreted simply as an accompanying feature that may be associated with grammatical reference.

It is not necessary for two lexical occurrences to have the same referent, however, in order for them to be cohesive. Consider the following examples:
[6:11] Why does this little boy have to wriggle all the time?
a. Other boys don't wriggie.
b. Boys always wriggle.
c. Good boys don't wriggle.
d. Boys should be kept out of here.

In (a), boys ties with boy although they are not coreferential. This conld be explained as cohesion by comparative reference, in view of the item other; but in (b) there is no identity of reference and no reference item either, yet bays still coheres with boy. It would be possible to use a personal reference item instead of boys here (they always uriggle); this reflects the weak relation of coreference that does exist between the two - boys refers to 'all boys' and therefore by implication includes 'this little boy'. In (c), however, there is neither the implication of inclusion nor any form
of reference whatever; yet still there is the same cohesive relation between boys and bey. Nor is this relationship in any way dependent on the presence of other items suggesting the same general referential environment; it is not the wriggling that provides the context, as (d) shows. Many instances of cohesion are purely lexical, a function simply of the cooccurrence of lexical items, and not in any way dependent on the relation of reference.

A lexical item, therefore, coheres with a preceding occurrence of the same item whether or not the two have the same referent, or indeed whether or not there is any referential relationship between them. Let us summarize the possibilities with another example. The second occurrence may be, as far as reference is concemed, (a) identical, (b) inclusive, (c) bxclusive or (d) simply unreiated. So for example:
[6: 12] There's a boy climbing thar tree.
a. The boy's going to fall if he doesn't take care.
b. Those boys are always getting into mischief.
c. And there's another boy standing underneath.
d. Most boys love climbing trees.

In (a) the boy has the same referent as a boy has; the reference itenn he could be used instead. In (b) those boys includes the boy referred to previously, and others as well; here we could have a reference item they on the basis of the weak coreferenciality referred to in Chapter 2 (2.4.1.3), where the relation is one of inclusion; of example [6;inb] above. In (c) another boy excludes the boy referred to in the first sentence; here there is explicit NoN-identity of reference, and in such instances we cannot have a reference item to replace boy - we can however have a substitute or elliptical form, another one or another. In (d), most boys bears no referential relation at all to the boy previously mentioned; we cannot gather from (d) whether the boy in question likes climbing trees or not, and the speaker does not necessarily know, or care. This is borne out by the fact that he could make it explicit either way, by the use of a particular intonation pattern:
$[6: 12] \mathrm{d}^{\prime} . / / \mathrm{r}$ mosx boys love climbing trees $/ /$
$\mathrm{d}^{\prime \prime} . / / 4$ MOST boys $/ / \mathrm{x}$ Love climbing trees $/ /$
where (d') means 'just as that one does' while (d') means 'whereas I'm not sure about that one'. Characteristically in (d), where there is no relation of reference between the two occurrences of boy, there is more lexical repetition overall; here not only boy but also climb and tree are
repeated, and this compensates, as it were, for the lack of any referential connection.

Properly speaking, reference is irrelevant to lexical cohesion. It is not by virtue of any teferential relation that there is a cohesive force set up between two occurrences of a lexical item; rather, the cohesion exists as a dircet relation between the forms themselves (and thus is more like substitution than reference). So for example there is cohesion between the two accurrences of woriggle in [6:1ra]; the question whether they refer to the same wriggling is one which, fortunately, does not arise. Compare:
[6:13] a. Henry presented her with his own portrait. As it happened, she had always wanted a portrait of Henry.
b. The Forthright Building Society required, apparently, that a borrower should sign, seal and deliver the mortgage deed in the presence of a solicitor, so that the solicitor would sign it as the witness. This is quite a common requirement. Where a borrower is legally represented, his own solicitor will usually be the witness to the borrower's execution of the mortgage deed.*

In (a), the second occurrence of portrait is indefinite; but it is still cohesive. The last sentence in (b) contains the items borrower, witness, solicitor and mortgage deed, all of which are repetitions and as such cohere with the earlier occurrences; but the whole discussion is hypothetical and the question of coreference is simply not applicable, or decidable.

### 6.4 Collocation

We now come to the most problematical part of lexical cohesion, cohesion that is achieved through the association of lexical items that regularly co-occur.

We have seen that lexical reiteration takes place not only through repetition of an identical lexical item but also through occurrence of a different lexical item that is systematically related to the first one, as a synonym or superordinate of it. This principle applies quite generally, irrespective of whether or not there is identity of reference; so, for example, in [ $6: 1 \mathrm{I}$ ] we could have had children instead of boys throughout and the effect would still have been cohesive.

[^26]Furthermore, we find that the cohesive effect is still present if in place of children we now have givls:
[6:14] Why does this little boy wriggle all the time? Girls don't wriggle.

Ginls and boys are hardly synonyms, nor is there any possibility of their having the same referent; they are mutually exclusive categories. Yet their proximity in a discourse very definitely contributes to the texture.

There is obviously a systematic relationship between a pair of words such as boy and girl; they are related by a particular type of oppositeness, called complembntarity in Lyons' classification. We can therefore extend the basis of the lexical relationship that features as a cohesive force and say that there is cohesion between any pair of lexical items that stand to each other in some recognizable lexicosemantic (word meaning) relation. This would include not only synonyms and near-synonyms such as climh . . ascent, beam . . . rafter, disease . . illiness, and superordinates such as elm . . tree, boy . . . child, skip . . . play, but also pairs of opposites of various kinds, complementaries such as boy . . . girl, stand up . . . sit down, antonyms such as like . . hate, wet . . . dry, crowhed . . . deserted, and converses such as order . . obey.

It also includes pairs of words drawn from the same ordered series. For example, if Tuesday occurs in one sentence and Thursday in another, the effect will be cohesive; similarly dollar . . . cent, north . . south, colozel . . . brigadier. Likewise with any pairs drawn from unordered lexical sets, like basement . . . roof, road . . . rail, red . . green. The members of such sets often stand in some recognizable semantic relation to one another; they may be related as part to whole, like car . . . brake, box . . . id, or as part to part, like mouth. . . chin, verse . . chorus (or refrain); they may be cohyponyms of the same superordinate term, ie both members of the same more general class, such as thair . . . table (both hyponyms of furniture), twalk . . drive (both hyponyms of go); and so on.

The mernbers of any such set stand in some kind of semantic relation to one another, but for textual purposes it does not much matter what this relation is. There is always the possibility of cohesion between any pair of lexical items which are in some way associated with each other in the language. So we will find a very marked cohesive effect deriving from the occurrence in proximity with each other of pairs such as the following, whose meaning relation is not easy to classify in systematic semantic terms: laugh . . . joke, blade . . . sharp, garden . . . dig, ill . . . doctor, try ...
succeed, bee . . . honey, door . . arindow, king . . crown, boat . . row, sunshine . . . cloud. The cohesive effect of such pairs depends not so much on any systematic semantic relationship as on their tendency to share the same lexical environment, to occur in collocation with one another. In general, any two lexical items having similar patterns of collocation that is, tending to appear in similar contexts - will generate a cohesive force if they occur in adjacent sentences.

This effect is not limited to a pair of words. It is very common for long cohesive chains to be built up out of lexical relations of this kind, with word patterns like caudle . . flame . . . ficker, hair . . comb . . . curl . . . wave, poetry . . . liserature . . . reader . . . iriter . . style, sky . . sunshine . . . doud. . . rain weaving in and out of successive sentences. Such patterns occur freely both within the same sentence and across sentence boundaries; they are largely independent of the grammatical structure. Rather than citing a number of short passages to illustrate this we will quote one long paragraph which is a typically rich reserve of such collocational cohesion; note the importance of the title in this regard:

## A RIDE ON AN AVALANCHE

Few Yosemite visitors ever see snow avalanches and fewer still know the exhilatation of riding on them. In all my mountaineering I have enjoyed only one avalanche ride, and the start was so sudden and the end came so soon I had but little time to think of the danger that attends this sort of travel, though at such times one thinks fast. One fine Yosemite morning after a heavy snowfall, being eager to see as many avalanches as possible and wide views of the forest and summit peaks in their new white robes before the sunshine had time to change them, I set out early to climb by a side canyon to the top of a commanding ridge a little over three thousand feer above the Valley. On account of the looseness of the snow that blocked the canyon I knew the climb would require a long time, some three or four hours as I estimated; but it proved far more difficult than I had anticipated. Most of the way I sank waist deep, almost out of sight in some places. After spending the whole day to within half an hour or so of sundown, I was still several hundred feet below the summit. Then my hopes were reduced to getting up in time to see the sunset. But I was not to get summit views of any sort that day, for deep trampling near the canyon head, where the snow was
strained, started an avalanche, and I was swished down to the foot of the canyon as if by enchantment. The wallowing ascent had taken nearly all day, the descent only about a minute. When the avalanche started I threw myself on my back and spread my arms to try to keep from sinking. Fortunately, though the grade of the canyon is very steep, it is not interrupted by precipices large enough to cause outbounding or free plunging. On no part of the rush was I buried. I was only moderately imbedded on the surface or at tines a little below it, and covered with a veil of back-streaming dust particles; and as the whole mass beneath and about me joined in the flight there was no friction, though I was tossed here and there and lurched from side to side. When the avalanche swedged and came to rest I found myself on top of the crumpled pile without a bruise or scar. This was a fine experience. Hawthorne says somewhere that steam has spiritualized travel; though unspiritual smells, smoke, etc, still attend steam travel. This flight in what might be called a milky way of snow-stars was the most spiritual and exhilarating of all the modes of motion I have ever experienced. Elijah's flight in a chariot of fire could hardly have been more gloriously exciting.
(from The Yosemite by John Muir, 1912)
Examples of chains of collocational cohesion are: mosntaineering Yosemite . . . summit peaks . . . climb . . . ridge; hours . . . whole day . . (sundown . . . sumset . . .) all day . . . minute; wallowing . . . sinking . . . buried . . . imbedded; ride . . riding . . . ride . . . travel . . . travel . . . travel . . . flight . . . motion. . . flight.

The analysis and interpretation of lexical patterning of this kind is a major task in the further study of textual cohesion. Here we shall simply group together all the various lexical relations that do NOT depend on referential identity and are not of the form of reiteration accompanied by the or a demonstrative - in other words, all lexical cohesion that is not covered by what we have called 'reiteration' - and treat it ander the general heading of collocation, or collocational cohesion, without attempting to classify the various meaning relations that are involyed. But it should be borne in mind that this is simply a cover term for the cohesion that results from the co-occurrence of lexical items that are in some way or other typically associated with one another, because they tend to occur in similar environments: the specific kinds of co-occurrence
relations are variable and complex, and would have to be interpreted in the light of a general semantic description of the English language.*

### 6.5 The general concept of lexical cohesion

The suggested framework for the description of lexical cohesion is as follows:

Type of lexical cohesion:

1. Reiteration
(a) same word (repetition)
(i) same referent
(b) synonym (or near-synonym)
(c) superordinate
(d) general word

Referential relation:
2. Collocation

The effect of lexical, especially collocational, cohesion on a text is subtle and difficult to estimate. With grammatical cohesion the effect is relatively clear: if one comes across the word he, for example, there is no doubt that some essential information is called for, and that the identity of the he must be recovered from somewhere. Reference items, substitutes and conjunctions all explicitly presuppose some element other than themselves.

In lexical cohesion, however, it is not a case of there being particular lexical items which always have a cohesive function. every lexical item may enter into a cohesive relation, but by itself it carries no indication whether it is functioning cohesively or not. That can he established only by reference to the text.

This seems to suggest that what we are calling lexical cohesion carries no meaning; that it is simply an incidental consequence of the fact that discourse does not wander at random from one topic to another but runs on reasonably systematic lines with a certain consistency of topic and predictability of development. In general, of course, this is true; most discourse is well organized, and the parterned occurrence of lexical items is a natural consequence of this. But this does not imply that lexical co-

[^27]hesion has no meaning. Without our being aware of it, each occurrence of a lexical item carries with it its own textual history, a particular collocational environment that has been built up in the course of the creation of the text and that will provide the context within which the item will be incarnated on this particular occasion. This environment determines the 'instantial meaning', or text meaning, of the item, a meaning which is unique to each specific instance.

In reading or listening to text, we process continuously, and therefore by the time any given lexical item is taken in, its context has already been prepared; and the preceding lexical environment is perhaps the most significant component of this context. It frequently provides a great deal of hidden information that is relevant to the interpretation of the item concerned. There are many examples of this in the long paragraph from John Muix quoted above. To consider just one of these: an inspection of the collocational environment of the item sunset shows that it ties with sumdown in the preceding sentence, and less immediately, with the words (long) time . . . hours . . . (whole) day in the slightly less immediate context. These two collocational themes come together in the phrase within half an hour of sundown. This environment defines sumset in the context of time, as an event preceded by a fixed and limited interval, and sets the stage for the passage which serves as the immediate environment for sunset, namely in time to see the sunset. The result is twofold. On one hand, when we meet this phrase in time to see the sunset we interpret it with what has gone before in mind, and this defines the unique instantial meaning of the word sunsef on this occasion. On the other hand, the fact that we do this has the effect of making the word ssiset, when it does occur, cohesive with the related items that have preceded it, and hence of giving it a significant part in the creation of texture.
The lexical environment of any item includes, naturally, not only the words that are in some way or other related to it, in the terms discussed in this chapter, but also all other words in the preceding passage, and all of these contribute to its specific interpretation in the given instance. But it is the occurrence of the item in the context of relatid iexical items that provides cohesion and gives to the passage the quality of text. The relatedness is a matter of more or less; there is no clearly defined cutoff point such that we can say that sunset, for example, is related to just this set of words and no others. But we can say that it is more closely related to some than to others; and it is the closeness of the relationship that determines the cohesive effect.

The relative strength of the collocational tension is really a function of
two kinds of relatedness, one kind being relatedness in the linguistic system and the other being relatedness in the text. What we are calling related lexical items are related in the linguistic system. In the linguistic system there is a closer relationship between sunset and standown than, say, between sumset and tay; the latter are, in tarn, more closely related than sunset and summit, or surset and mountain, although there is some relationship here too, less remote than, say, between sunset and sight or sunset and estimate. There are degrees of proximity in the lexical system, a function of the relative probability with which one word tends to co-occur with another. Secondly, in the text there is relatedness of another kind, relative proximity in the simple sense of the distance separating one item from another, the number of words or clauses or sentences in between. The colesive force that is exerted between any pair of lexical items in a passage of discourse is a function of their relative proximity in these two respects.

There is a very close proximity between surset and sundown as regards their relatedness in the linguistic system; they are morphologically related, both containing the element shm, and they are also near-synonyms, sunset referring to a particular event considered as a perceptual phenomenon, and sundown referring to the same event considered as defining a moment in time. If the two occur in adjacent sentences, they exert a vety strong cohesive force; this would be progressively weaker the greater the textual distance between them.

There is a third factor influencing the cohesive force between a pair of lexical items in a text, and that is their ovcrall frequency in the system of the language. A word which enters with equal readiness into collocation with words of every possible range of lexical meaning effects relatively little cohesion with any of them. Words such as go or man or know or way can hardly be said to contract significant cohesive relations, because they go with anything at all. Since, roughly speaking, words of this kind are also those with high overall frequency in the language, in general the higher the frequency of a lexical item (its overall frequency in the system) the smaller the part it plays in lexical cohesion in texts.

When analysing a text in respect of lexical cohesion, the most important thing is to use common sense, combined with the knowledge that we have, as speakers of a language, of the nature and structure of its vocabulary. We have a very clear idea of the relative frequency of words in our own language, and a ready insight (if we do not sabmerge it beneath the weight of the demand for formal procedures of analysis) into what constitutes a significant pattern and what does not. In assessing the lexical cohesion of a text we can safely ignore, as we certainly would do without
even thinking about it, repetitive occurrences of fully grammatical (closed system) items like pronouns and prepositions and verbal auxiliaries, and alse of lexical items of very high frequency like take and do and good and the others mentioned above. An exception to this appears just when such words occur in special senses with restricted patterns of collocation; for example fakings in the sense of earnings, or good in a specifically moral context. Again, common sense needs to be brought into play. There is likely to be no significant cohesion between two occurrences of good of which one is in a moral sense and the other an exclamation meaning 'agree'; whereas there might be quite a significant tie between the first of these and a different but related word such as virtue or judgment.

In the coding scheme suggested in Chapter 8 , we have used a single heading for all instances of collocational cohesion, making no differentiation either according to the different kinds of collocational relation or according to different degrees of cohesive force. A full interpretation of lexical cohesion would require further differentiation on both these counts: but such a treatment demands a separate study and is beyond our scope here.

There remains one point to be added to round off this limited discussion of lexical cohesion. A lexical item is not bound to a particular grammatical category, or to a particular morphological form. For example, there is just one lexical item boy, which has the forms boy, boys, boy's and boys'. Similarly talk, talks, talked and talking all represent a single lexical item tall. There are no perfectly clear criteria for deciding just how far this principle can be extended. For example, go, goes, going, gone and went are all one lexical item, and so are good, better and best; so also presumably are noun and (where these have the sense of 'noun') nominal, nominalize and nominalization. Rather more doubtful are pairs like tooth and dental, map and cartographic, town and urban; even more doubtful, perhaps, a set such as young, youth and juvenile. In the last resort it does not much matter, since such sets and pairs are cohesive anyway; but it is often passible to be guided by the context - the doubtful cases are generally doubtful precisely because they are sometimes the same word and sometimes not, so that pairs like tooth and dental may be used either as morphological variants of the same lexical item or as different lexical items. This, like many other linguistic points, is well brought out by forms of linguistic humour. an expression like the archiepiscopal gaiters is playing on the fact that archiepistopal can be interpreted as simply a morphological variant of the item arckbishop, although usually it functions as a related but separate item. On the other side of the line would be pairs like starve and hurger, or
disease and ill, which are related by synonymy but probably never treated as forms of the same word.

The concept of the lexical item, therefore, is not totally clearcut; like most linguistic categories, although clearly defined in the ideal, it presents many indeterminacies in application to actual instances. Despite this indeterminacy - and it may be remarked that the term cexical item is rather less indeterminate than the folk-linguistic term WORD - it is an essential concept for the understanding of text. However luxuriant the grammatical cohesion displayed by any piece of discourse, it will not form a text unless this is matched by cohesive patterning of a lexical kind.

A final example:
[6: 16] Sing a song of sixpence, a pocket full of rye, Four-and-twenty blackbirds baked in a pie, When the pie was opened, the birds began to sing, Wasn't that a dainty dish to set before a king?

The king was in his counting-house, counting out his money,
The queen was in the parlour, eating bread and honey,
The maid was in the garden, hanging out the clothes. Along came a blackbird and pecked off her nose.

There is reiteration of the same word, eg: pie . . . pie, king . . . king; of a near-synonym, eg: eating . . . pecked; of a superordinate, eg; pic . . dish, sixpence . . . money, blackbird. . . bird, dish might perhaps also be interpreted as a general word in the modern sense ('anything nice'; $f$ : dishy). There is also collocational cohesion, eg: king . . . queen, parlour . . garden, dish... eat, rye . . . bread. The rhyme provides a good illustration of the amount of lexical cohesion, and the varied nature of lexical cohesion, that is characteristic of even a very short text.*
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## Chapter 7

## The meaning of cohesion

## 7.I Text

In Chapter i we discussed what was meant by TEXT, and introduced the concept of cohesion to refer to the linguistic means whereby texture is achieved. In this chapter we resume the discussion in the light of the account that has been given of the various types of cohesion in English.

A text, we have suggested, is not just a string of sentences. In other words it is not simply a large grammatical unit, something of the same kind as a sentence but differing from it in size - a sort of supersentence. A text is best thought of not as a grammatical unit at all, but rather as a unit of a different kind: a semantic unit. The unity that it has is a unity of meaning in context, a texture that expresses the fact that it relates as a whole to the environment in which it is placed.

Being a semantic unit, a text is realized in the form of sentences, and this is how the relation of text to sentence can best be interpreted. A set of related sentences, with a single sentence as the limiting case, is the embodiment or realization of a text. So the expression of the semantic unity of the text lies in the cohesion among the sentences of which it is composed.

Typically, in any text, every sentence except the first exbibits some form of cohesion with a preceding sentence, usually with the one immediately preceding. In other words, every sentence contains at least one anaphoric tie connecting it with what has gone before. Some sentences may also contain a cataphoric tie, connecting up with what follows; but these are very much rarer, and are not necessary to the creation of text.

Any piece of language that is operational, functioning as a unity in some context of situation, constitutes a text. It may be spoken or written, in any style or genre, and involving any number of active participants. It will usually display a form of consistency that is defined by the concept of
register: a consistency in the meaning styles or types of semantic confuguration which embody its relation to its environment. In other words, a text is usually reasonably homogeneous, at least in those linguistic aspects which moss closely reflect and express its functional relationship to its setting.

### 7.1.1 Lengh of text

Text may be of any length. Since it is not a unit of the grammatical rank scale, and does not consist of sentences, it is not tied to the sentence as its lower limit. Many familiar texts in fact come out as less than one sentence in the grammatical structure. Warnings, titles, announcements, inscriptions and advertising slogans often consist of a verbal, nominal, adverbial or prepositional group only, for example
[7:1] a. No smoking
b. Site of early chapel
c. For sale
d. National Westminster Bank
e. Do not feed

Equally, there is no upper limit on the length of the text. An entire book may, and in many genres such as fiction typically does, comprise a single text; this is what is implied in the term 'a novel'. The same is true of a play, a sermon, a lecture, or a committee meeting.

The type of presupposition that provides texture in the text, in other words what we are calling cohesion, can extend over very long sequences. We find in evetyday conversation elements turning up which presuppose earlier passages from which they are separated by many minutes and even hours of speaking time; and writers exploit this potential by making cohesive ties across vety long stretches of text. It is clear that the awareness of text that we develop as part of the learning of the mother tongue is rather free from constraints of time, and depends much more on contextual relevance and integration of the language with the environment.

### 7.1.2 Definitiveness of the concept of text

It would be misleading to suggest that the concept of a text is fully determinate, or that we can always make clear decisions about what constitutes a single text and what does not. We can often say for certain that the whole of a given passage constitutes one text; and equally we can often say for certain that in another instance we have to deal with not one text
but two, or more. But there are very many intermediate cases, instances of doubt where we are not at all sure whether we want to consider all the parts of a passage as falling within the same text or not.

Usually for practical purposes this does not matter very much. We are all intuitively aware of the validity of the general concept of a text; we know that theze is such a thing, whether or not every instance can be unambiguously identified. What we react to, as speakers and listeners, readers and writers, in forming judgments abour texture, is precisely the sort of cohesive structure the details of which we have been exploring in the preceding chapters.

Since the speaker or writer uses cohesion to signal texture, and the listener or reader reacts to it in his interpretation of texture, it is reasonable for us to make use of cohesion as a criterion for the recognition of the boundaries of a text. For most purposes, we can consider that a new text begins where a sentence shows no cohesion with those that have preceded.

Of course, we shall often find isolated sentences or other structural units which do not cohere with those around them, even though they form part of a connected passage. But usually if a sentence shows no cohesion with what has gone before, this does indicate a transition of some kind; for example, a transition between different stages in a complex transaction, or between narration and description in a passage of prose fiction. We might choose to regard such instances as discontinuities, signalling the beginning of a new text. Sometimes then the new text will tum out to be an interpolation, as in [ $1: 8]$ and $[1: 9]$ in Chapter $x$, after which the original text is once again resumed.

So although the concept of a text is exact enough, and can be adequately and explicitly defined, the definition will not by itself provide us with automatic criteria for recognizing in all instances what is a text and what is not. In all kinds of linguistic contexts, from the most formal to the most informal, we constantly have to do with forms of interaction which hie on the borderline between textual continuity and discontinuity. But the existence of indeterminate instances of this kind does not invalidate or destroy the usefulness of the general notion of text as the basic semantic unit of linguistic interaction.

### 7.1.3 Tight and loose texture

The frequent shift between narrative and verse in Alice provides an excellent illustration of the kind of transition that takes place between
subtexts within a text. The verses are often quite outside the context of the narrative, and function as independent texts in their own tight; they display no cohesion with what has preceded them. An example is The Queen of Hearts in the final chapter of Alice in Wonderland.

At the same time, the verses are often anticipated by some reference to poctry or song, or to the porm or song in question, so that the verse text as a whole is placed in an environment not unlike that of quoted speech. Here is an example:
[7:2] 'The piece I am going to repeat,' [Humpty Dumpty] went on without noticing her remark, 'was written entirely for your amusement. ${ }^{\text {. }}$
Alice felt that in that case she really ought to listen to it, so she sat down, and said, 'Thank you' rather sadly.
'In winter when the fields are white,
I sing this song for your delight - . . .
Here there is lexical cohesion: song ties with piece in the first sentence and this in turn with poetry occurring a short while earlier.

This gives a fair indication of something that is a general feature of texts of all kinds. Textuality is not a matter of all or nothing, of dense clusters of cohesive ties or else none at all. Characteristically we find variation in texture, so that textuality is a matter of more or less. In some instances there will in fact be dense clusters of cohesive ties, giving a very close texture which serves to signal that the meanings of the parts are strongly interdependent and that the whole forms a single unity.

In other instances, however, the texture will be much looser. There will be fewer cohesive ties, perhaps just one or two. In Alice this alternation between tight and loose texture gives a very definite flavour to the whole. At one level, the whole of Alice is very much a single text. But when we shift our focus of attention we find that it contains portions that are less closely knit with the remainder, particularly the songs and the verses. And this is signalled by the relative cohesive independence of these from the surrounding passages - usually, however, a partial not a total independence.

Such a thing is typical of texts of many kinds. Some writers in particular seem to achieve a sort of periodic rhythm in which there is a regular alternation between tight and loose texture. In this connection we see the importance of the paragraph. The paragraph is a device introduced into the written language to suggest this kind of periodicity. In principle, we shall expect to find a greater degree of cohesion within a paragraph
than between paragraphs; and in a great deal of written English this is exactly what we do find. In other writing, however, and perhaps as a characteristic of certain authors, the rhythm is contrapuntal: the writer extends a dense cluster of cohesive ties across the paragraph boundary and leaves the texture within the paragraph relatively loose. And this itself is an instance of a process that is very characteristic of language altogether, a process in which two associated variables come to be dissociated from each other with a very definite semantic and thetorical effect. Here the two variables in question are the paragraph structure and the cohesive structure. The paragraph evolves first of all as the written symbol or representation of a periodic pattern that we might represent in the following way:


The vertical lines represent the paragraph boundaries and the wavy line represents the density of cohesive ties. Subsequently however the paragraph comes to function as a pattern maker (as distinct from being merely a pattern marker) in its own right, and something like the following picture emerges :


This represents the sort of writing in which the paragraph structure is played off against the cohesion, giving a complex texture in which the rhythm of the eye (and associated bodily rhythms of reading) is balanced against the rhythm that is engendered by the alternation between tightness and looseness of cohesive patterning.

### 7.1.4 Inaginary fexture

Finally we may mention the type of cohesion which imposes an imaginary texture, by setting up expectations in the reader or listener which, since they are expectations of the past, by their nature, can not be satisfied. Alice will again serve as an example.

## The very first sentence of Through the Looking Glass is

[7:3] One thing was certain, that the white kitten had had nothing to do with it; - it was the black kitten's fault entirely.
This sentence is clearly marked as cohesive, by the occurrence of the reference item it. In other words, the narrative begins as if one was already in the middle of it; it appears to presuppose a great deal that has gone before, but in fact nothing has gone before so we have to supply it for ourselves. Our interest is immediately engaged, since we inevitably start searching for some interpretation of the it. In this instance the reference, as often, is resolved cataphorically; we learn two paragraphs later that it refers to unwinding and entangling a ball of wool.

This device is commonly exploited in the opening of short stories, where it sets the tone for a genre whose meaning as a genre depends on the implications that what is in the text is not the whole story. It is also used in other contexts; the example was quoted in Chapter I (r.r.z) of the radio comedian who began his patter with the words so we pushed him under the other one.

This type of ealse or unresolved cohesion creates an effect of solidarity with the hearer or reader. It puts him on the inside, as one who is assumed to have shared a common experience with the speaker or writer. In its use in written fiction it is pethaps akin to the typical beginning of an oral folk narrative, which assumes prior knowledge of the matter of the tale on the part of the audience and makes allusion to the characters, the events or the circumstantial background in a form which often looks anaphoric, although there has been no previous mention, at least on the occasion in question. Similar properties are found in the oral narratives of young children, which prestupose a sharing of experience with the listener. The line between real and imaginary amaphora is not, after all, very clearcut; a great deal of news reporting depends for its interpretation on the assumption that the previous day's newspaper was part of the same text. And what is one text for one participant in a situation may not always be so for another, as appears when a person who has been day-dreaming suddenly voices one of his thoughts aloud.

### 7.2 The general meaning of cohesion

The general meaning of cohesion is embodied in the concept of text. By its role in providing 'texture', cohesion helps to create text.

Cohesion is a necessary though not a sufficient condition for the crea-
tion of text. What creates text is the textual, or text-forming, component of the linguistic system, of which cohesion is one part. The textual component as a whole is the set of resources in a language whose semantic function is that of expressing relationship to the environment. It is the meaning derived from this component which characterizes a text which characterizes language that is operational in some context, as distinct from language that is not operational but citational, such as an index or other form of verbal inventory.

The textual component, and the place of cohesion within ir, was discussed briefly in Chapter i. The concept of a textual or text-forming function in the semantic system provides the most general answer to the question of what cohesion means. The textual component creates text, as opposed to non-text, and therem lies its meaning. Within the textual component, cohesion plays a special role in the creation of text. Cohesion expresses the continuity that exists between one part of the text and another. It is important to stress that continuty is not the whole of texture. The organization of each segment of a discourse in terms of its information structure, thematic patterns and the like is also part of its texture (see 7.4. 1 below), no less important than the continuity from one segment to another. But the continuity adds a further element that must be present in order for the discourse to come to life as text.

The continuity that is provided by cohesion consists, in the most general terms, in expressing at each stage in the discourse the points of contact with what has gone before. The significance of this lies in the simple fact that there are such points of contact: that some entity or some circumstance, some relevant feature or some thread of argument persists from one moment to another in the semantic process, as the meanings unfold. But it has another more fundamental significance, which lies in the interpretation of the discourse. It is the continuity provided by cohesion that enables the reader or listener to supply all the missing pieces, all the components of the picture which are not present in the text but are necessary to its interpretation.

One of the major problems in understanding linguistic interaction it is actually a problem in the understanding of all text processes, whether those of dialogue or others, though it is usually posed in the context of dialogue - is that of knowing how the listener fills in the missing information. The listener assigns meanings and interprets what is said to him; but in doing so he is himself supplying a great deal of the interpretation. The sentences and clauses and words that he hears, however perfectly formed lexicogrammatically (and, contrary to a popular belief, in most
speech contexts they are very well formed indeed), are semantically full of holes. Or rather, this is the wrong metaphor. The situation is sometimes represented as if there were omissions which the listener had to supplement; as if the semantics of discourse was like a jigsaw puzzle with missing pieces in it. It would be more appropriate to describe it in terms of focus. What the lexicogrammar of the text presents is more like a picture that is complete but out of focus, with the outlines blurred and the details imperceptible. And if we take one further step and postulate that the picture to start with was not a photographic likeness but a symbolic representation, then we shall get some idea of the nature of the decoding process - for that is what it is - that the listener goes through.

What makes it possible for him to go through the process is the fact that what he hears is systematically related to its environment - it has 'textual meaning', as we have expressed it; and an essential component in this relationship is its continuity with what has preceded. The continuity is not merely an interesting feature that is associated with text; it is a necessary element in the interpretation of text. There has to be cohesion if meanings are to be exchanged at all.

This is so easy to illustrate that it is often forgotten. Consider the examples that have been cited throughout this book. The vast majority of them have been either drawn from Alice in Wonderland or made up. Why? This is the only way to ensure that attention would be focused on the point at issue: either to use a text that is so familiar that the reader will not pause over its interpretation, or to construct examples that are so artificial that they avoid the problem. If we had taken isolated sentences from real-life texts, they would have looked something like the following:
[7:4] a. Two rolled off it and stopped, as though arrested by a witch's wand, at Mrs Oliver's feet.
b. This is a one with animals too, animals that go in water.
c. Administration spokesmen were prompt to say it should not be considered any such thing.
d. You could see them coming on him, before your very eyes.
e. I expect you will get this but I'll send it if you want.
f. It was the morning caught for ever.
g. So he proposed having his discovery copied before parting with it.

These are typical examples of what people say and write - except that they do not say or write them in isolation. In interpreting them, we build
in, along with other environmental factors, the continuity element; we do not even notice the indeterminacies and all the different meanings we could 'read in', because the lens is already in place before the picture comes along to be interpreted. But the process of interpretation goes on, and the patterns of cohesion have played a central part in it.

The point is perhaps obvious enough. But we often fail to realize just how much of our interpretation depends on this continuity with what has gone before. It is not only the referents that we have to supply - the meaning of two and it in (a), this in (b), it in (c), them and him in (d), this in (e), it in (f), he in (g). Nor is it simply information of the kind that is demanded by the $t o 0$ in (b), the such in (c) or the so in (g): 'in addition to what?', 'any thing such as what?', 'why did he propose having it done?' Taking these sentences by themselves we have no idea, or rather we have only the haziest idea, how to interpret the things - the objects, events and so forth - that are encoded in the grammatical structures and the lexical items. What kind of rolling took place? What does with mean, in with animals? In what ways are things coming an him? What can be made of you will get this but I'll send it? What sort of discovery is to be copied, how, and why? We cannot begin to visualize the morning, and we do not know whether it is a morning that has been mentioned before or one that is to be identified exophorically, as unique or at least recognizable under the circumstances. We do not know whether the spokesmen for the Administration are talking about an object, an institution or a lengthy passage of text - a fact or report. There is nothing unusual or mysterious about any of these examples; but they are out of focus, and will click into place only when we put them in their textual environment and satisfy the queries which they arouse.

It is hardly necessary to do this in order to demonstrate the point at issue. However, the reader may feel deceived if nothing further is said, so here is the immediately preceding co-text for each of the above examples:
(a) Joyce, a stardy thirteen-year-old, seized the bowl of apples.
(b) This mobile's got fishes, yours has animals.
(c) During the hearing on Wednesday, Inouye said the questions furnished by Buzhardt "should serve as a substitute, admittedly not the very best, but a substitute for cross-examination of Mr Dean by the President of the United States'.
(d) Spots. All over bis face and hands -
(e) Nothing else has come for you except Staff Bulletin no 2.
(f) There on the rough thick paper, reduced to their simplest possible terms, were the stream, glittering and dimpling, the stone arch of the bridge flushed in morning sunlight, the moor and the hills.
(g) The nobleman, it appeared, had by this time become rather fond of Nanna and Pippa. He liked, it might be said, the way they comported themselves.

Anything approaching a 'full' interpretation is likely to need much more information than is tecoverable from a preceding sentence or two. For example, in the text containing (g), two pages earlier, was the sentence It was a highly indecent picture.

Preceding (a), at intervals, there have occurred it was to be a Hallowe'en party . . . and Mrs Oliver was parial to apples. Moreover the whole texi has, in turn, been preceded by other texts containing accounts of Mrs Oliver and her fondness for apples, as well as associated references to witchcraft. In the same way (c) has been preceded not only by six columns of detailed news but by six months of almost daily reporting centring around the Watergate affair. In (d) the chaotic absence of cohesion is used as a comic device to suggest information being extracted from someone against his will, though in fact (as the audience knows from the preceding text) the reluctance is feigned and the information is false:

Patch: Mind you, Sam, it may not be that at all. We can't tell what poor old Slivers has got -
Mellock: Who's Slivers?
[As they do not reply, Grindley shaking his head at Patch, Ursula cuts in.]
Ursula: Is he the man you had locked in that cabin? [As they do not reply] He is, isn'the?
[They nod.]
Well, what's the matter with him?
Patch: It was the only thing we could do, you know. Until the doctor саme.
Mellock [not liking this]: The doctor?
Ursula: Come on. What's the matter with him?
[They are obviously reluctant to answer.]
He was taken ill, wasn't he?
Patch: All hot and flushed. Then breaking into spots.
Gridley [warningly]: Bob! You know, we promised.
Ursula: Don't be idiotic. You've got to tell us.
Patch [with feigned reluctance]: Spots. All over his face and hands -

Gridley: You could see them coming on him, before your very eyes. About that size. [Inditates.] No bigger. [Shows them.]*
Cohesive ties, especially those with the immediately preceding text, are only one source for the information that the reader or listencr requires. Both situational and more remote textual information are necessary components. But it is surprising how much can often be recovered simply from the presuppositions carried by the cohesive elements. The ongoing continuiry of discourse is a primary factor in its intelligibility.

This illustrates the meaning of cohesion as a whole. It provides, for the text, which is a semantic unit, the sort of continuity which is achieved in units at the grammatical level - the sentence, the clause and so on by grammatical structure. Like everything else in the semantic system, cohesive relations are realized through the lexicogrammar, by the selection of structures, and of lexical items in structural roles. Our intention in this book has been to survey the lexicogrammatical resources in question, and show their place in the linguistic system. But the cohesive relations themselves are relations in meaning, and the continuity which they bring about is a semantic continuity. This is what makes it possible for cohesive patterns to play the part they do in the processing of text by a listener or a reader, not merely signalling the presence and extent of text but actually enabling him to interpret it and determining how he does so.

### 7.3 The meaning of different kinds of cohesion

We have discussed cohesion under the five headings of reference, substitution, ellipsis, conjunction and lexical cohesion. The classification is based on linguistic form; these are the categories of cohesion that can be recognized in the lexicogrammatical system. In terms of the resources which are brought into play, they are all lexicogrammatical phenomena of one kind or another.

Reference, substitution and ellipsis are clearly grammatical, in that they involve closed systems: simple options of presence or absence, and systems such as those of person, number, proximity and degree of comparison. Lexical cohesion is, as the name implies, lexical; it involves a kind of choice that is open-ended, the selection of a lexical item that is in some way related to one occurring previously. Conjunction is on the borderline of the grammatical and the lexical; the set of conjunctive elements can probably be interpreted grammatically in terms of systems, but such

[^29]an interpretation would be fairly complex, and some conjunctive expressions involve lexical selection as well, eg: moment in from that moment on.

This tells us about what form cohesion takes, what resources of the linguistic system are drawn on in the expression of cohesive relations. But it does not tell us about those relations themselves. If we ask what is the nature of cohesive relations, as distinct from what form of expression they take, we get a different answer - one still in terms of the linguistic system, but giving a different kind of explanation. We are now asking about the nature of cohesion considered as a set of relations in language; whereabouts in the linguistic system are these relations located? In other words, what do the different kinds of cohesion mean?

If we look at cohesion from this point of view, we shall be able to recognize three kinds. These are the three different kinds of relation in language, other than the relation of structure, that link one part of a text with another. In the most general terms they are (1) relatedness of form, (2) relatedness of reference, (3) semantic connection.

The way these correspond to the various rypes of cohesion is as follows:

Nature of cohesive relation:
Relatedness of form
Relatedness of reference
Semantic connection

Type of cohesion:
Substitution and ellipsis; lexical collocation
Reference; lexical reiteration Conjunction

### 7.3.1 General principles behind the different types

We have referred to aspects of this general picture at various places in the discussion. It has been pointed out that reference, while it is expressed by grammatical means, is actually a semantic relation, a relation between meanings of particular instances rather than between words or other items of linguistic form. Substitution and elhpsis, on the other hand, are formal relations between elements at the lexicogrammatical level.

It has also been shown that various consequences follow from this distinction. In substitution and ellipsis it is always possible to 'restore' the presupposed item (replacing the substitution counter, or filling out the empty structural slot); in reference, sypically, it is not. On the other hand a substitute has to preserve the grammatical function of the presupposed item; whereas there is no such restriction on reference, which is independent of this sort of formal constraint. Lexical cohesion has some-
thing of both types. The relation itself is a formal one, between items of the vocabulary irrespective of any referential identity; but lexical cohesion is typically used in contexts where there is identity of reference, and for this reason the cohering lexical item is usually accompanied by the, or other anaphoric reference item.

Why these two different types of cohesive relation, one formal the other semantic? This can be explained by the fact that there are two possible channels for the recovery of information: the situation, and the text.

The concept of situation was discussed in Chapter 2. It is a very simple notion, designed to account for the fact that language takes place in social contexts and makes connections with the realities that make up those contexts. The relevant realities are by no means necessarily to be found in the surrounding stage properties, the furniture of the material environment. A social context is a much more abstract conception, a kind of semiotic structure within which meaning takes place; the 'realities' of which it is made up may be of an entirely intangible kind. But equally they may reside in the persons and the objects that figure in the immediate vicinity; and if so, reference will have to be made to them. This is what we have called exophoric reference.

The semantic level in the linguistic system is, among other things, an interface between language and the realities of the outside world. So the exophoric connections with the environment are connections made at the semantic level. This accounts for reference. Reference is a semantic relation linking an instance of language to its environment, and reference items are in principle exophoric. The basic meaning of him is 'that man out there'. We can see this clearly in the first and second person forms me and you, which refer to the roles of speaker and addressee in the communication situation; and also in the demonstratives with their system of proximity, 'near me' (this) or 'not near me' (that), with sometimes a third term 'not near either of us ${ }^{1}$ (yon), as in
[7:5] Yon Cassius hath a lean and hungry look.
Secondly, in any comnected passage of discourse it will be necessary to refer back to something that has been mentioned already, making explicit the fact that there is identity of reference hetween the two. There is still, no doubt, an ultimate referent beyond the language, which defines the nature of the identity between the two instances. But the immediate referent of the second instance is the first instance; and it is this immediate referent, the previous mention, that now constitutes the relevant
environment, not the extralinguistic referent. Probably, all languages adapt their reference items to this function, extending them from exophoric to endophoric use. (This formulation is not intended to imply that such a development has taken place in the known history of languages, but rather that it is a development that has probably taken place in the evolution of human language as a whole.) Thus in English nearly all reference items are also regularly endophoric. In those types of situation in which the perceptual environment is not part of the relevant social context, uses of language which are far removed from 'language in action', endophoric reference takes precedence over exophoric as a means of establishing identity. In this way the process of identification of the referent becomes a cohesive or text-forming process.

Why do we refer to "John' as him rather than as John? Because Jokn is vague, whereas him is definite. John could be any old John; but him means 'that particular individual whose identiry we have established and agreed upon'. We refer to John as him rather than as yoln in order to signal that his identity is a feature of the environment. And the same principle applies to the other reference items. The environment has been extended from the situation to include the text.

In that case, if the relation of reference may be endophoric as well as exophoric - if a reference item can refer to an element in the text as well as to an element in the situation - we may well ask why languages have evolved a second relation of a different kind, that of substitution, to relate one linguistic item to another. Here the key to the answer lies in the concept of contrast, in the sense of contrastive information. In connected discourse there are very many occasions where we need to repeat some item precisely where there is no identity of reference. For example
[7:6] Would you like this teapot?

- No, I want a square one.

Here the second speaker does not use the reference item it, because he does not, in fact, want the object referred to. But he does establish continuity of a different kind, one based not on referential identity in the given instance but on the identity of the linguistic elements involved. The continuity lies not in the meaning but in the form. The use of the substitute one means supply the lexical item that just figured as Head of the nominal group'. The relation between the two instances is a relation established at the lexicogrammatical level.

It is not, of course, without its semantic aspect; but the semantic implication is of a different kind. The general class of objects, in this case
'teapors', constitutes the link between the two. But the significance of the continuity that is established by the use of the substitute is that it is continuity in the environment of contrast. Example [7:6] is a typical instance of cohesion through substitution, where the meaning is 'a non-identical member of the identical class*.

The contrast may take many different forms. The meaning 'nonidentical member of the identical class ${ }^{2}$ is merely one that is characteristically associated with the use of the nominal substitute one. But the contrast may be in any of the systems associated with the element in which sobstitution occurs. With the nominal subxtitute, it may be found in the Deictic or Numerative element as well as in the Epithet; while a yerbal substitute is typically accompanied by a contrast in polarity, in mood or in modality.

In order to express this sort of continuity in the environment of contrast, the cohesive relation that is appropriate is one that is established not at the semantic level, where there is an implication that the cohesive factor is an extralinguistic one, but at the lexicogrammatical level. Here the implication is that the continuity is essentially a linguistic continuity, that lies in the words themselves: the meaning of substitution is "this is the same word that we had before'. It is thus inherently a textual, not a situational relation, and is used in exophoric contexts only with a special effect, that of creating the illusion that the presupposed item has occurred before.

We have used the formulation 'contrast' or 'contrastive information' to draw attention to the special feature which distinguishes substitution from reference. This might suggest that there is always some negation involved: 'not what was referred to previously, but (a different one, etc)'. This is the typical form that the conteast takes; but it is not the only form. Consider an example such as
[7:7] I want three teapots. I'll take this one, and this one, and this one.
Here the contrast simply takes the form of new information; we are talking about teapots (one), and the teapot in question, not specified before, is now being specified (this). In ellipsis, which as we have seen is closely related to substitution, this is the usual interpretation; for example
[7:8] What are you doing? - Buying a teapot.
Here the ellipsis of $I \mathrm{am}$ displays the continuity and the remainder is thereby signalled as new information. Likewise:
[7:9] How many teapots are you buying? - Three.

This is the general principle underlying the difference between reference, on the one hand, and substitution on the other. Reference is a semantic relation, in which a meaning is specified through the identification of a referent; the source of identification is the situation, so that the relation of reference is basically an exophoric one. It becomes incidentally cohesive, when the identification is mediated through the presence of a verbal referent in the preceding text; this then becomes the presupposed element, and the text replaces the situation as the relevant environment within which the relation of reference is established.

Substitution/ellipsis is a formal (lexicogrammatical) relation, in which a form (word or words) is specified through the use of a grammatical signal indicating that it is to be recovered from what has gone before. The source of recovery is the text, so that the relation of substitution is basically an endophoric one. It is inherently cohesive, since it is the preceding text that provides the relevant environment in which the presupposed item is located.

Conjunction, the third and final type of cohesive relation, differs from both of these in that it is cohesive not by continuity of form or reference but by semantic comection. Some relation is established between the meanings of two continuous passages of text, such that the interpretation of the second is dependent on the relation in which it stands to the first. This relation may be one of two kinds; either it is present in the ideational meanings, as a relation between things - for example between two events in a narrative; or it is present in the interpersonal meanings, as a relation between elements or stages in the communication process - for example between two steps in an argument. Either of these may be represented as a form of semantic connection between a pair of adjacent clauses; the former as in [7:102], the latter as in [7:10b]:
[7:10] a. Jack fell down and broke his crown.
And Jill came tumbling after.
b. For he's a jolly good fellow.

And so say all of us.
A brief further discussion of each of the three types of cohesion is given in the following three subsections.

### 7.3.2 Reference

Reference is the relation berween an element of the text and something else by reference to which it is interpreted in the given instance. Reference
is a potentially cohesive relation because the thing that serves as the source of the interpretation may itself be an element of text.

A reference item is one whose interpretation is determined in this way.
The interpretation takes one of two forms. Either the reference item is interpreted through being identiried with the referent in question; or it is interpreted through being compared with the referent - explicitly not identified with it, but brought into some form of comparison with it.

In the former case, where the interpretation involves identifying, the reference item functions as a Deictic and is always specific. Deixis is the identifying function in the nominal group; and for cohesive purposes the identification must be specific. Hence the set of reference items includes all the specific deictics (pronouns and determiners) except the interrogatives. The interrogatives cannot be cohesive since they contain only a RBQUBST FOR specification, not the specification itself.

|  | Personal |  |  | Demonstrative |
| :---: | :---: | :---: | :---: | :---: |
|  | Existential | Possessive |  |  |
| Referential | I, you, we, he, she, it, they, one | mine, yours, ours his, hers, (its), theirs | my, yout, our his, her, its, their one's | the this, these that, thase |
| Interrogative | who <br> what | wiose | whose | which, what |
|  | Specific pronouns |  | Specific determiners |  |

In other words, all reference items of this type are specific, because their interpretation depends on identity of reference. This does not imply that the referent, where it is itself an element of the text (ie where the reference is anaphoric), must necessarily also be specific. A reference item can relate anaphorically to any element whether specific or not; for example
[7:II] I can see a light. Let's follow it.
where it refers to a light. But the specificity is conferred by the reference relation. Since this involves identity, 'a light' thereby becomes 'the
light', ie the light that was just mentioned - and specified in the process, so here "the light that (I've said) I can see". This is why it is possible to have sentences such as:
[7:12] Nobody ever believes he's going to lose.
where he means the person being considered as an instance, here 'the person whose belief is in question'. In this case the presupposed item is not only non-specific; it is also being said to be non-existent.

A considerable a mount is now known about the rules of pronominalization, in the sense of personal reference within the sentence; but this is not a cohesive phenomenon and lies outside our scope. The question of the interpretation of reference items in contexts of potential ambiguity has also begun to be studied, and this, though not our primary concern here, does need to be briefly mentioned. Here the question is, how does the listener or reader identify which of two or more possible items in the text a reference item refers to. For example if we come across a sentence such as
[7:13] Spurs played Liverpool. They beat them.
how do we know who beat who?
Various grammatical criteria have been proposed, in terms of transitivity or of mood; suggesting that a reference item will preserve the structural function of its referent on one or another of these dimensions.

For example, if transitivity is the determining factor, a reference item functioning as Actor will refer to just that one among the possible referents that has the Actor function. If mood is the determining factor, a reference item functioning as Subject will refer to just that one among the possible referents that has the Subject function. Example [7:14] satisfres both transitivity and modal criteria:

| 7:14] | The <br> cops | chased | the robbers. | They | caught | them. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| (transi- <br> tivity) | Actor | Process | Goal | Actor | Process | Goal |
| (mood) | Sub- <br> ject | Predi- <br> cator | Complement | Subject | Predi- <br> cator | Complement |

Here they refers to the cops and them to the robbers. But consider
[7:15] The cops chased the robbers. They eluded them.

Here the only possible interpretation is that they refers to the robbers and them to the cops; this involves a reversal of the roles in both structures and yet we find no difficulty in interpreting it. Similatly:
[7:16] John wanted Bill's horse. $\left\{\begin{array}{l}\text { a. But he wouldn't give it to him. } \\ \text { b. But he wouldn't pay him for it. }\end{array}\right.$
It is clear that (a) and (b) require opposite interpretations. In (a), he is Bill and him is John, whereas in (b) it is the other way round. There is no feeling that either is more acceptable, or more cohesive, than the other.

Since reference is a semantic relation, the criteria are to be found not in the grammar but in the semantics. It is the meaning that enables us to disambiguate in such instances. If there is a grammatical tendency to be had recourse to in those instances where the meaning does not resolve the problem, it is likely to lie, as Hasan suggests elsewhere, neither in transitivity nor in mood but in theme. This again is to be expected, since it is the thematic structure which is the text-forming structure in the clause (see 7.4.I below). The particular combination of circumstances that is required in order to produce an ambiguous reference item in precisely the kind of environment where transitivity, mood and theme are all incongraent with each other is so odd that no example of it can be very convincing; but here is an attempt:

ii. They're staying here, now.

In the second sentence, they is Actor (in transitivity), Subject (in mood) and Theme (in theme). In the first sentence, Actor, Subject and Theme are all different items: the Actor is their grandparents, the Subject is the children and the Theme is these ponies. It seems that, if anything, the preferred interpretation of they is these ponies - and that in spite of the Preference of English for human Subjects. If this is so, it suggests that, to
the extent that there is any grammatical criterion at all, it will be found in the theme structure rather than in the transitivity or modal structure.

Note that this does not apply to substitution. If the first sentence had been followed by the question Which ones? or elliptical Which?, the more likely interpretation would have been which gramdparents? It seems therefore that no clearcut grammatical rules can be given for assigning a reference item to one among a number of possible text referents, since the assignment is typically made on scmantic grounds. If there is more than one referent for the identification of he or it or this, the referent is the one that makes most sense in the context. This is not to say that ambiguity cannot arise; it can, and not infrequently does. There may be no clearly predominant candidate for the status of 'making most sense'; and in that event, as a last resort, we may appeal to the grammar - probably to the theme-theme structure. Other things being bqual, it seems that the most probable target of a cohesive reference item is the Theme of the preceding sentence. This seems to hold even if the reference item is not itself thematic; compare:
[7:18] These ponies the children were given by their grandparents. Have you seen them?
where them still seems more likely to refer to these ponies. But given the range of possible targets in a connected passage, it is unlikely that any purely grammatical principles could suffice for resolving the issue, and the semantic principle of 'making most sense', difficult as it may be to make explicit, is the only one that could really be expected to apply.

As regards restrictions on reference, these again are not our main concern; we are concerned with what does happen, not with what does not. But these tend also to reflect semantic considerations - often ones that are reflected in the grammar also. Here is just one example:
[7:19] a. An old man came in with his son.
b. An old man came in with his overcoat. They were very dirty.
The second sentence is acceptable following (a) but not, or at best doubtful, following (b). Old man and overcoat are too different to be brought within the same presupposition; and this is related to the fact that they cannot be coordinated: an old man and his son came in, but not an old man and his overcoat came in.

There are instances where a reference item is used when strictly speaking the relation is not one of reference. An example will illustrate this:
[7:20] Arthur's very proud of his chihuahuas. I don't like them.

This is ambiguous; it could mean 'I don't like Arthur's chihuahuas', or it could mean 'I don't like chihuahuas (in general; ff: Idon't like the things)'. The second meaning is anomalous; them is not coreferential with the nominal group Arthur's chinuahwas. It is no doubt to be explained as being coreferential with the noun Head chihsuhuas taken on its own, without the Modifier. Compare in this regard the comment on [3:52] in 3.2.6 above; and also [7:4e], I expect you will get this but I'II send it if you want, where it and this both refer to Staff Bulletin no 2 , considered as an object since it is Goal of the verbs get and send), but they refer to different copies.

Finally there are instances where the reference item, because of its specificity, serves to disambiguate preceding sentences that otherwise in themselves are ambiguous; for example
[7:2x] I'd rather like to see a play. It's at the Ambassador's.
Here the it shows that the meaning of the first sentence is 'there's a play I'd like to see'. The context of such ambiguities is very often of the kind illustrated by [7:21], namely a clause that is structured as a simple proposition but which is in fact incongruent. The congruent form of expression here would be a clause of the identifying type, one with an equative structure such as There's a play I'd rather like to see.

Comparison differs from the other forms of reference in that ir is based not on identity of reference but on non-identity: the reference item is interpreted, not by being identified with what it presupposes, but by being compared with it. The expression 'non-identity' is actually misleading, because one possible form of comparability is identity. But the identity is not the criterion; being identical is just one of the ways in which two things may be like or unilike each other, In the comparative type of reference, the presupposed element takes on the role of a reference ponvr. It serves as a standard, to which something else is referred in terms of its likeness, in general or particular; and 'the same' is one kind of likeness. In this way the comparison provides the source of interpretation for the reference item; and where the presupposed element is also in the text, there is cohesion between the two. For example, more presupposing oysters in
[7:22] 'I like the Walrus best,' said Alice: 'because, you see, he was a litle sorry for the poor oysters'.
'He ate more than the Carpenter though,' said Tweedledee.
When likeness takes the value of sameness, comparison resembles other
forms of reference in being specific: "same' implies 'the same'. For this reason same and other comparatives of identity are typically accompanied by the, or some other specific determiner. By contrast to this, when likeness takes the value of non-identity (similarity or difference), the reference is typically non-specific; and comparatives expressing non-identity are unlike all other forms of reference in just this respect. So we usually find the same place but a similar plaze, an other place (written as one word, another), a different place.

We can summarize the meaning of reference by using the term co-interfretation. There is a semantic link between the reference item and that which it presupposes; but this does not mean that the two necessarily have the same referent. It means that the interpretation of the reference item depends in some way on that of the presupposed. Coreference is one particular form that co-interpretation may take - where the two items do, in fact, refer to the same thing. But the general concept that lies behind the cohesive relation of reference, and by virtue of which personals, demonstratives and comparatives are alike in their text-forming capacity, is that of co-interpretation. A reference item is one which is interpreted by reference to something else. It is this principle of cointerpretation that defines its role in the semantics of the text.

### 7.3.3 Sutstitution and ellipsis

With substitution there is no implication of specificity. The substitution relation has no connection with specifying or identifying a particular referent; it is quite neutral in this regard. So specific forms such as the empty one and non-specific ones such as an empty one are both equaly likely. The fact that the nominal substitute one has evolved from the same source as the indefinite article might suggest that substitution is inherently nonspecific; but the meaning of the substitute one is countability, not indefiniteness. This is reflected in the fact that the plaral of the substitute is ones, while the plural of the indefinite article is some; and some is also the 'mass' form of the article, whereas there is no form of substitute available in the context of a mass noun.

We have referred already to the main distinction between substitution and nominal reference. In reference there is typically identity of referent. Substitution is used where there is no such identity. This requires a device which makes the connection at the lexicogrammatical level, at what we called the level of "wording', since the cohesion takes the form of 'same element in the language (same wording) but different referent.' The
essence of substitution therefore is contrast: a new referent is being defined - and hence there is no substitution for proper names. The contrast is not necessarily in the reference; it may be in some interpersonal element in the meaning - the modality, key, attitude etc - but the principle is the same. Reference implies that there is identity of meaning between the presupposing item and that which it presupposes, while substitution implies non-identity of meaning. This is illustrated by the use of substitution and ellipsis in responses; the function of a response is to supply missing information, or confirmation - that is to supply something that is New, and it is this that provides the environment in which the substitute or elliptical item occurs. For example,
[7:23] Did you cook the dinner? - No; John did.
The distinction between reference and substitution or ellipsis is however less clearcut with verbs and clauses than with nouns. Note the difference between [7:24a and b]:
[7:24] Are they selling the $\left\{\begin{array}{l}\text { a. No, they're doing it tomorrow. } \\ \text { contents today? }\end{array}\left\{\begin{array}{l}\text { (reference) } \\ \text { b. No, they are (doing) tomorrow. (sub- } \\ \text { stitution or ellipsis) }\end{array}\right.\right.$
The first, being referential, makes it an assumption that they are selling, and merely supplies the time; it parses the question as 'when are they selling the contencs?', and has a thematic structure of the identifying type; it is equivalent to 'the time when they're selling=tomorrow', with the verb embedded in the Theme. An alternative form for (a) would be It's tomorrow the ${ }^{\text {'re }}$ doing it. The second does not assume the selling but states it, because the meaning which provides the contrastive environment for the substitution - namely the polarity - is New. The substitute form of the answer parses the question as "are they selling the contents?' with 'today' either as given or as additional relevant information; its thematic organization is 'the fact $=$ that they are selling; but tomorrow'. For this reason in a question-answer sequence with no possible focus other than the polarity, the reference form is not an appropriate form of answer; the following example shows this:
[7:25] a. Are they selling the contents? - Yes, they're doing it.

- No, they're not doing it.

The substitute or elliptical forms of the answer, on the other hand, would be entirely appropriate:
[7:25] b. Are they selling the contents? - Yes, they are (doing).

- No, they're not (doing).

Conversely, when the sense requires that the focus is elsewhere (because the process itself is not in question, but only the circumstance - locative, temporal, etc - with which it is associated) the substitute or elliptical form is ruled out. In [7:26], for example, the answer presents 'I sleep' as if it was new information, and hence is rather odd;
[7:26] Do you sleep on the couch? - No; I do (do) on the sofa.
Here the reference is also ruled out, but for a different reason; we do not say $I$ do it on the sofa because sleep is nor a verb of action. But with other types of process, reference would be acceptable: Do you cook every day? No, I do it every other day. Two final examples:
$[7: 27]$ Does she paint $\left\{\begin{array}{l}\text { a. No, she does it for pleasure. (reference) } \\ \text { for profit? }\end{array}\left\{\begin{array}{l}\text { b. No; she does (do) for pleasure. (substitution } \\ \text { or ellipsis) }\end{array}\right.\right.$
Here (b) is unlikely because it presents 'she paints' as new information, whereas the form of the question suggests that the fact that she paints is not at issue; the appropriate meaning is rather 'the reason she paints is for pleasure', as expressed in (a).

This illustrates the general principle of substitution and ellipsis, with their meaning of 'continuity in the environment of contrast'. What is carried over is a fowm, a word or structural featare; and this happens in an environment where the referential meanings are not identical.

The structural environment, on the other hand, tends to remain fairly constant; examples such as [7:28a and b] are unlikely because they involve too great a structural shift:
$[7: 28]$ a. Would you like this book to read? - I've already done so. b. Give me a book to read. I have (done) this one.
whereas following Read this book! in (a), and Have you read these books? in (b), the substitute forms would be quite unexceptionable.

Why does the speaker not simply repeat the same word? He can do, of course:
[7:29] I've had an offer for this. - I'll make you a better offer.
But notice what happens. In order to signal this as a reiteration (and if it was not a reiteration it would not be cohesive), the speaker has to shift the tonic away from offer on to better. But offer is a lexical item; hence the
placing of the focus on an earlier item is 'marked' and strongly contrastive, a function of the systemic opposition between [7:30a and b]:

> [7:30] a. I'll make you a better Offer (mmarked focus)
> b. I'll make you a Betrer offer (marked focus)

Yet this opposition is irrelevant in the context of $[7: 29]$. There is only one possible meaning here, not two; the context requires the focus on better, but it also requires that it should be an unmarked focns, and this can be achieved ouly by the use of a structure in which there is no lexical item following better, so that better cither is the last word in the information unit (ellipsis: I'll make you a better) or is followed only by a grammatical word, one which does not carry information focus (substitution: $I^{\prime} l l$ make you a better one). Both these have unmarked focus. In other words, the substitute and elliptical forms ate preferred because they create cohesion without disturbing the information structure of the discourse: without assigning prominence of a kind which is irrelevant in the given environment.

Between substitution and ellipsis the difference in meaning is minimal. We defined ellipsis as substitution by zero; we could equally well have defined substitution as explicit ellipsis. Ellipsis is characteristic particularly of responses: responses to yes/no questions, with ellipsis of the proposition (No he didn't; Yes I have, etc), and to WH- questions, with ellipsis of all elements but the one required (In the drawer; Next weehesid, etc). But whereas there is a significant difference in meaning between elliptical or substitute forms on the one hand and the corresponding 'filled out' forms on the other, there is hardly a significant difference between the two cohesive forms themselves. For example,
[7:31] Let's see if Granny can look after the shop for us.
$\left\{\begin{array}{l}\text { a. She migrit look after the shop } \\ \text { for us. }\end{array}\right.$ bi. She might do. bii. She miget.

As we saw in the last paragraph, (a) differs from (b) in that it makes explicit the Given element look affer the shop for us, and in doing so imposes a marked information structure in which might look after the shop for us is specifically contrasted with might look after the shor for us; whereas in (b) the distribution of information is neutral - the tonic falls in its unmarked place. This is clearly a meaningful choice on the part of the speaker. But between (bi) and (bii) there is hardly any difference in the meaning. There are many contexts in which ouly one or the other is
possible; for numerous speakers of English, for example, only (ii) could occur here. Where both are possible, the substitute form appears slightly more explicit in its sense of 'same form in a different environment':
[7:32] Has Smith reacted to that paragraph about him in the paper?

- No he hasn't.
- He hasn't done yet; but when he reads it carefully he may think again.
[7:33] Have an apple. - I'll take this. - The other one's better.
The use of $a$ in [7:32] and one in [7:33] suggests in each case a somewhat more pointed contrast than would be achieved by the elliptical form he hasn't yet, the other's better. And a clausal substitute may serve to disambiguate in certain reported speech contexts:
[7:34] Will Granny look after the shop for us? - She hasn't said.
The elliptical form may mean either 'she hasn't said that she will' or 'she hasn't said whether she will or not', whereas the substitute form she hasn't said so could only mean the former. But in many instances the distinction between substitution and ellipsis is scarcely noticeable, and can be treated for practical purposes as a matter of free variation.


### 7.3.4 Lexical cohesion: reiteration and collocation

Lexical cohesion is "phoric" cohesion that is established through the structure of the lexis, or vocabulary, and hence (like substitution) at the lexicogrammatical level. To recapitulate this point:

| Linguistic level at which 'phoric' relation is <br> established |  |
| :--- | :--- |
| Semantic | Type of cohesion |
| Lexicogrammatical $\left\{\begin{array}{l}\text { Grammatical } \\ \text { Lexical }\end{array}\right.$ | Reference <br> Substitution and ellipsis <br> Lexical cohesion |
|  |  |

Lexical cohesion embraces two distinct though related aspects which we referred to as meitaration and collocation.

1. Reiteration. This is the repetition of a lexical item, or the occurrence of a synonym of some kind, in the context of reference; that is, where the
two occurrences have the same referent. Typically, therefore, a reiterated lexical item is accompanied by a reference item, usually the or a demonstrative. The complex consisting of the plus reiterated lexical item is therefore cobesive by reference. But since reiteration is itself cohesive in its own right, as shown by the fact that cohesion takes place even where there is no referential relation (f next paragraph), such instances constitute a double tie and are interpreted here in this way (see Chapter $8,8.3$ and note 2 to Text I).
2. Collocation. As remarked above, the repetition of a lexical item is cohesive in its own right, whether or not there is identity of reference, or any referential relation at all between the two. The cohesion derives from the lexical organization of language. A word that is in some way associated with another word in the preceding text, because it is a direct repetition of it, or is in some sense synonymous with it, or tends to occur in the same lexical environment, coheres with that word and so contributes to the texture.

The following passage contains illustrations of both these types:
[7:35] Soon her eye fell on a litte glass box that was lying under the table: she opened it, and found in it a very small cake, on which the words 'EAT' ME' were beautifully marked in currants. 'Well, I'll eat it,' said Alice, 'and if it makes me larger, I can reach the key; and if it makes me smaller, I can creep under the door; so either way I'll get into the garden, and I don't care which happens!'
She ate a little bit, and said anxiously to herself, 'Which way? Which way?' holding her hand on the top of her head to feel which way it was growing, and she was quite surprised to find that she remained the same size: to be sure, this generally happens when one eats cake, but Alice had got so much into the way of expecting nothing but out-of-the-way things to happen, that it seemed quite dull and stupid for life to go on in the common way.
So she set to work, and very soon finished off the cake.
The second occurrence of cake, in when one eats cake (second paragraph), is without reference item; there is no referential link with the first occurrence, but the repetition itself constitutes a tie. The third occurrence, in very soon finished off the cake, is with a reference item; here, therefore, there are two ties, one of reference, the referential identity being shown by the, and one of reiteration. Other instances of lexical cohesion in the
passage are provided by eat . . . eat . . . ate . . eats; open . . . key . . . door; larger . . . smaller . . . (the same) size; makes larger . . . makes smaller . . . growing; happens... happen.
The principle behind both types is the cohesive effect achieved by the continuity of lexical meaning. This may be combined with a referential relation but does not depend on this for its effect. The cohesion is a function of the relation between the lexical items themselves, which has both a semantic aspect - synonymy, hyponymy, metonymy, etc - and a purely lexical or collocational aspect, the mutual expectancy between words that arises from the one occurring frequendy in the environment of the other, or (a better way of looking at it) of the two occurring in a range of environments common to both. The whole of the vocabulary of a language is internally structured and organized along many dimensions, which collectively determine 'what goes with what'; these tendencies are as much part of the linguistic system as are the principles of grammatical structure, even though they are statable only as tendencies, not as 'rules'. It is the essentially probabilistic nature of lexical patterning which makes it effective in the creation of texture; because they lie outside the bounds of structure, and are not constrained by structural relationships, the lexical pattenss serve to transform a series of unrelated structures into a unified, coherent whole.

### 7.3.5 Conjunction

Conjunction is somewhat different from the other cohesive relations. It is based on the assumption that there are in the linguistic system forms of systematic relationships between sentences. There are a number of possible ways in which the system allows for the parts of a text to be connected to one another in meaning.
There are certain elementary logical relations inherent in ordinary language; doubless these derive ultimately from the categories of human experience, and they figure importantly in the sociolinguistic construction of reality, the process whereby a model of the universe is gradually built up over countless generations in the course of semiotic interaction. (They can be regarded as departares from the idealized norm represented by formal logic; but it is worth remembering that in the history of human thought the concepts of formal logic derive, however indirectly, from the logic of natural language.) These logical relations are embodied in linguistic structure, in the form of coordination, apposition, modification, etc. Analogous to these are certain non-structural, text-forming
relations which are what we are calling conjunctive relations. Conjunctive relations are encoded not in the form of grammatical structures but in the looser, more pliable form of linkages between the components of a text.

The specific conjunctive relations are those of 'and', 'yet', 'so' and 'then'; and each of these may occur in either an 'external' or an 'internal' context. The latter distinction, which derives from the functional basis of the semantic system, determines the locus of the conjunction; the conjanction may be located in the phenomena that constitute the content of what is being said (external), or in the interaction itself, the social process that constitutes the speech event (internal). Here is a further set of examples of each.

## External <br> Internal

'and'
'yet'
'so'
'then'

They gave him food and They gave me fish to clothing. And they looked eat. And I don't like after him till he was fish. better.
They looked after him well. Yet he got no better.
He drove into the harbour one night. So they took his licence away.
He stayed there for three years. Then he went on to New Zealand.
eat. And I don't like

That must be Henry. Yet it can't be; Henry's in Manchester.
We're having guests tonight. So don't be late.

He found his way eventually. Then he'd left his papers behind.

Conjunction does not depend either on referential meaning or on identity or association of wording. Conjunctive relations are not 'phoric'; they represent semantic links between the elements that are constitutive of text. There are numerous possible ways of interpreting conjunctive relations; the fourfold scheme we have adopted here is simply the one we have found most helpful in the quest for a general characterization of cohesive relations which would not be 'closed' - which would allow further subclassification as and when needed. A purely structural approach would suggest other modes of classification, based for example on the traditional categorization of subordinate clauses. As already noted, there are structural analogues of the conjunctive relations; here are some examples of the way each is expressed:

|  | Textual (cenjunctive) | Stractural (logical) |  |
| :---: | :---: | :---: | :---: |
|  |  | paratactic | hypotactic |
| 'and' | Also, . . | ... and. . | besides... |
| 'yet' | However, | ... yet. | although |
| 's0' | Consequently, | so | because |
| 'then' | Subsequently, ... | . . .then | after.. |

(In the same way, the 'phoric' relations of reference, and substitution and ellipsis, are also found as stracture-forming relations within the sentence.) But from our present standpoint it is the nature of text, rather than the organization of grammar, that has determined the interpretation and presentation of the systems involved.

### 7.3.6 Summary

The semantic basis of cohesion in English texts can be summarized as follows (and of the Table at the end of 7.3 above).

Cohesion consists (I) in continuity of lexicogrammatical meaning (relatedness of form'; phoric)


Substitution and ellipsis are relevant especially in the environment of discontinuity of reference.
(2) in continuity of referential meaning ('relatedness of reference': phoric)

(3) in semantic connection with the preceding text (non-phoric)


These are the cohesive relations. In categorizing them in this way, it is perbaps useful to add a reminder of the difference between the cohesive relations themselves and the means by which they are represented in the linguistic system. The cohesive relamons themselves can be interpreted as being either lexicogrammatical in nature (I) or semantic, the latter being either referential (2) or conjunctive (3). The type of cohesion, in other words, is either one that depends on semantic relations in the hinguistic system or one that depends on lexicogrammatical relations. But the Expression of cohesive relations involves both the semantic and the lexicogrammatical systems in all cases: that is, both choices in meaning, and their realization in words and structures.

Thus even where cohesion is achieved through the setting up of a purely formal relationship in the text, such as the substitution of one for the noun expressing the Thing, the choices that are involved, not only in the selection of the particular thing-meaning itself but equally in the identification of it with a preceding thing-meaning, are semantic choices. And conversely, even where the cohesive relationship is a semantic one, it has to be realized in the lexicogrammatical system; for example, identity of referential meaning as expressed through the grammatical system of third person pronouns. Here is a final summary table:

| Representation in linguistic system <br> Type of cohesive relation | Semantic | Lexicogrammatical (typically) |
| :---: | :---: | :---: |
| Conjunction | Additive, adversative, causal and temporal relations; cxternal and internal | Discourse adjuncts: adverbial groups, prepositional groups |
| Reference | Identification: <br> by speech role <br> by proximity by specificity (only) Reference point | Personals <br> Demonstratives <br> Definite article <br> Comparatives |
| Lexical cohesion | Collocation (similarity of lexical environment) <br> Reiteration (identity of lexical reference) | Same or associated lexical item Same lexical item; synonym; superordinate; general word |
| Substitution | Identity of potential reference (class meaning) in context of nonidentity of actual (instantial) reference | Verbal, nominal or clausal substitute Verbal, nominal or clausal ellipsis |

### 7.4 Cohesion and the text

Texture involves much more than merely cohesion. In the construction of text the establishment of cohesive relations is a necessary component; but it is not the whole story.

In the most general terms there are two other components of texture. One is the textral structure that is internal to the sentence: the organization of the sentence and its parts in a way which relates it to its environment. The other is the 'macrostructure' of the text, that establishes it as a text of a particular kind - conversation, narrative, lyric, commercial correspondence and so on.

### 7.4.1 Texture within the sentence

The main components of texture within the sentence in English are the theme systems and the information systems ( $f$ the summary at the end of Chapter 1).
These have been outlined in an article by Halliday.* The theme systems are those concerned with the organization of the clause as a message: its structure in terms of a theme and a remainder (known as the rheme), and a wide range of thematic variation that is associated with this structure in one way and another. The following examples give an idea of the semantic range that is involved:

$[7: 35]$ a. John's aunt | Theme | $\begin{array}{l}\text { left him this duckpress } \\ \text { Rheme }\end{array}$ |
| :--- | :--- |

b. John $\left\lvert\, \begin{aligned} & \text { was left this duckpress by his aunt }\end{aligned}\right.$ Theme Rheme

| c. This duckpress | $\begin{array}{l}\text { John's aunt left him } \\ \text { Rheme }\end{array}$ |
| :--- | :--- |
| Theme |  |

d. What John's aunt left him Theme: dentified
was this duckpress
Rheme: Identifier
e. The way John got this duckpress was by a legacy from his

Theme: Identified
f. Bequeathing this duckpress

Theme: Identifier
aunt
Rheme: Identifier
was what John's aunt did for him
Rheme: Identified

The information systems are thase concerned with the organization of the text into units of information. This is expressed in English by the intonation patterns, and it is therefore a feature only of spoken English. In written English, punctuation can be used to show information structure, although it cannot express it fully, and most punctuation practice is a kind of compromise between information structure (punctuating according to the intonation) and sentence structure (punctuating according to the grammar). The intonation of spoken English expresses the information structure in a very simple way. Connected speech takes the form of an unbroken succession of intonation units, or TONE GROUPS as they are generally called; and each tone group represents what the speaker chooses to encode as one piece of information, one unit of the textual process.

[^30]Each information unit is then structured in terms of two elements, a NEW element, expressing what the speaker is presenting as information that is not recoverable to the hearer from other sources; and a Given element, expressing what the speaker is presenting as information that is recoverable to the hearer from some source or other in the environment - the situation, or the preceding text. The Given element is optional; the New is present in every information unit, since without it there would not be a separate information unit.

In the following examples, the information unit boundary is shown by // and the New element is printed in small captals:

```
[7:37] a. // John's aunt lefr him this duckpress //
    b. // John's aunt left him this duckpress //
    c. // John's aunt // left him this duckperss //
    d. // John was lert this duckpress // by hes aunt //
    e. // John was left this duckpress // by ms auny //
    f. // John // was left thes duckeress by his aunt //
    g. // This duckpress // Joun's aunt left him //
```

The number of possibilities is very large indeed, and the combination of thematic systems with information systems gives a paradigm which, with a clause of average length, runs into the tens and hundreds of thousands. Since each one has a different textual meaning this might seem unmanageably complex - until it is realized that this enormous number of different textual structures within the sentence is the result of combining a number of related but independent choices each one of which is by itself very simple. If there are only twenty different choices, each of only two possibilities, this already yields over a million forms. In fact, of course, things are not quite as simple as that; the number of possibilities depends on the structure of the sentence, the choices are not fully independent, so that not all the theoretically possible combinations occur, and not all choices are limited to two options. But it is this principle on which the sentence is structured internally in its role as the realization of text; and this internal texture is the structural counterpart of cohesion. Neither cohesion alone, not internal textual structure alone, suffices to make of a set of sentences a text. Texture is a product of the interaction between the two.

### 7.4.2 The texture of discourse

The third and final component of texture is the stracture of discourse. By this we mean the larger structure that is a property of the forms of dis-
course themselves: the structure that is inherent in such concepts as narrative, prayer, folk-ballad, formal correspondence, sonnet, operating instructions, television drama and the like.

It is safe to say that every genre bas its own discourse structure. It might seem as if informal, spontaneous conversation had no structure of its own over and above the internal organization of each sentence and the cohesion between the sentences. But the work of Harvey Sacks and Emanuel Schegloff has shown beyond question that conversation is very highly structured. There are defmite principles regulating the taking of tums in conversation, and one of the functions of some of the items operating cohesively as conjunctives (Chapter s) is that of marking and holding turns. There are several types of what Sacks and Schegloff call 'adjacency pairs', ordered sequences of two elements in a conversation that are related to each other and mutually presupposing, like greetings, invitations, or question-answer sequences. The discourse structure of a conversation is in turn reinforced by the cohesion, which explicitly ties together the related parts, bonding them-more closely to each other than to the others that are not so related; hence Goffman's observation that 'there tends to be a less meaningful relationship between two sequential interchanges than between two sequential speeches (ie turas) in an interchange' (Interaction Ritual, P 37).

Other forms of discourse are more obviously structured than conversation; and some, notably narrative, have been studied in considerable detail in a variery of different languages. There is no need here to labour the point that the presence of certain elements, in a certain order, is essential to our concept of narrative; a narrative has, as a text, a typical organization, or one of a number of rypical organizations, and it acquires texture by virtue of adhering to these forms. Literary forms, including the 'strict' verse forms - cultarally established and highly-valued norms such as those of mette and rhyme scheme, defining complex notions such as the somnet, iambic pentameter blank verse, and the like - all fall within the general category of discourse structures. They are aspects of texture, and combine with intrasentence structure and intersentence cohesion to provide the total text-forming resources of the culture.

### 7.4.3 The role of linguistic analysis

The linguistic analysis of a text is not an interpretation of that text; it is an explanation. This point emerges cleatly, though it is often misunderstood, in the context of stylistics, the linguistic analysis of literary texts.

The linguistic analysis of literature is not an interpretation of what the text means; it is an explanation of why and how it means what it does.

Similarly, to the extent that linguistic analysis is concerned with evaluation, a linguistic analysis of a text is not an evaluation of that text; it is an explanation of how and why it is valued as it is. A linguistic analysis of a literary text aims at explaining the interpretation and evaluation that are put upon that text. The role of linguistics is to say how and why the text means what it does to the reader or listener, and how and why he evaluates it in a certain way.

This point can be generalized to the study of texts as a whole. The analysis of cohesion, together with other aspects of texture, will not in general add anything new to the interpretation of a text. What it will do is to show why the text is interpreted in a certain way; including why it is ambiguous in interpretation wherever it is so. It will explain the nature of conversational inferences, the meanings that the hearer gets out of the text without the speaker having apparently put them in - presuppositions from the culture, from the shared experience of the participants, and from the situation and the surrounding text. It is the text-forming or 'textual' component of the semantic system that specifically provides the linguistic means through which such presuppositions are made. Similarly the analysis of cohesion will not tell you that this or that is a good text or a bad text or an effective or ineffective one in the context. But it will tell you something of why you think it is a good text or a bad text, or whatever you do think about it.

It is in this perspective that in the final chapter we suggest means for describing the cohesive patterns of a text. The intention is to provide for a reasonably comprehensive picture of this aspect of texture; and in this way to offer an insight into what it is that makes a text a text.

## Chapter 8

## The analysis of cohesion

In this concluding chapter we suggest a method for the analysis of cohesion in a text. First there is a brief discussion of the principles of analysis (8.1); next, a coding scheme for the various types of cohesion (8.2), and finally an analysis of seven short passages of text.

### 8.1 General principles

The basic concept that is employed in analysing the cohesion of a text is that of the TiE, already discussed in Chapter I. A tie is a complex notion, because it includes not only the cohesive element itself but also that which is presupposed by it. A tie is best interpreted as a retation between these two elements.

A tie is thus a relational concept. It is also dinectional; the relation is an asymmetric one. It may go either way: the direction may be anaphoric, with the presupposed element preceding, or cataphoric, with the presupposed element following. The typical direction, as has been illustrated throughout the discussion, is the amaphoric one; it is natural, after all, to presuppose what has already gone rather than what is to follow. But this is not to say the presupposition will necessarily be aimed at the immediately preceding sentence. It often is, and this is perhaps the simplest form that cohesion takes: a single tie between a pair of elements in adjacent sentences, with the second of the pair presupposing the first while the first does not presuppose anything else in its turn. Most of the examples we have cited have been of this kind, if only for the sake of brevity. But although this can reasonably be regarded as the paradigm form of a cohesive tie, actual instances of cohesion are typically somewhat more complex.

In the first place, as has frequently been brought out, any sentence may have more than one tie in it. This is in fact the usual pattern in connected
texts, of whatever variety. Even such a short sentence as the second one in [8:i], which at first sight seems to contain only one tie, has in fact two, since in addition to the reference item $j$, presupposing the plan, there is lexical cohesion of succeed and try:
[8: I] A little provoked, she drew back and, after looking everywhere for the Queen (whom she spied out at last, a long way off), she thought she would try the plan, this time, of walking in the opposite direction.
It succeeded beautifully.
In the second place, however, the form of cohesive ties may diverge from the simple, idealized type in either, or both, of two ways. (i) The presupposed item may be not in the immediately preceding sentence, but in some sentence that is more distant in the past. (ii) The presupposee item may itself be cohesive, presupposing another item that is still further back; in this way there may be a whole chain of presuppositions before the original target item is reached. The following passage exemplifies both these points:
[8:2] The last word ended in a long bleat, so like a sheep that Alice quite started (i). She looked at the Queen, who seemed to have suddenly wrapped herself up in wool (2). Alice rubbed her eyes, and looked again (3). She couldn't make out what had happened at all (4). Was she in a shop (s) : And was that really - was it really a sheep that was sitting on the other side of the counter (6)? Rub as she would, she could make nothing more of it (7).
In sentence (2), the she refers to Alice in sentence (1). This is the simplest form of presupposition, relating the sentence to that which immediately precedes it; we shall refer to this as an immediate tie. Similarly the she in (4) refers to the Alice in (3). But the she in (s) has as the target of its presupposition another instance of she, that in (4); and in order to resolve it we have so follow this through to the occurrence of Alice in sentence (3). We shall call this type a mediated tie. It is not necessary that the mediating items should always be the same, although in this case the item mediating between she in ( 5 ) and Alice in (3) is, in fact, another instance of she. It might have been another form of the personal (eg: her), or another rype of cohesive element altogether (eg: the poor thing).

Now consider the clause Rub as she would, in (7). Hexe we have an instance of lexical cohesion, and it is interesting to note that it is necessary to resolve this tie in order for the passage to be understood. Taken by it-
self, tuit ar she would is uninterpretable; if one met it out of context, one would probably expect something to follow such as she could not get it to shine. Here it must cohere with Alice rubbed her eyes. This, however, is in sentence (3), and there are no intermediate references to the rubbing of the eyes. Here we have what we shall call a remote tie; and the distance between the two items can be very much greater than this, especially in spoken langaage where a tie often spans large numbers of intervening sentences.

Finally, a tie may be both mediated and remote. For example, the she in sentence (7) presupposes nothing in (6) but refers back to sentence (s); hence the tie is remote. At the same time the presupposed item in (s) is again she, which has to be followed through to the she in (4) and finally to the Alice in (3), so it is also mediated. This again is quite typical of both speech and writing, with a tendency for the more informal modes of discourse to be the more complex, as they are also in sentence structure.

When analysing a text for cohesion, it is useful to note not only the type of tie - whether immediate or not; and if not immediate, whether mediated, remote, or both - but also the distance separating the presupposing from the presupposed. Hence if an instance is coded as mediated, this can be accompanied by a figure indicating the number of intermediate sentences which participate in the chain of cohesion, having in them an item which is both presupposed and presupposing, like the she in (4). If an instance is coded as remote, there can again be an accompanying frgure, this time showing the number of sentences separating the presupposing from the presupposed while not themselves participating in the presupposition. So the she in sentence (7) would be coded as 'mediated: 2 ', the number 2 referring to sentences ( 5 ) and (4) both of which have she in them, and also as 'remote: 1 ', where the I refers to sentence (6) which has no part in the resolution of the she. The two figures can simply be added together to show the overall distance, the total number of sentences occurring in between the presupposing element and that by which it is ultimately resolved.

It should be stressed that in all cases it is the number of intervening sentinnces that is being counted, and not (in the case of a mediated tie) the number of occurrences of a mediating cohesive element. This is because our interest lies in the way in which cohesive relations build up a text. As far as texture is concerned, the important question is, is this sentence related by cohesion or not; and if it is, in how many different ways? Which items in the sentence enter into cohesive relations, and what is the type and distance of the cohesion in each instance? Once we have established that
she ( $=$ 'Alice') is functioning in the sentence as a cohesive agent by personal reference, we have established the salient fact; it does not much matter for cohesive purposes (however interesting it might turn out to be in other respects) whether she occurs once or half a dozen times within the sentence.

For any sentence, therefore, we shall indicate, first of all, how many cohesive ties it contains: how many instances of a cohesive element that are not resolved by presupposition within the sentence. This shows the total extent of the demands it makes on the preceding (or rather the surrounding) text. Secondly, for each of these ties we shall specify what type of cohesion is involved, in terms of reference, substitution and so on; this can be specified up to a varying degree of delicacy, as suggested in 8.2 below. Finally, for each tie we shall specify whether it is immediate or non-immediate, and if non-immediate, whether mediated, remote (nonmediated), or both; and we shall assign numerical values to each instance of a non-immediate tic, showing the number of intervening sentences. This figure is the index of cohesive distance, and it shows both the number of mediating sentences - those containing an element that forms a link in a chain - and the number of non-mediating sentences, those that do not contribute to the tie in question.

In presenting a framework for the analysis and notation of a text, however, we should emphasize the fact that we regard the analysis of a text in terms of such a framework as a means to an end, not as an end in itself. There are numerous reasons why one might undertake such an analysis, and the enquiry will lead in all kinds of different directions; it is likely to mean one thing in the context of the teaching of composition, another thing in the context of the automatic analysis of text by computer, and something different again in the context of stylistic studies. Whatever the ultimate goal, one will almost certainly wish not only to codify the text in terms of cohesive categories but also to inspect the individual instances of cohesion, to look closely at the actual words and phrases that enter into cohesive ties and see what patterns of texture then emerge. A particular text, or a genre, may exhibit a general tendency towards the use of certain features or modes rather than others: for example, in certain types of narrative, where the continuity is provided by the doings or the personality of one individual, it would be interesting to know whether this is reflected in a predominance of reference to that individual as a cohesive device. Other questions that arise are: Does a particular speaker or writer favour one type of cohesion over others? Does the density of cohesive ties remain constant or vary, and if it varies, is the variation systematically re-
lated to some other factor or factors? What is the relation between cohesion and the division of a written text into paragraphs ?* There are many fundamental questions which can be approached by taking the systematic study of cohesion as a point of departure.

### 8.2 Summary of cohesion, and coding scheme

A. Type of cohesion

|  | Coding |
| :--- | :--- |
| refrence | $\mathbf{R}$ |

1. Pronominals

I
he, him, his
11
(I) singular, masculine
(2) singular, ferminine
(3) singular, neuter
(4) plural

I( $\mathrm{I}-4$ ) functioning as:
(a) non-possessive, as Head
(b) possessive, as Head
(c) possessive, as Deictic
. Demonstratives and definite article
(I) demonstrative, near
(2) demonstrative, far
(j) definite article
$2(\mathrm{I}-3)$ functioning as:
(a) nominal, Deictic or Head
(b) place adverbial
(c) time adverbial
3. Comparatives (not complete lists)
(r) identity
(2) similarity
(3) difference (ie: non-identity and dissimilarity)
she, her, hers
it, its 13
they, them, their, theirs I4
helhim, shelher, it, theyithem 6
his, hers, (its), theirs 7
his, her, its, their 8
2
thisfthese, here 21
thatithose, there, then 22
the 23
thisfthese, that/those, the 6
here, there 7
then 8
3
eg: same, identical 31
eg: similar $(l y)$, such 32
eg: different, other, else additional33

* A very interesting stady of this question was made some years ago by Colin C. Bowley, of the University of Wellington, Nesy Zealand, in an exily application of the concept of conesion so the analysis of text. Bowley nuggested that the colhesive status of the paragaph might differ markedly from one witer to anothet (for example along the lines discussed ian 7.E. 3 above), but remain firly constant within one writer, or at least within one work. See Colin C. Bowley, Cahesion and the Parafraph, Dmiversity of Edinburgh Diploma in General Linguistics Dissertarion, 1962.
Coding
eg: more, less, as many; ordinals ..... 34eg: as+adjective;comparatives andsuperlatives353(1-5) functioning as:
(a) Deictic(i-3)6
(b) Numerative (4) ..... 7
(c) Epithet (s) ..... 8 ..... (s)
(d) Adjunct or Submodifiet9
Note: Not all combinations of ( $\mathbf{r}-\mathrm{s}$ ) with (a-d) are possible; the usual functions are those indicated here in the last table.
SUBSTITUTION ..... 5
I. Nominal substitutes
I
(I) for noun Head onefores ..... 15
(2) for nominal Complement the same ..... 12
(3) for Attribute so ..... 13

2. Verbal substitutes ..... 2
(c) for verb do, be, have ..... 21
(2) for process do the sameltikewise ..... 22
(3) for proposition do 50 , be so ..... 23
(4) verbal reference do itfhat, be itithat ..... 24
3. Clausal substitutes ..... 3
(1) positive ..... so ..... 3I
(2) negative not ..... 32
$3(1-2)$ substitute clause functioning as:
(a) reported ..... 6
(b) conditional ..... 7
(c) modalized ..... 8
(d) other ..... 9
RLIESES
E
I. Nominal ellipsis ..... 1
(r) Deictic as Head ..... II
i. specific Deictic ..... I
ii. non-specific Deictic ..... 2
iii. Post-deictic ..... 3
Coding
12
(2) Numerative as Head
i. ordinal ..... I
ii. cardinal ..... 2
iii. indefinite ..... 3
(3) Epithet as Head ..... 13
i. superlative ..... I
ii. comparative ..... 2
iii. others ..... 3
4. Verbal ellipsis ..... 2
(r) lexical ellipsis ('from right') ..... 21
i. total (all items omitted except first operator) ..... $I$
ii. partial (lexical verb only omitted) ..... 2
(2) operator ellipsis ('from left') ..... 22
i. total (all iterns omitted except lexical verb) ..... 1
ii. partial (first operator only omitted) ..... 2
Note: Where the presupposed verbal group is simple there isno distinction between total and partial ellipsis; such instancesare treated as 'total'. Where it is above a certain complexitythere are other possibilities intermediate between the total andpartial as defined here; such instances are treated as 'partial'.
5. Clausal ellipsis ..... 3
(1) propositional ellipsis ..... 35
i. total (all Propositional element omitted) ..... I
ii. partial (some Complement or Adjunct present) ..... 2
(2) modal ellipsis ..... 32
i. total (all Modal element omitted) ..... I
ii. partial (Subject present) [rare] ..... 2
Note: Lexical ellipsis implies propositional ellipsis, and opera-tor ellipsis implies modal ellipsis, unless all clanse elements otherthan the Predicator (verbal group) are explicitly repudiated.
(3) genecal ellipsis of the clause (all elements but one omitted) ..... 33
i. WH- (only WH- element present) ..... I
ii. yes/no (only item expressing polarity present) ..... 2
iii. other (other single clause element present) ..... 3
(4) zero (entire clause omitted) ..... 34$3(1-4)$ elliptical clause functioning as:
(a) yes/no question or answer ..... 6
(b) WH- question or answer 7
(c) 'reported' element 8
(d) otherwise 9

Note: Not all combinations of $(1-4)$ with $(a-d)$ are possible.
CONJUNCTION (items quoted are examples, not complete lists) C Note: (E)=extemal, (I) = internal.

1. Additive
I
(1) simple: (E/I)
i. additive
ii. negative
iii. alternative
(2) complex, emphatic: (I)
i. additive
and, and also I
nor, and . . not 2
or, or else 3
ii. alternative
(3) complex, de-emphatic: (I)
(4) apposition: (1)
i. expository
ii. exemplificatory
(5) compatison: (I)
furthermore, add to that I
alternatively 2
2. Adversative
(i) adversative 'proper' : (E/I)
i. simple
ii. + 'and'
iii. emphatic
(2) contrastive (avowal): (I)
(3) contrastive: (E)
i. simple
ii. emphatic
(4) correction: (1)
i. of meaning
ii. of wording
i. similar
ii. dissimilar
by the way, incidentally 13
that is, in other wards I
eg, thus 2
Is
likewise, in the same way I
on the other hand, by
contrast 2
yet, though, only I
but $x$
however, even so, all
the same 3
in (point of fact, actually $\quad 22$
but, and I
however, conversely, on the other hand2
instead, on the contrary, ratherI
at least, I means, of rather ..... 2
Coding
(s) dismissal: (I)
i. closed
ii. open-ended
3. Causal
(I) general: (E/I)
i. simple
ii. emphatic
(2) specific: (E/I)
i. reason
ii. result
iii. purpose
(3) reversed causal: (I)
(4) causal, specific: (I)
i. reason
ii. result
iii. purpose
(s) conditional: (E/I)
i. simple
ii. emphatic
iii. generalized
iv. reversed polarity
(6) respective: (i)
i. direct
ii. reversed polarity
4. Temporal
(I) simple: (E)
i. sequential
ii. simultaneous
iii. preceding
(2) conclusive: (E)
(3) correlatives: (E)
i. sequential
ii. conclusive
(4) complex: (E)
i. immediate
ii. interrupted
25
in any/either case ..... I
in any cases, anyhow ..... 2

3
31
so, then, therefore I
consequently 2
32
on account of this I
in consequence 2
with this in mind 3
for, because 33
34
it follows 1
arising out of this 2
to this end 3
35
then I
in that case, in such an event 2
under the circumstances 3
otherwise, under other
circurstances:
4
in this respect, here $\quad{ }^{36}$
otherwise, apant from this,
in other respects
in other respects 4
41
then, nexi 1
just then 2
before that, hitherto 3
in the end 42
first . . then ${ }^{43}$
at firstoriginall $y_{p}$
formerly . . finally/now 2
at once 1
soon 2
Coding
iii. repetitive
iv. specific
v. durative
vi. terminal
vii. punctiliar
(s) internal temporal: (1)
i. sequential
ii. conclusive
(6) correlatives: (1)
i. sequential
ii. conclusive
(7) here and now: (1)
i. past
ii. present
iii. future
(8) summary: (I)
i. summarizing
ii. resumptive
5. Other ('continuative')
6. Intonation
(x) tone 6r
(2) tonicity
62
Lexicaí ..... L

1. Same item ..... I
2. Synonym or near synonym (incl hyponym) ..... 2
3. Superordinate ..... 3
4. 'General' item ..... 4
5. Collocation ..... 5
r-s having reference that is:
(a) identical ..... 6
(b) inclusive ..... 7
(c) exclusive ..... 8
(d) unrelated ..... 9

## B. Direction and distance of cohesion

mamenate
$\sigma$
Not immediate:

| MEDIATED [number of intervening sentences] | $\mathrm{M}[\mathrm{n}]$ |
| :--- | :--- |
| REMOTE NON-MEDIATED [number of intervening sentences] | $\mathrm{N}[\mathrm{n}]$ |
| CATAPHORIC | K |

Note: Any cohesive instance, or 'tie', may be 'immediate' (presupposing an item in a contiguous sentence) or not immediate. If not immediatc, it may be 'mediated' (having one or more intervening sentences that enter into a chain of presupposition) or 'remote' (having one or more intervening sentences not involved in the presupposition), or both. Finally it may be anaphoric or cataphoric; cataphoric ties are relarively infrequent and almost always immediate. A tie is assumed to be anaphoric unless marked ' $K$ '.

The coding scheme provides a means of representing the cohesive patterns in a text in terms of the present analysis. Each sentence is given an index number, and the total number of ties in that sentence is entered in the appropriate column. Then for each tie we specify (A) the type of cohesion and ( $B$ ) its distance and direction.

The coding is designed to allow for variation in the delicacy of the analysis. For example, suppose we had

What is Mary doing? - Baking a pie.
we could code the second sentence as any of the following:

| Ellipsis | E |
| :--- | :--- |
| Clausal ellipsis | E 3 |
| Clausal ellipsis: modal | E $32^{\text {Clausal ellipsis: modal: total }}$ |
| E 32 I |  |

and with any of these we could specify 'functioning as answer to WHquestion' simply by adding a ' 7 ': $E_{7}, E_{37}, E_{327}$ or $E_{3217}$. (There is also verbal ellipsis, type E22I, but this can be predicted from the clausal ellipsis.) In the coding of all types of cohesion except conjunction, the numbers i- 5 are used for subcategorization and $6-9$ for cross-categorization. In conjunction there is no cross-categorization, but there is more subcategorization, so all the numbers $I-8$ are used for this purpose. The primary types of cohesion are shown by their initial letters: $\mathbf{R}$ (reference), S (substitution), E (ellipsis), C (conjunction), L (lexical). Letters are also used to indicate the direction and distance.

In the final section we present an analysis of seven sample texts.

### 8.3 Sample texts

Text I: (as example [8:2])
... The last word ended in a long bleat, so like a sheep that Alice quite started ( r ).

She looked at the Queen, who seemed to have suddenly wrapped herself up in wool (2). Alice rubbed her eyes, and looked again (3). She couldn't make out what had happened at all (4). Was she in a shop ( $s$ )? And was that really - was it really a sheep that was sitting on the other side of the counter (6) ? Rub as she would, she could make nothing more of it (7)...

Sentence No. of
Presupposed
number ties Cohesive item Type Distance item

| 1 | 1 | last | R 34.7 | 0 | Be-e-chh! (in preceding sentence) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 3 | She | R 12.6 | 0 | Alice |
|  |  | the Queen | L 1.6 | N. 2 | the Queen (in preceding text) |
|  |  | wool | L. 5 | $\bigcirc$ | sheep |
| 3 | 3 | Alice | L. 1.6 | N. 1 | Alice |
|  |  | looked | L 1.9 | $\bigcirc$ | looked |
|  |  | again | C 44.3 | 0 | lowked at the |
|  |  |  |  |  | Queen |
| 4 | I | She | R 12.6 | $\bigcirc$ | Alice |
| 5 | 1 | she | R 12.6 | M.I | ste $\rightarrow$ Alice |
| 6 | 5 | And | CiIII | 0 | (S.j) |
|  |  | really | C 22 | N. 4 | so like a sheep (S.I) |
|  |  | a skeep | L. 19 | N. 4 | a sheep (S.I) |
|  |  | the (counter) | R 23.6 |  | a shop |
|  |  | comrster | L 5 | 0 | shop |
| 7 | 5 | Rub | L 1.6 | N. 3 | rubbed (S.3) |
|  |  | she (2x) | R 12.6 | M.2+ |  |
|  |  |  |  | N.I | she $\rightarrow$ Alice |
|  |  | more | R. 34.9 | K | (than what |
|  |  |  |  |  | follows) |
|  |  | it | R 13.6 | 0 | (SS. 5, 6) |

## Notes

I Sentence $i=$ last is ambiguous. If it meant 'khe latiof those just uttered', it is as coded bere; ifit mearts 'preceding', it should becoved C 37.3. There seems no way oftelling, and it may mather ae a blend of both.
2 Seritence 6: the shows cobiter ta be referentintiy related to shop: (what counter ?" - the one in the shop just mentioned'). This is one tie; the cohesion provided by the collocatiomal fink berween the lexical items connter and shop, which is indepencont of reference, constitutes another.
3 Possibly 2 'past in past' tense such as what had happencal in Sentence 4 could be treated as an instnace of conjonctions, presumably C 4 隹 3 . We have not attempted to include tense in the present trextmezt.
4. Sentence 3: Alice is coded as N. 1 , not M. 1 , since strictly speaking the repetition of a proper mante ix lexical not referential cohesion, and therefore the she in the intervening sentence is irrelevant.
5 Sentence 7, The two occurrences of she are bokh entered. It could be argued that two occurrences of a reference item consuiate only a single tie; but this would be difficult mo apply, and we rdopt the simpler solution.

Text II (conversation) (f example [1: 28])
Can I tell you about the time when I screamed (i)?
Yes, do (2).
Well, I met a thief in my house (3). I had one of those nice old houses - I was very lucky (4). It was about thirty years old, on stone pillars, with a long stone staircase up and folding doors back on to a verandah (s). And I came through the door from the kitchen, and a thief carrying my handbag emerged through my bedroom door into the living room at the same moment (6).

Splendidly timed (7)!
I couldn't believe my eyes for a minute (8). I gave a hitte sort of galp, and it flashed through my mind 'this won't do', and d'you know what I did ( 9 ) ? I screamed (ro)! And my scream went wafting out on the night air (in) ! And some neighbours who - they were my nearest neighbours, but they were still some distance away - came rushing along (12). They were awfully good, and they said afterwards they thought I'd been being murdered (13). Well, I couldn't've made more noise if I had been (I4). But I'd surprised myself (is). Really, the sound that went floating out on the air I didn't know I had it in me, and they said it would make my fortune if I sent it to Hollywood (I6). And I may say it surprised the thief sufficiently that he dropped my handbag and fled (i7). Fortunately I wasn't between him and the door ( I 8 ). So there was no harm done, and I didn's lose anything (19).

Fortonately for him, or fortunately for you (20) ?
Oh, for me (2I). They generally carry knives (22).
I know (23). Someone was murdered in the main hotel quite recently (24).

Oh yes, yes (25). Though people did say that there were wheels within wheels in that (26). But you get between a fleeing thief and his exit and he's bound to be carrying a knife (27). But anyhow, the only thing I lost was my voice (28). I couldn't speak for a week afterwards (29).
(recorded by Afaf Elmenoufy)
Sentence No. of namber ties Cohesive item Type Distance item

| 2 | 2 | Yes | E 33.2 .60 |  | (S.I) |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | do | S 21 | $\bigcirc$ | (S.1) |
| 3 | 1 | Well | C5 | M. 1 | $(\mathrm{S} .2 \rightarrow \mathrm{~S} .1$ ) |
| 4 | 1 | houses | L 1.7 | 0 | house |
| 5 | 2 | It | R 13.6 | 0 | one of those nice ald houses |
|  |  | thiny years old | 1.6 | 0 | old |
| 6 | 4 | And | C.15. | 0 | (SS. 4-S) |
|  |  | a thief | L 1.6 | N. 2 | athief |
|  |  | doot ( $2 \times$ ) | L 1.7 | 0 | doors |
| 7 | 2 | Splerdidly timed | $\begin{aligned} & \text { E 22.1; } 0 \\ & 32.1 .9 \end{aligned}$ |  | (5.6) |
|  |  |  |  |  |  |
|  |  | fimed | L5 | 0 | moment |
| 8 | I | mimte | Ls | N.I | noment |
| 9 | 1 | this | R 21.6 | N. 2 | (S.6) |
| 10 | I | screamed | L 5.6 | N. 8 | screawned |
| 11 | 2 | And | C11.r | - | (S.ro) |
|  |  | scream | L. 1.6 | 0 | screamed |
| 12 | I | And | CII.I | 0 | (S.II) |
| 13 | 3 | they ( $2 \times$ ) | R 14.6 | 0 | neighbours |
|  |  | murdered | $\underline{L}$ | 0 | scream |
| 14 | 4 | Well | C 5 | 0 | (S.13) |
|  |  | more | R 34.7 | N. 2 | scream |
|  |  | moise | L 3.8 | N. 2 | scream |
|  |  | I had been | E 25.2 | 0 | I'd been being murdered |
| 15 | I | But | C23.1 | N. 1 | (S.13) |

Sentence No. of
Presupposed number ties Cohesive item Type Distance item

| 16 | 5 | soursd | L 2.8 | N.r | noise |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | the | R 23.6 | N. 4 | scream |
|  |  | floating out | L 2.6 | N. 4 | wafting out |
|  |  | air | L 1.6 | N. 4 | air |
|  |  | they | R14.6 | $\mathbf{N} .2+$ M.I | $\rightarrow$ they $\rightarrow$ neighbours |
| 17 | 6 | And | Cin.i | 0 | (S.16) |
|  |  | it | R 13.6 | $\bigcirc$ | sourd |
|  |  | the | R 23.6 | N.ro | a hinef |
|  |  | thief | L 1.6 | N.ro | athief |
|  |  | dropped | Ls | N. 10 | carrying |
|  |  | haridbag | L 1.6 | N.ro | hardhag |
| 18 | 2 | him | R 11.6 | 0 | the thief |
|  |  | door | L 1.8 | N.ir | door (S. 6 ) |
| 19 | I | So | C 31.1 | 0 | (S.18) |
| 20 | I | Fortunately ( $2 \times$ ) | L 1.6 | N.I | forturately |
|  |  | him | R12.6 | $\begin{aligned} & \text { N.I+ } \\ & \text { M.I } \end{aligned}$ | $\rightarrow \text { him } \rightarrow \text { the }$ <br> thief |
| 21 | I | Oh, for me | E33.3. $6 / 7$ | $\bigcirc$ | (S.20) |
| 22 | I | They | R 14.6 | $\begin{aligned} & \text { N. } 2+ \\ & \text { M. } 2+ \end{aligned}$ | $\rightarrow \text { him } \rightarrow \text { him } \rightarrow$ the thief |
| 23 | 1 | 1 krsow | E 34.8 | 0 | (S.22) |
| 24 | 1 | murdered | L 1.8 | N.io | murdered |
| 25 | 1 | Oh yes, yes | E 33.2 .9 | 0 | (S.24) |
| 26 | 2 | Though | C21.1 | 0 | (S.23) |
|  |  | that | R 22.6 | N.I | (S.24) |
| 27 | $s$ | But | C21.2 | $\bigcirc$ | (S.26) |
|  |  | fleeing | L 1.9 | N. 9 | fled (S.17) |
|  |  | thief | L 1.9 | N.9 | thief |
|  |  | exit | L 3.9 | N. 8 | door (S.18) |
|  |  | (carry) knife | L. 1.9 | N. 4 | carry knives $(S .22)$ |
| 28 | 3 | But anyhow | C 25.2 | 0 | (S.27) |
|  |  | (thing) lost | L 1.8 | N. 8 | I didn't lose |
|  |  | vaice | L s | N.i6 | scream (S.II) |


| Senterce <br> number <br> Num <br> ties | Cohesive item | Type | Distance item |
| :--- | :--- | :--- | :--- | :--- | :--- |

## Notes

I Sentence zo: The form of texture provided by a Question-and-Answer sequesce is regavded as a discourse featere (here the structure of conversation; see 7-4-2). Since there is an cllipsis here, this is aot an instance of cohesion.
2 Sentence 16: The the in the sound hat went flanting out is primarily cataphoric; but the lexical relation between sessed and scream suggeses that it may also be reforring anaphorically.
3 Sentence 18: It is likely that the doar heze refers to the main door of the house; is so, the is excphoric and not cohesive.
4 Sentence so is an alternative question; these are mixed in type, being partly yesino and partly WH-fhence the mixed intonation pattera, with first part rising and second part falling). The response is coded as a response to both.
9. Sentence 22: They bete means 'thicves in gencral', having the sort of anomalous reference zuentioned in 3.3.2 (example [7:20]).

Text III (sonnet)

## The Bad Thing ( I )

Sometimes just being alone seems the bad thing (z).
Solitude can swell until it blocks the sun (3).
It hurts so much, even fear, even wortying
Over past and future, get stifled (4). It has won, You think; this is the bad thing, it is here ( $s$ ). Then sense comes; you go to sleep, or have Some food, write a letter or work, get something clear ( 6 ). Solitude shrinks; you are not all its slave (7).

Then you think: the bad thing inhabits yourself (8).
Just being alone is nothing; not pain, not balm (g). Escape, into poem, into pub, wanting a friend Is not avoiding the bad thing (ro). The high slelf Where you stacked the bad thing, hoping for calm, Broke (ix). It rolled down (i2). It follows you to the end (13).

| Sentence number | No. of ties | Cohesive item | Type | Distance item |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | I | The bad thing | LI | 0 | (S.1) |
| 3 | I | Solitude | L 2.9 | $\bigcirc$ | being alone |
| 4 | I | It | R. 13.6 | - | solituale |
| 5 | 5 | It (2x) | R13.6 | M.I | it $\rightarrow$ solitude |
|  |  |  | L2.7 | N.z | seemis |
|  |  | the | R 23.6 | N. 2 | the bad thing |
|  |  | bad thing | L 1,6 | N .2 | bad thing |
| 6 | 1 | Then | C41.\% | $\bigcirc$ | (S.s) |
| 7 | 2 | Solitude | L 2.9 | N. 3 | solitude |
|  |  | shriasks | L5 | N.3 | stuell |
| \% | 4 | Then | C41.1 | $\bigcirc$ | (S.7) |
|  |  | think | L. $\mathbf{2}$, 8 | N. 2 | think |
|  |  | the | R 23.6 | N. 2 | the bad thing |
|  |  | bat shing | L 1.6 | N. 2 | bad thing |
| 9 | 2 | (jusi) beins alone | L 3.9 | N. 6 | (just) being alome |
|  |  | pain | L 2.9 | N. 4 | bures |
| 10 | 2 | the | R 23.6 | N.I | the bad thing |
|  |  | bad thing | L 1.6 | $\mathrm{N}_{2} \mathrm{I}$ | bad thing |
| II | 2 |  | R 23.6 | 0 | the bad thing |
|  |  | bad thing | L 1.6 | 0 | bad thing |
| 12 | I | It | R 13.6 | 0 | the bad thing |
| 13 | 2 | It | R 13.6 | M. $\mathbf{I}$ | it $\rightarrow$ the bad |
|  |  | follows | LS | N. 2 | thing avoiding |

## Note

The continued use of the in the bad thing may be interpreted as anaphoric as well as cataphoric, atugesting a sperific entity which sinys around and contrasting with the general qualitien of solitude and being alone; for the same reason bad sfiry is analysed an L m.6, wofitule and being alone as L 1.9. The coherive patuem reflects and reinforces the interplay of locilized and gencralized inagery; and so contributes to the ingression of something thet is complex, both abscract and insangible, and at the same time concrete and very tangible.

## Text IV (autobiography)

I had found when a boy in Dublin on a table in the Royal Irish Academy a pamphlet on Japanese ant and read there of an animal painter so
remarkable that horses he had painted upon a temple wall had slipped down after dark and trampled the neighbours' fields of rice (i). Somebody had come into the temple in the early morning, had been startled by a shower of water drops, had looked up and seen painted horses still wet from the dew-covered fields, but now 'trembling into stillness' (2).

I had soon mastered Mathers' symbolic system, and discovered that for a considerable minority - whom I could select by certain unanalysable characteristics - the visible world would completely vanish, and that world, summoned by the symbol, take its place (3). One day when alone in a third-class carriage, in the very middle of the railway bridge that crosses the Thames near Victoria, I smelt incense (4). I was on my way to Forest Hill; might it not come from some spirit Mathers had called up (s) ? I had wondered when I smelt it at Madame Blavatsky's - if there might be some contrivance, some secret censer, but that explanation was no longer possible (6). I believed that Salamander of his but an image, and presently I found analogies between smell and image (7). That smell must be thought-created, but what centainty had I, that what had taken me by surprise, could be from my own thought, and if a thought could affect the sense of smell, why not the sense of touch (8)? Then I discovered among that group of students that surrounded Mathers, a man who had fought a cat in his dreams and awakened to find his breast covered with scratches (9). Was there an impassable barrier between those scratches and the trampled fields of rice ( 10 )? It would seem so, and yet all was uncertainty (ri). What fixed law would our experiments leave to our imagination (12)?

(W. B. Yeats)

Sentence No. of number cies Cohesive item Type Distance item

| 2 | 6 | the | R 23.6 | 0 | a temple wall |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | temple | L 1.6 | - | temple |
|  |  | the (earty morning) | R 23.6 | 0 | affer dark |
|  |  | painted | L 1.7 | 0 | painted |
|  |  | harses | L 1.7 | 0 | horses |
|  |  | fields | L 1.9 | 0 | fields |
| 3 | 3 | Mathers | L 1.6 | N. 3 | Mathers <br> (preceding text) |
|  |  | symbol ( $2 \times$ ) | L 1.7 | N. 3 | symbel <br> (preceding text) |



Note
The repetition of the lexical item smell provides an interesting illustration of the different
refermial relations that may be involved in leximal reiteration. The incident referted to in 5.4 stands in mo explicit relationship to that in which the word had last oecmred sy sentences earlien; heace I. 9 . In $\$ .6$ smeft refers to that earlier incident in a context in which it is explitialy

 text the serse of smell, which thetefore includes the preceding instance and hence is represented as L.7. There is considerable indeterminaty among these eategories, which are probably the most dificult to apply with any consistency: bat they are not irrelevant to patterns of text construction.

Text $V$ (dramatic dialogue) (cf example [3:59])
Mrs Birling: I think we've just about come to an end of this wretched business - (I)
Gerald: I don't think so (2). Excuse me (3). [He goes out. They watch himgo in silence. We hear the front door slam.]
Sheila [to Inspetter]: You know, you never showed him that photograph of her (4).
Inspector: No (s). It wasn't necessary (6). And I thought it better not to (7).
Mrs Birling: You have a photograph of this girl (8)?
Inspector: Yes ( 9 ). I think you'd better look at it (io).
Mrs Birling: I don't see any particular reason why I should - (in)
Inspector: Probably not (iz). But you'd better look at it (i3).
Mrs Birling: Very well (14). [He produces the photograph and she looks hard at it.]
Inspector [taking back the photograph]: You recognize her (is)?
Mrs Birling: No (16). Why should I(17)?
Inspector: Of course she might have changed lately, but I can't believe she could have changed so much (18).
Mrs Birling: I don't understand you, Inspector (19).
Inspector: You mean you don't choose to do, Mrs Birling (20).
Mrs Birling [angrily]: I meant what I said (21).
Inspector: You're not telling me the truth (22).
Mrs Birling: I beg your pardon (23)!
Birling [angrily, to Inspector]: Look here, I'm not going to have this, Inspector (24). You'll apologize at once (25).
Inspector: Apologize for what - doing my duty (26)?
Birling: No, for being so offensive about it (27). I'm a public man -(28)
inspector [massively]: Public men, Mr Birling, have responsibilities as well as privileges (29).
Birling: Possibly (30). But you weren't asked to come here to talk to me about my responsibilities (3x).

Sheila: Let's hope not (32). Though I'm beginning to wonder (93).
Mrs Birling: Does that mean anything, Sheila (34) ?
Sheila: It means that we've no excuse now for putting on airs and that if we've any sense we won't try (3s).
(J. B. Priestley)

Sentence No. of number ties Cohesive item Type Distance item

| 2 | I | so | S31.6 | 0 | (S.I) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 0 |  |  |  |  |
| 5 | 2 | photograph | L 1.6 | N. 600 | photograph <br> (preceding text) |
|  |  |  |  | approx. |  |
|  |  | her | R 12.6 | $\begin{aligned} & \mathrm{N} .43+ \\ & \mathrm{M} .20 \end{aligned}$ | $\xrightarrow[\rightarrow]{ } \text { her }(-\ldots) \rightarrow$ |
|  |  |  |  |  | Daisy(preceding text) |
|  | I | No | E 33.2 .6 | $\bigcirc$ | (S.4) |
| 6 | 1 | It | R 13.6 | N.I | (to) stow him that photograph |
|  |  |  |  |  | that photograph of her |
| 7 | 2 | And not to | Cif.e | O | (S.6) |
|  |  |  | $\begin{aligned} & \text { E21.1; } \\ & 31.1 .9 \end{aligned}$ | $\begin{aligned} & \text { N.i+ } \\ & \text { M.I } \end{aligned}$ | it (S.6) $\rightarrow$ show |
|  |  |  |  |  | him that photograph of her |
| 8 | 2 | photograph this | L 1.7 | N. 3 | photograph |
|  |  |  | R2x.6 | N.46+ | $\rightarrow \operatorname{her}(\rightarrow \ldots)$ |
|  |  |  |  | M.2I | $\rightarrow$ Daisy |
| 9 | 1 | Yes | E 33.2.6 |  | (S.8) |
| 10 | I | it | R 13.6 | N.r | a photograph |
| H | I | 1 showld | E2I.I; | $\bigcirc$ | you'd better look |
|  |  |  | 31.2.8 |  | at it |
| 12 | 1 | Probably not | S 32.8 | 0 | (S.1I) |
| 13 | 3 | But | C 21.2 | o | (S.12) |
|  |  | it | R 13.6 | N. $3+$ | $\rightarrow i t \rightarrow a$ |
|  |  |  |  | M.I | photograph |
|  |  | look at | L 1.6 | N. 2 | look af |
| 14 | 1 | Very well | E 33.3 .9 | $\bigcirc$ | (S.13) |
| 15 | $\bigcirc$ | her | R 12.6 | N. $52+$ | $\rightarrow$ her ( $\rightarrow$. . $)$ |
|  |  |  |  | M. 22 | $\rightarrow$ Daisy |
| 16 | I | No | E 33-2.6 | $\bigcirc$ | (S.1s) |


| Sentence number | No. of ties | Cohesive item | Type | Distance | Presupposed item |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 17 | 1 | Why should I? | $\begin{aligned} & \text { E 2I.I; } \\ & 3 \text { I. } 2.9 \end{aligned}$ | N.I | recognize her (S.IS) |
| 18 | 4 | Of course | $\mathrm{C}_{5}$ | 0 | (S.17) |
|  |  | she ( $2 \times$ ) | R 12.6 | $\mathrm{N} .54+$ | $\rightarrow \mathrm{her}(\rightarrow \ldots)$ |
|  |  |  |  | M. 23 | $\rightarrow$ Daisy |
|  |  | so much | R 34.9 | N.I | (S.16) |
| 19 | 0 |  |  |  |  |
| 20 | 1 | to do | S2\% | 0 | understand me |
| 21 | 1 | meant | L. 1.6 | 0 | mean |
| 22 | 1 | tel1. . . truth | Ls | 0 | meant . . said |
| 23 | 0 |  |  |  |  |
| 24 | 1 | this | R 21.6 | N.I | (S.22) |
| 25 | $\bigcirc$ |  |  |  |  |
| 26 | 2 | Apologize for | E 22.1; | 0 | (S.25) |
|  |  |  | $32.1 .7$ <br> L 1.6 | 0 |  |
| 27 | 4 | No | E 33.2.6 | 0 | apologize . . for |
|  |  | No | . 33.2 .6 | O | doing my duty? |
|  |  | for being so offensive about it | E 33.3 .7 | 0 | apologize for what? |
|  |  | so | R 35.8 | N. 4 | (S.22) |
|  |  | it | R 13.6 | 0 | doing your duty |
| 28 | 0 |  |  |  |  |
| 29 | I | Public men | 1.1 .7 | 0 | public man |
| 30 | 1 | Possibly | E 33.3.9 | 0 | (S.29) |
| 3 I | 2 | But | C 21.2 | 0 | (S.30) |
|  |  | responsibilities | L 1.7 | N.I | responsibilities |
| 32 | 1 | not | S 32.6 | $\bigcirc$ | (S.31) |
| 33 | 2 | Though | C21.1 | 0 | (S.32) |
|  |  | to wonder | E 34.8 | N.I | (S.32) |
| 34 | 1 | that | R 2.2 .6 | 0 | (S.33) |
| 35 | 2 | It | R 13.6 | M.I | $t$ at $\rightarrow$ (S.33) |
|  |  | means | L. 1.6 | 0 | mean |

Notes
1 Dramatic dialogue may be interpreted in two ways: eitber as read, of as acted. The former would taite account of stage directions, and treat all reference as endophoric; in the latter
perspective, which is that adopted here, stage directions are excluded and reference to situational features is treated as exophoric, and thas not cohesive.
2 Sentence 4 : Both him and that (in that photograph) are exophoric here. The her, however, is at leask partialty endophoric: the only appearance of Daisy on the stage is in the form of the phetegraph. The same consideration applies to Sentence 15 .

Text VI (informal interview, adult; reported)
I harked back to his school years, and he confessed that he had never liked school (r). 'I remember it very well, and particularly my dislike of it, which has never died to this very day (2). And I am now 68 (3)!'

Whenever he visited schools, the smell of the chalk or the plasticine always gave him a sinking feeling (4). He hated it so much (s).
'Then we moved into the country, to a lovely little village called Warley ( 6 ). It is about three miles from Halifax (7). There are quite a few about (8). There is a Watley in Worcester and one in Essex (9). But the one not fat out of Halifax had had a maypole, and a fountain (io). By this time the maypole has gone, but the pob is still there called the Maypole (in). Perhaps they were the happiest days of my life, in the country (iz). I was there for about seven or eight years and I loved it ( $\mathbf{1 3}$ ),'

Even the village school proved less odious than its predecessor in his life (14). 'I started to take a little bit of a liking to school then (15).'
(from 'Meeting Wilfred Pickles', by Frank Haley)

| Sentence number | No. of ties | Cohesive item | Type | Distance | Presupposed item |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 4 | his | R.11.8 | $\mathrm{N} .2+$ | $\rightarrow{ }^{4} \mathbf{7}^{\prime}(\rightarrow$ |
|  |  |  |  | M. 6 | $\rightarrow$ Wilfred (preceding text) |
|  |  | he (2x) | R 11.6 | $\mathrm{N} .2+$ | $\rightarrow{ }^{*} \underline{I}^{*}(\rightarrow \ldots$. |
|  |  |  |  | M.6 | $\rightarrow$ Wilfred (preceding text) |
|  |  | school | 1.1 .9 | N. 13 | school |
|  |  |  |  |  | (preceding text) |
| 2 | 5 | ${ }^{\prime} I^{\prime}$ | R11.6 | M.7+ | $\text { he }(\rightarrow, \ldots) \rightarrow$ <br> Wilfred |
|  |  |  |  | N. 2 | Wilfred |
|  |  | it ( $2 x$ ) | R 13.6 | 0 | school |
|  |  | 'my' | RIE. 8 | M.7+ | he $(\rightarrow \ldots.) \rightarrow$ |
|  |  |  |  | N.2 | Witred |
|  |  | dislike | L 2.6 | 0 | never liked |


| Presence number | No. of ties | Cohesive item | Type | Distance | Presupposed item |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 3 | And | C 33.1 | 0 | never . . to this |
|  |  |  |  |  | very day |
|  |  | ${ }^{t} I^{*}$ | R 11.6 | M. $8+$ | ${ }^{\prime} \mathrm{I}^{\prime}(\rightarrow \ldots.) \rightarrow$ |
|  |  |  |  | N. 2 | Wilfrea |
|  |  | now | R 21.8 | 0 | so this veryduy |
| 4 | 2 | helhim | R 11.6 | $\mathrm{M} 9+$ | ${ }^{\prime} \mathrm{T}(\rightarrow \ldots.) \rightarrow$ |
|  |  |  |  | N.2 | Wiffred |
|  |  | schools | L. 1.9 | N. 2 | scheol |
| 5 | 3 | 青e | R 11.6 | M.10+ | he $(\rightarrow \ldots) \rightarrow$ |
|  |  |  |  | N. 2 | Wilfred |
|  |  | it | R. 13.6 | $\mathrm{N} 2+$ | $\rightarrow \mathrm{it}_{\rightarrow}$ school |
|  |  |  |  | M. |  |
|  |  | so muchs | R 34.9 | - | (S.4) |
| 6 | 3 | Then | C 41.1 | N. 26 | Then |
|  |  |  |  |  | (preceding text) |
|  |  | 'we' | R 51.6 | M.15+ | he $(\rightarrow \ldots) \rightarrow$ |
|  |  |  |  | $\text { N. } 2$ | Wilfred |
|  |  | moved to | L 1.8 | $\mathrm{N} .26$ | moved to |
|  |  |  |  |  | Brighton |
| 7 | 2 | It | R 13.6 | 0 | village atiled |
|  |  |  |  |  | Warley |
|  |  | Halifax | L. 1.6 | N. 32 | Halifax |
|  |  |  |  |  | (preceding text) |
| 8 | 1 | quite afew | E 12.3 | 0 | village called |
|  |  |  |  |  | Warley |
| 9 | 1 | Wauley | L. 5.8 | N. 2 | Warlzy |
| 10 | 4 | But | C 23.1 | 0 | (S.9) |
|  |  | one | SII | 0 | Warley |
|  |  | not for out of |  | N. 2 | whout tinee miles |
|  |  |  |  |  | from |
|  |  | Hatifax | L. 1.6 | N. 2 | Halifax |
| II | 4 | By this time | C 44.6 | N. 4 | Then we moved |
|  |  |  |  |  | $(5.6)$ |
|  |  | the | R 23.6 | 0 | a maypole |
|  |  | maypole | L1.6 | 0 | maypole |
|  |  | Maypote | L. 1.8 | 0 | maypole |

Presence No. of number sies

| 12 | 2 | the country$‘ m y ’$ | L 1.6 <br> (15i.8 | N. 5 | the country |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\mathrm{N} .7+$ | $\rightarrow{ }^{+}$we' $(\rightarrow \ldots) \rightarrow$ |
|  |  |  |  | M.II | $\rightarrow$ Wilfred |
| 13 | 3 | ' $i^{\prime}(2 \times)$ | R 11.6 | M.I2+ | ${ }^{\prime \prime} y^{\prime}(\rightarrow \ldots) \rightarrow$ |
|  |  |  |  | N. 7 | Wilfred |
|  |  | there | R. 22.7 | $\bigcirc$ | in the country |
| 14 | 5 | village | L 1.6 | N. 7 | village (S.6) |
|  |  | school | L. 1.8 | N. 9 | schools (S.4) |
|  |  | odions | L 2.8 | N.ir | dislike (S.2) |
|  |  | his | R 11.8 | $\mathrm{M}, 13+$ | ${ }^{5} T^{s}(\rightarrow \ldots.) \rightarrow$ |
|  |  |  |  | N. 7 | Wiffred |
|  |  | Hfe | L. 1.6 | N.I | life (S.12) |
| 15 | 4 | ${ }^{*}{ }^{*}$ | RII. 6 | M.I4+ | fuis $(\rightarrow, \ldots) \rightarrow$ |
|  |  |  |  | N. 7 | Wilfred |
|  |  | take a likitsg | L 2.6 | $\bigcirc$ | less adious |
|  |  | sthool | L. 1.7 | $\bigcirc$ | school |
|  |  | then | R. 22.8 | N. | (S.13) |

## Notes

1 The first person forms i etc (in the speech of the interwiewee) are anaphoric and cohesive, finctioning in this context as conditioned variants of the third person reference item he etc.
2 Sentence 4 : the chatk, the plastigine refer so schools within the same sentence, and are therefore not treated as cohesive.
3 Sentence 12: they bere is cataphoric to (ifose) in the cesulfy, which is within the same sentence.
4 Sentence 13: it refers ta 'being there", fe: was there in the same sentesce.
Text VII (informal interview, children; transcribed)*
We've made so far a boat, garden dibber, teapot stand . . (1)
What else (2) ?
A seed marker (3).
I think our nail box was the best one that we made (4).
Yes ( 5 ) ?
The nail box (6). We just made this little box out of wood (7). It's very

[^31]useful as something else than a nail box (8). My father's friend went out, he brought two packs of seeds back and he gave them to my father (9). And we keep my sister's pack in one half of the box and my pack in the other half(io).

What did it look like (II)?
Yes what did it (iz) ?
Well, we had a base, and then an end, and the two sides, with a piece of wood across the middle ( 13 ). And no lid (14). We left the lid off (15).

Did you paint it (16)?
We didn't (17). Not in school (18). But we could have done at home (19). I painted the boat at home, all different colours (20).

Sentence No. of
number ties Cohesive item Type Distance item

| 2 | 2 | What else? else | E 33.1.70 |  | (S.I) |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | R 33.9 | 0 | a boat, garden |
|  |  |  |  |  | dibber, teapot sfand |
| 3 | I | A seed marker | E 33.3 .7 | 0 | (S.2) |
| 4 | I | one | SIT | N. 2 | (list in S.I $\rightarrow$ |
|  |  |  |  |  | one $\rightarrow$ thing in prec. text ${ }^{\text {) }}$ ) |
| 5 | I | Yes? | E 33.2 .6 | 0 | (S.4) |
| 6 | 3 | The nail box | $\text { E } 33.3 .6$ |  | (S.5) |
|  |  | the | R 23.6 | N.I | our . . . that we made |
|  |  | nail box | L 1.6 | N.I | nail box |
| 7 | 3 | made . . . box | L 1.6 | N. 2 | made. . . box |
|  |  | this | R 21.6 | K |  |
|  |  | box | L 3.6 | 0 | nail box |
| 8 | 2 | It | R 13.6 | 0 | this little box |
|  |  | nail tox | L 1.9 | N.I | nall box |
| 9 | 0 |  |  |  |  |
| 10 | 4 | And | CII.I | 0 | (S.9) |
|  |  | pack | L 1.6 | 0 | packs of seeds |
|  |  | the (60x) | R 23.6 | $\mathrm{NrI+}$ | $\rightarrow$ it $\rightarrow$ this little |
|  |  |  |  | M.I | 60x |
|  |  | box | L. 1.6 | $\begin{aligned} & \mathrm{N} . \mathrm{I}+ \\ & \mathrm{M.I} \end{aligned}$ | $\rightarrow$ a nail box $\rightarrow$ this little box |


| Sentence number | No. of ties | Cohesive item | Type | Distance | Presupposed item |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 11 | I | it | R 13.6 | 0 | the fox |
| 12 | 2 | what did it ? | E21.1; |  |  |
|  |  |  | 3 E .2 .7 | 0 | (S.xi) |
|  |  | it | R 13.6 | M. | $i t \rightarrow$ the box |
| I3 | 5 | Well | C 5 | M. ${ }^{\text {I }}$ | $(\mathrm{S.12} \mathrm{\rightarrow S.15})$ |
|  |  | base | LS | N. 2 | box (S.10) |
|  |  | end | E 5 | N. 2 | $60 \times(\mathrm{S}, 10)$ |
|  |  | sides | L 5 | N. 2 | $60 x$ (S.10) |
|  |  | wood | L 1.9 | N.S | wood (S.7) |
| 14 | 2 | And | C 23.1 | 0 | (S.13) |
|  |  | no lid | E 33.3 .9 | 0 | we hat... (S.13) |
| 15 | 2 | the | R 23.6 | 0 | no lid |
|  |  | lid | L 1.6 | 0 | lid |
| 16 | I | it | R 13.6 | $\mathrm{N} .3+$ <br> M. 3 | $\begin{aligned} & \rightarrow \text { it } \rightarrow i t \rightarrow \\ & \text { the box }(\mathrm{S} .10) \end{aligned}$ |
| 17 | $\underline{1}$ | We didm: | E2I.I; | 0 | (\$.16) |
|  |  |  | 31.1 .6 |  |  |
| 18 | 1 | Not | S 32.9 | M. 1 | $(\mathrm{S.17} \rightarrow \mathrm{~S} .16)$ |
| 19 | 3 | Bet | C25.2 | 0 | (S.18) |
|  |  | could have done | S 21 | M. 2 | paint it (S.16) |
|  |  | athome | L 5 | 0 | in school |
| 20 | 4 | painted | L 1.8 | N. 3 | paint (S.16) |
|  |  | the | R 23.6 | N. 8 | aboat (S.I) |
|  |  | boat | L 1.6 | N. 88 | boat (S.1) |
|  |  | at home | L 1.6 | 0 | at bome |

## Note

It is perhaps questionsble whether the lid that was 'left off' (ie not made; Sentence ry) is referentially identical with the lid that did not exist (Sentence 14). But this is a harmiess assumption that is required for interpretation of the the.
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insan， $70,96,100-2,157-9$
action clause， 108
aditive， 234,241 －4（table），244－50
adjective，40－3， 147
～ 3 deictic， $159-61$
$\sim$ as epithet， $153-6$
colour $\sim 166$
comparative $\sim, 77,8$ ，165－6
stiperletive $\sim$ ，81，263．269－5
adjunct：
$\sim$ in clause steucture， 194
comparative $23 \sim, 77,3_{1}, 86$
conjunctive $\sim, 228,210-2,248$
discourse $\sim, 75,228$
repudiation of $\sim$ ，194－5
WH－～～210－1
adverb 43 ，147， 228
$\sim$ as comjunctive adjunct， $230-2$
comparative $\sim$＊ 77
demonstrative $\sim, 74-5$
adverbial grousp， 294
adversaxive，adversity，223，237，24i－4
（nble），248，250－6
after，aftersuandis 22多，230，261
afler all， 270
afterthought， 249
all，155－6
alsto 238,245
altemative，246，249
4thantgh，251－2
anaphora，anaphoric，2，44，33，298， 329
$\sim$ cemparatives，79－80，83－4
$\sim$ iemonstrativec， $60-70,74-5$
$\sim$ ellipsis，144， $150-5,167-9,206-25$
$\sim$ lexical cohesions $281-4$
$\sim$ substution，89－90，113－7，12B，130－6， 135
$\sim$ the，72－4
$\sim$ ties 330
$\sim$ to general noun，274－7
$\sim$ to perscnail minne， 277
real and imaginary $\sim$ ， 298
and，233，235－7，239，244－7
～aldifionally， 247
$\sim$ atse，34
$\sim \ldots \mathrm{foc}_{2} 24^{6}$
＇and＂iclation，233－8，244，3：11
answer（see alse respense）， $206-13$
antonฑ゙n， 285
stry，I5s，158－9

apporition，appositive，24S， 350
argansent，239－40
article， $100-1$
definite～，3，57，70－4，56，101， 157
indefinite $\sim, 70,96,100-2,157-9$
as， $\mathrm{SO}_{5} 8$ 8－6
assent，206， 216
attribute，107， 165
repudiation of $\sim, 119$
substitution for $\sim$ ，109，112，118， 134
atcributize chasce，位方
aчowal．253－5
be（lexical）：
substintion 金路～， 117
recogrition of $\sim, 171-2$
$\sim$ and operator， 201
betamse， 258
hath， $355-6$
koth．．．解， 244
branchiog，143， 146,203
bsat， 231 ．337， $330-2$
cataphora，catiphonic，17，298． 329
$\sim$ comparatives， 78,82
$\sim$ demonstratives，68－70， 75
$\sim$ personal reftrence， 56
$\sim$ substation， $50,109,12$ 名， 141
$\sim$ temporal comunction，263－4
rataphoza, contd
$\sim$ the, 72-3
causal, $241-4$ (pable)
citation forms, 20
classifier (in nominal group)s 40,93 , 98 ,

## 147-54

clause:
$\sim$ somplex, 222-5, 244
$\sim$ structure, $130-8,143,1966201$
ellipsis in $\sim$, 194-225
relative $\sim, 147$
substinution in $\sim$, $13 \times-9$
coding scheme, 333-9
cohesion:
$\sim$ and intonation, 27E-3
$\sim$ and linguistic context, 14
$\sim$ and inguistic structurc, 6,3
$\sim$ and paragraph, 296-7, 333
$\sim$ as selation and process, 18-9, 329
$\sim 2 s$ semantic relation, 4, 2:6-7, 295-324
$\sim$ over long stretches, $\mathbf{3 9 4}$-5
$\sim$ within the sentence, 7, 146
absence of $\sim, 302$
direction of $\sim, 329.339$
distance of $\sim, 330-1,339$
doman of $\sim, 14-9$
explicit $\sim, 14.19$
grammatical and lexical $\sim \sigma_{2} 301-4$. 322-4
phonological $\sim, 6,271-3$
sumbary of $\sim$ (tables) 322-3
types of $\sim, 226-7,303-8,323$
cobesive chain, 15, 256, 286, 331
co-interpretation, 4. 11. 275, 314
collocation, 284-91, 118-20
colon, 17, 232
commentary (to question), 206, 212
communication:
$\sim$ process, 240-1, 264-5, 267-8
$\sim$ soles, 240
$\sim$ situation, 240, 253, 264, 267
comparatives, $76-87$
comparative:
$\sim$ adjectives, 77, 81, $\mathbf{1 6 5}$ - 6
$\sim$ adverbs, 77
comparison:
$\sim$ as conjunctive relation, 247-8
$\sim$ as 2 form of reference, 78, 309, 313-4
adjectives of $\sim, 76-7$
2diverbs of $\sim, 76-7,80-1$
general $\sim 76-80$
intermal ~, 78, 84
particular $\sim, 804$
complement:
$\sim$ in clause stracture, 143. 194
$\sim$ of preporition, 232
ellipsis of $\sim$, 171-2
repudiation of ~, 119, 194-5
WH-~, 210
contplementarity, 285
complex (element), 222, 334
conclusive, $263,266-7$
conditional:
$\sim$ clause, $\times 34,213$
$\sim$ conjunction $259-61$
congruence, 313

(passins); 13, 30y-4. 308, 320-2, 336-8
$\sim$ and reference, $75-6,226-7,330,321$
$\sim$ and substitution, 226-7
$\sim$ within the sentence, 233
coding of $\sim, 336-8$
extemal $\sim$. 340-4, 321
internal $\sim 236,240-4,331$
meaning of $\sim, 320-2$
types of $\sim$ : 238-44
conjunction, conjunctive (element), z2s.
$230-2$
conjunctive:
$\sim$ adjunct, 228, 230-3, 248
$\sim$ expressions, 230-3
$\sim$ relations, 227, 238-44 (table)
consent, 206, 216
constituency, 2, 136
concext of culture, 23
context of situation (see also situation), 21,
32. 50-1
cominuatives, 26 $_{7-71}$
contradiction, 206,216
contrast (in substifution), 52-5, 122-3. 136. 307.314-5
contrastive \{conjunction\}, 252-3, 295, 271
conversation, 327
converse, 28 g
coordination, 222, 233, 312
corefrence, coreferential, 3, 3i-3, 277-8
281-4: 306, 309, 113-4
corrective (conjunction), 254-5
correlatives:
additive $\sim, 244-5,247$
temporat $\sim 263$
treature, 374-6
adminaive, 265, 267
cumulative, 271
de-emphasis, 249
deictic:
$\sim$ in cllipis, 155-9
$\sim$ in nominal group, 10-1, 93, 147-53
comparative $25 \sim, 77,80,159-60$
demonstrative as $\sim$, 58, 155-7, 231
nen-specific $\sim, 157-9$
personal as $\sim$, 54-s, 157
specific $\sim, 155-7,309$
delicacy of focus, 24
demonstratives, 57-76, $\mathbf{5 5 5 - 7 , 2 3 0 - 2 , 1 0 9}$
dependent clause, 236, 198
determiner, 45; $70 \% 100,147,1 \$ 5-9,309$
(trble)
personal as ~, 45, 54
demondrative as $\sim$, 57-8
ton-specific $\sim$, $100-1,157-9$
spocific $\sim$, 70-1, 100, 135-7
dialoguc, 299
differem, 78
disclaimer (to question), 206, 213
discourse, discourse structare, $10,239.288$. 299. 336-7
dismissal, dismissive, $254-6,370$
diesimilarity, 247, 250

do:
$\sim 23$ general verb, t08, 124-5
$\sim 25$ substizutc, 100, 112-23, 171-2
$\sim$ as lexical yerb, 134 , $170-2$
$\sim 25$ pro-verb, $125-7,211-2$
$\sim$ as verbal operator, 127,171
forms of ~ (table), 129
do it, © © Ahat, de what?, 129-6, 212
do 50,116
eacht 155, 157-8
either, 155, 157-8
either . . . OF, 244
ellipsis, Chapter 4 (passim); 144; 195- 6,
204-9, 314-8. 334-6
~ and substitution, 88-91,92, 97-9, 117-22, 142-6, 154, 199
$\sim$ in responses, 177-9, 191-2, 202
clausil $\sim$, 196-225
coding of $\sim, 334-\sigma$
lexical $\sim$, 170-4. 192
meaning of $\sim$, $314-8$
nominal $\sim$, 147-66, 211
operator $\sim, 174-6,192$
relation between verbal and clausal $\sim$. 196-201
restrictions on ~, 202-3
werbal ~ T67-96
cles. 80
or $\sim, 246$
embedring (bee almo rank shift). 136, 196 221-3
emphatic additive, 246,249
exdophore, eadophoric. 33:30
$\sim$ comparatives, 78-80, 82-4
$\sim$ demonseratives, $60-72$
$\sim$ personals, 48-s2
$\sim$ substitution, B9-90
$\sim$ fle, 71-s
spithet:
$\sim$ in ellipsis, $163-6$
$\sim$ in nominal group, 40-2, 93. 147-53
comparative as $\sim$, $76-7,80-1$
equative clanse, $164,165,313$
exemplification, 248,350
exophora, exopheric, 18, 33. 36, 305
$\sim$ comparatives, 79, $\mathrm{B}_{3}$
$\sim$ dempnstratives, $38-9,63$
$\approx$ ellipsis, $144,265,163,166$
$\sim$ general nouns, 277
$\sim$ personals, 48-5
$\sim$ substitation. $90,128,141$
$\sim$ the. 71.73
genexalized $\sim 1$ 53-4, 143
experiential (component, structure), 26, 29,

exposition, 248, 230
external:
$\sim$ nedürise, 245 , 249
$\sim$ adversstive, $250,255-5$
$\sim$ causal, 257. 2060-1
$\approx$ conjunction, 240-4, 321
$\sim$ zemporat, $263-4,266-7$
兒电, 52, 135-3, 22 I
comparative reference to $\sim, 77$
fiemonstrative refereace to $\sim$, 66-7
personail reference to $\sim, \leqslant 2-3,221-2$
wibstation for $\sim$ rag
fied, 22, 16
fundly, 263, 265
finite, finiteness, $127,167,170-6,180-1$, 199
$\sim$ and tense, 184-7, 190-1
$\sim$ in modnil element, 397
presupposition of $\sim 2: 180-2,192-3$
fiffe, 263-4
for, 258
frequency, 290-:
functional componerts, 36
furthermare: 231, 238, 246, 249
genders 47
general words, 374-7, 378, $2 \mathrm{RO}-\mathrm{I}$
given（and new），27，116．325－6
demonstrative $25 \sim, 67$
substivute 25 m ．IIO II 5
have（iexicalk＇possess）：
recogntion of $m$ ． $171-3$
substitution for $*=117$
$\sim$ and operator， 201
he，him，tis，妾，44，47－9，288，30：
head（in nominal gacip），39，90，92，147－9，
153－5
classifieq as $\sim, 150$
deictic $\pi \sim$ s $5 s-61$
（
epithet as $\sim, 163-6$
mimerative $2 \sim \sim 5103$
personal $2 s \sim$＊45－6
substitute as $\sim, 90-2,94-5,99$
head（in veribal groupl，90，yiz－3
herke，256－7
fere $57,74-5$
＂fere and now＊，159，264，267
homophoric．75． 73
houelyer，250－2， 255
byponym， 285
hypotaxis，hypotactic，136， 237
$\sim$ in clause comglex．222－4
presupposition and $\sim$ ， 196
reported clause as $\sim, 218,221$
I．me，wy，mint：44：48－6）
incational component，26， 29
icientity，313－4
$\sim$ and similarity， 39.76
A of reference，see corsfereace
if，255
indirect（speechis， 217
$\sim$ statemenc，219－30
$\sim$ WH－question，217－8，220－1
$\sim$ yesjno question， 2 I8－人，220－7
information；
$\sim$ focus， $122,153,316-7$
$\sim$ structure，27，123，269，325－6
$\sim$ systems，125－6
contrastive $\rightarrow$ ． 153.307
instead，230，231，338， 248
internal：
$\sim$ adilivive， $245,249-50$
$\sim$ adversative， $2 \varsigma 2-3,255-6$
$\sim$ causal，257，259－63
$\leftrightarrow$ कomjunction， $236,240-4$
$\sim$ conainuative， $268-71$
$\sim$ temporal，263－5，267
interpersonal（component，struckare），26， 29.
$104,238,240-1$
$\sim$ meaning with generai nouns， 276
intonation（see also tonic），102，116， 153. 16I，250－1，275－3，283，325－6
it，its，44，47－8，279，30I
ir：
$\sim$ referring to fant， 52
$\sim$ referring to thing． 52

lexical：
$\sim$ item， $274,279-84,289-92$
$\sim$ relations， $385,318-20$
$\sim$ set， 275,285
$\sim$ taxonomy， $279-80$
lexical cohesion，Chapter of（passimi）； 12,296 ，
378－20． 378
$\sim$ and conjunction，303－4
$\sim$ and reference，304－5
$\sim$ and substitution， 2 多o
coding of $0,33^{8}$
meaning of $\sim$ ，318－20
lexioogrammar，lexicogrammatical， $5,299-$
300，305， $106-18,318$
lingaistic syssem， $5,2960,303,320$
logical（compoment，structure），26，29，39．
133，147，2317－4，739， 320
＋пиn，274－6
meanisg（see also semantic）， $5,10,26,89-90$ ， 303
$\sim$ or conexion，Chapter 7 （pascim）
$\sim$ of ellipris $354-8$
$\sim$ of lexical cohesion，288－9
$\sim$ of reference，308－14
$\sim$ of substitution， $307,354-8$
fact as $\sim$ ，I3z
meditin（in clause structure）， 520
modial block（modal element in clause
stuture），192－4：197
ellipsis of $\sim, 197-201$
modility， $135-6,170,180-2,209,219$
presupposition of $\sim, 121$, 285－2
modnaized clause：
elliptical $\sim$ ， 219
substitation of $\sim$ ，334－5
mode，22，36
modifier，39，92－5，147－53
ztticudinal～，276
detinieg and non－defining $\sim$ ，65，92－5，277
demonstrative $25 \sim 58$ ，62－6
personal as $\sim$ ，45－6
mood；（3ee also modal black）
$\sim$ and refercnee， 3 Io
$\sim$ of reported cinuse， 131,217
presupposition of $\sim 192,198$
mort， 80,85
morphologifal Fanionts， 291
narrative， $50-1,298,327$
near．see proximity
negative：
＊form of additive．245， 249
$\sim$ form of conditional． 259
$\sim$ in verbal group， $176-80$
$\sim$ substitute， 133
meither，155，157－8
neither ．．．nor， $3 \leqslant 4$
Hew，27，67，69，116，307，315－6，325－6
demonstrative as $\sim$ ， 矽
elliptical item $35 \sim 159$
substitute as $\sim_{2} 110$
nesf， $731,259,264,263,267$
ne：
$\sim 25$＂not 50 ＂， $137,178,308-9$
$\sim$ 2s determintr， $155.157-8$
norainal groap，39－43， 113 ，143－4， $147-9$ ． 203
ment， $357-8$
H6r，137，244－5
Hest：
$\sim 25$ substicate， $13 \pm-6$
$\sim$ เม yerbal groxp， $176-7$
cend．．．$\sim, 245$
～．．．etcher 245
notation，332，33：－9
n녁，41，45，147－8． 154
classey of $\sim, 274$
common $\sim$ ，42，147，281
compround $\sim$ ， 98
count $\sim, 92 \times 97,100$
gemetai～， $103+274-82$
mass，92，Ex
messure～～162
proper $\sim 43,147,281$
mat
demonstrisive $\sim$ ：57．74－5

continuative $\sim, 267$
numbers，44： 100
$\sim$ ia demenstatives， 62
$\sim$ in nom－specific deistics $138-9$
$\sim$ in partitives， $14^{8}-9$
$\sim$ in substitutes， $95-2,96,99$

$\rightarrow$ in nominal group，4e， 147
cardinal $\sim, 98-100,162 \rightarrow 2$
ordins速 $\sim 161-2$
numerative：
$\sim$ in ellipais， 15 I － 3
$\sim$ in mominal group，40－2，99，147－53． 163
comparative as $\sim$ ，76－7
of conarse， 269
of the etber hatid． $\pm 477,252$
one：
$\sim$ as determizer， 96 ，100－2
$\sim$ as cardinal numeral．98－reo
$\approx$ as pro－nonn，102－4
forms of $m$（table）， 106
turt，onts（substitute）giolos
one，onte＇s（personal），44．46． 57.98
anty， $25 I$
operator：
elitipsis of $\sim 174$－ 6
modal $\sim$ ，170，180－2
temporal $\sim 17$
verbal～，127，170，1so－2． 592
of 244 －7． 248
＊or relation，233，236，238，244，246－7
ordimative fin nominatig groupi，re3
other， $7 \mathrm{~g}-9,160$
oftherwise， 259
paragraph，10，296－7， 333
patatasis，paratactic，222，233，237， 249
$\sim$ in clanse complex，232－4
participent froles in cinuse）， $210,212,235$
partitive， $54^{8-9}$
pasive．53，182－3
na substitution in $\sim$ ， 221 ．I 9 g
persons． $38.44-3$
personais．43－5\％，305： 309
pelatity：
$\sim$ and sustrstiturion． 133
$\sim$ is yerbal group，167，171．176－so
$\sim$ is צes／two auestions， 219
elifiptical expression of $\sim, 208-9$
narked $\sim$ E79－80， 201
presuppoxition of $w, 121,1$ 子6－80，192－3
switel of $\sim 2 s 9$
positive（oplarivy）． 17 t－ 30
niarked～ $171,379-80,191,301$
pessessives， $45-6,54-3$ ． 557
post－deictic， $\mathbf{1 5 9}$－ 6 I
postmodifier 40， 147
predtcator：
～in classe stracture， 154
premodifter， 46,147
prepocition，328，250－2，291
prepositional group，147，232， 294
presupposition．3－9，14，17
$\sim$ and dependsonce 223
$\sim$ and neamers，223
presupprsition，Conta
$\sim$ by elipsis，142－6． $148-53$ ， $155-62$. $164-6,171-2,176-9,181-2,188-92$ ， 204－6
$\sim$ by reference， $50,63-5,82, \$ 33$
$\sim$ by substirution，92－5．105－13，F13－23， $130-9$
Previous，262， 266
pro－form，203－4
pronoun．4，45，29：
indefinite $\sim, 42,103,223$
personal～．38，42－4． 147
pro－nous， 103
phe 2S $\sim 102-4$
thing 2s $\sim, 103$ ，in 2
propositional element（in clause），193－4，197
elipsis of $\sim$ ，197－201
pro－verb ${ }^{\text {E }}$ 25－7
proximity（ir dernonstratives），3\％，57，58－ 65， 305
proxinity（of inglistic jtems）， 2 垂 5,290
patretiasion，17，51，232，325
parpose，256，200
©utifirit $40,93,147-9$
paritive $\sim$ ，148－9，162－3
quantifier：
$\sim$ in mominal group，40， 147
comparative $\sim, 76,80$
indefinite $\sim$ ， 16 i－2
question：
$\sim$ and answer，200－23．315
$\sim$ 2g．${ }^{2} 76$
echo $\sim, 215,218$
indirect $\sim$ ，217－9
nom－polar $\sim$ ，se WH－～
poler $\sim$ ；5ee yestion～
WH－～，178，19：198－4，210－12
yesino $\sim$ ，1777－9，191，198，208－10
rank shift，136，221，223，225
$\sim$ of fact clause， 221
presupposition and $\sim$ ， 196
realization， $2,5,293$
reason， 256,200
recoverable fand see given\}, 60, 72, 86, 136 ，
144－5，288，302－3，325－6
reduced form：
article $33 \sim$ ， noI
conzinuative $25 \sim 268$
verbil opetator as $\sim$ ， $119-6,179-30$
reference，Chipter 2 （passimi）；4，89：275－7， 305－14，333－4
$\sim$ Ind conjanction， $75-6,226-7,230-2$
$\sim$ andlexical cohesion，278－84，304－5
$\sim$ and stabstitution， $88-40,95,123,136$ ，

$$
145,304-8
$$

coding of～，333－4
comparative $\sim \cdot 39,76-87,248$
demonstrative $\sim, 38,57-76$
extended $\sim$ ．52－3，66－7
meaning of $\sim+30 \$-14$
persenal $\sim$－36．43－57
situational and textuai～ 32,305
reference item，37，44，198， $230-1,275,277$
82
refusai，206，2玉6
register，22－6，35，294
Feitesation，278－9．3is8－9
zejoinder，206－8
$\sim$ to command， 216
$\sim$ to stakement $214-6$
question $\% .214$
repetition，4，278，2客I－4
report，131－3， $22 \mathrm{E}-2$
reported cliatse：
ellipsis in $\sim$ ，212，217－22
subsitition of $\omega$ ，131－4
fepudiation， 93
$\sim$ ir conjunction， 232
$\sim$ in nominal elliptis，151－3，158，160． 164
$\sim$ in responses， 2 草3， 1 if
$\approx$ in verbal ellipsis，174－5：576－94
$\sim$ withe fo，114，119－23，130
$\sim$ with ont，94－5
$\sim$ with same ${ }^{2}$ 10s． $107-8$
reservation，27！－3
respective，259， 26 r
response， 206
～to striement，yg
 210－2
$\sim$ to yesjno question． $177-9$ 29：zg 208－19
direct $\sim, 206$ ，208－12
indirect $\sim, 206,212-3$
supplementary～，206， 213
restricted code， 34
result， 256,260
resumpaive， $265,267,270$
refrospective finction， 236,237
reversed catisal，257，260
rhene， 325
setient（phenologically）：
$\sim$ forms of articles， 101
$\sim$ forms of verbal operators， 179
do as～ 108.115
anc as $\sim, 502$
ज4me as ~, 110, 112
same:
$\sim$ as reference item, $78,79-80,107$
$\sim$ as substitute $9: 105-12$
$\sim$ in ellipsis, 160
be tise $\sim 109-10$
do the $\sim 108-\%$
say the $\sim$, $107-8$
second mention 73
semankics, semantic (see also meaning), 4. 5 . $10,44-5,88-90,305$
$\sim$ connection, 304,398
$\sim$ relations, 27 \% $80,285,320$
sementic anit, 2,7,293
sentence, 7-16, 28, 243-6, 235, 293-5, 325-6
definition of $\sim, 235,244$
immediately preceding $\sim$, 14, 218,329
insitil ~, 298
interyening $\sim, 331$
isclated $\sim 3^{3} 0$
orthographic $\sim$, $57,232-3$
sequantian, 26:, 266-7
she, her, her(s), 44, 47
similariry:
$\sim$ as conjunctive relation 247,250
$\sim$ 25 meference. 39.76
sinultaneons, 262,266
situation, I7, 2I, 240, 503-6
commetaication $\sim, 240,253,264,267$
se: (see also do so)
$\sim 25$ comparative, $79,80,84-6$
$*$ as conjunction, 231, 237, 239, 256-7, 301
$\sim$ as substitute, 91, 3 30-41
$\sim=$ 'true', 138-9
$\sim$ ip response forms, $137-9$
forms of $\sim$ (table), 540
зание, 100, $157-9$
speaker:
$\rightarrow$ and addressee, 45-6
specifie:
$\sim$ deictios, 154: 155-7, 109
$\sim$ forms in sabstitution, 314
$\sim$ refereace, $309-10$
specification (in nominal group), 42
speech act, 240
speect finction, $197-8$
an of report, 317
speech roles, 43. 48-52
statement, 198
stanta (see also levels). 5
structure, stactural, 6, jof
$\sim$ and cohesion, 23:3-4
clayse $\sim$, 130-8, 143, 196-201
elliptical $\sim 143-4,167-8$
sentence $\sim, 136,143,346$
sulbject:
$\sim$ in verbal ellipsis, I\$3
$\sim$ in clatase structure, 143,194
reference to $\sim$, 3 FO-1
repudition of $\sim$, 119,1194
requirement of $\sim=33,124,130$
WH- $\sim$, 210-I
subject-matter, 25
submodifer:
$\sim$ in nominat group, 43. 147
comparative $25 \sim, 77,8 \mathrm{~F}, 86$
substitution, Chapter 3 (passim); 307, 314-8,
334
$\sim$ and eilipsis, 88-9, 92, 97-9, 117-22, 142-6. 154. 199
$\sim$ andiexical cohesion, 280
$\sim$ and reference, $88-90$, $95,123,136$, 145, 304-8
$\sim$ counter, 445
$\sim$ in responser, 200,202
clazal $\sim, 91,130-4 \pm$
cooling of, $\sim 334$
mearing of $\sim 307,314-8$
nombinal $\sim$, 91-112
yerbal $\sim$, 91, 112-29
swh. 79, 84-6, 301
superlative, 8?, 16x, 163-5
superordinate, 69, 275, 278-5
superyention:
clanse of $\sim 108$
swely, 270
symonym, 63-5, 72, 279-9, 292
systernic (fentures, options), 244, 167-9, 204
temporal, 239, 241-4 (销解), 261-7
tenor, 22, 26
tense, 167,13 , 7
comporind $\sim, 188-90$
presupposition of $\sim, 121$, 1\$8-93, 192-3
primary $\sim, 387$
seconedary $\sim, 187$
simple ~, 188, 39
text, 1, 4, 23, $142,234,240,267,290,393-8$, 327-8
textual component, 27, 29, 234, 237-8, 299, 324-6, 328
texture, $2,7,23-6,73,285,289,293-9,320$
$\sim$ of discourse, 326-7
$\sim$ within the sentence, 325-6
imaginary $\sim$ s $297-8$
tight and loose $\sim$, 295-7

Theff, those, 57, 59-75, 230
(the, 3, 57, 70-4, 96, 107, $556-7,165-6,275-7$
theme, themetic structure $27,299,3 \pm 5 \times 325$
$\sim$ and reference, 311-2
subutitute soas $\sim$; 134
then:
demonstrative $\sim$, 57, 74-5
~as semporal conjunction, 231, 237, 239, 25i-3
$\sim$ as causal conjunction, 257-8
there, 57, 74-5
finerefort, 230, 231, 256-7
thesis, 239, 267
they, fikem, their(s). 3.5,44, 30t
they:
generalized ("irmpersonal"), 53
thing $\mathbf{1 0 3 ,} 374-6$
thing (in nominal groupl $49,52,98,113$, 147-53
thic, these, 57, 59-70, 96-7, 230, 301
thought 250
thus, $248,256-7$
tie, 3, 293: 296, 319, 329-32
immediate $\sim 330$
mediated $\sim, 330$
remate ~, 33x
types of $\sim, 329-32$
(inne (eve niso temponall):
succession in $\sim, 228,739$
intermal (sitsacion) $\sim 240$
external (thesis) $\sim, 240$
tome group , $27,250-1,325-6$
conic (tonic promineace), 152, 116, 152-3, 16x, 326
$\sim$ in ellipxis, 153
conjanctive is $\sim, 250-1,271$
aempnsteative as $\sim 0.69$

marked ~, 153
ont as ~, Iot
sarmet $25 \sim+1 \geq 0$
substitute as $\infty 94$
yerbal opezatot as $\sim$, 16\$, 179
$500,246,30 x$
transinivity, $320-1$
yerb:
auxitiary M, see operator
Genctal $\sim, ~ 1 \geq 4-5$
lexical $\sim 170,17^{8}$
verbal group, 113, 16/4-9, 170-94, 294
stlipsis in $\sim, ~ Y ¥ 4$ 1 $18-9,167-76$
substitation in $\sim$, 113-23
yocabulary, set lexical
vocative, 277
voice, 167, 182-3
presuppoxition of $\sim$, 121, 182-3. 592-3
wt, wS, off(i) 244, 49-50
tue: yenculized (impersonil), 53
weak (phoanlogisally):
demonstrative as $\sim, 65$
determinter as $\sim, 100-1$
substitute 30 as $\sim$, 108, 1ES
sulostitute ane as $\sim$. 100, 106
substitute $s 0$ is $\omega$, 玍II
(WCH: 20
WH-exprestions, 210, 230
wording (see also lexicogrammar). Ss 132 , 145. $\mathbf{3}$ T4
yes, 137, 17\%, 308-9
14t, 217, 239, 250-2
yon, youster, 59
yon, your (s), 44, 48-9

## YOM:

(Generalized ('inpersonal'). 53
zeugma, 214
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    We retain the term nominal group in preference to the more usual neun paraje, pattly because it has been used throughout Halliday's writings and related pubhications, having originally been taker over by Halliday (igst) from W. S. Allen (I95I), but more because, although noun phrase and nominal group are note or less equivalent, Hahiday's vereaz Grovp is very different from the verb phrase, so that the term verbal grosp has to be retzined in any case, and, by the same token, nominal group belongs in 2 somewhat different conceptual framework from noun phrase.

[^3]:    * Elizabethan English distinguished thos (singular, familiar) from you (plural; or siagular showing respect or distance), much like the French distinction of th and voss today. The distinction was lost in all varieties of English except some northen tural dialects, in which it is now fast dying ous. The Quaker use of thee is a later imitation and does not directly reflect original usage.
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[^4]:    * The Legal Side of Buying a Howse, Consumers' Association.
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[^6]:    * In most varieties of written English, and with some speakers, these owes and mose anes do not ocrur; but thete is a growing zendency to use these forms in speech precisely in order to make this distisction in meaning; to give another example, Do you hke my hydrangeas? - Yes, I fike those ("hydrangeas in general') contrasted with Yes, I ithe those ones (those particular hydrangeas ${ }^{2}$. The form with one(s) is very often used exophorically, though not exclusively so. We are now begirning to hear my one(i): yont ore(s) etc in place of mine; pours, etc, atthough here the distinction is unnecessary becanse the latter occur only in the second, particularized sense. See 3.2 below.

[^7]:    * A demonstrative functioning pronominally, is without a following romen. is sometimes regarded as an instance of ellipisis; eg in [2:5i]] we might be inclined to consider that as 'elliptical for' that vase. But in many instances we cannot, in fact, 'fill out' with a 'missing' noun because, 25 we have seen, there is no appropriate noun available: either because the reference is compound, as in [2: 32 ], or generalized, as in $[2: 40$ ]; or because it is to ans extended pasage of text, as in [2: 32 iij . Moreover reference is different in meaning from alizpis (see Chapters 4 and 7 below); and all demonsuatives, whether functioning 25 Modifier or as Head, satisfy the semantic conditions of reference, whereas they do nor satisfy those of ellipsis.

[^8]:    * Agatha Christic, Paiketfut of Rye, Fontana Books.

[^9]:    * They do also occur in a form of structural catiphora, exemplified by Fere in London, there on the opposite page; compare this and that in this namia for washing cars, that sarkez see hurd for Christoses, and also the special use of those in those swho, meaning 'the prople who', as in those who preditsed ans earthquake. Like other forms of structurnl cataphora, these make no contribution to coherion.

[^10]:    * There is probsbby 2 systematic distinction between the two in certain contexts, for example someane other than Join 'mot identical with', sameone fifferent from John 'nos similar to'. But different is used in both senses, and chere appears to be no consistent distinction in anaphoric contexts. An inseresting example of the resulting semantic confuxion occurs in the following dialogue with a three-year-old: Child: Who's Peter's daddy : Mother: Peter's daddy is Uncle Jack. Child: Is my daddy quite different from Peter's daddy ? Mother: Oh yes. Child: But he's got eyebrows. (ie there is at least samething in common between them.)
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[^27]:    * For a more extended discussion of this point, and of lexical cohesion in general, see Ruqaiya Hasan: Language in the Imaginative Context, a sociolinguistic study of stories tolid by childer, London, Routledge \& Kegan Paul (Primary Socialization, Language and Education, od Basil Bernstein), fortheoming.
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