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/
e rounding-off, we take the largest eigenvalue as A = 11.84 and the

r;omesponding eigenvector as

0.44
(X)=/0.76
1.00

soeurate to two decimals.

43 JACOBI'S METHOD
Definition 4.1 An (n X n) matrix [A] is said to be orthogonal if
A [A]=[0, ie [A]T=[4]"

In order to compute all the eigenvalues and the corresponding eigenvectors
of a real symmetric matrix, Jacobi’s method is highly recommended. It is based
on an important property from matrix theory, which states that, if [4] is an
(n X n) real symmetric matrix, its eigenvalueg are real, and there exists an
uthogonal matrix [S] such that [S™'] [4] [S] is a diagonal matrix [D]. This
diagonalization can be carried out by applying a series of orthogonal
tunsformations Sy, Sy, ..., Sy, as explained below.

Let 4 be an (n X n) real symmetric matrix. Suppose | a; | be numerically the
largest element amongst the off-diagonal elements of 4. We construct an

orthogonal matrix 5; defined as

Sy=-sin 6, s; = sin 8 s;=cos6, s;=cos8 (4.13)

vhile each of the remaining off-diagonal elements are zero, the remaining
tiagonal elements are assumed to be unity. Thus, we construct S} as under

ith column jth column

J J
B S R 0 e 0]
0. 1% =0 . .. 0 o mstl)
Sl":(.) 0« cos@® ... —sin@ ... 0| « ith row
: ‘ : ; (4.14)
90 - Sing .. o5 - 0] « jthrow
0o . ;
0 0 1]

Wers %

Phifg, > S0 6 s . e s
cﬁn:‘lons eSpectiye SN 6 and cos @ are inserted in (i, 1), G, /), (J, D), (J; Hth
Pute Y, and elsewhere it is identical with a unit matrix. Now, we
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the elements at the positions (i, j),. (/, ) get annihilated, that is, d; an 1
to zero, which is seen as follows. - e
d; dj cos@ sin@||a; a;|, COSQ ~sin g
g d; dj a —sin O cqs@ a; A | |[sin@ cosg
o'z,-,- coszb + 2a;; sin 6 cosO +a; sin’0 (a; — a;) sin 6 cos@ + a; cos 54
(a; — a;;)sin@ cos 0 + a;;cos20 a;; sin’0 + i cos’0 - 2a; sin 6 cosg

Therefore, d;; = 0, only if,

a. a; .
a;cos 26 + —4—— 5 sin20 = 0

That is, if

2a..
tan 280 = ——2—

Thus, we choose 8 such that, Eq. (4.15) is satisfied, thereby, the pair of of
diagonal elements d;; and dj; reduces to zero.

However, though it creates a new pair of zeres, it also introduces non-zen
contributions at formerly zero positions. Also, Eq. (4.15) gives four values of
but to get the least possible rotation, we choose — /4 < @ < 7/4.

As a next step, the numerically largest off-diagonal element in the newl
obtained rotated matrix D, is identified and the above procedure is repeatd
using another orthogonal matrix S, to get D,. That is, we obtain

D, = §;'D,S, = ST(STAS)S,
Similarly, We perform a series of such two-dimensional rotations or orthogoni
transformations. After making » transformations, we obtain
D,= 8§78 ... 85187488, ... S8,

= (5182 ... 5018, )7ASLS, ... 5SS
= S48 (4.16)

w?xere S = 518 ... 8., 8. Now, as r — oo,
with the eigenvalues on the m
the columns of S.

It is estimated that the min
the given (n x n) real symme

o D, approaches to a diagonal matriX,
ain diagonal. The corresponding eigenvectors ar

-imum number of rotations required to transform
tric matrix [4] into a diagonal form is n(n — 1)/2.

= 8 =

l
-
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Example 4.2 Find -
the matrix Ind all the eigenvalues and the corresponding eigenvectors of
- L2052
A= \/5 3 \/2_
2 =52 1

bv Jacobi’s methnrd
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; iven matrix is real and s -
olution The g1v : ymmetric. The largest off-d;

element is _
24 2a,,
tan 280 = =

_ 4
: - — = oo
a;—ayz 0
hich giveS: g = m/4. Thus, we construct an orthogonal matrix S, as

1T ]
[cos Z 0 —sin il .y o L
4 4 G —
. T - ; 1
2 IR
The first rotation gives,
E 1] [ 1 =
—_ 0 == 1,
2 J2 i |1 vz 2| % -
Dl =Sl"lASl = 0 1 0 .\[2_ 3 \/_5 - L :
_FL PRI S e
| V2 2 ] S % =
32 0 5
=12 3 0
0 0 -1

e elements d;; and d3; got annihilated. To make sure that
we may also observe that the sum

our calculations are correct up to this step,
diagonal elements of

of the diagonal elements of D, is same as the sum of the

the original matrix A.
As a second step, we choose the largest off-diagonal element of D; and is

found to be dj, = dyy = 2, and compute

FEORE L
2 2
1 1
S=|l—= — O
V2 2
0 0 1
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D=8 DS = |75
0

5 0 O
=({0 1 O
0 0 -1

hich turned out to be a diagonal matrix, and therefore, we stop the o
which

From (1) we notice that the cigenvalues of the given matrix 3
cirgcnvcctors are the column vectors of S = S5,. Therefore

Ire 5, l and

’

mPlltatiorL

()

=L The

p—

i [

- i 1 % 11 17
=0 —||7Z7 & 2 2 Tf
7; V2 1 1 1 1

S=[0 1 0 = = 0O|=|—= — 0
, R | oA NN
- 0 — 0 0 1 1 1 1
V2 ‘/5-_ i 2 28 5

Example 4.3 Find all the eigenvalues of the matrix

2 -1 o0
/i A=|-1 2 g
by Jacobi’s method, 0 -1 2

Solution
the same orde
Suppose,

In this example, we fi

I of magnitude, The
we choose a2 as the lar

nd that all the off-diagonal elements are of

gest element and compute

| tan_29=:_1_'=°°
0

=

Wthh giVCS, 0= /4 .
Matrix S| such that Then cos 6= sin g = 1, V2 and we construct an orthogonsl

B -
1 1
, V2 5 0
1 1
Sl=—_‘———_
V2. 5 0
R | 0 01

refore, we can choose any one of them.
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The first rotation gives

IR RS S IR e
V2. V2 2z i7°
- 1 =1 |
D =8'AS; = |-— — ol||-1 2 —1||L _L
V2 2 "% B °
| 0 0 1) 0 =1 2 ¢ -0 0 IJ
- =
1 0 -
V2
1
V2
1,
L V2 V2 !
Now, we choose d;3 = —1/V2 as the largest element of D; and compute
tan 26 = e ——“/E

dll—d33 B 1‘-2

which gives, 6= 27° 22' 41",

Now we construct another orthogonal matrix S,, such that

0.888 0 -0.459

S,=/ 0 1 0
0.459 0 0.888

At the end of second rotation, we obtain

0634 —0.325 O
D, =8;'D;S, = | 0.325 3  -0.628
0 —0.628 2.365

Now, the numerically largest off-diagonal element of D) is found to be

dy3 = —0.628 and compute
-2 x 0.628

e

we get, @ = —31° 35’ 24", Thus, the orthogonal matrix S; is seen to be

1 0 0
S,=|0 0852 0524
0 -0.524 0852
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At the end of third rotation, we get

0634 -0.277
D, =S;'D,S; = | 0277 3.386 0
| 0 0 1.979

e

To reduce D to a diagonal form, some more rotations are requireq,
ore 3

take 0.634, 3.386 and 1.979 as eigenvalues of the givep Matriy Sery,
may . g s |

Example 4.4 Find all the eigenvalues and eigenvectors of the Matriy.

{501
A=10 =2 0

|_105

by Jacobi’s method. i
Solution The given matrix is

5 0 1
A=|0 =2 0
1 0 5

In this example, the largest off-

diagonal element is found to be a,,
W¢ compute

=a3;=1.Noy

tan20 <% . o0, 2. 3

_a'll_a33_5‘—5 0

= co

Which gives 9 = y/4. Following Jacobj’s method, we construct an orthogon
matrix S, as ! :
cos(n/d) 0 - sin(z/ 4) /42 0 142
Si=| o 1 0 =/ 0 1 o0
sin(z/4) g cos(1/4) V2 0 142
The first Totation gjyeg
D=sise | V2 0 uEs 1z o -2
1=SrAs, =| ¢ 1 0o jlo 5 ¢ o 1 0
V2 0yl o Sllvvz o w2) |
6 0 o
=lo 2 3
3 10 o 4 z . .
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hich is a diagonal matrix and hence we stop further computation. From (1),
e observe that 6, —2 and 4 are the eigenvalues of the given matrix and the
rresponding eigenvectors are respectively the column vectors of

B0 —UE
Si=l @l e 0

U2 0 UN2 )




Eigenvalue Problems 75

e——

4.3

~—
gL i

4.4

4.5

4.6

4.7

4.8

Find the dominant eigehvalue and the corresponding eigenvector of the matrix

8 =l 2
0 10 -1
6 2 .15

by power method with unit vector as the initial vector.
Find the largest eigenvalue and the corresponding eigenvector of the matrix

3 14
0 2 6
0 0 5

by power method at the end of sixth iteration, taking unit vector as the
initial vector.
Using Jacobi’s method, find all the eigenvalues and eigenvectors of the
Hilbert matrix

e
11
2 3
P
2 3 4
111
(3 4 5]

Give result after two rotations.
Use Jacobi’s method to find all the eigenvalues and the corresponding
eigenvectors of the matrix

-

(4 3 2 1

3 4 3 2

4=12 3 4 3

(1 2 3 4]

Find all the eigenvalues and the corresponding eigenvectors of the matrix

1 2 2 3 21
O A=(2 1 2 @ A=|2 3 2
2 2.1 1 2 3

by Jacobi’s method. Give results at the end of third rotation.
Find the dominant eigenvalue of

1 2 . 1 2
® A=[3 2} ‘ (ll)A=[3 4]

“and the corresponding eigenvector.



