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Introduction. Analysing variation in English:
what we know, what we don’t, and why it matters

April McMahon and Warren Maguire

Variation in language is ubiquitous. It is both highly structured and sometimes
perplexing; it correlates with external factors, which might be social, or geo-
graphical, or something else entirely, but it also follows its own rules and arises
for its own, language-internal reasons; it is constant, in the sense that some sort
of variation is always there, but it changes its locus within the language across
generations, and is a crucial ingredient in language change. Linguists some-
times shy away from variation: it gets in the way when we want to describe
straightforwardly ‘what happens in English’, and meet the response ‘not in my
dialect’. Sometimes it is used as a default explanation; but at the same time,
many recent approaches to linguistic theory see variation ‘as a core explanan-
dum’ (Adger and Trousdale 2007: 274). These paradoxes can be infuriating
and challenging, and linguists may choose to engage more or less with vari-
ation and its consequences, but the existence of variation is incontrovertible,
and, in our view at least, the collection, analysis and explanation of variable
data is one of the most lively and fascinating challenges of current linguistics.

Linguistic variation is also subject to a range of complementary and com-
peting approaches and perspectives. The existence of a range of confer-
ences dedicated specifically to work on variation and its historical corollary,
change in progress, provide evidence of the liveliness and popularity of the
field: so, we find regular meetings in the series Methods in Dialectology,
UK Language Variation and Change, and NWAV; while slots and sessions
at the Sociolinguistics Symposium, and the International Conferences on
English Historical Linguistics, Historical Linguistics, and the Linguistics of
Contemporary English are regularly occupied by papers on variation, change
and their intersection. There are workshops, papers and books on analysing
variation within theoretical approaches from optimality theory to cognitive
grammar to construction grammar; laboratory phonologists debate where vari-
ation comes from, while evolutionary linguists place it in a more general con-
text of cultural evolution and diversification. Variation in English (and indeed
in other languages) is also an extremely popular area with students, and there
are many courses in this area, from general to highly theoretical and specific,
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and a host of undergraduate projects and postgraduate dissertations and theses
researched and written every year.

There are already many introductory and advanced textbooks, handbooks,
monographs and journals on variation and change, and on varieties of English
both past and present: for outlines of individual varieties, see Kortmann,
Schneider, Burridge et al. (2004), and the Dialects of English series from
Edinburgh University Press; and for overviews of the history of English and
of Scots, see the monumental Cambridge History of the English Language
(Hogg 1992-2001), Jones (1997), the more recent ‘baby CHEL’ (Hogg and
Denison 2006) and Mugglestone (2006), for instance. In this book, however,
rather than provide descriptions of individual varieties, or accounts of vari-
ation within individual theoretical frameworks, we have a different, more
general, and dual focus. In Part I, we consider methodological issues on how
variable language data can be collected and analysed. In Part II, we turn to the
relevance of variation, building on Adger and Trousdale’s (2007: 274) view
that ‘furthering our knowledge of syntactic variation in English dialects is of
relevance to a range of different “kinds” of linguists’, but extending beyond
syntax, and indeed beyond linguistics. In brief, we ask how and why variation
should be studied.

Our aim is also to provide assistance to students, not just by giving over-
views and background reading, but also by pointing to areas where work is
needed. The current focus on project work and first-hand dissertation research
for undergraduate as well as graduate students has led to a need for help in
identifying likely projects, and therefore in finding information on under-
researched areas. Even quite advanced students may not be familiar with the
whole range of methodologies through which language variation can be investi-
gated and, since new methods are emerging rather rapidly, nor may their advis-
ers. Authors of each chapter have therefore made their discussion accessible
to students who may have taken only fairly elementary courses on variation,
but also write at a level suitable for a colleague who might work in another
sub-area of variation, and needs a quick but reliable update. At the end of each
chapter, they have also provided some suggestions for the next steps interested
readers can take in investigating a topic. These “Where next?’ sections always
include ideas for further reading, but they often highlight areas that urgently
require further research too.

1 Investigating variation in English: how do we know
what we know?

Chapters in this first section focus on methods used to analyse variation, and in
each case consider the benefits and limitations of the methods at issue, along
with an indication of the situations in which each method has been applied, and
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those where it might be helpful but has not yet been used. The central ques-
tions here are how we might most reliably gather data demonstrating variation;
how those data can then be analysed, stored and presented; and how different
methods can be compared and validated.

In the first two chapters, Thomas and Buchstaller & Corrigan discuss meth-
ods, both established and emerging, for the collection of data in phonology and
in morphosyntax, respectively. D’Arcy considers protocols for the construc-
tion, sharing and maintenance of corpora, and asks and answers fundamental
questions on what a corpus is, and how corpora should be used; this chapter
leads into Moisl’s more general discussion of how we decide what questions to
ask of our data, or how we generate the hypotheses we aim to test. In Moisl’s
chapter and our own, we have chosen to focus primarily on more mathematical
and computational techniques, partly because there is already plentiful cover-
age of more standard interview and questionnaire-based methods in the socio-
linguistics literature, and partly because so many historical, dialectological and
typological projects are now inclining towards methods which involve maps,
trees and networks. There is rather little non-technical coverage of such tech-
niques in the literature, especially aimed at students; again, however, we envis-
age these chapters as providing a helpful overview also for colleagues who
may be interested in the possibilities these new methods offer, but may not
have the time or inclination to engage immediately with the more technical
primary literature. Finally, Montgomery and Beal’s chapter provides a helpful
and up-to-date overview of developments in perceptual dialectology: increas-
ingly, the viewpoints of speakers are being included in accounts of variation
in sociolinguistics, for instance in approaches based around communities of
practice (e.g. Eckert 2000), and perceptual dialectology encourages a similar
integration in dialectological work.

2 Why does it matter? Variation and other fields

In the second section, we step outside studies of variation per se, to assess the
importance of their results for other fields, and vice versa. Each chapter outlines
the relevance of linguistic variation for either another area of linguistics, or
another discipline, again with some consideration of areas that remain unclear
or under-investigated. Authors focus on the ways in which investigations of
variation in English can be integrated with research elsewhere, and likewise
how results from cognate subject areas can help us understand variation.
Through these six chapters, there is a gradual progression outwards from
the relevance of variation to other sub-disciplines within linguistics, notably
linguistic theory and historical linguistics in the chapters by Honeybone and
Guy, to interfaces between linguistics and other disciplines which are con-
structed primarily through work on variation. Understanding variation and
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describing it fully is clearly vital for forensic linguistic work, as Rock demon-
strates; and Moore’s chapter shows that variation is also key to new approaches
in sociolinguistics, as speakers use their repertoire to construct and express
their identity. McMahon proposes that data from genetics can help us evaluate
hypotheses on possible sources of past or present linguistic variation by tra-
cing the histories of genetic markers in individuals and local populations. This
sort of approach is also reflected in the work of the Centre for the Evolution
of Cultural Diversity at UCL in London, and in a range of applications of the
‘new synthesis’ between archaeology, linguistics and genetics. Finally, the use
and analysis of non-standard varieties in schools makes variation a hot topic in
educational linguistics, as Trousdale shows.

We see an automatic progression in the book between the first section on
methods, and this section on applications. Inevitably (and in our view entirely
properly), students tend to ask why they should be interested in particu-
lar modes of study, and in particular kinds of data; and what they typically
mean here is, what relevance does this kind of research have for questions
that might be being asked in the ‘real world’, or in areas I might wish to move
into when I have finished my studies? The chapters in Part II seek to answer
these (sometimes implicit) questions, and also allow connections to be made
across disciplines and sub-disciplines; this accurately reflects the increasingly
interdisciplinary character of work on variation in language. At the same time,
however, results from research on variation can only be truly relevant if they
are reliable, and hence if the data have been collected, analysed and presented
through the methods discussed in Part I. The first set of chapters is therefore
a prerequisite for the second, and the second perhaps a series of reasons for
getting properly to grips with the methods in the first. Together, these chap-
ters add up to a picture of how we know what we know about variation in
English; which methods of investigation are used and how these are likely to
change; and why these findings and methods are relevant for disciplines and
sub-disciplines sometimes quite distant from our own. We hope the book will
encourage students and colleagues to find out more and to fill some of the gaps
identified in these chapters.



Part 1

Investigating variation in English: how do we
know what we know?






| Collecting data on phonology

Erik R. Thomas

1.1 Introduction

Few problems have engaged the creativity of language variationists to the
extent that the collection of phonological data has. In studying phonology,
researchers have to discern how phonetic variation fits together to form phono-
logical primitives. The variation may be phonetic in nature, that is, dependent
on factors such as rate of speech, degree of stress or other prosodic factors, and
elasto-dynamic constraints on articulators. It may also be due to social factors,
as with style-shifting and social and class variation. In addition, researchers
have to consider how variation interacts with the speech production/speech
perception opposition. The means of studying production generally involve
impressionistic auditory transcription or acoustic analysis, while analysis of
perception usually entails cognitive experiments. Different kinds of variables
also require different approaches. As broad categories, consonants, vowels,
prosody, and, though it has barely been studied by variationists, voice quality,
all require distinct sorts of analyses, and within each category individual vari-
ables need their own kinds of analysis.

The shifting sands of theory and technology create more challenges.
Theoretical stances in phonology, such as generativism, autosegmental phon-
ology, optimality theory, and exemplar theory, have at times induced variation-
ists to adjust aspects of how they study data. However, variationists have often
been content to let phonology work out its own issues without adapting phono-
logical theories to sociolinguistics or vice versa (see Honeybone, this volume).
At the same time, changes in the focus of study, from geographical variation
to social variation to the behaviour of ‘communities of practice’, have resulted
from theoretical developments in dialectal studies. In addition, technological
innovations — statistical packages, digitisation of recordings, spectrographic
analysis, speech synthesis, and perhaps soon, brain scanning — continually
change how phonological variation is studied. Nevertheless, variationists have
proved quite able to adapt to all of these factors and influences.

Variation in phonology and phonetics can serve as a proving ground for
hypotheses in those topics, as well as a source of new hypotheses. Docherty
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et al. (1997) discuss the tension between ‘top-down’ approaches to phonology,
in which hypotheses are formed on the basis of a small body of evidence and
before empirical testing, and ‘bottom-up’ approaches, in which surveys of
speakers are conducted before theories about phonological organisation are
constructed. They consider at length one example, the glottalisation of voice-
less stops in the accent of Tyneside in northern England. For this example, the
bottom-up approach favoured by sociolinguists appears superior to the top-
down approach favoured by formal phonologists because surveying sufficient
numbers of speakers produces cases that violate expectations of top-down
hypotheses. Moreover, the survey produced other, unexpected results, such as a
disfavouring of glottalisation before a pause, which differs from patterns found
in other dialects.

The remainder of this chapter will survey approaches taken over the years
to discerning phonology by means of examining dialectal and sociolectal
variation. Dialect geographers generally followed methods that reflected the
phonological theories of their time and tended to focus on variation in seg-
mental production. Sociolinguists have also been somewhat constrained by
phonological theories. However, they have gradually expanded into new areas
of variation, such as sociolectal variation, speaking style, perception, and
intonation. They have also integrated acoustic and statistical analysis into the
study of linguistic variation. Yet there remain significant areas that are hardly
touched, such as voice quality.

1.2 Dialectology

Linguistic geographers traditionally used the method of sending fieldwork-
ers out to local communities with a questionnaire. The questionnaire usually
contained a mixture of questions to elicit lexical, phonological/phonetic, and
morphological data. For example, a fieldworker might ask ‘What would you
call two animals worked together?’ to elicit the word oxen, which was used as
an example of the LOT vowel in the American linguistic atlas projects.! With
regard to phonetics and phonology, the fieldworker had to be proficient at fine-
grained impressionistic phonetic transcription in order to record the phonetic
variants that distinguish dialects of English within Great Britain and North
America. The fieldworkers were required to make transcriptions on the spot
because, especially in the earlier projects, the interviews were not taped or
otherwise mechanically recorded. The system worked well when fieldworkers
were expert transcribers. However, some projects suffered from poor transcrip-
tions by fieldworkers. For example, the Linguistic Atlas of the North Central
States (LANCS), which covers parts of the American Midwest, employed a
range of fieldworkers who varied from experts to novices, and the transcrip-
tions they produced reflect that, creating comparability problems. In addition,
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even the best fieldworkers often differed in their transcription norms, leading
to ‘fieldworker isoglosses’ (e.g. Trudgill 1983: 38—41), in which false dialectal
boundaries appear that are actually boundaries between territories covered by
different fieldworkers.

Nevertheless, this system produced vast amounts of usable and informative
data. Important works illustrating the findings of dialect geography for pro-
nunciation include, among others: A Structural Atlas of the English Dialects
(Anderson 1987), the Linguistic Atlas of New England (LANE; Kurath et al.
1939-43), Kurath and Lowman (1970), Kurath and McDavid (1961), the
Survey of English Dialects (SED; Orton, Sanderson and Widdowson 1978),
the Linguistic Atlas of the Gulf States (LAGS; Pederson et al. 1986-92), and
the Linguistic Atlas of the Upper Midwest (LAUM; Allen 1976). They each
show regional phonetic variation, such as [ui~ou~au~au~eu~a:] for the MOUTH
vowel, extensively. They also show phonological differentiation, such as the
FACE/DAY and GOAT/TOW mergers and the TRAP/BATH split in England or the
NORTH/FORCE and LOT/THOUGHT mergers in North America. Finally, they put
considerable emphasis on the lexical incidence of phonemes, as with whether
the FOOT, GOOSE, or STRUT vowel occurs in such words as room, roof, root, and
Cooper.

The most recent dialect geography projects, most notably LAGS, have
tape recorded all interviews. The interviews were transcribed later by trained
phoneticians. This procedure allows the transcriptions to be checked for
accuracy. The survey of the United States conducted for the Dictionary of
American Regional English included tape recordings for about half of its
subjects that are now available to scholars, and the SED taped excerpts of its
interviews.

Editors resorted to numerous methods of processing and presentation of
linguistic atlas data. The narrow phonetic transcriptions were themselves a
challenge. LANE simply mapped each transcription in a folio-sized publica-
tion. That approach soon became too expensive, however. The phonetic tran-
scriptions for SED were published as a multi-volume book (Orton and Dieth
1962-71). The field records from LAGS and two other American projects, the
Linguistic Atlas of the Middle and South Atlantic States and the Linguistic
Atlas of the North Central States, were published on microfilm. A more select-
ive approach was used in Kurath and McDavid (1961) and Orton et al. (1978).
The most important aspects of these publications were maps that showed the
distributions of dialectal variations in phonetic forms, or diaphones (the term
used by Kurath and McDavid). Diaphones were represented as symbols in
Kurath and McDavid, while they were shown as zones separated by isophones
(phonological or phonetic boundaries analogous to isoglosses) on the maps
in Orton et al. Kurath and McDavid showed isophones only occasionally.
Another selective approach was used when LAUM was published; the volume
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that covered pronunciation (Allen 1976) listed variants and showed small inter-
pretive maps for certain keywords.

A different kind of interpretive map is found in Kurath and Lowman (1970)
and Anderson (1987), which covered two unrelated surveys of England
(Anderson the same one as Orton and Dieth 1962-71 and Orton et al. 1978).
Both use symbols plotted on maps to summarise data from numerous elicited
words with a particular sound. Kurath and McDavid show the number of words
with a particular diaphone out of the total number that have the respective
phoneme. Anderson shows percentages of words instead. Mergers are shown
by Anderson as the percentage of words with the merged pronunciation.

Kurath and McDavid (1961) and Allen (1976) had one additional way of
representing vowel variants: idiolect synopses. An idiolect synopsis consists of
a table that lists the phonetic transcription for the vowel in each word in a set
that were elicited, including two or three for each phoneme. Words were sorted
into columns representing each phoneme. The synopsis thus allows readers to
see what contrasts a speaker makes. LAGS also employed idiolect synopses,
though they were published on microfiche instead of in a book. Figure 1.1
shows an idiolect synopsis assembled from the field records of a linguistic atlas
participant and modelled after the synopses in Kurath and McDavid (1961).

Dialectologists usually made just a few general assumptions about phon-
ology — for the most part, the existence of phonemes and contrastiveness, a
distinction between phonological and phonetic representations, and primacy of
production over perception. The American linguistic atlas projects were some-
what tied to structuralist theories of phonology, particularly those of George
Trager and Bernard Bloch. For example, they recognised three levels of phon-
emic vowel height and three possible types of glides, /h/ (for inglides), /w/, and
/yl. As a whole, though, dialectology did not serve as a source of new phono-
logical theories. An exception was The Linguistic Atlas of Scotland (LAS;
Mather and Speitel 1986). LAS introduced the notion of the ‘polyphoneme’,
in which phones were grouped into ten types, or polyphonemes, based on their
phonetic similarity. Contrastive sounds could be subsumed within one poly-
phoneme. The presentation obscured both contrastiveness and the degree of
phonetic variation and was not adopted by any other projects. Nor did it gain a
following among phonologists.

The most concerted effort to modernise dialectological data presentation
appears in LAGS. LAGS was begun during the late 1960s and emphasised
some of the independent variables used in sociolinguistic studies: social class,
ethnicity, gender, and age cohort. When LAGS was published, volumes were
devoted to those factors, and even the volumes on geographical variation showed
geography in conjunction with other independent variables. The treatment of
geography differs sharply from other dialect geography publications as well.
Whereas earlier works showed the responses of individual speakers, LAGS
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Figure 1.1 Idiolect synopsis for LAMSAS participant NC 11B, a European
American female, born 1897, from Hyde County, North Carolina. The format
follows that of the idiolect synopses in Kurath and McDavid (1961). A few

symbols have been modernised from the original transcriptions

grouped speakers into regions that were delineated by features of the phys-
ical landscape. Results were then shown collectively by region. The physio-
geographic features dictated farming practices and industry in the LAGS terri-
tory, thus attracting different settlers with differing origins and social classes,
which made the divisions relevant to dialectal features. In most volumes, only
one or two elicited words from each phoneme were shown, and the number and
percentage of speakers in a particular category who have a certain diaphone



12 Erik R. Thomas

are listed. The maps highlight regions with especially high incidences of that
diaphone.

The use of telephone surveys has pumped new life into the study of geo-
graphical differences in pronunciation. Guy Bailey and his colleagues con-
ducted pioneering work in Texas and Oklahoma (e.g. Bailey, Wikle and Sand
1991; Bailey, Wikle, Tillery and Sand 1991, 1993). They inserted a few ques-
tions eliciting particular words into public polls that were primarily used to
gauge political opinions, knowledge of health issues, and similar topics and
then coded the responses from tape recordings of the interviews. The results
provided considerable information about the regional distribution of the vari-
ants examined, including some related to phonological mergers, as well as how
the variants were correlated with various social factors (Bernstein 1993). An
important advantage of the methodology was that it came as close to a random
sample as any dialectal survey had ever come. A disadvantage was that they
could investigate only a few variables.

Telephone surveying was carried out on a much larger scale for the Atlas
of North American English (ANAE; Labov, Ash and Boberg 2006). ANAE
surveyed urban centres over all of North America, including every state in the
United States and every Canadian province. The sample was designed to be ran-
dom, but with subjects who were not natives of their community of residence
screened out. Unlike Bailey and his colleagues’ work in Texas and Oklahoma,
the interview consisted entirely of linguistic questions, most of which targeted
phonetic or phonological variables. As a result, the survey could include doz-
ens of linguistic questions and every vowel was elicited. Respondents took
part in two interviews. The first one had a question-and-answer format like
those used for linguistic atlases. The second interview consisted of respond-
ents reading a wordlist that the researchers mailed them. One innovation over
previous geographical surveys was that the tokens were measured acoustically
and the speech production results consisted of interpretations of the acoustic
measurements. They devoted considerable attention to certain mergers, such as
the LOT/THOUGHT merger.

1.3 Sociolinguistics
1.3.1  Elicitation techniques of sociolinguistics

Consistent use of audio recording has been a mainstay of sociolinguistic prac-
tice. The only situation when sociolinguists do not record interviews in studies
of speech production is for ‘rapid anonymous surveys’, in which large num-
bers of subjects are approached anonymously and asked only a few questions.
The best known rapid anonymous survey is the first published sociolinguistic
one, the well-known department store survey in New York City (Labov 1960).
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Labov went to three department stores in New York, a working-class store, a
middle-class store, and an upper-class store. He asked numerous employees at
each store where to find something located on the fourth floor, and when the
employee said fourth floor, he noted whether the employee pronounced the r
in each word. The survey showed that, as the stores increased in prestige, the
rhoticity, or r-fulness, of its employees increased.

Whereas dialect geographers relied primarily on a question-and-answer
format to collect data and used conversation only secondarily (though many
fieldworkers did use conversation a great deal), sociolinguists have made spon-
taneous speech, usually interview-style conversation, their primary mode of
collecting data. The reason for the emphasis on conversation is that, as Labov
(1966) demonstrated clearly, speech styles differ considerably and formal
variants that are seldom present in more casual speech often predominate in
citation-form speech. Many of the important early sociolinguistic studies of
phonological/phonetic variation were based largely on spontaneous speech,
usually in interviews with the fieldworker(s) (e.g. Labov 1963, 1966; Wolfram
1969; Trudgill 1974). Later studies have perpetuated the use of spontaneous
speech as the most important source of data (e.g. Horvath 1985; Labov 1994;
Kerswill and Williams 2000; Wolfram and Thomas 2002), most often in inter-
views but sometimes in dyadic conversations between subjects, even when
they used it in conjunction with other kinds of speech, as Horvath (1985) did.
Extracting usable tokens from conversation is more time-consuming than doing
so from other sources because the researcher has to listen to long stretches of
speech in order to find sufficient numbers of tokens. Furthermore, there is no
control over the words produced and some sounds may be underrepresented or
unrepresented. However, the tokens are more naturalistic than those from any
other sort of speech.

Sociolinguists have employed other methods along with eliciting conversa-
tion, however. Labov (1966) added reading passages and two types of word-
lists to the conversation he collected. Dialect geographers had already been
experimenting with reading passages, and the Dictionary of American Regional
English embarked on a survey of the entire United States that included tape
recording readings of a story called ‘Arthur the Rat’. Whereas ‘Arthur the Rat’
was designed to capture as many different variables in a short passage as pos-
sible, Labov devised reading passages that targeted particular variables by
including many words with that variable in them. Both types of stories have
been used subsequently in various studies.

The two kinds of wordlists that Labov used were simple wordlists and min-
imal pair lists. Simple wordlists require subjects to read a list of isolated words,
usually arranged so that the subject cannot guess what variables are being
tested. Minimal pair tests, in contrast, require subjects to read pairs of words,
most of which differ by only a single sound. Some of the pairs are distractors,
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words that are pronounced differently or the same by everyone. Others, though,
are words for which people differ in whether they are pronounced alike or dif-
ferently. Such pairs can be used as one method of investigating phonological
mergers. Frequently, subjects are asked for their own judgements about whether
members of a minimal pair sound alike or different.

Labov (1966) treated speech style as a linear factor determined by the amount
of attention the speaker paid to his or her speech. The level of attention paid
to speech was considered to increase with the formality of the speech style.
He elicited five speech styles, casual conversation, interview-style conversa-
tion, reading passage style, wordlist style, and minimal pair style, in increasing
order of formality. He demonstrated clearly that linguistic variables were cor-
related with his style scale. Subsequent studies, most notably Bell (1984), have
demonstrated the inadequacy of viewing style solely in terms of attention paid
to speech. Bell argued that speakers modify their speech according to the audi-
ence they are addressing. However, finding ways to quantify style in terms of
other factors has proved difficult. One attempt is that of Schilling-Estes (2004),
who examined how phonological/phonetic and other linguistic variables vacil-
lated in a conversation according to the topic being discussed.

Sociolinguists have always insisted that stylistic variation is internalised.
Weinreich, Labov and Herzog (1968) formulated this idea into the notion of
‘structured homogeneity’. That is, variation is not random, but is correlated
with social class and other social factors and with speaking style. More conten-
tious is the notion that these patterns are phonologised in speakers’ minds. This
idea formed the basis for ‘variable rules’ during the 1970s. Variable rules were
a response to generative phonology, which predominated at the time. They
consisted of formal phonological rules that generated probabilistic outputs
according to the social class of the speaker and the speaking style. C.-J. Bailey
(1973) even formulated a notion called the ‘isolect’, in which each social class/
speaking style combination represented a separate speech form (sometimes
identical with that of other class/style combinations) with its own probabilities.
Although sociolinguists have abandoned variable rules (Fasold 1991), they cer-
tainly still hold that knowledge of the stylistic appropriateness of phonological
and phonetic variants is part of a speaker’s linguistic competence.

1.3.2  Transcription of data in sociolinguistics

When sociolinguists appeared on the scene in the 1960s, they used
impressionistic transcription exclusively for some years, following the prac-
tice of dialectologists. It remains the most common data coding technique for
all kinds of variables. Reliance on impressionistic transcription is particularly
pervasive for consonantal variables. The most heavily studied consonantal
variables are probably rhoticity/non-rhoticity (r-fulness/r-lessness) — that is,
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retention vs. loss of /r/ or mutation to [a] in words such as here and hard; con-
sonant cluster reduction, as in past being pronounced as pas’; and mutation
of historical /0/ (as in thick and both) and /0/ (as in this and brother), that is,
[6~tO], [t], and [f] for /6/ and [6~dd], [d], and [v] for //. All of these variables
have consistently been analysed impressionistically.

Sociolinguists typically do not transcribe entire words and phrases in narrow
phonetic symbols, as dialectologists did. Instead, they usually transcribe only
the variable — a particular segment or intonation contour — in question. They
also do not ordinarily transcribe sounds as narrowly as dialect geographers did,
often simply coding tokens in a binary or other simple manner. For example,
Wolfram (1969) tabulated the incidence of r-ful and r-less pronunciation in
words such as here and hard as a binary variable and of various reflexes of
historical /8/ and /8/ (e.g. for the variable 0) as [0], [t0], [t], or [f]. Because his
concern was with social correlates of linguistic variables, he had no need to
transcribe the rest of the words in which those sounds occurred.

Of special concern in sociolinguistics are segmental phonological mergers.
They have been examined using an array of methods, including impressionistic
transcription, acoustic analysis, speaker judgements, and perception experi-
ments. [ will discuss them at greater length in §1.4.2.

Transcription of intonation used to be exclusively impressionistic. In add-
ition, intonation studies tend to focus on intonational meaning or on cross-
linguistic differences. As a result, dialectal studies of intonational differences
are not extensive. Moreover, dialectal work is less well developed in English
than in some continental European languages. A few dialectal variations in
intonation have been examined thus far. Most earlier studies used purely
impressionistic transcription and tended to focus on whether tones show rising,
level, or falling patterns or some combination, such as a fall followed by a rise,
or vice versa, as well as whether rises and falls start from a high, mid, or low
tone. Examples include Pellowe and Jones’s (1978) analysis of Tyneside inton-
ation and Douglas-Cowie, Cowie and Rahilly’s (1995) study of Belfast inton-
ation. In fact, intonational patterns in northern England, Scotland, and Northern
Ireland differ significantly from those of southern England and from each other
and thus have attracted a number of dialectal studies: see Cruttenden (1995) for
areview. In North America, the earlier studies of how African American inton-
ation differs from European American intonation (Tarone 1973; Loman 1975)
used impressionistic transcription.

In recent years, intonational analyses have generally employed the Tone
and Break Index (ToBI) transcription system (Beckman and Hirschberg
1994). One important innovation ToBI has brought to intonational research
is combining impressionistic transcription with acoustic analysis. Researchers
examine spectrograms with superimposed autocorrelation pitch tracks, which
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Figure 1.2 Pitch track superimposed on narrowband spectrogram, with
ToBI tone tier, for the phrase ‘I don’t want to be in’ uttered by a European
American female from Warren County, North Carolina. ToBI break index and
miscellaneous tiers are not shown

provide estimates of the fundamental frequency (F;), and then impressionis-
tically identify kinds of tones based on the pitch tracks. It treats intonation in
terms of two phenomena: pitch accents, which are pitch movements that stand
out prominently, and edge tones, which are the contours that occur at the end
(and occasionally the beginning) of ‘intonational phrases’ and ‘intermediate
phrases’. Both pitch accents and edge tones are differentiated into different
types depending on whether F, falls, rises, or is stable within them and, for cer-
tain pitch accents, depending on whether a rise or fall is immediate or delayed.
The system also includes a ‘break index’, which classifies any kind of bound-
ary into a hierarchy ranging from the word level up to the intonational phrase
level. ToBI is essentially a phonological system and, hence, assumes that all
transcribed forms are phonologically specified. That is, a pitch accent such as
H* or a boundary tone such as L% is assumed to be equivalent to a phoneme.
Figure 1.2 shows a spectrogram and superimposed pitch track of an L+H*
pitch accent. L+H* denotes a pitch accent that begins with a relatively low F,
and rises to a high plateau. The rise in F; is supposed to be perceptually dis-
tinctive. F, is indicated in Figure 1.2 both by the pitch track — the black line —
and by the contours of the harmonics, which are the dark bands. The rise in this
example extends through the word I and peaks during the word don .

Recent work on dialectal variation in English has used systems such as ToBI
that combine pitch tracking and impressionistic transcription. Grabe (2004)
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and Grabe et al. (2000) used a derivative of ToBI called Intonational Variation
in English (IViE) to study intonational variation in Belfast and in cities across
England. They focused on whether each dialect tends to compress or truncate
tones when they are produced rapidly. In the United States, ToBI and related
systems have been used for analysis of intonation in African American and
Mexican American English (e.g. Jun and Foreman 1996; Goodwin, Goodwin
and Yaeger-Dror 2002).

One well-studied example is the ‘high rising terminal’, which involves rising
final boundary tones in intonational phrases where they would not be expected
in most varieties of English. It has been studied in both purely impressionis-
tic studies and in studies using ToBI (Guy et al. 1986; Britain 1992; Fletcher,
Grabe and Warren 2005; Warren 2005), as well as a perception study elicit-
ing attitudes (Guy and Vonwiller 1984). High rising terminals are most asso-
ciated with Australian and New Zealand English but have also been found
elsewhere.

Finally, voice quality is an area of pronunciation that can show dialectal
and sociolectal variation but which is rarely examined by variationists. Speech
pathologists dominate studies of voice quality. They have developed meth-
ods for impressionistic assessment of voice quality by trained evaluators. The
evaluators rate factors such as breathiness and creakiness, jaw protrusion,
pharyngeal constriction, and nasality. Such techniques were adopted success-
fully by Esling (1978) and Stuart-Smith (1999) to test sociolectal variations
in Edinburgh and Glasgow, respectively. Most sociolinguistic studies of voice
quality have examined it instrumentally, however (see below).

1.3.3  Acoustic methods

The appearance of Labov, Yaeger and Steiner (1972) marked the advent of
acoustic phonetic methods in the study of dialectal variation. This study showed
that spectrographic analysis, which had been new to phonetics only twenty-
five years earlier, could be used to differentiate dialectal vowel variants. The
method they used to estimate vowel formant values was to measure the peaks
of harmonics in narrowband spectrograms where the harmonics coincided with
vowel formants. At that time, the process was tedious and required printing out
large numbers of spectrograms. Even so, the authors demonstrated that conver-
sational speech was suitable for large-scale acoustic analysis. Moreover, they
showed that acoustic analysis readily illuminates dialectal variation in vowel
quality. They illustrated their results on plots with the first formant on the
y-axis and the second formant on the x-axis; both axes were shown in reversed
orientation in order to simulate conventional vowel diagrams (see, e.g. Labov
et al. 1972; Labov 1994). The plots showed measurements of the nuclei of
individual vowel tokens, usually enclosed inside ellipses. From these plots, the
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authors described vowel shifting patterns and attempted to extract some gen-
eral principles governing the shifting of vowels. In fact, vowel shifting and the
principles behind it have become a major thrust in sociolinguistics. Because of
their importance, §1.4.1 below covers them in more detail.

Since 1972, acoustic analysis techniques have advanced and Labov and others
have taken advantage of the technological improvements. The most important
innovation is linear predictive coding (LPC; Atal and Hanauer 1971). LPC is a
computational method of estimating formant frequencies that superseded the
laborious method of estimation from harmonics used by Labov et al. (1972).
LPC became widely accessible within a few years, helped along by the advent
of personal computers.

Many of the newer studies have departed from the presentation methods of
Labov et al. (1972). Even Labov has abandoned enclosure of tokens inside
ellipses in formant plots. While Labov still plots each token in his works, he
and some other authors have found it useful to show mean values of the tokens
for a particular phoneme or sound class. Mean values often make the relative
positions of different phonemes clearer, which can be useful for demonstra-
tions of vowel shifting. They also make diphthongal movements easier to plot
coherently. Two examples, one illustrating a speaker from the same locality as
the speaker in Figure 1.1 and the other a starkly differing dialect from Northern
Ireland, are shown in Figure 1.3.”

In the plots, keywords connected with an equal sign indicate merged classes.
The relative height and advancement of each vowel are indicated by its relative
position in the plot. Another kind of display that is used infrequently is a tra-
jectory display, in which a vowel is sampled at intervals and the formant values
at each interval are plotted, with lines connecting successive measurements.
Trajectory analyses are most useful for diphthongs. For specialised uses, fac-
tors besides the first two formants, such as the frequency of the third formant
or the duration of the vowel, can be shown.

Acoustic analysis permits examination of some variables that cannot be
analysed impressionistically. For example, the length of a segment can be
gauged only in general terms impressionistically. However, spectrographic
analysis allows researchers to measure it to the millisecond. Statistical com-
parisons can then tease out phonological length differences. Undershoot of
segments — that is, when they do not reach their ‘target’ values — especially
of vowels, can be examined by comparing formant values against dura-
tions (Lindblom 1963). Diphthong glides are quite difficult to transcribe
impressionistically with any exactitude, but are relatively easy to measure
with spectrograms and LPC. Such work shows that their phonological rep-
resentations can be more specific than the traditional designation as /h/, /w/,
or /y/=/j/. Other factors, such as phonation (degree of breathiness/creaki-
ness), can be measured far more precisely with spectrograms. Sociolinguists
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Figure 1.3a Formant plot of the mean values of the vowels of a European
American female, born 1902, from Hyde County, North Carolina. Arrows
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Figure 1.4 Spectrogram of the word ‘better’ spoken by a white male from
Newcastle upon Tyne, England. The /t/ is realised as creaky voicing with no
‘stop gap’ (silent period for the stop occlusion)

typically regard any form of slow vocal fold vibration as ‘creakiness’, in
large part because it is hard to hear further differences without special train-
ing. However, acoustic measures of jitter readily distinguish irregular vibra-
tion — more properly called ‘roughness’ or ‘harshness’ (Laver 1980) — from
slow but regular vibration.

Acoustic analysis of non-vocalic variables, both consonantal and prosodic,
has been scarce. Sociolinguists have generally assumed that impressionistic
analysis is adequate for consonantal variables. In addition, methods of analys-
ing consonants acoustically are poorly known in sociolinguistics. Nevertheless,
a series of studies on variation in /t/ in two cities in northern England, Derby
and Newcastle (Docherty ef al. 1997; Docherty and Foulkes 1999; Foulkes
and Docherty 2006) has demonstrated the usefulness of spectrographic ana-
lysis of consonantal variation. Glottalisation of /t/ occurred in several types
and in complex interactions with social factors. For example, Figure 1.4 shows
a spectrogram of a glottalised medial /t/ with the /t/ realised only as creaki-
ness, without the blank period indicative of a stop occlusion. In Derby, final /t/
showed a number of distinct realisations that could pass for releases impres-
sionistically. Existing phonological treatments are inadequate to account for
the variety of forms or the variation that individual speakers show.

Another consonantal variable that has barely been examined in English is
voice-onset time, widely known as VOT in phonetic circles. VOT is relevant for
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syllable-onset stops and is calculated as the distance in milliseconds between
the stop release and the onset of voicing. For a truly voiced stop, it is a negative
number; for an aspirated stop, it is strongly positive; and for a voiceless unaspi-
rated stop, it is close to zero. Syrdal (1996) found small differences in VOT
for /p/ and /b/ across American dialects. Substrate influence sometimes influ-
ences VOT, as Heselwood and McChrystal (1999) noted for Panjabi-British
speakers.

Substrate influence has been shown to influence syllable-coda consonants
as well. Purnell, Salmons and Tepeli (2005) and Purnell, Salmons,Tepeli and
Mercer (2005) examined phonetic cues for coda stops in Wisconsin commu-
nities with German-American backgrounds. They measured contours of the
first formant and F,,, degree of vocal fold vibration, and length of the preceding
vowel, all of which serve as cues to the phonological voicing of stops. All of
these cues showed realisations unusual in American English, at least among
older speakers, apparently because of German influence. The realisation of
the preceding vowel can serve as a cue, too. In Thomas (2000), I found that
the height of PRICE glides was one cue that Anglo speakers used to determine
whether a following consonant was voiced or voiceless. However, Mexican
American speakers produced a much smaller difference in the glides than
Anglo speakers and used it as a cue to a much lesser extent, apparently due to
their Spanish substrate. These studies found that the phonetic cues used for a
phonological distinction can differ from those in mainstream varieties, demon-
strating that phonology needs to account not just for contrastive features but
also for the details of how distinctions are made.

The fact that phonetic cues can be internalised just as contrastiveness is
upsets traditional notions of phonology, yet it is not the only non-contrastive
factor that is internalised. Fourakis and Port’s (1986) comparison of epenthetic
stops in American English with their absence in South African English (e.g.
in dense, American [dents] vs. South African [dens]) showed that the relative
timing of articulatory gestures could be internalised. That is, in dense, the
occlusion gesture lasts longer than the voicing and velum-lowering gestures
in American English, giving the impression of an epenthetic [t], but it does not
last longer in South African English.

Acoustic analysis is also useful for studying prosody. Intonation was cov-
ered above, but another aspect of prosody is timing. Students of language vari-
ation have barely begun to examine the timing of speech. What study there
has been has revolved around the issue of stress-timing vs. syllable-timing,
or prosodic rhythm. In stress-timing, intervals between stressed syllables are
supposedly relatively constant, while with syllable-timing, intervals between
syllables are relatively constant. The determination that prosodic rhythm exists
on a continuum and not as a binary feature paved the way for the recent devel-
opment of methods to quantify it. Two methods were developed to distinguish
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relatively syllable-timed Singapore English, with its mostly Chinese substrate,
from stress-timed British English. Low, Grabe and Nolan (2000) compared
durations of adjacent vowels, while Deterding (2001) compared durations of
adjacent syllables as a whole. Both methods successfully differentiated syl-
lable-timing from stress-timing. A few published studies (Gut 2002; Udofot
2003; Carter 2005; Thomas and Carter 2006) have used these methods for
other forms of English, mostly varieties with substrate influence.

Phonological theory seldom addresses voice quality except as a second-
ary feature of segments, but variationist studies show that some aspects of it
are internalised. Three such aspects that have been examined acoustically are
breathiness, nasality, and overall F,. Breathiness is measured either by com-
paring the lower harmonics, because breathy voicing shows greater spectral
decay than modal or creaky voicing, or by measuring high-frequency noise
(Hillenbrand, Cleveland and Erickson 1994), which is greater in breathy voi-
cing. Di Paolo and Faber (1990) and Henton and Bladon (1985), for example,
have used breathiness in variation studies. Nasality can characterise individual
speakers, particular vowels, or particular vowels in certain dialects. It is rather
difficult to measure but can be quantified by comparing amplitudes of oral
and nasal formants or by fitting speakers with a device that measures nasal
airflow. Plichta (2006) used both methods to show that Michigan English used
vowel nasality as a secondary feature of the TRAP vowel, which most other
varieties do not. As for overall F,, it is gauged fairly easily by taking mean or
median values from pitch tracks. Hudson and Holbrook (1981) and Walton and
Orlikoff (1994) used such methods in reporting that low overall F,, character-
ised African American English.

1.3.4  Data analysis

The practice of using broad phonetic transcription that facilitates coding of
data into two or a few discrete categories has influenced the way sociolinguists
analyse data. Statistical tests that are appropriate for discrete data, particularly
logistic regression, are necessary. For example, the oft-analysed consonant
cluster reduction is normally treated as a binary variable, the affected conson-
ant being either present or absent (see, e.g. Wolfram 1969; Guy 1980; Bayley
1994; Santa Ana 1996). The presence or absence of the deletable consonant
becomes the dependent variable. Independent variables consist of linguistic
factors, social factors, and sometimes stylistic factors. For consonant cluster
reduction, linguistic factors might be whether the next word begins with a con-
sonant or vowel and whether the deleted consonant is part of the word root — as
with past — or a verbal suffix, as in passed. Social factors might include the
social class, ethnicity, sex, and age group of the speaker. A widely used statis-
tical package, called Varbrul (or, in its newer version, Goldvarb) was developed
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by Henrietta Cedergren and David Sankoff (Cedergren and Sankoff 1974) for
such analysis. This package analyses data by subjecting them to logistic regres-
sion followed by a post hoc test. The results give factor weights for independent
variables. Factor weights range from O to 1, with a weight above 0.5 favouring
the variant being analysed and a weight below 0.5 disfavouring it.

Analysis of linguistic variables as discrete entities, while well-suited to mor-
phosyntactic variables, can obscure details of phonetic and phonological vari-
ables, however, and sociolinguists have perhaps been too reliant on discrete
analysis. It has constituted a powerful tool for examining social correlations
with language. However, the strict adherence to binarity has hindered examin-
ation of many variables that are internalised, such as the ‘low-level” processes
discussed in Thomas (2001). For example, phonological voicing of a conson-
ant can be signalled by different suites of cues, including any combination of
vocal fold vibration, F, and F, contours, aspiration or glottalisation, length
of the preceding vowel, and length of the consonant itself. Focusing on bina-
rity thereby limits ways that variationists can address phonology, though this
situation is now changing. In certain cases, such as when the dependent vari-
able is a percentage or proportion of the total responses, the variable becomes
continuous. In that case, statistical analyses appropriate for continuous vari-
ables, such as t-tests, ANOVA, linear regression, and various more complex
procedures have been used. Mixed models that are suitable when independent
variables are discrete and dependent linguistic variables are continuous are
being explored. Now that acoustic analysis has become commonplace, tests
appropriate for continuous data have become essential because acoustic data
are inherently continuous.

Multivariate analyses have been used occasionally. Various types are suit-
able for either discrete data, continuous data, or both. Multivariate analyses
allow researchers to determine how different linguistic variables are correlated
with each other and with demographic/social features of speakers. One type
of multivariate analysis, principal component analysis, became well known
among sociolinguists through Horvath’s (1985) analysis of linguistic variation
in Sydney, Australia. Horvath showed that speakers could be divided into two
distinct groups based on their linguistic behaviour. Stuart-Smith, Timmins
and Tweedie (2007) employed both principal component analysis and another
multivariate analysis, cluster analysis, in a study of consonantal variation in
Glasgow English. Cluster analysis produces a dendrogram that links each indi-
vidual to other individuals according to how similar their speech is.

14 Issues of special concern

Sociolinguists and, in some cases, historical and experimental linguists have
been especially concerned with certain theoretical problems. Three merit
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special attention here. First, historical linguists and quantitative sociolinguists,
led by William Labov, have focused a great deal of attention on developing
theories of how sounds shift. Second, the mechanisms of mergers have also
attracted considerable attention. Third, a smaller amount of attention has been
directed at how speakers differentiate vowels in terms of acoustic boundaries.
Each of these problems requires its own methods of data collection.

1.4.1  Vowel shifting theories

The copious research on vowel quality has led to theories about the motiv-
ations for vowel shifting, which was in fact what Labov et al. (1972) intended.
Before Labov et al., there was discussion of the ‘principle of least effort” and
of push and pull chains and vowel dispersion (e.g. Saussure 1986: 147-8). The
principle of least effort stated that speakers expend as little effort as possible
to express themselves. This principle explains processes such as assimila-
tion and deletion, especially assimilation-related changes such as conditioned
sound changes, in which a sound shifts only in a particular phonetic context.
Assimilatory shifts make one sound more like another sound when they occur
adjacently. For example, in many varieties of English, vowels are backed when
they occur before /1/, which itself is realised either as a velar [t] or as a velar
vowel such as [0]. However, the principle of least effort has little explanatory
power for other kinds of shift. Discussions of vowel dispersion and push or
pull chains (e.g. Martinet (1952) and Moulton (1962)), offered explanations
for those other shift types. In a push chain, one sound encroaches on the space
of another, inducing the other vowel to shift out of the way. In a pull chain,
one sound shifts and leaves behind an unfilled space, and in turn another vowel
moves into that space, probably because no perceptual confusion results. In
practice, it is often difficult to distinguish push chains from pull chains.

Labov et al. (1972) and Labov (1991, 1994) examined vowel shifting pat-
terns in a variety of languages and English dialects. Patterns of shifts that
appeared repeatedly across languages were identified, and then principles to
explain those patterns were formulated. Considerable emphasis was placed on
peripherality. Peripherality refers to whether a vowel lies along the outer edge
of the vowel envelope or more toward the interior, which is determined from
acoustic analysis. The more important principles are that peripheral vowels
rise or move to the front along the periphery, non-peripheral vowels fall, and
vowels can change their peripherality under certain circumstances. These prin-
ciples apply most readily to languages such as Germanic languages that have a
tense/lax or long/short vowel contrast, which is usually — though not always —
equivalent to peripheral/non-peripheral.

These principles provide a new way of viewing phonology. Labov and his
colleagues treat peripherality as a phonological feature. Even though there
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are reasons to question whether peripherality itself is the driving force behind
chain shifts (Thomas 2003), Labov’s team has demonstrated how acoustic ana-
lysis can provide insights into phonological structure and the nature of sound
change.

Unfortunately, work on principles governing non-vocalic change has not pro-
gressed far. Consonantal changes can be seen in terms of push and pull chains
and various weakening or strengthening processes, but no widely accepted set
of underlying principles has emerged. Prosody is even more poorly understood.
Uncertainty about phonological primitives and the lack of historical data hin-
der work on intonational change. Other aspects of prosody, including rhythm
and word stress, have similar problems.

1.4.2  Mergers

A phonological merger occurs when two sounds that had formerly been con-
trastive become pronounced alike so that they no longer contrast. Mergers
come in two types, conditioned and unconditioned. A conditioned merger is
one that occurs only in some phonetic contexts. A well-known example in
English is the merger of the DRESS and KIT vowels before nasals, as in pin
and pen, which is common in more southerly parts of the United States. An
unconditioned merger is one that occurs in all phonetic contexts. Perhaps the
best-known unconditioned merger that is now spreading in English is that
of the LoT and THOUGHT vowels, which is common in Canada, the United
States, and Scotland. There has also been some discussion about how mergers
spread: whether by transfer of words from one class to the other, by the two
classes steadily approaching each other until their differences disappear, by
the two classes becoming something that includes the acoustic space of both
classes, or as substrate influence from a language that lacks a similar distinc-
tion (Labov 1994; Herold 1997).

As noted earlier, minimal pairs are one method used to test for phonological
mergers. An example of a minimal pair for which speakers vary is cot/caught,
which differs only in that the first word has the LOT vowel and the second the
THOUGHT vowel. These pairs are used to test for phonological mergers: if a
subject pronounces the words alike, he or she has the merger, and if the sub-
ject pronounces them differently, he or she maintains the distinction. However,
the results should be used in conjunction with spontaneous and/or reading-
passage speech because, as Labov (1994) discusses in detail, some speakers
produce mergers or distinctions in minimal pairs that they do not produce in
other styles. Minimal pairs induce speakers to focus their conscious knowledge
of the language on the words, and sometimes their conscious knowledge does
not reflect their ordinary speech. Nevertheless, minimal-pair tests work in most
instances.
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In addition to determining whether a subject pronounces words in a minimal
pair the same, researchers can also ask the subject whether he or she thinks the
words sound alike. This method was used extensively by Labov et al. (2006).
They usually referred to subjects’ responses as ‘perception’, though speaker
Jjudgement might have been a better name.

Nonetheless, experiments in what is more properly called speech perception
have been used to test for mergers. An important early study was that of Janson
and Schulman (1983). They tested whether the Swedish vowels short /e/ and
short /e/ could be distinguished by subjects from two dialects of Swedish, one
of which maintained the distinction and the other of which merged the two
vowels. Using a speech synthesiser, they created a continuum of vowel qual-
ities in a /sVt/ frame and asked subjects to identify what word they heard. As it
turned out, subjects from both dialects failed to distinguish /e/ and /e/. Janson
and Schulman concluded that some distinctions could be maintained in speech
production but not be utilised in perception to distinguish words.

There was a flaw in Janson and Schulman’s experimental design, however,
and Labov, Karen and Miller (1991) exposed it. Janson and Schulman forced
their subjects to tap into their conscious knowledge of Swedish. In ordinary
conversational interactions, however, such conscious knowledge seldom oper-
ates. People rely on some deeper kind of phonological ‘knowledge’ to recog-
nise segmental distinctions. A different kind of experiment was needed to test
whether subjects could recognise variably distinguished sounds. Labov, Karen
and Miller devised an experiment, dubbed the ‘coach test’, to examine whether
words such as merry and Murray could be distinguished by Philadelphians.
Subjects listened to a story about a coach in which the outcome of the story
rested on whether a particular phrase included Merion or Murray in. They were
then asked questions for which the answers depended on which phrase they
had heard. Then they were asked to listen to the story again, but this time,
unknown to them, they heard the opposite phrase. They were asked questions
to determine whether they recognised what they heard the second time. The
results showed that native Philadelphians were impaired in their ability to rec-
ognise the distinction, while non-Philadelphians were not.

Another type of perception experiment used to test for phonological merg-
ers is called a commutation test. In a commutation test, subjects listen to
words that they or another speaker of their dialect have uttered and are asked
to identify the word. The assumption is that if they consistently identify such
words correctly, they can recognise the distinction being examined, but if their
answers are close to random, they cannot recognise it. For instance, if a subject
can reliably distinguish local pronunciations of pool and pull, one can assume
that the subject has internalised the phonological distinction between pre-/1/
allophones of the GOOSE and FOOT vowels as it pertains to his or her native
dialect. Labov has used commutation tests in a number of studies (e.g. Labov
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et al. (1991)), and other authors have employed them as well (e.g. Di Paolo
and Faber 1990). One advantage of commutation tests is that, when subjects
recognise a distinction that the researchers did not find in their speech, the test
can demonstrate that subjects are sensitive to some cue besides those that the
researcher expected the distinction to involve.

Rae and Warren (2002) adapted a different type of perception experiment to
test the merger of the NEAR and SQUARE vowels in New Zealand English. They
used minimal pairs, such as fear and fair, and played recordings of one of the
members of a pair with another word, which was either semantically related to
the NEAR/SQUARE word or unrelated to it, to form a couplet. They also included
distractor couplets and couplets with non-words. Subjects pushed buttons to
indicate whether the second member of the couplet was a real word or not
and their response times were measured. Certain couplets without a semantic
connection, such as chair/shout, showed slower response times than couplets
such as cheer/shout with a semantic connection. However, quick responses for
couplets such as cheer/sit indicated that the NEAR and SQUARE vowels were
merged because cheer/sit would sound the same as chair/sit.

1.4.3  Boundaries between phonemes and goodness tests

Studies of the boundaries between phonemes are not usually conducted in
speech production, partly because tokens — at least for neighbouring vowel
phonemes — usually show some overlap and partly because tokens in differ-
ent phonetic contexts may show different boundaries, complicating the picture
considerably. In fact, overlap often figures in discussions of chain shifting, as
noted earlier for push chains. In a push chain, the two sounds are assumed to
overlap at some point. However, experiments on phoneme boundaries have
occasionally been conducted in speech perception. Similar experiments in
which subjects rate how well different stimuli match their conception of a par-
ticular phoneme have also been conducted, albeit rarely.

The best-known experiments on boundaries between phonemes have been
conducted on Swedish (Janson 1983, 1986) and demonstrated that speakers of
different regional dialects of Swedish and different birth cohorts could hear
sounds differently. In English, a similar study was conducted earlier by Willis
(1972). Willis played a series of synthetic vowels representing a continuum to
speakers from Buffalo, New York, and a neighbouring community in Canada.
Speakers from the two locales differed strongly in what vowels they identified
each stimulus as and where the boundaries occurred. It turns out that the results
Willis found match later findings about how vowels of the dialects of Buffalo
and Ontario differ in production. Results are not always so closely matched
with production, however. Niedzielski (1999) found that subjects in Michigan
identified vowels from other regions with their own speech, not vowel variants
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that they themselves actually produced. Unlike Janson and Willis, she played
different recorded variants to subjects instead of synthesised stimuli on an
acoustic continuum.

Another approach to the boundary issue has been cross-dialectal identifica-
tion, in which speakers of one dialect are asked to identify stimuli uttered by
a speaker of a different dialect. A number of studies have taken this approach,
such as Flanigan and Norris (2000) and Labov and Ash (1997), both comparing
dialects of American English, and Trail, Ball and Miiller (1995), who tested
how listeners from England identified South African vowels. Listeners experi-
ence difficulty with some vowels from unfamiliar dialects, but, surprisingly,
they sometimes have trouble recognising vowels in their own dialect.

A different approach to assessing subjects’ identifications of variants found
in their own speech is through goodness ratings. In this sort of experiment, sub-
jects are asked to rate on a scale how closely stimuli match their own pronun-
ciation. Peeters (1991) conducted such an experiment on certain diphthongs
or long vowels with speakers of British English, Dutch, and German and the
results matched production norms in each of the languages. Sociolinguists
have not generally adopted this method, however.

1.5 Where next?

Key readings are Docherty et al. (1997), Foulkes and Docherty (1999), Gilles
and Peters (2004), Kurath and McDavid (1961), Labov (1966, 1994), Orton,
Sanderson and Widdowson (1978), Pederson et al. (1986-92), Thomas (2002),
and Wolfram (1969).

More specifically, for examples of how traditional dialectology handles
phonological variables, one cannot do better than Kurath and McDavid (1961)
for the east coast states of the USA or Orton et al. (1978) and Anderson (1987)
for England. Modern ways of examining geographical variation in phonology
are exemplified notably by LAGS (Pederson et al. 1986-92) and the ANAE
(Labov et al. 2006). The recent Varieties of English series (Burridge and
Kortmann 2008; Kortmann and Upton 2008; Mesthrie 2008; Schneider 2008)
provides an exhaustive survey of phonological and phonetic variation across
the entire English-speaking world.

Early sociolinguistic approaches to variation in pronunciation and deter-
mining how it is correlated with social factors and speaking style are well
represented by Labov (1966), Wolfram (1969), and Trudgill (1974). Key inno-
vations in the treatment of social variables appear in Milroy and Milroy (1985),
Horvath (1985), and Eckert (1988). Labov (1994, 2001, and a third volume
in preparation) discusses his views of sound change thoroughly. The various
papers in Foulkes and Docherty (1999) comprise a number of forward-looking
approaches to phonological variation.
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All of the preceding sources focus on segmental variation, though some
papers in the Varieties of English series and in Foulkes and Docherty (1999)
address other variables. Gilles and Peters (2004) is a fine collection of papers
illustrating approaches to intonational variation in various languages, includ-
ing English. Thomas (2002) reviews perceptual approaches to variation.

The scarcity of papers on topics beyond the production of segments indicates
where future research is needed. Prosody and voice quality are in particularly
sore need of work. Perception is receiving some attention but not as much as
it warrants. Within segmental production, consonants have not attracted much
acoustic work, as Docherty and Foulkes (1999) point out. Theories on shifting
of consonants and intonation remain to be formulated. In the larger context of
phonology, variation should be used more extensively to address issues such as
how detailed phonological specifications are. As noted earlier, dialectal vari-
ation suggests that many ‘low-level phonetic’ features, such as the particular
cues used for making contrasts or the relative timing of articulatory gestures,
are actually internalised. Furthermore, how much knowledge of stylistic and
register variation can be considered part of a speaker’s phonology? To what
degree is a speaker’s acumen about the way other speakers talk represented
phonologically, especially when the speaker undergoes accommodation to
other speakers? Docherty et al. (1997) contend that it is important to examine
the behaviour of many speakers in order to find full answers to such questions
and attain a complete view of phonology. Scholars who study variation in lan-
guage should take the collection of phonological data as a key part of their
mission.



2 How to make intuitions succeed: testing methods
for analysing syntactic microvariation

Isabelle Buchstaller and Karen Corrigan

2.1 Introduction

Dialects of the same language are known to vary systematically with respect
to the proportional frequency with which different syntactic constructions are
used productively. However, many syntactic variables' are relatively rare in
spoken interactions of the kind elicited by sociolinguistic interviews, particu-
larly when the variants in question are stigmatised within the community in
which they are present but also because of the open-endedness of the syn-
tactic component. Relic features like ‘for-to’ complementisers, for example,
are not only restricted to older generations of speakers, but their frequency in
interviews even within this social group is also delimited by the fact that com-
plementiser constructions are only one amongst numerous structural possibil-
ities for conveying grammatical and pragmatic meaning. Due to the low token
frequency of such variants, the investigation of large-scale dialectal variation
within the syntactic component has increasingly come to rely on the collection
and analysis of introspective judgements. This reliance has initiated an import-
ant discussion about the linguistic status and empirical appropriateness of
judgement data within the field of dialectology. A number of scholars (Schiitze
1996; Cowart 1997; Cornips and Poletto 2005; 2008) have drawn our attention
to the fact that, if proper care is taken to control for potentially interfering,
though independent, linguistic constraints — for example, lexical frequency/
familiarity, pragmatic plausibility and sentence length — as well as for extra-
grammatical factors — such as the social profile of the speakers, fatigue, mem-
ory limitation and ordering effects — native speakers can indeed be found to
produce systematic patterns of acceptability ratings when using these methods.

A version of this paper was presented at NWAV35 and at Sociolinguistics Symposium 17. We
would like to thank audience members for their constructive comments, from which this paper has
greatly benefited. We are also grateful to our fieldworkers, Tejshree Auckle, Laura Bailey, Jonathan
Burrows, Sophie Robinson and Dominic Thompson as well as to Newcastle University’s Faculty
Research Fund and Vacation Scholarship Schemes, for the grants which made the pilot projects
reported on here possible. We would like to acknowledge the assistance of Anders Holmberg,
Leonie Cornips and Cecilia Poletto in the design of our questionnaires. Thanks also go to David
Adger, Frans Gregersen and Bill Kretzschmar for their comments on earlier drafts.
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Yet there are still ‘continuing doubts about the empirical reliability and theor-
etical interpretation of judgment data’ (Cowart 1997: 2).

More recently, a relatively new sub-discipline of linguistics that has come
to be known as ‘socio-syntax’, whose orientation is generative as well as vari-
ationist, has started to problematise data collection techniques that rely on
more traditional methods of introspective elicitation (see the collections by
Cornips and Corrigan 2005 and Trousdale and Adger 2007 for exemplifica-
tion). The hallmark of this new paradigm has been the adoption of an approach
described as ‘layered’ by Beninca and Poletto (2007) because it combines dif-
ferent data-collection methodologies. The overall aim is to mitigate the impact
of social intervention and task effects that are not related to the syntactic vari-
ation being investigated and to produce appropriate data-sets for cross-linguis-
tic and cross-dialectal comparisons. Given that the socio-syntactic approach is
relatively new, there is no absolute consensus as to what constitutes the most
consistent and objective methods for collecting intuitions which are stable and
comparable.

What is needed, therefore, is the establishment of ‘best practices’ for meas-
uring grammatical acceptability. In this chapter, we aim to introduce some of
the methods that are commonly used in research on morphosyntactic vari-
ation. As a second step, we will put these instruments to the test and report
on some findings from a recent study which set out to investigate the extent
to which these methods produce reliable, consistent and therefore comparable
results. By doing so, we hope to demonstrate that tapping into native-speaker
intuitions regarding variability in English, while providing a rich and varied
source of evidence that can complement low token numbers from interviews,
is not always straightforward and, in certain respects, is partially determined
by related issues raised elsewhere in the volume (see the contributions by Guy,
Montgomery and Beal and Trousdale, in particular).

2.2 Morphosyntactic variation: a review of methods

The measurement of linguistic acceptability ratings should aim at maintain-
ing the standards for empirical research set throughout the sciences regarding
reliability and replicability (Cowart 1997). Sociolinguists and dialectologists
have indeed developed sophisticated methodologies for tracking linguistic
diversity in English varieties with respect to the phonological and lexical lev-
els (see Thomas this volume; Kerswill et al. 1999; Britain 2002 and Milroy
and Gordon 2003 for the British Isles, as well as Kretzschmar et al. 1993 and
Labov et al. 2006 for dialect regions in North America). However, ‘best prac-
tices’ in accessing English vernacular morphosyntactic data that is naturalistic
have not yet been fully determined. To date, most research on variation and
change in English has focused on highly local (usually urban) communities
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at the expense of an integrated, comparative account of dialect morphosyn-
tax across wide tracts of geographical space. As Kortmann (2002) observes,
large-scale analyses of syntactic variability within the English-speaking world
are, notably, absent. With the exception of the nascent comparative research
programme recently undertaken by Beal and Corrigan (2005) and Tagliamonte
(2002) and (2008), we are not really in a good position to make global claims
about the geospatial or social patterning of morphosyntactic variation more
widely. The lack of uniform methodologies means that we do not yet have
the kinds of data ‘that would allow us to investigate differences in the syntax
of Newfoundland and Vancouver Englishes, or of Cornish and Tyneside dia-
lects” (Bauer 2002: 107-8). This chapter introduces the kinds of elicitation test
which could finally make this possible.

The first of these is unique as far as tapping into native-speaker intuitions
is concerned since it aims to collect data that is linked to both production and
introspection. Given the interest within certain linguistic frameworks, such as
those of the generative tradition, in accessing grammaticality judgements via
questionnaires, many researchers assume that any data that is culled from ques-
tionnaires is perceptual per se. However, this is not always so, as we will dem-
onstrate in our discussion below of a judgement task called ‘reformulation’.” It
has been used extensively in dialect atlas projects in the Netherlands (SAND,
www.meertens.knaw.nl/projecten/sand/sandeng.html) and in Scandinavia
(SCANDIASYN, http://uit.no/scandiasyn?Language=en). In its original form,
reformulation encourages informants to ‘translate’ or ‘reformulate’ a sentence
from the standard variety into their local dialect. However, this method as usually
employed might not be the most applicable in a British context where norma-
tive ideologies abound, since it presupposes a situation of relatively low pre-
scriptive pressure in which informants are comfortable providing the dialectal
equivalent of the ‘standard’. In our research in Northern England, therefore, we
adapted this task with the aim of circumventing any prescriptive judgements
that might interfere with an informant’s genuine response. We did this by giving
the informants a sentence already in the vernacular and asking them to perform
a syntactic transformation. In our case, this entailed ‘translating’ an interroga-
tive sentence containing a dialect feature into a declarative one to determine
whether they persisted with the vernacular variant in the new structure or intro-
duced a standard variant during ‘translation’ (see Figure 2.1).

One of the great advantages of the reformulation task is that it allows
researchers to systematically collect production data concerning syntactic con-
structions that might be difficult to obtain in more ‘natural’ speech events,
for example, because they are very rare. Hence, results from this test can be
used to complement other production data, such as the classic sociolinguistic
interview, in establishing whether the informants have productive use of the
vernacular feature in question.
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You will hear and then see a question, and you will be asked to turn it into the
equivalent statement that sounds natural to you.

Training session

Question:  Was John’s friend lan at the party?
Statement: John'’s friend lan was at the party.

()]
Now please do the same for the following sentences:

Question:  Will it be Susie what presents the cheque?
Statement:

Figure 2.1 An example of the reformulation task investigating relative-clause
marking preferences

More traditional introspective research tasks seeking to uncover the
socio-geographical patterning of syntactic variation have generally been
either pseudo-quantitative or qualitative (Beal 2004 and Hughes ef al. 2005,
for instance). Thus, informants are asked to judge between either binary
‘grammatical’/‘ungrammatical’ options (often designated “y’/**’ in the most
traditional types of research) or between a wider range of options (often sym-
bolised “?°/??°/*?7*’/*** as Schiitze (1996: 45) notes). Aside from the ambigu-
ity of the use of symbols such as these across different studies (see Schiitze
1999, inter alia), there is also the issue of finding a principled method for
mathematically measuring degrees of acceptability of this kind. A controlled
and systematic process of data collection is obviously important in order to
produce a comparative sample of judgements and indeed any truly graded
mathematical conception of grammaticality. Hence, in the so-called direct
grammaticality judgement task, rather than using “y’/**’, many researchers in
the field of socio-syntax ask their informants to decide whether or not they
personally would or would not use a particular construction by giving a yes/
no response (see Labov 1972b: 21, 1996: 78,100). This has the added advan-
tage of making such judgements psychologically real for the informants rather
than having them deal with abstract grammatical notions of acceptability or
grammaticality. Also, since inter-informant variability depends largely on the
ability of individuals to devise a pragmatic context in which a sentence could
be acceptable, a good method to reduce variance across results is to embed the
stimulus sentence into a short text (Schiitze 1996: 151). Providing contextual-
isation precludes informants having to envisage a suitable discourse context
for themselves, which they may find particularly challenging when faced with
sentences of only marginal acceptability. In our version of these tests, there-
fore, we presented each sentence containing the variant for testing at the end of
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Please listen to and then read the following sentences. For each question, one sentence
will be in bold font. Please indicate whether or not you personally would use that sort of
sentence by circling Y or N.

Some friends were having coffee. One complimented her friend on the cake she had
made. ‘It was Jackie as gave me the recipe’ she admitted.

Would you use this sentence? Y /N

Figure 2.2 An example of the direct grammaticality judgement task
investigating relative strategies

a short contextualising paragraph. In order to ensure that the informants were
aware of which section of text they should be rating, the ‘test’ sentence was
marked in bold font as in Figure 2.2.

The direct grammaticality judgement test produces ‘nominal’ output, that is,
non-numerical/qualitative responses such as ‘sentence A is the same or differ-
ent from sentence B’ which can therefore be counted and reported as frequency
percentages.

We will now present a range of other techniques commonly used in dia-
lect syntax projects which (with the exception of the pictorial elicitation task)
produce output that is at least ‘ordinal’ in nature, that is, values for sentences
A and B can be ranked as ‘more’ or ‘less’, which means they can be ordered
(first preference, second preference and so on), hence allowing researchers to
perform more powerful mathematical procedures such as the calculation of
averages, standard deviations or medians.

In contrast with the direct grammaticality judgement test, in the indirect
grammaticality judgement task informants do not have to declare whether or
not they personally use a certain variant. Instead, they are asked if they rec-
ognise vernacular forms used by other people in their locale. The task asks
informants to rate individual sentences by assigning them a number which is
associated with a corresponding verbal descriptor (see Labov 1975, 1996). The
scale of judgements we have used in our research can be seen in Figure 2.3
below. Although concerns have been raised about the reliability of results pro-
duced by scaling of this kind, the task has one main advantage, namely, that it
is simple for the informant to understand and that it produces results which are
readily quantifiable (Cowart 1997: 72).

There are some key differences between the direct and the indirect grammat-
icality judgement tasks: by its nature, the indirect grammaticality judgement
task exerts considerably less prescriptive pressure on the informant. They are
not losing face if they say that people in their area are using these features
while simultaneously not claiming to use them themselves. Such judgements
can be instructive with respect to tapping into implicit language attitudes as
well as interesting when triangulated with informants’ own performance data



Syntactic microvariation: how to make intuitions succeed 35

Please rate the following sentences by circling one option on the following scale:

1 This type of sentence would never be used here — it seems very odd.

2 This type of sentence is not very common here but it doesn’t seem too
odd.

3 | have heard this type of sentence locally but it's not that common.

4 People around here use this type of sentence a lot.

For example:

If you heard the sentence below but thought that it is not very common in your area,
you would circle 2 as we have done below.

Who do you think that came to see George yesterday?

o 2)
&

()
Y

When you judge these sentences, please pay particular attention to the words in bold.
Now please do the same for the following sentences:

1. Beth was complaining that her grandchildren were always so busy. ‘They
divven’t visit me any more’ she said.

1 2 3 4

Figure 2.3 An example of the indirect grammaticality judgement task
investigating negation

and their responses from direct grammaticality judgement tasks. Thus, culling
two types of judgement about identical features from the same informant not
only allows the investigation of the degree to which a particular feature is pro-
ductive in a community but it also permits the researcher to gain insight into
the extent to which it may be stigmatised.

A task that sits squarely between these types of judgement test is the pictorial
elicitation task used with considerable success in the SAND project, as noted
in Cornips and Jongenburger (2001). Pictorial elicitation presents informants
with an image alongside a short sentence containing a feature for testing which
relates in some respect to the event depicted in the image. The informants are
asked to: (i) examine the picture and the corresponding sentence and then (ii)
give yes/no responses to the question “Would you (or any local person) use this
kind of sentence?’

Note that the manner in which the acceptability question in Figure 2.4 is
worded means that the informants did not have to admit to using the vernacular
construction themselves. As discussed above, this is useful in that it allevi-
ates prescriptive pressures. Furthermore, by formulating the task in this way,
we hoped to get positive responses for features that might no longer be used
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%

Sam worked in the park because he couldn’t get peace
nowhere else.

Would you (or any local person) use this kind of sentence?
—! Yes/No

Figure 2.4 An example of the pictorial elicitation task investigating
judgements on multiple negation

productively by the informant but could still be present in the community
dialect.

The final test discussed here is the so-called ‘magnitude estimation’ task,
which is a method commonly employed in psychological and psycholinguis-
tic experiments. Linguists have applied this test to cases of dialectological/
syntactic variation, where the stimuli to be rated are sentences thought to differ
in their grammatical acceptability (Bard et al. 1996; Cowart 1997; Featherston
2005). An important first step in the application of this method to issues of
grammaticality is that informants are provided with a reference stimulus to
which they assign any positive integer value of their choice. This stimulus
tends to be a sentence that is suboptimal but not entirely ungrammatical (see
the sentence in bold in Figure 2.5 below, as well as Schiitze 1996 and Cowart
1997). Informants are then asked to compare other sentences to this reference
stimulus. They are encouraged to give a higher rating to sentences which they
deem to be ‘better’ in terms of grammaticality by comparison to the reference
and a lower rating to those which appear ‘worse’. This experimental format
seeks to ensure that the informants rate the test sentence(s) (1-3 in Figure 2.5)
in proportion to how (un-)acceptable they find the reference stimulus.

The informant who completed the questionnaire in Figure 2.5 rated the refer-
ence sentence as a ‘10’. They then allocated a much better score, namely ‘18’, to
the first test sentence, thereby rating it as considerably more acceptable than the
reference sentence. Sentences 2—-3, which are fillers, generated ratings of ‘8’ and
‘5, and are thus being judged as less acceptable than the reference sentence.’
The stimulus sentence 3, which contains an instance of multiple negation, was
thus judged to be considerably less acceptable than the reference stimulus and
much worse than test sentence 1, for instance. An important advantage of mag-
nitude estimation as a method, therefore, is that it allows informants to make
distinctions about the acceptability of sentences which are as subtle as they
perceive them to be. It also gives them the freedom of choice to create their
own individual scale to which they can confidently relate. Furthermore, sen-
tence ratings can be readily compared since they pattern along a linear interval
scale. In fact, since magnitude estimation tests yield results that are expressed as
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Reference sentence: Your rating:
I’'m going home and got an umbrella. 10

Now, please rate all sentences below in relation to the sentence above:

Sentence Your rating
1 The man put his coat on the hanger. 18
2 That's what | hate, is that she's always late. 8
3 I'm not going to eat nothing hot no more. 5

Figure 2.5 An example of an informant’s response to a magnitude
estimation task investigating a sentence containing vernacular negation
(sentence 3)

‘interval’ data (i.e. equal intervals on the scale of ‘more or less’ and thus scalar
in nature), they are amenable to powerful parametric statistical tests.

However, in spite of the lengthy practice session which our fieldworkers
conducted before the actual test was administered, the magnitude estimation
task proved too complex for some informants with low numeracy skills (see
Buchstaller and Corrigan 2008 and Buchstaller et al. forthcoming for discus-
sions of the problems encountered with informants who failed to master the
test for this reason). These generally tended to be the older, less educated,
working-class speakers in the investigation, who paradoxically may well have
the greatest tolerance of traditional morphosyntactic features in their dialects
(i.e. NORMSs — non-mobile older rural males). As such, we felt it to be crucial
to adapt the magnitude estimation task so as to make it more user-friendly to
such speakers. This was achieved by using an instrument that is based on the
principle of ‘graphic’ rating (Guilford 1954: 270; Taylor and Parker 1964), and
hence converting the rating from numerical to visual in nature.

Visual versions of the magnitude estimation test basically ask informants to
express judgements by either drawing a line on a scale or marking a cross on a
line between two opposing poles. In our project, we opted for drawing a cross
on a blank line. Our informants were asked to mark preferred ratings further
to the right than those that were dispreferred. As in the classic version of the
test, they were first given a reference stimulus, which they rated by marking a
cross on the blank line provided. Then they were offered a list of test and filler
sentences, which they were to rate in relation to the stimulus sentence. Our
adaption of the classic magnitude estimation task is shown in Figure 2.6.

Thus, as in the classic version, the ratings for the test/filler sentences are
given relative to that for the reference stimulus — albeit graphically rather than
numerically — which therefore functions as a conceptual anchor. Importantly,
informants are again given free rein as to their rating of the anchor as well as
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Please use an ‘X’ to rate the acceptability of this sentence:

I’'m going home and got an umbrella. | |

Now please do the same for the following sentences using ‘X’ again — this time to
represent whether you think these are better or worse than the sentence above in bold:

| really wants to buy those red shoes. | |

Sometimes the girls thinks it's boring. | |

Figure 2.6 An example of a question in the visual version of the magnitude
estimation task

the test/filler sentences. In order to convert these graphic markings into numer-
ical form, the length of the line to the point where informants marked a cross
was measured (in mm). Although the line-drawing test makes the subsequent
quantificational analysis of data rather more time consuming than when using
a numerical scoring system, this method circumvents the numeracy problems
discussed above. As such, we consider it to be more suited to a wider range of
informants (including children as well as older subjects like those targeted in
our present investigation (see also Cowart 1997: 73)).

Having described a range of methods commonly used in studies investigating
dialect morphosyntax, we will now move on to discuss some general consider-
ations that are important when administering tools for measuring introspective
judgements.

2.3 Grammaticality judgement tasks: further considerations

Human performance of any kind is typically patterned as a random scatter
of individual observations which cluster around a more or less stable mean
(Taylor and Parker 1964; Pashler 2002). This error variance is usually taken
account of by offering several tokens of the same type for judgement, thus
improving reliability via averaging and checking for outliers. Only if the vari-
ance between tokens (within the sentence type) is significantly smaller than
between types can we then assume that something of note is occurring regard-
ing speaker judgements. As such, Cowart (1997) suggests four items per fea-
ture so as to investigate the variability between instances of the same sentence
type. However, depending on the number of features to be tested, coupled with
the need to diminish fatigue effects, it is important to strike a balance between
the number of exemplifications of a single phenomenon and the amount of time
informants can justifiably be asked to spend completing questionnaires. Thus,
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in our study, which tested a range of constructions, we restricted ourselves
to investigating responses to two test sentences per phenomenon as we were
conscious that our informants were already being required to devote over two
hours of their time to completing our tasks.*

When administering these instruments, researchers also need to bear in mind
that ‘other factors, such as lexical frequency, (approximate) word length, gram-
matical complexity (argument structure, subordination patterns, number of
adverbials etc.), might make a sentence hard to parse’ (Schiitze 1996: 164). A
good way to identify potential impediments to speaker judgements in advance
is to carry out pilot tests. Conducting such trials gives the researcher the chance
to identify any orthogonal factors that might impact on informants’ judgements
and to rectify the questionnaire design appropriately.

The final version of the questionnaire thus piloted will typically consist of pairs
of test sentences matched as closely as possible in terms of linguistic structure (as
advocated by Cowart 1997: 46). For example, we used the following well-matched
sentences in a direct grammaticality judgement task to elicit acceptability ratings
for vernacular variants of the second person plural pronoun in subject position:

(1) Yous could share a large pepperoni pizza.
(2) Yous would make a really good team.

Another important consideration in questionnaire design is how to minimise
the effect of extralinguistic factors which may influence an informant’s
ratings. Provided their social characteristics are rigorously controlled for,
such factors are known to include the acceptability of preceding sentences
or indeed fatigue — particularly as the informant approaches the end of the
questionnaire (Schiitze 1996: 155; Cowart 1997: 94). There are two strategies
which tend to be used to avoid such effects: one is the use of ‘filler’ sentences,
which are arbitrarily interspersed throughout the questionnaires.” Cowart
(1997: 92) suggests that there should minimally be twice as many fillers as test
sentences and ideally three or four times as many. However, depending on the
research orientation, this might create an unmanageably long questionnaire
leading to boredom, frustration and fatigue. A more manageable strategy
might therefore be to follow Schiitze’s (1996: 193) recommendation of using
‘enough’ fillers and randomising so that informants are unable to remember
the rating they gave to previous similar sentences. In the field of socio-syntax,
the questionnaires tend thus to be ‘scrambled’ (Beninca and Poletto 2007: 51),
which effectively means that researchers produce different versions of the
same questionnaire with each version containing a different randomisation
of test and filler sentences. This means that responses are less likely to be
influenced by the order in which test and filler sentences are presented.

The discussion in the previous paragraphs has shown that investigations into
morphosyntactic variation can make use of quite diverse methods for accessing
introspective judgements. The field has also matured enough to have generated
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a general awareness about potential orthogonal factors that might skew such
data, as well as mechanisms to circumvent these effects. However, the question
remains as to whether we can match findings gleaned from different meth-
ods when so many potentially incompatible testing instruments are currently
being used. To what extent can we compare divergent data sources collected
via rather different elicitation techniques, when we already know that rather
diverse results have been produced by even small-scale studies in the same
region when different methodologies have been invoked (McDonald and Beal
1987: 45-56)? In other words, can we reliably compare data-sets with respect
to multiple negation based on ‘indirect grammaticality’ judgements from local-
ity A with findings from ‘picture elicitation’ tasks for the same feature in local-
ity B? It is these questions that the next section will address.

24 Testing comparability between instruments: a pilot study

We will now discuss some findings from a 2007 pilot study in the metropol-
itan county of Tyne and Wear in the north-east of England. The locations we
tested are illustrated in Figure 2.7, namely, Newcastle (henceforth, ‘NCL’),
Gateshead (henceforth, ‘GH’) and Sunderland (henceforth, ‘SL’).

Grammaticality judgements were collected using the five different types of
testing instrument illustrated above.

2.4.1  The linguistic phenomena

The specific linguistic phenomena we investigated are detailed in (I-IV)
below. They were chosen by virtue of their being traditionally associated with
Northern Englishes generally or with North-eastern Englishes more specific-
ally, as described in Beal (1993, 2004), inter alia.

(I) Non-standard negation Multiple negation as well as the pres-
ence or absence of the vernacular negator, divven’t or dinnit were both tested.

(3) You know I divven’t like mayonnaise.
(4) Idon’t want to go nowhere else.

(II) Pronominalisation Also of interest was the non-standard
second person plural pronoun, often spelled yous, which has been identified by
Beal (1993: 205) as a feature of Tyneside English:

(5) Yous make a really good couple.

(Ill) Relativisation strategies This investigation focused on variabil-
ity in the relative clause markers used in subject, animate, restrictive relatives,
such as (6-8) below.® The vernacular variants examined were as (6), what (7)
and zero (8).
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SCOTLAND

NORTHUMBERLAND

CUMBRIA

NORTH YORKSHIRE

Figure 2.7 Map of the fieldwork locations

(6) It’ll be the nurse as sees you next time.
(7) You can be the one what chooses the film.
(8) That’s the man @ lent me some money.

(IV) The Northern Subject Rule The verbal paradigm of many trad-
itional Northern dialects (and others influenced by them) is constrained by the
so-called ‘Northern Subject Rule’ (NSR) (see Murray 1873; Pietsch 2005a,b).
According to this ‘rule’, subject noun phrases in clauses also containing pres-
ent tense verbs attract an -s suffix on the latter even when these are not third
person singular in function. The NSR was examined in three different environ-
ments, namely, with a noun phrase subject (as in 9), with a pronominal subject
separated from the verb by an adverbial or modifier (as in 10), and with con-
joined nouns forming the subject (as in 11).

(9) The children in the nativity play talks very clearly.
(10) Ireally likes to run by myself, but not when it’s dark.
(11) Reality TV and sitcoms makes me laugh.

These four domains of typically Northern English dialect grammar acted as
stimuli for the battery of acceptability judgement tasks being investigated.

2.4.2  The data collection process

In all, twelve speakers in the over-sixty-five age bracket participated in the
study (two males and two females from NCL, GH and SL, respectively). All
the participants were targeted via the ‘friend-of-a-friend’ approach (Milroy
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and Gordon 2003) and each of them would be categorised as ‘working class’
according to the scheme identified by the year 2001 National Statistics Socio-
economic Classification of Analytic Classes (see www.ons.gov.uk/about-
statistics/classfications/current/ns-sec/index.html). The informants were also
selected on the basis that they maintain dense social networks in their local
community (Milroy and Gordon 2003), were born and raised there, and have
lived in their community at least until the age of eighteen and nowhere else for
more than seven years.

Completing the five types of task took, on average, forty-five minutes. For
every task the informants were required to complete, they listened to a record-
ing of the sentence they were to rate. These were uttered by a male, working-
class native of SL, GH and NCL respectively. They then re-read the sentence
themselves and, finally, recorded their judgement on the questionnaire itself
as appropriate (i.e. circling yes/no, providing a score and so on). The record-
ing ensured that the informant understood the sentence in context, even if
they were unfamiliar with the written form of a dialectal feature presented on
the questionnaire. Furthermore, as is recommended by Schiitze (1996: 193),
it gave the sentences consistency of pronunciation and intonation across
all informants in each separate location. In cases where the testing method
required a more complex response than the yes/no type, a demonstration of
the task was given by the fieldworker, and the informants were given a short
practice session. In the discussion of results to follow, we focus on the extent
to which findings from different types of testing method are consistent.

2.4.3  Data analysis

Let us begin by examining the reformulation task, which tested whether inform-
ants would use the dialectal features productively. In a previous pilot in Newcastle
and Gateshead in 2006, informants were required to convert a declarative sen-
tence containing a vernacular variant into an interrogative one. None of the
reformulations provided by the informants contained any of the vernacular vari-
ants we were expecting. This was an interesting outcome since this strategy has
been reported to have worked extremely well for the compilers of SAND/ASIS
(Cornips and Jongenburger 2001; Beninca and Poletto 2007). Hence, in 2007,
for our second pilot, we constructed the test so that the reformulation was from
a more complex construction to a simpler one, that is, from an interrogative to
a declarative. This adaptation of the technique in the second pilot proved much
less problematic for informants and generated a numerical outcome, which, as
we will see, was not ideal in certain respects either. Table 2.1 plots the occur-
rence of vernacular features (multiple negation, second person yous, Northern
Subject rule and vernacular relatives) in the local informants’ (NCL, GH and
SL) reformulations. Hence, the higher the number per cell, the more willing the
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Table 2.1 Results for the reformulation task
Interrogative — Declarative

Reformulation totals

Construction NCL GH SL
Negation 3 4 3
Yous 5 3 0
NSR 2 6 0
Relatives 2 6 2

informants in this locality are to carry over this particular vernacular variant into
the corresponding declarative sentence. Importantly, in this version of the test,
reformulations containing all the vernacular variants of interest were constructed
with ease, albeit with different frequencies across localities (about which we will
have more to say later).

An important factor that needs mentioning here is the fact that, of the five
questionnaire tasks, reformulation was the only one that required an original
response from the informants in writing. Interestingly, this effect was clearly
visible in the responses from a few informants, who rephrased the beginning
of each interrogative-to-declarative reformulation. For example, they trans-
formed, the initial do-support version to SVO but did not engage with struc-
tural aspects of the rest of the sentence.

Hence, informant BA from GH produced the following reformulations:

(12a) He did say he didn’t want nothing to do with her.
(12b) You do want to come with us.
(12c) Finished your dinner have yous.

In fact, we strongly suspect that a certain proportion of the informants were
simply replicating large chunks of the interrogative sentences into declaratives.
This is suggested by our fieldworkers’ notes which mention that informants
tended to ‘copy parrot-like’, especially towards the end of this task (see also
Schiitze 1996: 191). Hence, responses gained via reformulation tasks of this
kind need to be scrutinised very carefully.

We will now discuss the results for three further tests, the direct and indirect
grammaticality judgement and pictorial elicitation tasks, focusing mainly on
their comparability. Table 2.2 depicts the aggregated results for these, repre-
sented here as averages divided by both locality and testing method. Higher
numbers imply that informants rated the variants as being more acceptable,
while lower ones indicate more negative responses. For ease of orientation,
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Table 2.2 Average results for several testing methods by locality
(Higher numbers = more acceptable ratings)

Type of task Vernacular features investigated

Pictorial elicitation

task NSR Yous Relatives double conj. Negation
NCL 1 1.75 0.75 2

GH 1 1 0.92 1.75

SL 1.25 1 0.83 0.75
Indirect judgement NSR Yous Relatives double conj. Negation
NCL 2.17 3.31 2.06 3.31

GH 2.81 3.19 2.95 3.38

SL 3.08 1.77 221 1.9
Direct judgement NSR Yous Relatives double conj. Negation
NCL 0.17 0.38 0.5 0.25

GH 0.42 0.38 0.33 0.63

SL 0.75 0.62 0.25 0.3

informant ratings in bold indicate that speakers are more accepting of the ver-
nacular variants.

Generally speaking, the results in Table 2.2 yield important differences as well
as consistencies across the three different testing methods. One might deduce
from the figures given in the first column that all of the survey methods prod-
uce similar outcomes for the NSR, namely that the SL informants seem to be
the most accepting of sentences containing instances of this vernacular feature.
Unfortunately, though, this is the only occasion where all three testing methods
lead to a similar result. Thus, the findings from the pictorial elicitation and indir-
ect grammaticality judgement tasks for vernacular yous in column 2 suggest
that the NCL informants are most accepting of this construction. However, the
direct grammaticality judgement task for the exact same variant yields a differ-
ent result, namely that it is the SL speakers who are more tolerant.

Furthermore, as the next column shows, the results of the pictorial elicitation
and indirect grammaticality judgement tasks suggest that the GH informants
are most positively disposed to the use of vernacular relative clause markers of
various types. However, responses to the direct grammaticality judgement task
for these variants generate a further conflicting result, indicating instead that
speakers from NCL are, in fact, more accepting of vernacular relative markers
than their peers.

These results might indeed support the view outlined above that dir-
ect grammaticality judgement tasks place so much normative pressure on
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informants that they offer more prescriptive judgements for features that are
shown to be at least marginally acceptable via other testing methods. That this
is not, however, always the case is testified to by the figures in the last column
of Table 2.2, representing informant responses to sentences with vernacular
negative markers. In this case, the direct and indirect grammaticality judge-
ments would lead one to assume that it is the GH informants who are the most
accepting of this feature overall. However, responses to the pictorial elicitation
task suggest that variants of this traditional dialect variable are, in fact, more
robust in NCL than they are elsewhere in Tyne and Wear.’

The inconsistency across results yielded by the three methods employed
here raises doubts as to the comparability of findings we have from vari-
ous other research projects and reported in Barbiers et al. (2002). We still
do not know to what extent we can compare, say, results from locality A
collected via an indirect grammaticality judgement task with results from
locality B culled from a pictorial elicitation task. For example, if we had
administered just a single testing instrument — let’s say a pictorial elicitation
task — we would have confidently reported that informants in NCL are more
accepting of vernacular negation strategies. Had we chosen a direct gram-
maticality judgement task instead, our results, by contrast, would have led
us to conclude that it is, instead, the GH speakers who are more accepting
of vernacular negation. The heart of the problem, therefore, lies in the fact
that much of our previous knowledge of grammatical variation across the
region is currently based on research which has adopted very different meth-
odologies. And, as we hope to have demonstrated here, these methods are not
necessarily comparable.

Testing the reliability of findings based on different methods commonly
used in dialectology has thus not only revealed the limits of cross-test consist-
ency, it also serves as a cautionary tale about the potential pitfalls of comparing
results yielded from different testing methods. In our concluding sections, we
discuss the results of the last test used in our research, namely, the magnitude
estimation task.

2.5 How to make intuitions succeed

Table 2.3 displays the collective responses to the magnitude estimation task
used here from all informants across the three localities of north-east England,
divided by their location and gender.

As with the results for the other tests described above, Table 2.3 should
be read such that higher numbers indicate that informants were more accept-
ing of the sentences containing the vernacular variants. Hence, generally, and
indeed rather uniformly, our GH subjects deemed all the constructions we
tested as most grammatical (with the exception of the yous variant, which was
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Table 2.3 Average results for the magnitude estimation task
(Higher numbers = more acceptable ratings)

Negation Yous NSR Relatives
NCL 5.42 6.57 4.28 2.8
GH 6.28 5.55 5.7 4.8*
SL 433 4.48 4.95 4.21
Male 3.42 4.54 421 3.44
Female 6.93%* 6.49* 5.8%* 4.49

*p<.05 **p<.01

rated as most acceptable by the NCL group). This finding, which is perhaps
more uniform than one might expect compared to the quite erratic results from
the three tests highlighted as problematic above, is especially interesting since
it matches perfectly with the production data culled from the reformulation
task. As has already been demonstrated in Table 2.1, it was the GH informants
who were the most eager to carry over vernacular features into the reformu-
lation task, except for the yous pronouns, which were more frequent amongst
the NCL respondents. Hence, the results of both the reformulation and the
magnitude estimation task correlate with respect to geographical space.
Moving on to the gender patterns in Table 2.3, we notice that our female
informants are consistently less prescriptive, rating all the features tested as
more acceptable. This is interesting, firstly, since it appears to contravene
expected male versus female trends with respect to vernacularity (Romaine
2005) and, secondly, because the same female informants were, in fact, con-
siderably more standard than their male peers regarding their production data
(see Buchstaller and Corrigan 2008 and Buchstaller et al. forthcoming).
Generally, the results generated by the magnitude estimation task seem to
be the most robust of all the testing instruments described thus far, indicating
that females and speakers from GH are consistently more accepting of all the
vernacular variants being tested (bar the use of the yous variant). Upon fur-
ther scrutiny, however, the magnitude estimation task also revealed a certain
amount of inter- as well as intra-speaker variability. As such, we would not
wish at this stage to endorse magnitude estimation without reservation, as the
tests would need to be undertaken on much larger population samples to war-
rant such conviction. However, it would seem, from the results presented here
at least, that magnitude estimation is a method which can systematically cap-
ture native-speaker intuitions and thereby be used to uncover reportable and
consistent patterns with respect to syntactic variation across either geograph-
ical or social space. It furthermore provides an important benefit not offered by
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the other testing instruments described here, namely, that it extends to inform-
ants a suitably wide choice of grammaticality levels and it also allows them to
personalise their choice so that they can be more confident about exactly what
their ratings mean to them.

2.6 Where next?

This chapter began with the suggestion that we lack ‘best practices’ in access-
ing naturalistic informant responses to vernacular morphosyntactic data across
English-speaking regions. Of particular note was the scant regard paid to this
level of the grammar in traditional atlases like the Survey of English Dialects
reported in Orton et al. (1962-71). While more recent and geographically
expansive surveys such as those described in Volume II of the Handbook edited
by Kortmann and Schneider (2004) document morphosyntactic variation glo-
bally, the methodology that underpins them remains less sophisticated and
coherent than those of the large-scale Dutch, Italian and Scandinavian dia-
lect atlas projects. These have provided new insights into the most appropriate
and objective methods for collecting, measuring, describing and comparing
information about syntactic patterning across space that could also be applied
to the English context. These novel techniques are summarised in Beninca
and Poletto (2007) and in the ground-breaking precursor Cornips and Poletto
(2005). The question of adapting consistent and appropriate methodologies is a
critical one, for two reasons: (1) the rise of comparative sociolinguistics, which
has been made possible by the wider availability of large electronic corpora of
vernacular English data (Beal ez al. 2007a, b; D’ Arcy, this volume) and (2) the
expansion of syntactic atlas projects (particularly in Europe but elsewhere too),
which rely on large-scale data collection across wide tracts of geographical
space and are also comparative in purpose, as noted in Barbiers et al. (2002).

The investigation reported here of different methods used for accessing gram-
maticality judgements in three neighbouring varieties of English has shown
that informants tend to produce divergent patterns of judgements depending on
the test applied (as Schiitze 1996 first predicted). The incongruence between
the outcomes of different test types illustrates the fact that the results of testing
methods commonly employed in dialect syntax in an English-speaking con-
text need to be treated with much care. We need to solve this methodological
paradox by developing theories of grammatical variability as well as consistent
methodologies with which to test the variation across divergent communities
of speakers. This is especially important since the internal factors which lead
speakers to judge a variant differently across methods are multifactorial and
still relatively little understood (Adger, p.c. 2008). Further research is needed
to collate more empirical evidence to capture precisely what these factors are
and exactly how they impact upon speaker judgements.
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What is the way forward in the face of such heterogeneous methods and
findings? We would like to suggest that, in the long run, as well as sampling
suitably large populations, the most consistent results can only be arrived at
by employing a multi-method or layered approach, such as that advocated on
the basis of the SAND/ASIS fieldwork techniques described in Beninca and
Poletto (2007) and Cornips and Poletto (2008). We also felt it to be important
in this chapter to raise awareness of the advantages and disadvantages of differ-
ent judgement task types and the extent to which the results they yield can be
directly compared in any meaningful way. In addition, data collection methods
which endorse a greater sensitivity on the part of fieldworkers to the needs of
respondents seem more likely to produce consistent, reliable and replicable
results. Furthermore, we have shown that classic methods, such as magnitude
estimation or reformulation tasks, can be sensibly adapted to suit the skills
of a wide range of informants. In fact, while we have voiced some reserva-
tions regarding the potential for variability within the magnitude estimation
task itself, the consistency of results across social attributes would lead us to
suggest that well-conceived magnitude estimation tasks, especially in combin-
ation with other tasks, can produce relatively stable results that concur with
the overall production rates of vernacular variants. This is an important avenue
for future research which might test the extent to which such tasks are equally
suitable for uncovering the trajectory of morphosyntactic change in a range of
localities in the English-speaking world (by comparing responses to the task
by different generations of speakers, for instance). The method can also be use-
fully employed to explore differences that one might attribute to social class or
ethnic group membership.

Websites

www.meertens.knaw.nl/projecten/sand/sandeng.html

www.uit.no/scandiasyn?/Language-en

www.ons.gov.uk/about-statistics/classifications/current/
ns-sec/index.html



3 Corpora: capturing language in use

Alexandra D’Arcy

31 Introduction
Language cannot be invented; it can only be captured. (Sinclair 1997: 31)

The enterprise of investigating language variation is based on access to empir-
ical data — language as actually used by speakers and writers. This is not trivial.
We only know what we do about variation in English (or for that matter, in any
variety, dialect, register, etc.) through analysis of language in some collection
of materials. This collection, ‘the corpus’, is the foundation of everything we
do. The data might consist of a collection of letters and diaries, spoken narra-
tives of personal experience, or a compilation of text logs from instant mes-
saging conversations. The materials that provide data for variation studies are
diverse, but what unites them is their empirical validity as representations of
language in use and, as a consequence, our dependence on them. The sim-
ple truth is that we cannot engage in the study of language variation without
access to a corpus of data on which to test our hypotheses, base our analyses,
and inform our theories, yet this simple truth masks a number of not-so-simple
issues. How are corpora constructed? If a corpus contains spoken language,
what is the best way to represent the speech in written format? How are cor-
pora accessed and mined? What methods achieve what results? How should
the results be interpreted (i.e. what do they mean, what do they tell us?)? This
chapter explores these kinds of questions but it intentionally presents few solu-
tions. As you read it will become clear that answers to these questions are
rarely binary choices between ‘right’ and ‘wrong’. There may be a number of
possible solutions and the determination of which best meets the needs of a
particular project will depend on other factors. For example, how much anno-
tation should be included? How detailed should the transcription system be?
The answers to questions like these vary from project to project: there is no
standard protocol (see Poplack 2007: x). Before diving headlong into these
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Warren Maguire, April McMahon, Charles Meyer, and Shana Poplack.
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types of discussion, however, it may be helpful to define just what is meant by
‘corpus’ in the field of variation studies, since it is there that language, with its
inherent variation, is captured.

3.2 What is a corpus?

Although there are a number of publications dedicated to corpora, some effort
is required to find those that include a definition of just what a corpus is. This
suggests that most linguists working with empirical data-sets take the refer-
ent for granted. But, in fact, there is a wide range of corpus types and, as new
technologies are developed and new methodological innovations are made, the
types of data available for analysis are increasing. This makes defining what
is and is not a corpus challenging because the target is constantly shifting and,
depending on one’s point of view, the basic composition can differ quite rad-
ically. For example, corpus linguists generally view a corpus in the electronic
era as a collection of computerised language texts (e.g. Sinclair 1991: 171;
Kennedy 1998: 1; Biber et al. 1999: 24; Meyer 2002: xi), but sociolinguists
would find this too restrictive because the emphasis on computerised texts
excludes sound recordings and data collected through methods such as sur-
veys, questionnaires, and wordlists (see Bauer 2002: 98).

At its most basic level, a corpus is evidence, evidence of what was and evi-
dence of what is. It is thus free of prescriptivism (what one should say) and
intuitions (what one thinks is said). But it is clear that as a definition ‘evidence’
is inadequate because it is too vague, while ‘a collection of texts’ is inadequate
because, in this context, it is too restrictive. A useful compromise between
these two extremes is the definition provided by Bauer (2002: 98), where a
corpus is seen as ‘a body of language data which can serve as a basis for lin-
guistic analysis and description’.

Within this broad purview we can make a number of distinctions. The first
concerns the thematic categorisation of corpora as either conventional or
unconventional (i.e. dialectal), which aligns largely with the methodological
frameworks of corpus linguistics on the one hand and variationist sociolinguis-
tics on the other.! The key differences derive from the way in which corpora
are constructed (i.e. their composition) and their projected use as either ‘end-
product or tool’, to use Poplack’s terminology (2007: xi). These points will be
elaborated more fully below, but for now it is sufficient to note that the raison
d’étre of each type of corpus is distinct. This has ramifications for all aspects
of corpora, from the type of language targeted to the methodological assump-
tions guiding data extraction. It is important to bear in mind, however, that the
ultimate concern of both corpus linguistics and variationist sociolinguistics is
the description of the structure and use of language and that they are comple-
mentary modes of enquiry (see Kretzschmar et al. 2006). It is also important to
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bear in mind that while the discussion of corpus types presents them as discrete
entities, they in fact represent what is best described as ‘a multidimensional
matrix’ (Bauer 2002: 100) with fuzzy boundaries and intersecting features. For
example, many corpora that would fall into the ‘conventional’ category include
regional and social components (e.g. BNC, Switchboard), but methodologic-
ally they were designed to address more universal goals rather than to capture
the ‘special qualities of speech’ of a particular region or social circumstance
(Kretzschmar et al. 2006: 174).

3.2.1  Conventional corpora

Conventional corpora cross-cut a range of fields of scholarship such as lexi-
cology and lexicography, literary studies, grammar studies, computational lin-
guistics, language acquisition and language pedagogy, as well as descriptive
linguistics. In general, the focus of these corpora is written language (Kennedy
1998: 20; also Leech 1993b), typically representing standard and more formal
registers. The Brown University Standard Corpus of Present-Day American
English (Brown), which became the model for a number of subsequent cor-
pora-construction projects (see below), was specifically designed to capture
standard printed American English (Francis and Kucera 1964: xvii). It consists
of 500 2,000-word samples that were selected from fifteen categories reflecting
two prose types (see Table 3.1): informative (374 samples; nine categories) and
imaginative (126 samples; six categories).

Some conventional corpora also include spoken language. As with the writ-
ten components, the data are drawn from a range of registers (e.g. lectures,
interviews, telephone conversations). Half of the texts in the Survey of English
Usage (SEU) (Quirk 1968) represent spoken English, monologic and dialogic
(see Table 3.2), and similarly varied speech-based texts can be found in the
British National Corpus (BNC), the Lancaster-Oslo-Bergen Corpus (LOB),
the Freiburg-Lancaster-Oslo-Bergen Corpus (FLOB), and the Freiburg-Brown
Corpus of American English (Frown). The individual corpora that comprise the
International Corpus of English (ICE) contain more speech-based texts than
written ones,” while the Santa Barbara Corpus of Spoken American English
(SBCSAE) is based entirely on spoken registers.

Corpora such as Brown are constructed with a similar overarching goal: a
representation of language in use. Their purpose is open ended in that hypoth-
esis formation follows data collection. ICE, for example, was conceived so
as to allow for comparative studies of English worldwide, which is quite dis-
tinct from compiling a corpus to answer a specific question about variation
across global Englishes. It is precisely their open-ended nature that has made
conventional corpora a prolific and valuable resource in the descriptive trad-
ition. Consider just one aspect of English, the modal auxiliary system. Krug
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Table 3.2 The SEU corpus, spoken texts (Quirk 1968; based on Kennedy 1998: 18)

Category Subcategory  Total % Category Subcategory Total %
Monologue 24 12.0 Dialogue 76 38.0
Spontaneous Face-to-face
conversation
oration 10 5.0 surreptitiously 34 17.0
recorded
commentary non- 26 13.0
surreptitiously
recorded
sport 4 2.0
non-sport 4 2.0
Prepared, 6 3.0 Telephone 16 8.0
unscripted conversation

oration

(2000), a detailed monograph of historical and ongoing grammaticalisation in
this system, drew on ARCHER, Brown, Frown, LOB, FLOB, the BNC, and
the Helsinki corpora. In more recent, smaller-scale works, Leech (2003) used
Brown, Frown, LOB, FLOB, SEU, and ICE-GB, Smith (2003) used SEU and
ICE-GB, and Collins (2005) drew on Frown, the SBCSAE, and three of the
ICE corpora (GB, AUS, NZ).}

What makes conventional corpora particularly well suited to large-scale ana-
lyses such as that presented in Krug (2000) is their size. Biber et al. (1999: 27)
consider a corpus which consists of 50,000 to 2 million words as ‘relatively
small’, while a ‘very large’ corpus would include over 100 million words. At
40 million words, the Longman Spoken and Written English Corpus (LSWE)
represents the ‘middle ground’ (1999: 28).

In certain respects the size of a corpus depends on the broader goals of the
compilers. Balanced or core corpora, designed to represent a wide range of
registers with balanced amounts of text, are typically (but not exclusively)
toward the smaller end of the scale (Biber ef al. 1999: 27). Examples include
Brown and LOB. Opportunistic corpora, whose primary design feature is size,
tend to be very large. According to Biber et al. (1999: 27), ‘such corpora do not
represent registers in a systematic way and give little or no attention to the ran-
dom selection of texts; they are based on the assumption that all important pat-
terns will be represented if the corpus is large enough’. These types of corpora
tend to consist of texts that are already available in electronic form and so can
be compiled with relative speed and efficiency. The American National Corpus
(ANC) contains an opportunistic collection of texts (see Macleod et al. 2000).
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The corpora discussed so far are static. It is not necessarily the case, how-
ever, that once compiled the contents (and by extension, the size) of a corpus
are fixed. More recently corpus linguistics has seen the advent of dynamic or
monitor corpora. In a dynamic corpus, new texts are added regularly, some-
times replacing earlier texts (Renouf 1993; Sinclair 1992). The Bank of
English, part of the Collins Birmingham University International Language
Database (COBUILD), is one such project.

3.2.2  Unconventional (dialect) corpora

Sociolinguists have traditionally depended on unconventional corpora. These
are corpora that focus on distinct dialects, be they ethnic, regional, or social. The
ultimate goal of dialect corpora is to ‘tap the vernacular’ (Sankoff 1988: 157),
unmonitored, informal, everyday speech. This generally involves a sociolin-
guistic interview in which speakers are encouraged to converse as ‘naturally’
as possible (Labov 1984; Tagliamonte 2006a), but it can also involve more
indirect means of accessing vernacular norms such as wordlists, question-
naires, and grammaticality judgements (see Buchstaller and Corrigan, this vol-
ume). The fundamental role of speech harks back to dialectological traditions
in which the object of interest was traditional dialect, the ‘speechways of the
folk’ (Kurath 1972: 13), but in modern sociolinguistics it was Labov’s sem-
inal work on phonological variation in Martha’s Vineyard and New York City
(Labov 1963, 1966, 1969, 19724, b) that laid the foundations for the empirical
investigation of parole, language as actually spoken.*

Dialect corpora are sometimes referred to as specialised. This is because they
are designed with a particular research question in mind. Hypothesis formation
precedes data collection. For example, Poplack (1989) constructed a corpus of
spoken Canadian French to examine the linguistic effects of long-term, stable
bilingualism on the language in both its minority (Ottawa) and official (Hull)
language guises. For this project, ethnographically inspired sociolinguistic
interviews were collected from 120 speakers stratified by age, sex, and the
status of French in their neighbourhood. The result: 270 hours of spontan-
eous dialogue and 3.5 million words. The more recent Quebec English Corpus
(Poplack et al. 2006) was designed to ‘assess the impact of a majority language
on the structure of the minority language in a situation of long-term contact’
(p. 186). Data collection was carefully planned with this goal in mind: target
communities were selected based on the proportion of English mother-tongue
claimants, ranging from just 1.5 per cent to 86 per cent, while the choice of
informants crucially stratified speakers according to the socio-political period
during which they acquired English. This corpus, while somewhat smaller than
the Ottawa-Hull corpus, nonetheless includes 340 hours of informal conversa-
tion and 2.8 million words, collected from 183 speakers. At the other end of the
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scale, D’ Arcy (2001, 2005b) collected a corpus of spoken English to examine
the effects of parentage (local vs. ‘from away’) on the acquisition of local dia-
lect features in St John’s, Newfoundland. This corpus contains data from just
16 speakers (all female, aged 8—11 and 16—-17) and consists of approximately
10 hours of conversation representing just 55,000 words. The Ottawa-Hull,
Quebec English, and St John’s parentage corpora clearly differ in scale but they
were similarly created with a focused question in mind (the effects of language
contact; the effects of dialect contact).

The Ottawa-Hull and Quebec English corpora are noteworthy for a number
of reasons (rigorous sampling methods, accountability to the data, etc.), but
among specialised corpora their size is of particular significance. At 3.5 mil-
lion words, the Ottawa-Hull corpus remains — two decades after its construc-
tion — one of the largest dialect corpora. The Michigan Corpus of Academic
Spoken English (MICASE) contains 1.8 million words (Simpson et al.
2002), the York corpus (Tagliamonte 1998) 1.5 million words, the Wellington
Corpus of Spoken New Zealand English 1 million words (Vine et al. 1998),
the Bergen Corpus of London Teenage Language (COLT) 500,000 words
(Haslerud and Stenstrom 1995), the Northern Ireland Transcribed Corpus
of Speech 400,000 words (Kirk 1992), the Ayr corpus 120,000 words
(Macaulay 1991b). The size of these corpora relates directly to the extreme
time demands involved in constructing them. Depending on the complexity
of the dialogue (number of participants, background noise, voice quality,
fluidity, etc.), it takes approximately ten hours to transcribe orthographically
one hour of speech. This is because, in conversation, speakers can produce
120 words per minute, amounting to over 7,000 words per hour (see Biber
et al. 1999: 27). For the St John’s parentage corpus, each interview, which
consisted of two friends talking together for 45 minutes to 1.5 hours, took a
full day to transcribe. For the Quebec English corpus (340 hours of speech),
2,471 hours were invested in transcribing the materials while a further 1,536
hours were spent checking and correcting the transcription files (Poplack
et al. 2006: 194 f.).

In contrast to conventional corpora, sociolinguistic dialect corpora tend
to be private (i.e. not available to linguists in general; see Bauer 2002). The
creation of ‘private resources’ remains the default for unconventional cor-
pus projects (Kretzschmar et al. 2006: 180). This derives from their very
nature as specialised data-sets. Because each corpus is designed by a par-
ticular researcher to answer a particular question, it remains the property of
the primary investigator(s). Moreover, the informed consent documents often
do not stipulate making the materials public. Figure 3.1 contains the sec-
tion from the Origins of New Zealand English (ONZE) project consent form
that details access to, and use of, the data. While this agreement does allow
for samples to be used in public domains (e.g. short excerpts may be heard
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through online journals with sound access, akin to the transcribed examples
that appear in articles), it does not allow for the data to be made generally
available.

In some ways, though, ONZE presents a special case, demonstrating how
the line between public and private is not clear-cut (cf. Bauer 2002). ONZE
consists of three separate collections (see Gordon et al. 2007): the Mobile Unit
Archive, a collection of interviews gathered by the New Zealand Broadcasting
Service between 1946 and 1948, the Intermediate Archive, an ad hoc collection
of oral histories gathered by a range of individuals during the 1990s, and the
Canterbury Corpus, a socially stratified judgement sample for which sociolin-
guistic interviews have been ongoing annually since 1994. Whereas the copy-
right for the Canterbury Corpus is held by the University of Canterbury, that for
the Mobile Unit recordings is held by the Sound Archives of Radio Zealand.
Thus, while all the ONZE materials are available to bona fide researchers at
the University of Canterbury (see Fig. 3.1), only the Mobile Unit data can be
accessed more generally, either through the Sound Archives or the Alexander
Turnbull Library in Wellington. The requirement to travel to New Zealand,
however, renders the Mobile Unit less public in terms of ease of accessibil-
ity than, for example, the Newcastle Electronic Corpus of Tyneside English
(NECTE), which can be accessed on the Web (www.ncl.ac.uk/necte/).

3.2.3 The time dimension

All corpora are bound in time as either synchronic or diachronic. The former
represent language at a particular point. Brown and LOB capture American
and British English respectively in 1961, Frown and FLOB do the same for
1991. COLT was collected in 1993, the Quebec English corpus in 2002. In
contrast, a diachronic corpus represents language over a period of time. The
diachronic part of the Helsinki Corpus (Kyto 1996) contains English texts from
700 to 1700, covering almost the whole of the Old English period through to
the end of the Early Modern English period, but smaller windows are also
possible. The Linguistic Atlas of Early Middle English (LAEME) covers the
years 1150 to 1325 (Laing and Lass 2007), the Linguistic Atlas of Older Scots
(LAOS) 1380 to 1500 (Williamson 2008), the Corpus of Nineteenth-century
English (CONCE) 1800 to 1900 (Kyt6 et al. 2000).

Many dialect corpora are synchronic. At the foundation of the variationist
enterprise is the apparent time hypothesis, the assumption that the vernacular
stabilises after adolescence. Apparent time is thus a theoretical construct that
allows diachrony to be viewed from a synchronic perspective: generational dif-
ferences among speakers sampled at the same time are assumed to be temporal
analogues, reflecting historical stages of the language (for extensive discussion,
see Tagliamonte and D’ Arcy 2009). Thus, the three archives of ONZE, which
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AGREEMENT
| agree that the recording of my interview and accompanying material be:
1. Held in the University of Canterbury linguistics archives.
2. Made available to bona fide researchers.

3. Quoted in published work or broadcast or used in public performance in full
orin part.

4. Used for teaching purposes.

5. Used as an illustration on a web site
(short and anonymous, non-personal excerpts only).

Signature of Interviewer:

Signature of Interviewee:

Date:

Figure 3.1 Excerpt from the ONZE informed consent form (Canterbury
Corpus)

contain data from speakers born in the period from 1851 to 1987, together cap-
ture the full history of New Zealand English despite the fact that the earliest
recordings were made following World War II (see Gordon et al. 2004).

3.2.4  Advantages (and things to think about)

The strengths and weaknesses of any particular corpus-construction philoso-
phy depend in part on the goals of individual researchers. In the end, no corpus
can provide data for all linguistic phenomena, variable or otherwise (see Meyer
2004), but each corpus type has its advantages.

A crucial design feature of text-based corpora such as Brown and LOB, and more
recently the individual corpora of ICE, is comparability. Indeed, ICE was designed
specifically for this purpose (Greenbaum 1992), just as LOB was intended to be
the British counterpart to Brown (Johansson et al. 1978). Other corpora using
the Brown model are the Kolhapur corpus (Shastri 1988), the Wellington corpus
(Bauer 1993), ACE, and Frown and FLOB, the Freiburg versions of Brown and
LOB, which were intentionally constructed as direct replicas.

The shared sampling methods render these corpora compatible at a fairly
high level of confidence, but a certain amount of caution is nonetheless
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required. For example, does variation simply reflect text-selection or publish-
ing practices in the respective varieties? Brown includes six fiction categor-
ies (cf. Table 3.1), but when the Wellington Written Corpus of New Zealand
English was constructed, the difficulty of matching these led to the decision to
put all fiction into a single category. At the same time, a major New Zealand
category — children’s fiction — was omitted because it was not part of the model
(see Bauer 1993; cf. Kennedy 1998). As discussed by Biber (1988), there is
also the possibility for variation within a genre. For example, academic prose
has a number of sub-genres (e.g. natural vs. social science), as does press rep-
ortage (political vs. cultural).

Speech-based corpora are necessarily more idiosyncratic in nature. This is
unremarkable: ‘the underlying theoretical goals and assumptions of the research-
ers are quite distinctive’ (Beal et al. 2007b: 2), a fact that has consequences for
every aspect of the corpus from the nature of the data itself (group discussion
with lots of overlap to the ‘interactive written discourse’ of instant messaging
(Ferrara et al. 1991: 8)) to the sample represented (speakers of all ages to just
one age group, e.g. 65 years and older). This does not mean that the compara-
tive method is moot. As Tagliamonte (2002: 729) points out, ‘[c]Jomparison
has always been at the root of sociolinguistics’. It has played a central role in
variationist theory, from discourse pragmatics to morphosyntax (e.g. Poplack
and Tagliamonte 2001; Tagliamonte and Smith 2006; Buchstaller and D’ Arcy
2009). In addition to taking the vernacular as a keystone, many specialised
corpora share a number of socially stratified categories (e.g. age, sex, ethnicity,
education level, etc.). The key is to construct (or situate) corpora with similar
purposes and/or analogous design features.

The bottom line is that regardless of corpus type, comparisons must
always be approached with caution. We need to be aware of why a corpus
was constructed and how the contents might vary, from differences in com-
position such as those highlighted by the fiction categories of the Brown
and Wellington corpora to differences in the stylistic guidelines adhered to,
either by different newspapers (e.g. the Guardian vs. the Daily Mirror) or by
different sections within the same newspaper (e.g. sports vs. other sections)
(cf. Meyer 2004).

In general, conventional corpora are much larger than unconventional cor-
pora. Their sheer size, coupled with the range of genres and registers repre-
sented, makes them the lifeblood for dictionaries and grammars. They are also
fundamental to analyses of frequency effects, lexical variation, and grammatical
variation, for which vast amounts of data are required. These types of corpora
are less effective for the study of discourse features (which can vary through-
out a text) because the data are typically compiled from fragments rather than
texts in their entirety (e.g. ICE samples 2,000-word excerpts). Different parts
of a text may also be characterised by ‘marked lexical and syntactic differ-
ences’ (Stubbs 1996: 32; cf. Meyer 2004: 347). While this may be less critical
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for newspaper texts, which tend to be shorter, texts from other genres may be
systematically cropped to fit with the overall design of the corpus. Given their
textual basis, these types of corpora are also not usually amenable to phono-
logical or phonetic analysis, though in some cases it is possible to access the
original sound files.

Despite the range of registers represented in conventional corpora, the spo-
ken components ‘have typically been collected in restricted or artificial set-
tings’ (Biber et al. 1999: 28). To date, the most representative samples are
those of the LSWE and SBCSAE, which contain naturally occurring spoken
discourse. The vernacular emphasis of dialect corpora circumvents this issue,
since the ultimate goal is to obtain ‘real language in use’ (Milroy 1992: 66). As
summarised by Shana Poplack (p.c. 26 June 2008; emphasis in original):

What distinguishes our corpora is not simply size (corpora constructed from newspa-
pers or other written text will always be exponentially larger), but the fact that they
consist of the real speech of real people, sampled in such a way as to answer specific
research questions.

Specialised corpora are purpose built and they present an authentic model of
the variety of speech from which all others are calibrated. The data are ‘infin-
itely more rich than the precategorized material in other disciplines’ (Sankoff
2005: 999).

3.3 What’s out there?

The purpose of this section is to give a sense of existent English corpora. It is
impossible, however, to provide a complete overview. There are simply too
many and corpus construction projects (public and private) are likely to con-
tinue ad infinitum. But it is also the case that many public corpora come at a
cost, literally. The International Computer Archive of Modern and Medieval
English (ICAME) collection, for example, costs 3,500 NOK for an individual
user licence (at the time of writing, roughly equivalent to 685 USD, 345 GBP,
or 440 EUR).° For those without the necessary funds (i.e. most students), these
fees present the ultimate barrier.

In what follows, some public and free corpora are briefly outlined. The list
is by no means exhaustive; it is simply intended as a starting point for students
interested in variation in English.

3.3.1 Dialect atlases

Dialect atlases are an excellent source of data for studying variation and most
university collections include at least one (some have more than a hundred).
Both the geographic representation and the historical time depth of English
dialect atlases allow for innumerable investigations of lexical, phonological,
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and phonetic variation across time and space. The most recently published is
the Atlas of North American English (Labov et al. 2006), but for a point of
historical comparison one can also find the Linguistic Atlas of New England
(Kurath et al. 1939-43). Online, there is the Linguistic Atlas Projects, a por-
tal to a number of atlas projects in the United States (e.g. African American
and Gullah Project (AFAM), LAGS, LAMSAS, etc.). You can also access the
Dialect Topography Project (Chambers 1994), which investigates words (and
their pronunciation) used both in Canada and in regions of the United States
that border Canada.

3.3.2  The Oxford Text Archive

The Oxford Text Archive is a repository for literary and linguistic resources.
Most of the holdings are in text format, but some audio and video files are
archived as well. All the texts can be accessed for free simply by submitting
your email address (used to send the link to the text of interest), but for those
marked ‘restricted’ users are required to register before the resource can be
downloaded.

3.3.3  Text- and speech-based corpora

Among traditional text-based and speech-based corpora, there are a few that
can be accessed via the Internet for non-profit academic research.’ In most
cases, a password is required, obtainable by downloading the appropriate
access request form and/or licensing agreement.

o Brown University Standard Corpus of Present-Day American English: Via a
guest account (as opposed to purchasing a membership), the full text of the
Brown corpus can be accessed through the Linguistic Data Consortium, LDC
Online. Guests can also access an indexed collection of Arabic, Chinese, and
English newswire text, the Switchboard and Fisher collections of telephone
speech, and the American English Spoken Lexicon.

e Buckeye Natural Speech Corpus: The Buckeye corpus is a sociolinguistic-
ally stratified corpus of unmonitored casual conversations from Columbus
Ohio. It includes data from forty speakers (male and female, over 40 years
old and under 30 years old) in text and audio format. The materials can be
accessed for research and teaching purposes after submitting a completed
licence agreement.

o Corpus of Early Ontario English, pre-Confederation section: CONTE-pC is
a diachronic, text-based corpus of early Canadian English with three genres
(newspaper texts, diary entries, letters). It is similar in design to ARCHER (A
Representative Corpus of Historical English Registers), enabling comparisons
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with other historical varieties of English (see Dollinger 2008: 99-119). At
the time of writing, CONTE-pC is in the final proof-reading stage but once
complete it will be available through the Oxford Text Archive.” Period cov-
ered: 1776 to 1849.

o International Corpus of English: The ICE corpora include both written and
spoken texts. Of the eight completed regional corpora (thirteen others are
currently under construction), five can be accessed free of charge through the
ICE site: East Africa, Hong Kong, India, Philippines, and Singapore.

o Newcastle Electronic Corpus of Tyneside English: NECTE is a public dialect
corpus from Tyneside (Allen et al. 2007). It consists of two synchronic cor-
pora, one from the late 1960s and one from the early 1990s. The materials
are available in a variety of formats (digitised audio, standard orthographic
transcription, phonetic transcription, POS-tagged) and may be accessed by
students (undergraduate and postgraduate), academics, and members of the
public for bona fide research purposes (e.g. class projects, research) upon
submitting the access request form.

e Santa Barbara Corpus of Spoken American English: The SBCSAE con-
tains naturally occurring discourse from across the USA (e.g. Alabama,
California, Montana, New Mexico, Washington, etc.). Most of the conversa-
tions are face-to-face interactions, but some record other modes of discourse
such as telephone conversations, lectures, medical interactions, and narra-
tives of personal experience.® The SBCSAE can be purchased in CD or DVD
format from the LDC or the transcripts and their corresponding audio files
can be downloaded from TalkBank.

o Scottish Corpus of Texts and Speech: The SCOTS corpus contains written
and spoken texts of Scots and Scottish English, and includes a handful of
Scottish Gaelic texts as well. The corpus covers the period 1945 to 2007,
though most of the spoken texts (which are synchronised with the audio
recordings) were recorded after 2000. After agreeing to the terms and condi-
tions outlined on the site at www.scottishcorpus.ac.uk/termsandconditions.
html, SCOTS can be searched online at no charge to the user.

3.3.4 The World Wide Web

Finally, the Web itself can be a corpus and there are search engines available
for this purpose. Two in particular have been designed to retrieve linguistic
data from the Web: WebCorp (Renouf 2003; Morley 2006) and GlossaNet
(Fairon 2000). GlossaNet is an automated service that monitors the websites
of more than 100 newspapers. Once a search item, dates, and intervals are
specified, GlossaNet applies the queries and the results are emailed to the user
in the form of a concordance (a display of the search item with its surround-
ing context). Because GlossaNet builds new corpora every day, downloading



62 Alexandra D’Arcy

current editions of newspapers, it is a dynamic corpus. WebCorp is more
versatile. It can ‘piggy-back’ on existent search engines (Google, Altavista,
Metacrawler) and is not limited to newspapers. A basic search will result in
concordance lines of the query item, but the program also has a built-in suite
of tools that enable a number of more advanced searches like pattern match-
ing (e.g. is * nice will match is so nice, is really nice, is very nice, etc.) or
specifying the target domain (e.g. the New Zealand academic domain, ac.nz,
the BBC website, bbc.co.uk, the Canadian government, gc.ca).

34 Constructing a corpus

It is often the case that existent (or accessible) corpora are not suited to a par-
ticular project. Building your own corpus is challenging yet extremely reward-
ing; challenging because there are numerous issues to consider, rewarding
because in the end you have a personalised window on the very issue in which
you are interested. This section highlights four central concerns of corpus
construction: representativeness, transcription, annotation, and accessibility.
Overarching these four concerns is the ultimate function of the corpus. Is
it intended to stand alone (e.g. as a specialised data-set, such as the Quebec
English corpus) or to complement an already existing corpus (e.g. with peri-
ods that align in some way to those in another corpus, as with CONTE-pC and
ARCHER)? When undertaking any corpus-construction project — regardless
of scope or size — there are a number of important considerations to bear in
mind. The ways in which the issues raised in this section are addressed by any
individual project depend on the answers to questions such as the following:

« Is the corpus strictly for personal use (e.g. for a class project, honours paper,
Ph.D. dissertation, etc.)?

« Isitimportant that the corpus be free-standing because the research imposes cer-
tain requirements, or is it crucial that it be compatible with some other corpus?

e Could the corpus be used for research other than that which spurred its
construction?

« What will happen to the corpus once it is complete?

« Might someone else be interested in the data? If so, how might they access
it (e.g. through personal request, a website, or not at all; as text files only or
with audio)?

« If the corpus is to be public, what is the protocol for transcription, annota-
tion, or digitisation?

3.4.1  Representativeness

A primary aim of all corpus-construction projects is representativeness, a
model of the population or universe to be sampled. The question is how to
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best achieve this. Some corpora aim for representativeness through size, but
the more common method is through sampling. Sankoff (2005: 1000) notes,
‘A more useful notion of representativeness requires not that the sample be a
miniature version of the population, but only that we have the possibility of
making inferences about the population based on the sample.’

Balanced corpora seek representativeness through the range of genres sam-
pled. There is, however, no comprehensive taxonomy of genres from which to
select (Kennedy 1998: 62). Further, given the population of newspaper texts
alone, is one million words representative? How many papers to sample? What
sections to sample? Sinclair (1991: 20) has suggested that when compiling a
written corpus, the texts must minimally differentiate between fiction and non-
fiction, or formal and informal, etc.

For specialised dialect corpora the question of representativeness is particularly
complex. At the heart of the matter is the target population (i.e. the sampling uni-
verse). For the Quebec English corpus (Poplack et al. 2006), the sampling universe
was the population of anglophones in Quebec and Ontario, Canada. Represented
were individuals of different ages, sexes, different times and conditions of acqui-
sition of English, different socio-political statuses (minority vs. majority), etc.

A corollary to sampling is defining a speaker/writer of a given variety. In
compiling CONTE-pC, Dollinger (2008: 103-6) was faced with delimiting
what, in the historical context, makes a text Ontarioan. For contemporaneous
corpora, the increased mobility of many populations is a confounding factor.
For ICE-NZ, a native speaker was one who had lived in New Zealand since
before the age of ten, had not spent more than ten years (or more than half his/
her lifetime) overseas, and had not returned from a trip overseas within the
last year (Holmes 1996). In less mobile communities, the definition of a native
speaker might be more rigid. In the St John’s parentage corpus (D’ Arcy 2001,
2005a), speakers were born and raised in the city or its immediate surrounds
and had spent little or no time outside the province.

Things to think about:

o Speakers/Texts: Who/Which? How many genres?

o Demographics: What social factors might be relevant? Which should be
incorporated and which should be controlled for? (e.g. age, gender, ethni-
city, education, occupation, region, housing type, neighbourhood, linguistic
background, time spent in community)

o Registers: What style(s) will best serve your needs? (e.g. monologic or dia-
logic, formal or informal, free conversation, narratives of personal experi-
ence, task-related)

« Size: How much data is needed? If written, full texts or partial texts and how
many of each? If spoken, how many speakers and how long should each
recording be?
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3.4.2  Transcription

If the corpus includes spoken data, the speech will need to be recorded in writ-
ten format.” Before the first word is typed it is necessary to decide on a for-
mat. For the Toronto English corpus (Tagliamonte 2006b) transcriptions were
created as Word documents, with no link between the audio and text files, but
for the ONZE project (Gordon et al. 2007) they are made using Transcriber,
a freeware utility that synchronises the text with the corresponding part of the
recording. NECTE, on the other hand, intended as a public corpus, conformed
to emerging global standards for the encoding of text; the files are in the form
of TEI-conformant XML syntax (alternative models are provided by TalkBank
and the LDC; see, e.g. MacWhinney 2000 for TalkBank or www.ldc.upenn.
edu/Creating/ for LDC conventions).

Language is inherently variable but speech is inherently messy, full of
false starts, hesitations, repetitions, and the like. In making a corpus machine
readable, the major challenge is to ensure that the recorded speech is rep-
resented ‘faithfully and consistently’ (Tagliamonte 2006a: 55). Inevitably, a
transcription is only an interpretation; ‘it can never be so detailed and precise
as to provide for the recreation of the full sound” (Macaulay 1991a: 282). But
more detail does not mean increased quality: as detail increases (e.g. ellipses,
reductions, spelling pronunciations), the more cumbersome the transcription
becomes.

Most researchers stress the need to follow standard orthographic conven-
tions unless there are strong motivations for proceeding otherwise. A case in
point is the use of dialect forms that do not appear in standard dictionaries
(e.g. nae for no; nowt for nothing; tiv for to; whae for who). Less agreed upon
is the use of standard punctuation. Some feel that using full stops, commas,
and question marks is critical (e.g. Preston 1985, 2000; Tagliamonte 2006a,
2007), while others reserve their use for special cases. The ONZE proto-
col stipulates that question marks can be used, especially in cases where
the intonation indicates a question but the syntax does not, but that commas
and full stops should not be used. Instead, a full stop with a space on either
side is used to mark a short hesitation (though the recent decision to intro-
duce syntactic parsing has necessitated a revision of the punctuation proto-
col). Decisions also have to be made regarding colloquialisms (ONZE allows
gonna, gotta, and wanna, but not hafta, woulda, or mighta), hyphenation
(which affects word counts and concordances), and other sundries associated
with unscripted dialogue (overlapping or incomprehensible speech, back-
channelling cues, etc.). In the end, consistency is crucial. The following are
some questions to consider when designing a transcription protocol (after
Macaulay 1991a: 287):
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Things to think about

« What is the purpose of the transcriptions? (e.g. analytical, illustrative)

« Will others have access to them? If so, will the representation of dialect
features be clear to researchers not familiar with the community or will they
be opaque?

« Is there a purpose to a certain representation? What does it buy you and is it
consistent with other decisions?

« Are the features predictable from general phonetic rules, and if so, are they
better left out of the transcriptions? (e.g. consonant cluster simplification,
assimilation, vowel reduction)

3.4.3  Annotation

A key feature of corpus construction is annotation. This refers to marking-up
the text with explicit information about its linguistic form and content. The most
common type is part of speech (POS) or grammatical tagging, which affixes
a label to each word indicating its grammatical function. Table 3.3 lists some
examples from the tagset used in the BNC, generated by the CLAWS program
(Garside 1987). Some corpora are also parsed, which means they have been
tagged with structural, syntactic information (e.g. clause structure, wh— traces).

Annotations are the traditional domain of conventional corpora, but they are
not necessarily restricted to written texts. In the BNC, for example, the spo-
ken section is tagged, while in ICE-GB, the spoken texts are parsed as well as
tagged. Specialised dialect corpora have historically consisted of ‘raw’ ortho-
graphic transcription, with minimal mark-ups, if any. For researchers building
specialised corpora, the transcriptions represent a tool for uncovering variation
and the patterned constraints on heterogeneity; there is less emphasis on auto-
mated data extraction since the methods of variationist sociolinguistics often
necessitate careful consideration and delimitation of both the variable context
and the individual variants of a particular variable. However, some digital cor-
pora do incorporate annotation. NECTE, for example, has POS-tagging, while
the whole of the ONZE archive is automatically tagged with the CELEX infor-
mation (orthography, phonology, morphology, syntactic word class, and fre-
quency; see Baayen et al. 1995). Depending on the type of variable in question,
this kind of mark-up can vastly facilitate data extraction. Consider the paradig-
matic sociolinguistic variable, word-final unstressed -ing in words like running
and singing. By performing a query across morphology (+ing) and syntax (verb)
in the Mobile Unit, the software designed for mining ONZE (ONZEminer,
Fromont and Hay 2008'°) is able to automatically search the archive and return
the results, 3,499 tokens, in just under 7.5 minutes. These can then be exported
directly to Excel. Figure 3.2 displays a sample of the results.
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Table 3.3 Sample POS tagset from the BNC (CLAWS, v.5)

Tag Denotation

AJO Adjective, unmarked tall, nice

AJC Adjective, comparative taller, nicer

AJS Adjective, superlative tallest, nicest

NNO Noun, neutral for number sheep, fish

NNI1 Noun, singular cat, tooth

NN2 Noun, plural cats, teeth

NPO Noun, proper Canterbury, Elizabeth
PNP Pronoun, personal he, she

PNX Pronoun, reflexive himself, herself

3.4.4  Accessibility

Two primary motivations for making corpora public are scientific enquiry (the
results are confirmable and replicable) and descriptive adequacy (the results can
be tested against other data-sets). The decision to go public must be made at the
outset. Explicit permissions must be sought from all data sources (written mat-
erials face copyright issues; spoken materials face ethics issues). Moreover, you
need to think about how the corpus will be accessed by others. Will you estab-
lish a website (like that for NECTE or SCOTS) or will you distribute it through
an established catalogue like the Oxford Text Archive or the LDC? If the latter,
what are their protocols? If the former, then the question of how to sustain the
project must be planned for from the beginning (Denbo et al. 2008: 1). For
how long do you intend the digital resource to be available and maintained?
Sustainability has a number of facets: the need to provide a host (e.g. a university
research centre like the BlueFern computing services facility at the University
of Canterbury or a national institute like the British Universities Film and Video
Council), the need to update the technical format and the content, and the need
for financial and technical support to maintain the digital resource. These issues
are fundamental to the availability of any public corpus and comprise some of
the most pressing concerns facing digital corpora today.

3.5 How you use a corpus informs what you find

The most important skill is to be able to ask insightful questions which address
real issues and problems in theoretical, descriptive and applied language stud-
ies (Kennedy 1998: 3).

The questions we bring to a particular data-set and the way(s) in which we
seek the answers ultimately inform the types of answers we find. There is
the obvious disclaimer here: whatever we find in a corpus is only what that
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corpus has managed to capture. As Meyer and Nelson (2006: 94) point out, no
corpus is representative of the entire potential of a given language. Moreover,
no single corpus can satisfy every potential user (Meyer 2004: 348). That is,
no matter how carefully constructed a corpus is, certain design features will
inhibit certain types of analyses. But there are also less obvious ways in which
this generalisation can operate. For example, more and more researchers are
turning to instant messaging and other forms of mediated communication for
their data (e.g. Baron 2004; Ling and Baron 2007; Tagliamonte and Denis
2008). The advent of predictive text in these mediums restricts intra-speaker
variability, a result that has inevitable consequences for inter-speaker variabil-
ity. At the same time, the growing availability of public corpora has important
descriptive ramifications. If we approach a corpus assuming that a particular
feature does the same work there as it does in our native dialect, then the possi-
bility of misinterpreting variability arises. For example, a colleague discussed
a researcher who examined the use of the discourse marker eh. The analysis
was framed using a North American model, a model that was ill suited to the
southern hemisphere data being used. The end result was that pragmatic func-
tions were wrongly ascribed to certain uses, invalidating the overall findings.
This serves as a caution: when using corpora it is critical to divorce intuitions
from interpretation and not allow assumptions regarding particular forms to
obfuscate the local, context-dependent meaning of variation. In other words,
the data themselves should inform our analyses. Interpretation matters.

Ultimately though ‘we are limited in what we discover by what we set out
to look for’ (Cheshire 1999: 65). Cheshire raised this point in discussing the
tendency in dialect research to investigate known variables (i.e. those already
analysed). As Bauer (2002: 102) points out, ‘replicability [...] is a sign of
good science’. At the same time, a fresh perspective on a ‘known’ entity can
offer new insights and, borne of hypothesis testing, this too is a sign of good
science. A case in point concerns discourse like, a ubiquitous feature of casual
speech. Investigations of like have tended to focus on adolescents and young
adults and they have concentrated on the contexts where like is used to the
exclusion of those where it is not (e.g. Underhill 1988; Miller and Weinert
1995; Andersen 1997, 1998, 2001). The patterns uncovered in these stud-
ies were consistent, whether the data were British (Andersen 1997; COLT)
or American (Underhill 1988; specialised, private), but they also appeared
unsystematic. Consider the following examples from the Toronto English
corpus (Tagliamonte 2006b). How would you summarise the distribution
of like?

1 a. Like you have to like walk into their room just to see like the different
like half.
b. I don’t really like judge people on what music they listen to.
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c. A trade that I like really like was the one they had got from Jersey.
d. They were like so mad they decided to ground me for a week.
e. My mouth was getting incredibly like dry.

Data such as these have resulted in lists of possible combinations (e.g. like can
appear before or within a noun phrase, at the beginning of a sentence) but no
coherent theory of what made these combinations possible. Where did they
come from? How did they emerge? A central tenet of the variationist paradigm
is that variation is not only an inherent aspect of language but that it is struc-
tured (Weinreich, Labov and Herzog 1968). It is also unlikely that younger
speakers simply ‘made up’ like; they had to have learned it from somebody."!

Rather than isolating younger speakers and actual occurrences of like,
D’ Arcy (20052, 2007, 2008) considered all age groups and examined individ-
ual syntactic structures, whether they contained /ike or not. Among the insights
provided by this perspective, it became apparent that like:

« is used by speakers of all ages (e.g. 45-year-olds and 15-year-olds are dif-
ferentiated primarily by frequency, not contexts of use);

« is constrained by the syntax (e.g. it follows speaker and subject-oriented
adverbs like really ‘truly’ (1b) but precedes degree and manner adverbs like
really ‘intensification’ (1c));

« is constrained by semantic factors (e.g. it is probabilistically favoured with
verbs that select an agentive subject, like walk (1a));

« has developed systematically (e.g. [like [DegP AP]] preceded [[DegP] like
[AP]] (1d > 1e)).

In other words, what looks fairly random when considered one way looks strik-
ingly structured when considered another way. The data remain the same, but
the perspective from which they are examined can alter the way we interpret
their meaning.

3.6 Summary

Whether conventional or dialectal, balanced or specialised, static or dynamic,
big or small, spoken or written, corpora are the foundation upon which variation
studies are moored. A corpus is the basis for linguistic analysis and description,
capturing language as used by speakers and writers. It is thus revealing. But as
researchers we must always remember that a corpus is also an imperfect con-
struct: no corpus can capture all phenomena. And, for those it does capture, the
questions we bring to bear will influence our interpretations. But in the end,
corpora provide a window on the inherent variability of language and there is
nothing more exhilarating than your first view of the results achieved in answer
to your question, the issue that led you to the corpus in the first place.
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3.7 Where next?

The classic primer in corpus linguistics is Sinclair (1991), while the con-
tributions in Beal er al. (2007a) represent the state of the art on specialised
corpora. Key readings in sociolinguistic data collection are Labov (1972c),
Sankoff and Sankoff (1973), and Milroy (1987), and more currently, Milroy
and Gordon (2003) and Tagliamonte (2006a). Poplack (1989) is foundational
for issues surrounding sociolinguistic corpus construction and data handling;
for careful discussion of text-based corpus construction, see Meyer (2002).
On representativeness in data sampling and corpus construction see Sankoff
(2005) and Biber (1993). A good starting point is Francis and Kucera (1964),
the companion to the Brown Corpus, which established the model for subse-
quent corpora projects. On annotation in text corpora, see Leech (1993a). For
discussion of the issues involved in representing speech in writing, see Ochs
(1979), Macaulay (1991a), and Tagliamonte (2007). Kennedy (1998) provides
a history of English corpus linguistics and a summary of key research in the
field. A valuable resource for those interested in the burgeoning field of web-
based corpus studies is Hundt e al. (2007). Biber et al. (1999) is an excel-
lent reference grammar based on corpora representing British and American
English; it is a good place to start when looking for possible project ideas.
Online, David Lee’s Bookmarks for Corpus-Based Linguists (Lee 2001) is an
invaluable resource for all corpus-related issues.

Websites
Site http(s):// (note: all these sites were last accessed
4 August 2010)

ANC americannationalcorpus.org/

Bookmarks for personal.cityu.edu.hk/~davidlee/
Corpus-Based devotedtocorpora/CBLLinks.htm
Linguists

BNC www.natcorp.ox.ac.uk/

Buckey Corpus buckeyecorpus.osu.edu/

Dialect Topography dialect.topography.chass.utoronto.ca/

GlossaNet glossa.fltr.ucl.ac.be/

ICAME icame.uib.no/

ICE ice-corpora.net/ice/

LDC www.ldc.upenn.edu/

For a guest online.ldc.upenn.edu/
account: login.html
To access Brown: secure.ldc.upenn.edu/
intranet/

LAEME

www.lel.ed.ac.uk/ihd/laeme1/laemel.html
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LAOS www.lel.ed.ac.uk/ihd/laos1/laos1.html
Linguistic Atlas Projects us.english.uga.edu/
MICASE micase.elicorpora.info/
NECTE www.ncl.ac.uk/necte/
Oxford Text Archive ota.ahds.ac.uk/
SCOTS www.scottishcorpus.ac.uk/
TalkBank talkbank.org/
For SBCSAE talkbank.org/data/local.
html
TEI www.tei-c.org/index.xml
Transcriber trans.sourceforge.net/en/presentation.php

WebCorp www.webcorp.org.uk




4 Hypothesis generation

Hermann Moisl

4.1 Introduction

The aim of science is to understand reality. An academic discipline, philosophy
of science, is devoted to explicating the nature of science and its relationship to
reality, and, perhaps predictably, both are controversial; for an excellent intro-
duction to the issues see Chalmers (1999). In practice, however, most scientists
explicitly or implicitly assume a view of scientific methodology based on the
philosophy of Karl Popper (Popper 1959, 1963), in which one or more non-
contradictory hypotheses about some domain of interest are stated, the validity
of the hypotheses is tested by observation of the domain, and the hypotheses
are either confirmed (but not proven) if they are compatible with observation,
or rejected if they are not.

Where do such hypotheses come from? In principle, it doesn’t matter,
because the validity of the claims they make can always be assessed with ref-
erence to the observable state of the world. Any one of us, whatever our back-
ground, could wake up in the middle of the night with an utterly novel and
brilliant hypothesis that, say, unifies quantum mechanics and Einsteinian rela-
tivity, but this kind of inspiration is highly unlikely and must be exceedingly
rare. In practice, scientists develop hypotheses in something like the following
sequence of steps: the researcher (i) selects some aspect of reality that s/he
wants to understand, (ii) becomes familiar with the selected research domain
by observation of it, reads the associated research literature, and formulates
a research question which, if convincingly answered, will enhance scientific
understanding of the domain, (iii) abstracts data from the domain and draws
inferences from it in the light of the research literature, and (iv) on the basis
of these inferences states a hypothesis to answer the research question. The
hypothesis is subsequently tested for validity with reference to the domain and
amended as required.

Linguistics is a science, and as such uses or should use scientific method-
ology. The research domain is human language, and, in the process of hypothesis
generation, the data comes from observation of language use. Such observation
can be based on introspection, since every native speaker is an expert on the
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usage of his or her language. It can also be based on observation of the linguis-
tic usage of others in either spoken or written form. In some sub-disciplines
like historical linguistics, sociolinguistics, and dialectology, the latter is in fact
the only possible alternative, and this is why D’ Arcy (this volume) stresses the
importance of linguistic corpora in language variation research: corpora are
‘the foundation of everything we do’.

Traditionally, hypothesis generation based on linguistic corpora has involved
the researcher listening to or reading through a corpus, often repeatedly, noting
features of interest, and then formulating a hypothesis. The advent of informa-
tion technology in general and of digital representation of text in particular in
the past few decades has made this often-onerous process much easier via a
range of computational tools, but, as the amount of digitally represented lan-
guage available to linguists has grown, a new problem has emerged: data over-
load. Actual and potential language corpora are growing ever larger, and even
now they can be on the limit of what the individual researcher can work through
efficiently in the traditional way. Moreover, as we shall see, data abstracted
from such large corpora can be impenetrable to understanding. One approach
to the problem is to deal only with corpora of tractable size, or, equivalently,
with tractable subsets of large corpora, but ignoring potential data in such an
unprincipled way is not scientifically respectable. The alternative is to use
mathematically based computational tools for data exploration, as developed
in the physical and social sciences, where data overload has long been a prob-
lem. This latter alternative is the one explored here. Specifically, the discussion
shows how a particular type of computational tool, cluster analysis, can be
used in the formulation of hypotheses in corpus-based linguistic research.

The discussion is in three main parts. The first describes data abstraction
from corpora, the second outlines the principles of cluster analysis, and the
third shows how the results of cluster analysis can be used in the formula-
tion of hypotheses. Examples are based on the Newcastle Electronic Corpus
of Tyneside English (NECTE), a corpus of dialect speech (Allen et al. 2007).
The overall approach is introductory, and as such the aim has been to make the
material accessible to as broad a readership as possible.

4.2 Data creation

‘Data’ comes from the Latin verb ‘to give’ and means ‘things that are given’.
Data are therefore things to be accepted at face value, true statements about
the world. What is a true statement about the world? That question has been
debated in philosophical metaphysics since antiquity and probably before
(Flew and Priest 2002; Bunnin and Yu 2009; Zalta 2009), and, in our own time,
has been intensively studied by the disciplines that comprise cognitive science
(for example, Thagard 2005). The issues are complex, controversy abounds,
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and the associated academic literatures are vast — saying what a true statement
about the world might be is anything but straightforward. We can’t go into all
this, and so will adopt the attitude prevalent in most areas of science: data are
abstractions of what we observe using our senses, often with the aid of instru-
ments (Chalmers 1999).

Data are ontologically different from the world. The world is as it is; data
are an interpretation of it for the purpose of scientific study. The weather
is not the meteorologist’s data — measurements of such things as air tem-
perature are. A text corpus is not the linguist’s data — measurements of such
things as average sentence length are. Data are constructed from observation
of things in the world, and the process of construction raises a range of issues
that determine the amenability of the data to analysis and the interpretability
of the analytical results. The importance of understanding such data issues
in cluster analysis can hardly be overstated. On the one hand, nothing can be
discovered that is beyond the limits of the data itself. On the other, failure
to understand relevant characteristics of data can lead to results and inter-
pretations that are distorted or even worthless. For these reasons, a detailed
account of data issues is given before moving on to discussion of analytical
methods.

4.2.1  Formulation of a research question

In general, any aspect of the world can be described in an arbitrary number of
ways and to arbitrary degrees of precision. The implications of this go straight
to the heart of the debate on the nature of science and scientific theories, but
to avoid being drawn into that debate, this discussion adopts the position that
is pretty much standard in scientific practice: the view, based on Karl Popper’s
philosophy of science (Popper 1959, 1963; Chalmers 1999), that there is no
theory-free observation of the world. In essence, this means that there is no
such thing as objective observation in science. Entities in a domain of enquiry
only become relevant to observation in terms of a hypothesis framed using
the ontology and axioms of a theory about the domain. For example, in lin-
guistic analysis, variables are selected in terms of the discipline of linguistics
broadly defined, which includes the division into sub-disciplines such as socio-
linguistics and dialectology, the subcategorisation within sub-disciplines such
as phonetics through syntax to semantics and pragmatics in formal grammar,
and theoretical entities within each subcategory such as phonemes in phon-
ology and constituency structures in syntax. Claims, occasionally seen, that the
variables used to describe a corpus are ‘theoretically neutral’ are naive: even
word categories like ‘noun’ and ‘verb’ are interpretative constructs that imply a
certain view of how language works, and they only appear to be theory-neutral
because of familiarity with long-established tradition.
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Figure 4.1 The NECTE dialect area

Data can, therefore, only be created in relation to a research question that is
defined on the domain of interest, and that thereby provides an interpretative
orientation. Without such an orientation, how does one know what to observe,
what is important, and what is not?

The domain of interest in the present case is the Newcastle Electronic
Corpus of Tyneside English (NECTE), a corpus of dialect speech interviews
from Tyneside in north-east England (see Figure 4.1) (Allen et al. 2007).!

Moisl et al. (2006) and Moisl and Maguire (2008) began the study of the
NECTE corpus with the aim of generating hypotheses about phonetic vari-
ation among speakers in the Tyneside dialect area using cluster analysis. The
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research question asked in that work, and which serves as the basis for what
follows here, is:

Is there systematic phonetic variation in the Tyneside speech community, and, if so,
what are the main phonetic determinants of that variation?

These studies went on to correlate the findings with social data about the speak-
ers, but the present discussion does not engage with that.

4.2.2 Variable selection

Given that data are an interpretation of some domain of interest, what does
such an interpretation look like? It is a description of entities in the domain
in terms of variables. A variable is a symbol, and as such is a physical entity
with a conventional semantics, where a conventional semantics is understood
as one in which the designation of a physical thing as a symbol together with
the connection between the symbol and what it represents are determined by
agreement within a community. The symbol ‘A’, for example, represents the
phoneme /a/ by common assent, not because there is any necessary connec-
tion between it and what it represents. Since each variable has a conventional
semantics, the set of variables chosen to describe entities constitutes the tem-
plate in terms of which the domain is interpreted. Selection of appropriate vari-
ables is, therefore, crucial to the success of any data analysis.

Which variables are appropriate in any given case? That depends on the
nature of the research question. The fundamental principle in variable selec-
tion is that the variables must describe all and only those aspects of the domain
that are relevant to the research question. In general, this is an unattainable
ideal. Any domain can be described by an essentially arbitrary number of
finite sets of variables; selection of one particular set can only be done on the
basis of personal knowledge of the domain and of the body of scientific theory
associated with it, tempered by personal discretion. In other words, there is
no algorithm for choosing an optimally relevant set of variables for a research
question.

Which variables are suitable to describe the NECTE speakers? In principle,
when setting out to perform a classification of a speech corpus, the first step is
to partition each speaker’s analogue speech signal into a sequence of discrete
phonetic segments and to represent those segments symbolically, or, in other
words, to transcribe the audio interviews. To do this, one has to decide which
features of the audio signal are of interest, and then to define a set of variables
to represent those features. These decisions were made long ago with respect
to the NECTE interviews.

NECTE is based on two pre-existing corpora, one of them collected in the
late 1960s by the Tyneside Linguistic Survey (TLS) project (Strang 1968;
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Figure 4.2 Extract from the TLS transcription scheme

Pellowe et al. 1972), and the other in 1994 by the Phonological Variation and
Change in Contemporary Spoken English (PVC) project (Milroy et al. 1997).
For present purposes we are interested in the sixty-three interviews that com-
prise the TLS component of NECTE, and it happens that the TLS researchers
had already created phonetic transcriptions of at least part of each interview.
This saved the NECTE project the arduous labour of transcription, but at the
same time bound us to their decisions about which phonetic features are of
interest, and how they should be symbolically represented as variables. Details
of the TLS transcription scheme are available in (Allen et al. 2007) as well as
at the NECTE website;” a short excerpt from the TLS transcription scheme is
given in Figure 4.2.

Two levels of transcription were produced, a highly detailed narrow one
designated ‘states’ in Figure 4.2, and a superordinate ‘Putative Diasystemic
Variables’ (PDV) level which collapsed some of the finer distinctions transcribed
at the ‘states’ level. We shall be dealing with the less detailed PDV level.

4.2.3  Variable value assignment

The semantics of each variable determines a particular interpretation of the
domain of interest, and the domain is ‘measured’ in terms of the semantics. That
measurement constitutes the values of the variables: height in metres = 1.71,
weight in kilograms = 70, and so on. Measurement is fundamental in the creation
of data because it makes the link between data and the world, and thus allows the
results of data analysis to be applied to the understanding of the world.
Measurement is only possible in terms of some scale. There are various
types of measurement scale, and these are discussed at length in, for example,
any statistics textbook, but for present purposes the main dichotomy is
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between numeric and non-numeric. Cluster analysis methods assume numeric
measurement as the default case, and for that reason the same is assumed
in what follows. Specifically, we shall be interested in the number of times
each speaker uses each of the NECTE phonetic variables. The speakers are
therefore ‘measured’ in terms of the frequency with which they use these
segments.

4.2.4  Data representation

If they are to be analysed using mathematically based computational methods,
the descriptions of the entities in the domain of interest in terms of the selected
variables must be mathematically represented. A widely used way of doing
this, and the one adopted here, is to use structures from a branch of math-
ematics known as linear algebra. There are numerous textbooks and websites
devoted to linear algebra; a small selection of introductory textbooks is Anton
(2005), Poole (2005), and Blyth and Robertson (2002).

Vectors are fundamental in data representation. A vector is just a sequence
of numbered slots containing numerical values. Figure 4.3 shows a four-el-
ement vector, each element of which contains a real-valued number: 1.6 is
the value of the first element v,, 2.4 the value of the second element v,, and
SO on.

A single NECTE speaker’s frequency of usage of the 158 phonetic seg-
ments in the transcription scheme can be represented by a 158-element vector
in which each element is associated with a different segment, as in Figure 4.4.
This speaker uses the segment at Speaker, twenty-three times, the segment at
Speaker, four times, and so on.

The sixty-three speaker vectors can be assembled into a matrix M, shown
in Figure 4.5, in which the 63 rows represent the speakers, the 158 columns
represent the phonetic segments, and the value at M;; is the number of times
speaker i uses segment j (fori =1...63 andj=1...158).

This matrix M is the basis of subsequent analysis.
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