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- con® o we reject our null hypothesis of equal means

sting Hypotheses about Two Means with Pai
testing hypotheses about two means, we have \:: (:1
abia, ¢ san ples, but there t}re many situations in which the tfvo
»vdependc not .ndependent. This happens when the observations are
ar® s the tWO observations of a pair ere related to each other.

“mplcs nil.s as . ]
_ turally or by design. Natural pairing occurs

foﬂndapccurs either N2 b
WWGH on the same unit or individual at two
} pever O s, For examples, suppose 10 young recruits are given a
d’tﬁ'ﬂe“t ‘; “ical training programme by the Army. Their weights are
greauo ore they begin and after they complete the training. The two
,ecorded,be obtained for cach recruit, i.e. the before-and-after
observauonsts constitute natural pairing. Observations are also paired
ggsuremen octs in which there is no interest. For example, suppose
(A or B) of fertilizers'is the better.

minate ef
t“:ish to test which of two types
; plied to a number of plots and the

e two types of fertilizers are ap |
wsilts are noted. Assuming that the two types are found significantly

ifierent, we may find that part of the difference may be due to the
fifferent types of soil or different weather conditions, etc. rI“hus the real
iiference between the fertilizers can be found only when the plots are
pired according to the same types of soil or same weather conditions,
 We climinate the undesirable sources of variation to 'pake the

°bservations in pairs. This is pairing by design.

When the observations from two samples are paired

Why 4o | .
Dliry;:mgp’ we find the difference between:two observation
P"Dﬂlat-eatmg the differences as' a random sample from 2 n
. n st.andard-c‘-eviation

0 i
8 aned a pail‘ed

oither naturally
s of each
ormal

With r |

of th mean Hp = Ly — Ho and unknow

':;m"alon&sample t-test on them. This 1s €
t or apaired. t‘-teS't.
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Scanned with CamScanner




JDUCTION TO STATI
INTRODUCTION TO STATIS Y.,

' = against H .
Testing the hypothesis Hp: H1 Hz 1

ot H # 0.

: . .t OagamstHl . Hp |

equivalent to testing H: Hp (o -ste between the

' ‘ the diffe-es or B

Let d; = xuh" x?;z d::ﬁ,teThen the sample mean ang sa% Y,
observations in the 1 :

deviation of the differences aré

. l‘}
. T d; - d)?
=_z_l£ and Sg = m=I !

n

{ airs.
where n represents the number of p

. le of g;
. . dp is & random sample of gig,
Assuming that () dy, dz, auyndistributed, the test-statigt;,

and (ii) the differences are norm

d
.t =‘Sd/'Jn—,

n — 1 degrees of freedom. The regt

Penc“

follows a ¢-distribution withv =

. OfthE
procedure for testing the null hypothesis Hg : Hp = 015 the same,

uits were put through 4 ste
" Example 18.8. Ten young recr _. . ‘
| physical tralx?ning programme by the Army. :I‘helr weights were re
before and after the training with the following results: ;

COl‘ded

Recruit 1 2 3 _4 5 6 7 8
Weight before | 125 195 160 171 140 201 170 176 195
|Weightapter | 136 201 158 184 145 195 1756 190 190

13
145

v Using o = 0.05, would you say that't'he programme affacts
.average weight of recruits? Assume the distribution of weights befy
and after to be approximately normal. (P.U., B.A/B.Sc. 19

The pairing was natural here, since two observations are made

the same recruit at two different times, The sample consists of Il
recuirts with two measurements on each.’ ‘

)

. The test is carried out as below:
()

We state our null and alternative hypotheses as |
(i)

The signiﬁcance‘level issetat a = .05,
G |

The test-statistic under H,is
t=—d
Sd /W’

‘Which has a ¢-distribution with, n = 1 degrees of freedoin.
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Dxfference d,

(after Mminug before)

7.09 |
sd/\/_ 709/\j | 5 not fall in

Conclusion, Since.the calculated value of 1= conclu e
the critjeq] region, so we accept Hy and may

| pata do not provide sufficient evidence 10
- logramme affects average weight.
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