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Introduction

Andy Kirkpatrick

It is commonly accepted that there are now many more people who speak English as a
second or later language than there are native speakers of it. In China alone, some
estimate that there are as many learners of English (some 350 million) as there are
native speakers of it (Xu, this volume). This means that the great majority of the
world’s English users are multilinguals. As Graddol (2006: 114) has pointed out, this
extraordinary increase in the number of English speakers in today’s world means that
the position and prestige previously associated with being a native speaker of English is
becoming questioned. Furthermore, the monolingual speaker of English is likely to be
at a considerable disadvantage in today’s multilingual world, especially when so many
of the multilinguals have English as one of their languages.

The spread of English — where ‘spread implies adaptation and non-conformity’
(Widdowson 1997: 140) — has seen the development of many different varieties of
English. Many of these newer varieties of English developed in places which were
colonized by English-speaking colonizers, primarily from Great Britain, but also from
the United States of America, as was the case in the Philippines, for example. New
varieties developed in these countries and some of these later became institutionalized.
Thus we can now talk about the different varieties of English across many parts of the
world, including many African countries, in the subcontinent, across Asia and in the
Caribbean. We can also talk about the different varieties of English which exist within
each country where English has become institutionalized.

Varieties of English are not restricted to these postcolonial settings, of course. There
remains an extraordinary range of varieties and variation within the traditional homes of
English. Great Britain is host to a large number of distinctive vernaculars of English, from
Doric in the north east of Scotland to West Country in Devon and Cornwall. The United
States is also home to a wide range of English vernaculars, as are the other ‘settlement’
colonies (Mufwene 2001) such as Australia and New Zealand, where local varieties of
English spoken by Australian Aborigines and New Zealand Maori add to the mix.

Kachru, the scholar who could be called the founding father of World Englishes as a
discipline, classified the various types of Englishes using a circles analogy (Kachru
1992). This classification is adopted or discussed by a number of contributors to this
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volume, and Schneider (Chapter 21) gives a useful summary. Kachru called the Eng-
lishes of Great Britain, the United States and settlement colonies in general, ‘inner
circle’ varieties. The new Englishes that developed in these settlement colonies depen-
ded more on the speech of the settlers themselves, although the speech and languages
of the indigenous inhabitants naturally had — and continue to have — some influence.
The Englishes which developed in the trade or exploitation colonies, such as those in
Africa and Asia, were naturally more influenced by the languages of the indigenous peo-
ples, simply because there was much more contact between the colonizers and the locals
and because the locals usually represented the overwhelming majority of the population.
Kachru classified these Englishes as ‘outer circle’ varieties. The third ‘circle’ of Eng-
lishes which Kachru identified belonged to the ‘expanding circle’. These were found in
countries where English was traditionally learned as a foreign language and in which
English played little or no administrative or institutional role. As Kachru himself has
pointed out, however, it is in these expanding circle countries where the development
of English has been most pronounced in recent years. For example, as China’s eco-
nomic and political influence spreads, so has the role of English increased in importance
for many educated Chinese within China. As argued by several contributors to this
Handbook, it seems likely that new varieties of English will develop in at least some of
the countries which were classified as belonging to the expanding circle.

In addition to these regional varieties of English, there is also a range of Englishes
whose roles and features are determined by their function. These include, for example,
the Englishes of businesses and computer-mediated Englishes. They include the Eng-
lishes of academia and of pop culture. And, as Pennycook reminds us in the final
chapter of this Handbook, we are also seeing the emergence of ‘translingua franca
English” whereby ‘new’ English speakers draw on linguistic resources which are not
determined by national boundaries.

The very number of different varieties of English — both ‘traditional’ and ‘new’ — coupled
with the extraordinary increase in the use of English as the international lingua franca
among English-speaking multilinguals, means that the publication of this Handbook of
World Englishes is timely. The Handbook aims to provide the general reader and student
with an overview of recent developments and debates in this rapidly expanding field. It
should be stressed, however, that no Handbook of World Englishes could ever be complete.
There are simply too many Englishes and varieties of these to be covered in a single volume.
Instead, this Handbook will provide an overview and description of a selected number of
Englishes, regional, national, functional and international, along with a review of recent
trends, debates and the implications of these new developments for the future of English.

The Handbook is divided into six sections, namely ‘Historical perspectives and tradi-
tional Englishes’, ‘Regional varieties and the “New” Englishes’, ‘Emerging trends and
themes’, ‘Contemporary contexts and functions’, ‘Debates and pedagogical implications’
and ‘The future’.

Section I: Historical perspectives and traditional Englishes

Section I comprises eight chapters. In ‘Standardized English: the history of the earlier
circles’, Daniel Davis presents a richly illustrated historical survey of the major effects
of linguistic change on the standardized forms of English and shows that the standar-
dized forms of inner circle Englishes are themselves hybrid forms. In this sense,
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therefore, they are comparable to new varieties of English. There never was a ‘pure’
English. All varieties of English have been shaped by contact with other languages. He
argues that an ‘awareness of the hybrid origins of standardized inner circle Englishes
can help speakers and linguists to contextualize and contain the defensive language
ideologies of that circle’. Chapters 2 and 3 describe grammatical and phonological
variation in contemporary British Englishes. ‘Grammatical variation in the contemporary
spoken English of England’ (David Britain) shows that standard British English is a
‘minority dialect’ and describes a wide variety of non-standard features across a range
of English vernaculars. Britain concludes that ‘diversity reigns’ and that non-standard
forms are the rule rather than the exception. In Chapter 3, ‘Phonological innovation in
contemporary spoken British English’, Gerry Docherty provides examples of phonolo-
gical variation across a number of vernaculars, but argues that, while our knowledge of
phonological variation has increased, ‘we are still some way short of a comprehensive
understanding of the dynamics of phonological innovation and change’.

Chapters 4 to 8 provide descriptions of the Englishes of Ireland, the United States,
Canada, Australia and New Zealand respectively. In Chapter 4, ‘The Englishes of Ire-
land: emergence and transportation’, Ray Hickey stresses that Irish English comprises a
number of varieties and traces the historical development of these Englishes in Ireland.
He also describes the transportation of Irish English overseas and illustrates how it has
influenced Englishes in other parts of the world. For example, he shows that the New-
foundland usages of ‘ye’ for plural and the structures, ‘he’s after spilling the beer’ and
‘that place do be really busy’ can all be traced to Irish influence. ‘The development of
Standard American English’ (William Kretzschmar) traces the development of Amer-
ican English and the emergence of Standard American English (SAE). In this, Noah
Webster was pivotal and his American Spelling Book had sold more than 5 million
copies by 1831. This far outsold Webster’s more famous American Dictionary of the
English Language. Kretzschmar concludes that what is really important about SAE ‘is
the perception that it exists, reflecting an attitude towards language and standards that
Webster originally sold to Americans and which our schools still promote today’. In
Chapter 6, ‘The Englishes of Canada’, Stephen Levey argues that Canadian English
does not constitute a uniform variety, as frequently claimed, but is characterized by
diversity, but that this has not yet been adequately investigated. He provides examples
to show that diversity is an integral part of the Canadian linguistic landscape.

Chapters 7 and 8 take the reader to the southern hemisphere. ‘English in Australia’
(Kate Burridge) begins with the early story of Australian English and then describes and
illustrates a selection of the distinctive features of Australian English. She also describes
and illustrates a number of distinctive cultural and discourse features of Australian Eng-
lish, pointing out that the current Australian attachment of the ‘vernacular’ can be traced
back to the linguistic habits of the early settlers. She quotes a 1911 commentator:

But, in addition to this lack of good-breeding and the gross mispronunciation of
common English words, the Australian interlards his conversation with large
quantities of slang, which make him frequently unintelligible to the visitor.

Chapter 7 concludes with a discussion about the respective roles of the indigenous and
migrant communities upon the development of Englishes in Australia and the possible
influence of Americanization. The final chapter of Section I is ‘The Englishes of New
Zealand’ and Margaret Maclagan points out that New Zealand English is unique among
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inner circle Englishes in that ‘recorded evidence is available for its entire history’. The
chapter traces the historical development of New Zealand English and includes sections
on the Maori language, Maori English and Pasifika English. Maclagan also offers illustra-
tions of the use of various Englishes in literature, as in this example from Alan Duff’s
novel Once Were Warriors:

Fear on the associate’s face. Real fear. Like he’s walked into a nightmare and
only just realised it. Nig feeling sorry for him, Okay lettem fight, the scared fulla
agreein. The Brown givinim a wicked smile: Thas cool, man. Make it in half an
hour; give my boys time ta warm up. Chuckling at the scared dude. C’mon, boys.
pulling his three dogs away. Y’c’n have ya suppa in half an hour. Laughing.

Section lI: Regional varieties and the ‘new’ Englishes

The eleven chapters of Section II provide descriptions and discussions of the features
and roles of English in a variety of different geographical regions. Some of these vari-
eties (e.g. Chapters 9, 10, 11, 12, 13, 15 and 18) have developed in postcolonial set-
tings and can be considered ‘outer circle’ varieties. Others, however (e.g. Chapters 15,
16, 17 and 19), have developed in settings where English was traditionally learned as a
foreign language and would have been considered as belonging to the ‘expanding
circle’. As the authors of these chapters point out, however, the role of English in each
country has developed to a remarkable degree in the past decade or so, so that English
is now more than simply a ‘foreign’ language in these countries.

Chapter 9, ‘The development of the English language in India’ (Joybrato Mukherjee)
describes the development of English in India using Schneider’s evolutionary model
(itself the topic of Chapter 21). Mukherjee also provides examples of a selection of
linguistic features of standard Indian English and discusses their causes or origins,
arguing that many of the innovations have been caused, not by L1 interference, but by
‘nativized semantico-structural analogy’. For example, the new verb of Indian English
‘de-confirm’ is created by analogy from a verb like ‘destabilize’. The author concludes
that Indian English can be classified as a semi-autonomous variety which has been
extremely important in identity construction, especially in the field of creative writing.
The subcontinent is also the topic of Chapter 10, ‘Sri Lankan Englishes’. The authors,
Dushyanthi Mendis and Harshana Rambukwella, quote Meyler (2007: x—xi) to help
outline the complexity of the Englishes of Sri Lanka:

Even within a small country like Sri Lanka, and even within the relatively tiny
English-speaking community, there are several sub-varieties of Sri Lankan English.
Sinhalese, Tamils, Muslims and Burghers speak different varieties; Christians,
Buddhists, Hindus and Muslims have their own vocabularies; the older generation
speak a different language from the younger generation; and the wealthy Colombo
elite (who tend to speak English as their first language) speak a different variety
from the wider community (who are more likely to learn it as a second language).

The authors also report the confusion in Sri Lanka over the belief that English is an
official language, and point out that this is not the case, as the Constitution terms it a
‘link’ language, a supposedly ‘neutral’ language to be used to link the Sinhalese majority
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and the Tamil minority. But, as the authors show, it is actually far more than simply
a link language, being the language of the Supreme Court, among other things. The
chapter considers the current status and role of English in Sri Lanka and concludes with
illustrations from Sri Lankan creative writing in English.

The focus shifts to Aftica for Chapters 11 and 12. In Chapter 11, ‘East and West African
Englishes: differences and commonalities’, Hans-Georg Wolf provides an overview and
comparison of the development of Englishes in East and West Africa and argues that
‘British colonial policy contributed significantly to the sociolinguistic and, indirectly,
even to the structural similarities and differences these varieties exhibit’. Wolf also cautions,
however, that despite the similarities, the Englishes of West Africa are more hetero-
geneous than those of East Africa, and need to be seen in their own right. Examples from
Cameroon, Nigerian, Ghanaian, Liberian, Sierra Leonian and Gambian English are pro-
vided. The chapter concludes with a discussion on ‘cultural conceptualizations’ and a
call for more research into cultural conceptualizations of World Englishes in general. In
Chapter 12, ‘The development of English in Botswana: language policy and education’,
Birgit Smieja and Joyce Mathangwane describe the multilingual situation within Bots-
wana and the role English plays within this multilingual nation. The authors critically
evaluate Botswana’s national language policy and show that English is privileged at the
expense of local languages. Nevertheless, they conclude that, even though a Botswana
variety of English has developed, of which they provide examples, English presents little
threat to the main language of the nation, Setswana.

Chapters 13, 14, 15 and 16 consider the development of Englishes in East and South
East Asia. ‘English in Singapore and Malaysia: differences and similarities’ is the title
of Chapter 13, and Low Ee Ling first provides a brief comparative history of the
development of English in these two neighbouring countries. She shows that, despite
many historical similarities, the roles of English in Malaysia and Singapore have been
and remain quite different. She then compares and contrasts a selection of linguistic
features from the standard varieties of Singaporean and Malaysian Englishes and, in
conclusion, predicts that the two varieties will continue to diverge, especially given the
Malaysian government’s recent decision to replace English with Malay as the medium
of instruction in primary and secondary schools.

In Chapter 14, ‘Periphery ELT: the policy and practice of English teaching in the
Philippines’, Isabel Martin discusses the place of English in the Philippines from the
perspective of its past as an American colony. ‘“Throughout the American colonial period,
English was systematically promoted as the language that would “civilize” the Filipi-
nos.” Evidence that the colonial influence remains is that the school English curriculum
remains largely based on American authors, despite the large quantity of excellent local
creative writing in English. The author then goes on to challenge a number of accepted
myths concerning the superior status of American English in the Filipino context. She
concludes with some lines from the Filipino poet Amador T. Daguio:

Though I may speak the English language,

Let me tell you: I am a Filipino,

I stand for that which make my nation,

The virtues of the country where I was born.

I may have traces of the American,

Be deceived not: Spain has, too, her traces in me,
But my songs are those of my race.
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Chapter 15, ‘East Asian Englishes: Japan and Korea’ (Yuko Takeshita) compares and
contrasts the development and status of English in Japan and Korea and provides
examples of linguistic features of these varieties. She recounts the controversies sur-
rounding the recent proposals to make English an official language in both countries
and describes the extraordinary lengths that Koreans are prepared to go to in order to
ensure their children learn English. These range from extended periods of overseas
travel to lingual surgery. Takeshita predicts that ‘Cultural, financial and personal sacri-
fices will inevitably continue to be made in this search for “better” English’. In this
context, she argues that this task would be made both easier and more equitable if the
stakeholders concerned would accept Korean and Japanese varieties of English as
models, rather than insisting on a native-speaker model.

Chapter 16, ‘Chinese English: a future power?’ (Xu Zhichang), reviews the debate
surrounding the definitions of Chinese English (CE), and then provides a detailed lin-
guistic description of CE. His discussion is illustrated by an extensive selection of distinct
lexical, syntactic and discourse features of CE, including an account of the importance
of ‘home town discourse’ in Chinese communication. He concludes that, with an esti-
mated 350 million Chinese currently learning English, CE ‘shall become a major variety
of English, and a powerful member of the World Englishes family’.

‘Slavic Englishes: education or culture?’ (Zoya Proshina) is the title of Chapter 17.
Proshina first describes the current sociolinguistic situation in Russia, especially with
regard to the status and role of English in education, on the one hand, and in popular
culture, on the other. Many pop music lyrics and the names of bands are either in English
or in some form of code-mixed Russian and English. A new wave of émigré Russian
authors has also given rise to a new generation of Russian writers writing in English.
Among the examples provided by Proshina is this excerpt from a novel by Ulinich:

She needed to discuss the upcoming Winter Pageant. The first-grade girls, the teacher
explained, would play Snowflake Fairies ... twirling tutus, flying blond braids,
and flushed pink faces, against which Grandfather Frost and Snegurochka were to
display their benevolence.

Proshina then illustrates the distinctive linguistic and pragmatic features of Russian English.
Some features of what she calls ‘Rushlish’, a basilectal less educated variety of Russian
English, are also provided and include dishvoska (‘dishwasher’) and the adding of Russian
suffixes to mark plurals as in shoesy and childrenyata.

In Chapter 18, ‘West Indian Englishes: an introduction to literature written in selected
varieties’, Hazel Simmons-McDonald first describes the emergence of Caribbean creoles
and reviews various definitions of the term ‘creole’, citing Roberts (1988: 110) in this
context:

The traditional and most tenacious interpretations of the word ‘Creole’ itself accord
a crucial role to the child ... However, most theories explicitly or implicitly regard
the initial formative period of West Indian language as second-language learning
by West African speakers with then a second stage which involved first-language
learning by children born into a slave society.

She then discusses how West Indian poets and writers have exploited and adopted ver-
nacular and standard varieties of English in their writing, using excerpts from the works
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of the Jamaican poet Edward Baugh and the St Lucian playwright Derek Walcott to
illustrate this. She concludes the chapter by suggesting that ‘The significant contribu-
tion of West Indian writers to the international recognition and acceptance of creoles and
creole-influenced vernaculars as “alternative English varieties” presents a compelling
medium through which the full potential of these languages can be appreciated’.

Chapter 19, ‘English and English teaching in Colombia: tensions and possibilities in
the expanding circle’, concludes Section II. Here, Adriana Gonzalez first provides a
general picture of the status of English in Columbia and then describes a wide selection
of the linguistic features of Islander, the English-based creole spoken on the islands of
San Andres and Providencia. She then moves on to discuss the rapid expansion of
English in mainland Colombia and shows that the increasing use of English in higher
education is but one cause of this heightened demand. The tensions of the chapter’s
title include the notion of bilingualism in Colombia being restricted to Spanish—English
bilingualism, as though proficiency in indigenous languages was not worth considering.
She concludes by urging the adoption of a far more critical approach to English and
English language teaching in Colombia.

Section lll: Emerging trends and themes

The six chapters that comprise Section III all deal with some aspect of an emerging
trend or theme in the field of World Englishes. No topic has caused as much con-
troversy in recent times as the role and definition of English as a lingua franca, and in
Chapter 20, ‘Lingua franca English: the European context’, Barbara Seidlhofer queries
the discrepancy between the official promotion of multilingualism in Europe on the one
hand and the obvious, but often ignored, fact that English is becoming increasingly
important as Europe’s lingua franca. She asks, “‘Why are official communications and
websites suggesting that there is a fully functional multilingualism in EU institutions,
while, unofficially, one learns from the people involved that this is simply not the
case?’ She then goes on to point out that English is, in fact, the de facto lingua franca
of Europe and argues that if this indisputable fact were officially acknowledged, it
could have extremely important implications for European language policy. These
include perceiving English as a lingua franca as ‘a co-existent and non-competitive
addition to the learner/user’s linguistic repertoire’ rather than as the language spoken
by native speakers of English. In this way, she argues, the threat of English is dimin-
ished. It is simply a lingua franca used by most Europeans and can exist alongside
other languages.

The next three chapters, Chapters 21, 22 and 23, look at emerging patterns in World
Englishes from different perspectives. In Chapter 21, ‘Developmental patterns of Eng-
lish: similar or different?’, Edgar Schneider starts by reviewing ‘the historical processes
by which English came to be spoken in new lands, and the sociolinguistic settings
which determine its uses today’. He then moves on to examine the linguistic features of
new varieties of English and proposes a number of linguistic processes that influence
these, from koinéization — the emergence of a ‘middle of the road’ variety — to structural
nativization and the adaption of indigenous forms. A discussion of various develop-
mental frameworks for new varieties of English comprises the third part of the chapter
and this includes a presentation of Schneider’s own ‘dynamic’ model. In conclusion, he
cautions that ‘the outcome of the task of establishing similarities and differences between
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World Englishes in terms of their evolutionary patterns and properties needs to be critically
assessed’.

Chapter 22, ‘Variation across Englishes: phonology’ (David Deterding) compares and
contrasts the pronunciation of three outer circle Englishes, namely Indian, Nigerian and
Singaporean. Deterding also compares these with other outer circle varieties of English
and finally considers the implications of these systems of pronunciation for mutual
intelligibility. He concludes that it seems likely that patterns of pronunciation found in a
wide range of outer circle Englishes will have a substantial influence on the way that
the language evolves in the future, ‘so even if these patterns do not constitute a world
standard that is adopted by everyone, they will at least become increasingly accepted as
one possible standard’.

Chapter 23, “Variation across Englishes: syntax’ (Bernd Kortmann) is the companion
chapter to Chapter 22 (and both are companion chapters to Chapters 2 and 3). The core
of Kortmann’s chapter comprises a survey of grammatical (morphosyntactic) variation
alongside a critical discussion of the likely causes of such variation. He draws on data
from 46 varieties of English and presents a list of the most likely candidates to be clas-
sified as the most common linguistic features across all these varieties. In the discussion
of the most likely causes of the shared and distinctive features in these varieties, he
argues that

variety type — and not geography — is of primary importance, at least when we look
at large-scale patterns, profiles and coding strategies in morphosyntax. It is to be
expected that the impact of geography is stronger in phonology, in the lexicon and
in phraseology.

A common characteristic of many new varieties of English is the use of code-mixing
and this is the topic of Chapter 24, ‘Mixed codes, or varieties of English?’, in which
James McLellan first points out that it is a truism that speakers of World Englishes
‘have access to other languages in the linguistic ecosystem of their national or local
community’. Drawing on data from Brunei online discussion forums, McLellan illus-
trates how multilingual speakers of English and varieties of Malay use and mix these
languages in different ways, sometimes using only one of the languages and, at other
times, mixing them in significantly different ways. He argues that these multilingual
speakers are linguistically highly sophisticated and have ‘a continuum of code choices’,
one of which is represented by equal language alternation, in which both English and
Malay play an equal role.

The final chapter in this section is ‘Semantics and pragmatic conceptualizations
within an emerging variety: Persian English’ (Farzad Sharifian). The chapter presents a
semantic—pragmatic account of Persian English and includes a description of selected
Persian cultural values. One such is tdrof, which is realized linguistically through the
use of “ostensible” invitations, repeated rejection of offers, insisting on making offers,
hesitation in making requests, giving frequent compliments, hesitation in making com-
plaints, etc. Often, a combination of these occurs, in varying degrees, within one con-
versation. The major aim of fdrof is to negotiate and lubricate social relationships.
Sharifian argues that the study of World Englishes needs to include studies of dis-
tinctive cultural values such as these in order to establish ‘metacultural competence’ in
speakers of World Englishes, and for researchers to construct comparative cultural
maps to help in intercultural communication through English.
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Section IV: Contemporary contexts and functions

The first two chapters of Section IV are by creative writers for whom English is an
additional language. In Chapter 26, ‘In defence of foreignness’, the Chinese novelist Ha
Jin discusses the obstacles faced by creative writers for whom English is not a given
but an acquisition. He considers in detail the linguistic struggles and work of Conrad,
‘the founding figure of this literary tradition’, and of Nabokov, ‘its acme’, and records
the criticism Edmund Wilson made of Nabokov’s use of English. Two of the major
technical challenges facing such writers are how to present non-native speakers’ Eng-
lishes and how to present their mother tongues in English. Ha Jin describes how he
himself has attempted to meet these challenges and recounts how Updike referred to
some expressions from Ha Jin’s novel, 4 Free Life, as ‘small solecisms’, a comment the
Chinese media reported widely, as Updike is revered in China. But, as Ha Jin points
out, ‘the Chinese who knew English could not see what was wrong with them’ and
goes on to give examples of these so-called solecisms. He sides with Achebe over the
debate of the use of English to describe the African writer’s experience and concludes,

Indeed, the frontiers of English verge on foreign territories, and therefore we cannot
help but sound foreign to native ears, but the frontiers are the only proper places
where we can claim our existence and make our contributions to this language.

In Chapter 27, ‘Writing in English(es)’, the Nigerian poet Tope Omoniyi provides his
perspective on the creative use of English by writers from outside the inner circle. He
describes his own journey to becoming a poet and the tensions and contradictions he
encountered as he tried to use different languages and different varieties of English
to find his voice. Using illustrations from the works of a number of writers, including
his own, he concludes that they and he use ‘multivariety Englishes’ and, foreshadowing
the point made by Pennycook in the final chapter of the Handbook, warns that ‘it may
be unwise to attempt to identify writers using nation-state tags when the reality they
live and express in contemporary times is a global one’.

In Chapter 28, ‘Online Englishes’, Mark Warschauer, Rebecca Black and Yen-Lin
Chou first review the exponential growth in online communication over the last decade
and explain the ways in which online communication differs from other forms of
interaction. While English remains the predominant language of online communication,
fears that the internet represented the ‘ultimate act of intellectual colonialism’ (Specter
1996: 1) have subsided now that the net has become much more multilingual and that
mixed-language messaging is common. The authors review recent research on different
forms of online communication, from email to blogs and wikis, and show that ‘there
are many varieties and genres of online English’. They illustrate the linguistic features
of different and innovative forms of the Englishes used in online communication, but
argue that several of these forms have historical precedents. They distinguish between
blogs (new forms of expressing voice) and wikis (new forms of sharing and producing
knowledge) and note that research comparing the accuracy of Wikipedia and the
Encyclopeedia Britannica indicate that Wikipedia is only marginally less accurate than
the Encyclopeedia. Linguistically, Wikipedia uses a formal standard style of language
which is also comparable to the style found in the Encyclopeedia.

‘The Englishes of Business’ is the topic of Chapter 29, and Catherine Nickerson
provides an overview of a wide range of studies into the use of English as a language
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of business in inner, outer and expanding circle settings, while also showing that, in
many settings, people representing all three circles are frequently involved. Nickerson thus
also reviews recent research into the use of English as a business lingua franca (BELF).
She argues that the use of English in business, almost by definition, transcends national
and cultural barriers. ‘It is used as a first language for some speakers in business, but
for millions, perhaps billions more, it is used either as a business lingua franca or as an
international business language.” Business English is no longer the sole preserve of
inner circle speakers. For the great majority, Business English is ‘a neutral and shared
communication code which allows them to get their work done ... they neither associate
it with the inner circle varieties of English, nor do they try to reproduce them’.

Closely linked to business is advertising, and ‘Englishes in advertising’ is the title of
Chapter 30. Azirah Hashim summarizes international research into the topic and then
illustrates her chapter with examples of print and radio advertisements used in Malay-
sia. She discusses how certain languages are used to advertise certain products, and
how a mix of languages is also often used to attract the attention of listeners and
readers. In the Malaysian context, this means that advertisements may well combine the
use of Standard English, the local variety of English and one or more of the local lan-
guages. The use of a particular language is often determined by the role the speaker is
playing in the respective advertisement.

Chapter 31, ‘The Englishes of popular cultures’ (Andrew Moody), argues that much
can be learned from a study of the way English is used in popular culture, even though
its use in such settings is neither ‘spontaneous’ nor ‘naturally occurring’, the usual criteria
for the sociolinguistic study of language use. Moody makes a distinction between the
English of popular culture and English in popular culture, arguing that most work to
date has focused on English in popular culture and that this work does not consider the
influence the respective genres of pop culture may have on the language. The study of
the English of popular culture, on the other hand, sees ‘the language variety as a spe-
cialized genre-specific variety that belongs to the pop culture. In these types of studies,
the language variety is owned and regulated by the popular culture apart from the larger
speech community.” Moody also points out that the media of popular culture are often
inextricably linked and thus characterized by intertextuality. Popular culture also mixes
languages and crosses boundaries, so transnationalism is another of its key character-
istics. Popular culture thus allows new forms of Englishes to travel across different
cultures and within different popular cultures.

Kingsley Bolton’s chapter, ““Thank you for calling”: Asian Englishes and “native-
like” performance in Asian call centres’ concludes Section IV. In his study of a major
call centre in the Philippines and through the analysis of recordings of call centre
interactions, he seeks to answer the following questions: (1) What expectations do
employers have of native-like performance from their staff? (2) How is such perfor-
mance defined (and judged) by employers? (3) What is the profile of successful call
centre agents (in terms of language background, education, etc.)? (4) What strategies do
agents use to pass as native users of the language? and (5) What are the characteristics
of successful versus unsuccessful communication in such contexts? In exploring
answers to these questions, Bolton also shows how an international operation which
exemplifies the globalizing world affects ‘lives lived locally’. In this way, research of
this type ‘can uncover individual local experiences and linguistic practices that reveal
fresh new insights into World Englishes as well as the locally negotiated dynamics of
language and globalization’.
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INTRODUCTION
Section V: Debates and pedagogical implications

The chapters in this section all address the implications of the presence of so many
varieties of English for specific aspects of pedagogy and scholarship. In Chapter 33
‘Which norms in everyday practice — and why?’, Ruanni Tupas argues that this ques-
tion must be answered from the perspective of classroom practice. The extent to which
teachers and students have the freedom or power to decide upon which norm to adopt
is crucial. Tupas reports on two empirical studies, one of which was conducted in the
Philippines and one in Singapore. He found that, while English language teachers were
happy to accept the World Englishes paradigm and embrace the notion of different
varieties of English and different norms and standards, in reality they were constrained
in their choices, as they felt compelled to teach the ‘standard’. He quotes one teacher as
saying:

This is my job and this is my duty ... I have to tell them this is wrong in terms of
grammar but when I talk to a student from China, for example, of course we
don’t use grammatical structures all the time. In that sense our purpose is com-
munication as long as we can communicate with each other, we complete the
exchange ... But when it comes to the norm, I tell them this is the norm. And this
is the structure and we have to follow.

Tupas thus concludes that ‘if we want to empower teachers and learners with particular
models of English, we must let these models emerge from the communities of teachers and
learners themselves, where education is inextricably linked with local cultures, literacies,
and politics’.

This theme is continued in Chapter 34, the title of which is ‘Construing meaning in
World Englishes’, but the focus moves from the school to the university setting. The
two authors, Ahmar Mahboob and Eszter Szenes, use a tool developed from systemic
functional linguistics to analyse essays written by three students, one an Australian
student of Sri Lankan heritage, one a Singaporean student of Indian background and
the third an Australian citizen, also with an Indian background. They found that the
three students used similar linguistic resources to create the texts, but used different
linguistic resources to project their identities and perspectives. They conclude that,
while the study of World Englishes has usefully focused on geographical regions, there
is now a need for these studies to become broader in scope, so that they analyse and
describe the ‘uses’ of English in specific contexts.

Chapter 35, ‘Which test of which English and why?” (Brian Tomlinson) critically
evaluates a number of well-known English language tests and the commonly accepted
reasons for testing. In answer to the question, ‘Which English should students be tested
in?” Tomlinson replies, ‘The varieties which the learners are likely to need to commu-
nicate in’. At present, however, most public examinations and tests of English evaluate
a student’s knowledge of standard British or American English. Tomlinson points out
that many students will fail such tests, even though they have a good command of a
local variety of English. The second part of the chapter presents an in-depth discussion
of testing criteria and concludes with a list of eight criteria, which, if adopted, would
ensure that tests of English were valid, reliable and fair.

In Chapter 36, “When does an unconventional form become an innovation?’, David
Li first points out several illogicalities of the grammatical system of English, providing
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several illustrations of this. He terms these ‘sources of learner-unfriendliness’. He also
shows that generalizations and analogies drawn from these illogicalities are a frequent
source of learner error, but that, with the increasing development of new varieties of
English, many of these so-called errors are becoming increasingly common, and that rea-
lizations of these ‘errors’ can often be found on respectable internet sites. In conclusion,
he argues that

research in World Englishes and other related paradigms for over two decades ...
has made a very strong case for the legitimacy of non-standard features found in
the Englishes of ESL users who use English for intra-ethnic communication. The
fine line between errors and innovations has been challenged.

The discussion of the role of standards and norms is also evident in Chapter 37,
‘Academic Englishes: a standardized knowledge?’ The authors, Anna Mauranen, Carmen
Pérez-Llantada and John Swales, open their chapter with the following statement: ‘It is
a fact universally acknowledged that English has emerged in recent decades as the
premier vehicle for the communication of scholarship, research and advanced post-
graduate training.” But, as they also point out, the rise of English in this context has
been the subject of contentious debate over several years. After some ‘initial con-
siderations’, one of which is the importance of studying spoken academic English as
well as written academic English, the authors stress how complex and multifaceted
academic English is. For example, along with cross-linguistic and cross-cultural issues,
there are also differences in the academic Englishes of British and American users, as
well as between the way men and women use academic speech and writing. The nature
of academic speech is now better understood with the compilation of new corpora,
including the Michigan Corpus of Academic Spoken English (MICASE) and the corpus
of English as an academic lingua franca, the ELFA corpus. In considering whether all
academics will need to adopt an inner circle style of academic speech, they suggest that
this is unlikely as, in certain contexts, native-speaker styles of academic speech do not
always travel well. They conclude that both globalizing and localizing tendencies can
be discerned. On the one hand, there are the powerful centralizing forces of major
publishing houses which ‘strongly privilege the use of English ... and control ... the
forms of that language’, while on the other hand, English as a lingua franca appears
‘alive and well’.

In the final chapter of Section V, ‘Cameroon: which language, when and why?’,
Augustin Simo Bobda discusses the choice of which languages to use in education.
This question is one that confronts stakeholders and ministries of education around the
world, and here Simo Bobda discusses it in the context of a number of African nations
but with a specific focus on Cameroon, where the language issues are complex, not
least because of Cameroon’s history of being a colony of both Britain and France. One
legacy of this is that French and English are still used as media of instruction, even for
the early years of primary school. And, while Pidgin English has been promoted by
certain academics, its acceptance is hampered by several obstacles, including its lack
of prestige among many locals and its lack of penetration into the northern regions of
the country, where Fufulde is used as the lingua franca. His view is that, while
Cameroon’s adoption of colonial languages as media of instruction make Cameroon
an extreme case, as a whole Africa has maintained its colonial languages to the
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detriment of local languages. His conclusion is that ‘it is hard to predict that the colo-
nial languages will concede a significant portion of their ground to the local languages
in the near future’.

Section VI: The future

The sole chapter of Section VI is Chapter 39, ‘The future of Englishes: one, many or
none’, and Alastair Pennycook argues that ‘Whether the future of English ... should be
seen in terms of the continuation of English, the plurality of Englishes, or the demise of
English, depends equally on global economic and political changes and theoretical
approaches to how we think about language.” He speculates on alternative histories and
their potential linguistic outcomes to show that the current position of English is
dependent on a particular set of historical circumstances and thus that its future position
is neither guaranteed nor inevitable. Furthermore, in order to see how English may
change in future, Pennycook proposes a new way of looking at language itself. Instead
of retaining a focus on the centrality of nation-states in the study of Englishes, we need
a better understanding of ‘the way different language ideologies construct English
locally’. The study of English is not just a matter of linguistic variation, but one which
includes cultural and ideological difference. We therefore now need to think of English
outside nationalistic frameworks and ‘to take on board current understandings of
translingual practices across communities, other than those defined along national cri-
teria’. A ‘translingua franca English’ includes all uses of English. These include the use
of hybrid and ‘multivocal’ languages. In this context, Pennycook introduces Maher’s
notion of ‘metroethnicity’, which is ‘a reconstruction of ethnicity: a hybridized “street”
ethnicity deployed by a cross-section of people with ethnic or mainstream backgrounds
who are oriented towards cultural hybridity, cultural/ethnic tolerance and a multicultural
lifestyle in friendships, music, the arts, eating and dress’ (Maher 2005: 83). The crucial
question is not so much about the plurality of Englishes as about the language ideologies
that underpin them.

Conclusion

The contributions to the Handbook both demonstrate and illustrate the plurality of
Englishes in today’s world. Not only are there an increasing number of national and
regional varieties of English developing across the world, but English, in some form or
another, is being increasingly used across a wide range of functions, from professional
and formal to personal and ‘popular’. One common trend that can be discerned across
all these Englishes is that they are created via some form of mixing. They are all the
result of some form of linguistic and cultural contact. A second common trend is that the
great majority of English speakers are now native speakers of languages other than English.
We have moved beyond a postcolonial period and are entering a post-Anglophone
period, where it is likely that the multilingual speaker of English will soon be determining
its future and providing classroom models, rather than the native speaker of an inner
circle variety. 1 hope this Handbook will provide readers with clear and stimulating
descriptions and discussions of how these many Englishes are developing, while at the
same time providing plenty of food for thought and debate.
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Standardized English

The history of the earlier circles

Daniel R. Davis

Introduction

Before the three circles

Kachru (1992: 356) describes the Three Circles Model of the sociolinguistic profile of
English as consisting of ‘three concentric circles’, representing, ‘the types of spread, the
patterns of acquisition, and the functional allocation of English in diverse cultural
contexts’. McArthur (1998: 97), substituting the description ‘contiguous ovals’ for
‘concentric circles’, draws attention to the ‘smaller unlabelled ovals belonging pre-
sumably to the past’. The purpose of this chapter is to give a brief history of those
earlier ovals or circles, bearing in mind that Kachru’s model enables a contextualization
that has both historical and present-day sociolinguistic significance (Kachru 2008: 568).
The smaller unlabelled circles signify earlier forms of English in time, or they signify
sociolinguistic profiles or ideologies of English inspired by those earlier forms, but
written on today’s map (see Milroy 2002: 9-12 on language history as a legitimizing
ideology). As Kachru states:

The inner circle is inner with reference to the origin and spread of the language, and
the outer is outer with reference to geographical expansion of the language — the
historical stages in the initiatives to locate the English language beyond the traditional
English-speaking Britain; the motivations, strategies, and agencies involved in the
spread of English; the methodologies involved in the acquisition of the language; and
the depth in terms of social penetration of the English language to expand its func-
tional range in various domains, including those of administration, education, political
discourses, literary creativity, and media.

(Kachru 2008: 568).

It is fundamental to Kachru’s model that the historical contexts of the movement of
English have an effect on the sociolinguistic manifestation of World Englishes today.
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Table 1.1 Periodization of the history of the English language

Date Period initiated Defining event
3000 BCE Proto-Germanic Grimm’s Law (sound change)
449 ce Old English Anglo-Saxon invasion of Britain
1066 cE Middle English Norman Conquest of England
1476 cE Early Modern English First printing press in England
1776 cE Modern English First colonial transfer of sovereignty (USA)
1997 cE ? Last colonial transfer of sovereignty (Hong Kong)

Source: Based on Hogg et al. 1992-2001.

Periodization

A useful periodization of English, based on Hogg et al. (1992-2001) and Ringe (2006)
is given in Table 1.1.

Curzan (forthcoming) reviews the question of periodization, in particular the debate
over balance between internal (linguistic) versus external (social and historical) criteria.
It is clear that the periodization adopted in the Cambridge History is based loosely on
external events which held significance for the later development of the language.

Proto-Germanic period

Grimm’s Law (the first consonant shift)

Old English, in common with Gothic, Old Norse, and Old High German, descends from
Proto-Germanic, which itself descends from Proto-Indo-European. The Indo-European
language family includes not only the Germanic languages, but also Sanskrit and the
Indic languages, Persian, Greek, Latin and the Romance languages, the Celtic languages,
Armenian, Albanian, Lithuanian, and the Slavic languages (useful charts appear in Morris
1969; Arlotto 1972: 107; Mallory 1989: 15). Proto-Germanic is the hypothetical parent
language reconstructed on the basis of the earliest surviving texts in the Germanic
daughter languages; Proto-Indo-European is the hypothetical parent language recon-
structed on the basis of the earliest surviving texts in all of the Indo-European languages.
Grimm’s Law (the first Germanic sound shift) separates the Germanic languages from
the other branches of Indo-European. It was identified by Rasmus Rask as early as
1810 and given popular form by Jakob Grimm in 1822 (Collinge 1995: 203). A set of
regular correspondences, one of which occurred between /p/ in Latin, Greek, and San-
skrit, an absence (‘zero’) in Old Irish, and a fricative /f/ in Gothic, Old English, and
Old High German, was identified. For example, Sanskrit pitdr, Greek moztijp [pater],
and Latin pater have a /p/ where Old Irish athir lacks the /p/, and where /f/ occurs in
Gothic fadar, Old English feeder, Old High German fater, Old Norse fadir (all related
or cognate words for ‘father,” Buck 1933: 121; Bammesberger 1992: 35; Ringe 2006:
79). The correspondence p:f is regular in that it can be expected to occur in more than
one example, so, taking the word meaning ‘foot,” we see Sanskrit pat, Greek mov¢ [pous],
Latin pés, (Old Irish is left out as the word for ‘foot’ is not related, see Buck 1949:
243-4), Gothic fotus, Old English fot, Old High German fiioz, and Old Norse forr
(Buck 1933: 121; Robinson 1992: 6; Ringe 2006: 94). By hypothesizing a parent language
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from which all of these languages descended, and by suggesting that all ‘p’s become ‘f’s
(p > f) within one dialect area of that parent language, a linguistic history can be told,
tracing the development of one parent language, Proto- (meaning: hypothetical) Indo-
European, through different sound changes in different regions, to result in differ-
entiated daughter languages. When p > f, the daughter language Proto-Germanic came
into being. Other sound changes within the Proto-Germanic language gave rise to the
daughter Germanic languages (Gothic, Old English, etc.) in turn. These ‘granddaughter’
languages (and their daughters following on) still show evidence of the p > f change
that separated their mother, Proto-Germanic, from her mother, Proto-Indo-European. Nearly
all of the consonants of non-loanwords in all of the older and present-day Germanic
languages are the output of Grimm’s Law and so show its effect. In Modern English
these include voiceless fricatives /f, 0, h, h"/ (and also, in special cases covered by
Verner’s Law, voiced fricatives /v, d/), voiceless stops /p, t, k, k%/, and voiced stops
/b, d, g/. The history of how a language breaks up into a family of related languages
can be told in terms of a sequence of regular sound changes, and that the sound chan-
ges involved in Grimm’s Law mark the divergence of the Germanic languages from the
rest of the Indo-European family.

The concept of regular sound change enables historians of the language to comment
on the direction and in some cases timing of word borrowing. The sound change p > f
in Germanic languages suggests that the word father ‘male parent’ has existed in Eng-
lish from the present day back through Early Modern, Middle and Old English, and
Proto-Germanic to the time in which the p > f change occurred. By contrast, the word
paternal ‘pertaining to the male parent’” must have been borrowed from Latin into
English some time after the sound change p > f was no longer in operation (otherwise
one would expect paternal to have undergone p > f to produce *faternal). Borrowing,
supported by sound change, can be used as a form of historical evidence for contact
between speakers of different languages, placed alongside archaeological and social
historical evidence to allow the external or social history of the language to be told.

Language and social contact in the Germanic period

Archaeological and linguistic evidence places the early speakers of Germanic languages
in Denmark and southern Sweden as late as 500 Bce and perhaps as early as 2000 BCE.
Roman historical records at the beginning of the Christian Era (roughly 100 BcE to 100 cE)
locate the Germanic tribes east of the Rhine and south of Denmark (Mallory 1989: 85;
Robinson 1992: 16-17), indicating the spread of the Germanic peoples and various types
of contact (including trade and warfare) with the Romans. This can be seen in early
borrowings from Germanic into Latin and the reverse: Lat sapo ‘soap’ < Gmc saip(i)on
(Buck 1949: 453); Gmc *kaup- (seen in OE ¢éap ‘bargain, price’, OHG kouf, ModE
cheap ‘inexpensive’) < Lat. caupé ‘merchant, small trader, innkeeper’ (Serjeantson 1935:
291; Hoad 1986: 72; Ringe 2006: 296).

Kastovsky (1992: 301-2, using Serjeantson 1935: 271-7) estimates that there are
approximately 170 loanwords from Latin to Germanic during this period, showing
Roman influence in commerce, agriculture, building, military and legal institutions, and
household items. These early loanwords are identified through the existence of corre-
sponding forms in other Germanic languages (implying early borrowing) or by their
phonological shape (showing the effect of the earlier sound changes in Old English, or
not showing the effect of later changes in Vulgar Latin). Further examples (cited in their
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OE form) include: street ‘paved road’ (ModE streef), coper ‘copper’, purpur ‘purple’, socc
‘shoe, sock’, candel ‘candle’, butere ‘butter’, win ‘wine’, cupp(e) ‘cup’, panne ‘pan’,

B

cycene ‘kitchen’, pipor, piper ‘pepper’, and plante ‘plant’.

Old English 449-1066

Social history and its linguistic effects

The Roman Empire in Britain 43-410 ce

At the time of Julius Caesar’s attempted invasion during the Gallic War (55-54 BCE),
southern Britain was inhabited by speakers of the Brythonic or Brittonic branch of
Celtic, distributed in tribal or ethnic regional kingdoms much like the Celts in Gaul
(modern France). Starting in 43 ct the Romans conquered this area, created fortifications
and towns, and ruled Britain as a colony for 360 years. During this time several hundred
loanwords entered into British and Irish from Latin (Henry Lewis 1980: 31, 38, 45;
Kenneth Jackson 1953: 76, 227, 412). Examples include: British *pont ‘bridge’ (seen in
Modern Welsh pont) < L. pons, pontis, and British *eclésia ‘church’ (seen in ModW eglwys,
Cornish eglos, Old Irish eclais [eglif], and the British place-name Eccles) < L. ecclésia.

The settlement of the Angles, Saxons, and Jutes 449 ce

As the Roman Empire declined in the fifth century cg, Irish and Scots from Ireland, and
Picts from modern Scotland began to raid Romano-British settlements south of
Hadrian’s Wall. The Romano-British ruler Vortigern (etymologically in British this
name can be analysed as ‘over-lord’, suggesting that it may have been a title) enlisted
the help of Germanic mercenaries who, seeing the weakness of the British, began to
occupy lands in the east of Britain, following the river valleys inland and moving from
east to west during the next 250 years. The Romano-British town and villa-(rural
estate-)based economy collapsed, and the British Celts were subjugated or were pushed
to the west. They resisted, but ultimately were able to defend only isolated regions in
the west: the corners and upland areas of Cornwall, Wales, Cumbria (the north-western
corner of present-day England: that is, the Lake District), and southern Scotland. Some
Britons fled to Gaul, settling in what is now Brittany in modern France. British thus
grew into three separate languages, Welsh, Cornish and Breton (Jackson 1953: 194—
219; Russell 2007: 188-9). As the Germanic tribes pushed west, political power coa-
lesced into seven kingdoms known as the Heptarchy: Wessex, Essex, Sussex, Kent,
East Anglia, Mercia and Northumbria. Of these, Kent, Northumbria (625-75 cE),
Mercia (650-825 ce) and Wessex (800—1050 ce) held varying degrees and successively
greater degrees of prominence and influence throughout the Old English period (Toon
1992: 416), and this had an indirect effect on the development, recognition and literary
productivity of the dialects of Old English.

Contact with the British Celts

English place-name evidence shows that there was some contact between the Britons
and the Germanic invaders. Jackson divides Britain into four areas with progressively
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greater survival of Celtic river names, reflecting the extent to which the British-speaking
population survived at the time of conquest (Jackson 1953: 228-30). Earlier theories of
genocide or total depopulation are no longer supported (Jackson 1953: 229; Filppula et
al. 2008: 14). Nevertheless, fewer than ten words were borrowed from British into Old
English, and the only four uncontested are: binn ‘manger’, brocc ‘badger’, cumb ‘valley’
and luh ‘sea, pool’ (Kastovsky 1992: 318; Coates 2007: 177). Schrijver (2007) argues
that the borrowings from Latin into British occurred in the Highland areas during
Roman rule, and that south-eastern Britain was populated by Latin speakers by the time
of the Anglo-Saxon invasion. This hypothesis explains the larger number of Latin as
opposed to Celtic loanwords, as the Germanic settlers moving from east to west came
into contact with Romano-British Latin speakers in the first instance. Tristram (2004)
re-examines the evidence for contact between the British and the Anglo-Saxons, and
following White (2002, 2003) suggests that significant numbers of British speakers may
have survived in the south west and north, and over generations acquired a grammati-
cally modified, low-prestige form of Old English. This would not have appeared in the
written record, for which more conservative, high-prestige dialects were used. When
the high-prestige form of Old English was submerged after the Norman Conquest,
some of these British Celtic-derived (the progressive aspect in the south west) or Celtic-
influenced features (invariable case and gender inflection of nouns, pronouns, adjectives
and the definite article, starting in the north) survived and spread in the various regional
dialects of Middle English. Filppula (2008) considers the history of this question, and
identifies four syntactic features present in the Celtic languages, in Celtic Englishes,
and in English in general, which are not present in other Germanic languages: the
internal possessor construction (Hes got a nasty wound on his head), the periphrastic
use of do, progressive -ing aspect, and cleft constructions (/t§ father who did it). The
body of evidence and the debate over it is reviewed extensively in Filppula et al.
(2008); a polemical version is popularized in McWhorter (2008).

Latin loanwords in Old English

Old English continued the Germanic tradition of adopting loanwords from Latin. Those
borrowed during the period of settlement (450-650 cE) show the influence of early Old
English sound changes. Sound changes are not always able to provide a basis for
clearly dating these terms and distinguishing them from the first group. Serjeantson’s
list gives 112 loanwords from this period, including some words from the semantic field or
discourse area of religion (Serjeantson 1935: 277-81). Examples are: pegel ‘pail’, pere
‘pear’, tritht ‘trout’, nunne ‘nun’, and scetern-(deg) ‘Saturday’.

After St Augustine’s mission to the English in 597 cE, English kings, followed by
their subjects, converted to Christianity. Latin was the language of the Roman Catholic
Church and was used as the language of religious services and in the administration of
church affairs. Monasteries were founded, and the schools attached to them promoted
the study and copying of biblical and other Latin texts (Baugh and Cable 2002: 84).
The British and Irish Celts had converted earlier, and the influence of Irish missionaries
can be seen in the insular half-uncial script adopted in the English monasteries, and in
the linguistic form of the word cross, which, though subject to debate, shows the effect
of the Irish sound change ks > s (Hogg 1992a: 11; Kastovsky 1992: 319). This led to a
fairly large number of borrowings into English from Latin, often influenced by written
forms and thus closer to classical Latin when compared with earlier loanwords. This
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tendency was reinforced by the monastic reforms of the tenth century (Kastovsky 1992:
307; Baugh and Cable 2002: 87-90). The important economic role of the monasteries
as major landholders and as introducers of agricultural improvements is also seen in
these words. Serjeantson (1935: 281-8) lists 244 terms, in discourse fields similar to
earlier borrowing, but with a greater number relating to religion. Some of the words
borrowed in this third period are: -spendan ‘spend’, purs ‘purse’, cac, cocere ‘cook’,
créda ‘creed’, paradis ‘paradise’, and scol ‘school’.

Contact with Old Norse

From the eighth through tenth centuries ck social and political conditions in Scandina-
via encouraged sea raiders or Vikings to set out on long voyages in search of wealth
and power (Loyn 1977: 9-30). The Vikings attacked and eventually settled in numer-
ous coastal, island and river locations in the Baltic, the North Sea and the Atlantic,
including Russia, the British Isles, France, Iceland and Greenland (Baugh and Cable 2002:
92). They appeared in England in 787 ck and sacked Lindisfarne monastery in 793 ck.
During the ninth century Danes began settling in the east and Norwegians in the west.
A Danish army threatened to conquer the entire country, but was defeated by the English
king Alfred at Eddington in Wiltshire. In the Treaty of Wedmore (reported variously as
878 or 886 cE) Alfred and the Danish leader Guthrum established the Danelaw: an area
in the north and east of England in which the Danes and Norwegians could settle, and
within which the law had a Scandinavian basis. Danish settlers took up unoccupied land
in the midst of the earlier Anglian population in this area. (See Strang 1970: 319; Wakelin
1988: 69-70.) Later attacks ultimately led to a period of Danish rule in all of England
under Canute and his son from 1016 to 1042 (Kastovsky 1992: 325).

Lexical borrowing from Old Norse began during the Old English period, with 30
words appearing before 1020 cE (hisbonda ‘householder, husband’, feolaga ‘fellow’, lagu
‘law’, atlaga ‘outlaw’, wrang ‘wrong’) and another 30 by 1150 ck (cnif ‘knife’, diegan
‘to die’, hittan ‘to meet with’ (ModE #it), tacan ‘touch, take”). Many of these pertain to
the law and the sea (Serjeantson 1935: 63-70). A large number of loanwords from Old
Norse (between 400 and 1000) appeared during the Middle English period: anger, bag,
cake, dirt, flat, fog, happy, ill, leg, low, neck, odd, raise, seem, silver, skin, sky, want,
window (Burnley 1992: 421). Kastovsky (1992: 327-8) points out that, ‘Borrowings of
the type encountered here normally presuppose either a fair amount of mutual intellig-
ibility or relatively widespread bilingualism, and a considerable period of coexistence
of the two languages involved.” Thomason and Kaufman (1988: 274) draw attention to
a ‘sizable but lesser amount of grammatical influence’. These dialects later played a key
role in the development of a standardized form of English, accounting for the third plural
personal pronoun they, them and their replacing the Old English forms, and possibly
involved in the development and spread of present third singular verbal inflection -s
replacing -eth (Nielsen 1998: 183—4). Modern non-standard dialects of English in these
areas show even greater influence, retaining Scandinavian forms such as kirk ‘church’ <
ON kirkja, laik ‘play’ < ON leika, and lop ‘flea’ < ON hloppa (Wakelin 1988: 77-84).

Grammatical features

Old English was still to some extent a case-inflected language. Readers who have experi-
ence of Sanskrit, Greek or Latin will understand this, as will those who have studied
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Modern German. In a case-inflected language, number and the grammatical function of
the noun phrase in the sentence is indicated by some form of morphological marking,
such as an inflectional ending, on the noun or associated adjectives or determiners. The
names of the cases are drawn from Latin, and include nominative (the ending typically
used for the subject function), accusative (typically for the direct object function),
genitive (typically for the possessor), dative (typically for the indirect object and for the
object of most prepositions in Old English). Individual cases frequently identify more
than one grammatical function in a language, and the functions identified by a parti-
cular case vary from language to language. For example, accusative case marks the
direct object (hé ofslog pone aldorman ‘He killed the mayor’), but also for an adverb
denoting extent of space or time (pa sc@ton hié pone winter cet Cwatbrycge ‘they then
stayed that winter at Bridgenorth’), and for the object of a preposition implying
movement (Quirk ez al. 1994: 60—1). A further challenge for learners is that a particular
noun belongs to a specific declension; that is, it exhibits a patterned set of endings. For
example, the nouns stan ‘stone’ and cyning ‘king’ have the inflection -as in nominative
and accusative plural, whereas /ufu ‘love’ and talu ‘tale’ have the forms /ufa and tala
in nominative and accusative plural.

Within a declension there are overlaps in the patterning: the nominative and accusa-
tive singular are frequently identical. When this happens the accompanying determiner
(masculine accusative singular demonstrative pone in the above two examples) may
help to identify the grammatical function of the noun phrase. However, as Hogg (1992b:
133) states, the increasing similarity of various case endings throughout the Old Eng-
lish period emphasizes the extent to which late Old English was dependent on other
means (word order and prepositions) to indicate subject and object. The overall struc-
ture of the Old English case system strongly resembles Modern German: determiners
and pronouns rather than noun markers seem to bear the functional load of identifying
case (Hogg 2002: 18). In addition, certain inflectional forms (such as plural -as declen-
sion) began to expand at the expense of forms in other declensions. Remnants of the
displaced declensions survive in Middle and Modern English, as can be seen in the plural
forms of Modern English irregular nouns (child/children, sheep/sheep, foot/feet). Most
grammatical survivals from Old English undergo regularization in later forms of English
(both standardized and non-standardized varieties, with regularization more advanced in
non-standard varieties). The survivors become grammatical peeves or sticking points
within the ideology of the prescriptive grammatical tradition.

Middle English 1066-1476

Social history and its linguistic effects

English submerged

The Norman Conquest of Britain in 1066 ck is the traditional date for the beginning of the
Middle English period. William, Duke of Normandy (in modern France), took advantage
of a period of social chaos following the death of Edward the Confessor and the elec-
tion of Harold to the English throne, to advance his own claim. He and his followers
invaded England, defeated Harold at the Battle of Hastings in Sussex, and re-established
the feudal hierarchy with a predominance of Anglo Norman (French) speakers in the upper
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classes. Stenton (1943: 548-9, 618) attributes the Norman success to their ability to fight
on horseback, to their rapid construction of motte-and-bailey earthwork fortifications to
secure territory against revolt, and to William’s insistence that his followers observe the
pre-existing framework of feudal rights and obligations, in the lands with which he
rewarded their service. Berndt (1969: 370-7) states that there was no mass immigration
from France, estimating that at most 10 per cent of the population of England was of
French origin. In some towns there were sizeable communities of Normans, but this was
nowhere greater than 50 per cent in any community. There were more French in the
clergy and in the land-holding nobility, particularly among the most powerful.

As a result of the conquest England became a trilingual society, with Latin as the
language of official records (displacing Old English), French as the language of royalty
and the upper nobility, and English as the language of the lower classes, particularly the
peasants. All three languages were used in the Roman Catholic Church, with French
spoken by many clergymen, Latin used as the language of the liturgy, and English used
to communicate with the mass of worshippers. The growing towns and cities were also
multilingual, with the number of French speakers varying but not greater than half of
the speakers. During the twelfth century ce French was used in literature, but at the
same time there are indications that English was becoming a household language for
some members of the upper classes. By the thirteenth century this seems to have been
the norm. At this time a central dialect of French enjoyed prestige as an additional lan-
guage among the nobility, and Norman French (or ‘Anglo-Norman’) acquired a pro-
vincial reputation (Smith 1992: 48-52; Burnley 1992: 423-8). Kibbee (1991) gives an
authoritative and detailed discussion of the role of French and the distribution of French
speakers at different periods.

The re-emergence of English

Traditionally, the re-emergence of English is treated in the context of social develop-
ments of the 1300s. However, it might be revealing in the context of World Englishes
to see that this re-emergence took place after more than two hundred years of Norman
attempts to control the marginalized Celtic societies of the British Isles. Having
achieved the conquest of England in 1066, and the enumeration of this conquest in the
Domesday Book of 1086, the Normans extended their field of operation to Wales, Ire-
land and Scotland. In each of these operations, soldiers and settlers were drawn from
England, Wales and Flanders in Belgium. Each resulted in diglossic societies with
English and Celtic languages in some kind of equilibrium. The central events of the
fourteenth century no doubt influenced the status of the English language on the Celtic
periphery, but the reverse, that events on the periphery may well have influenced the
status of the English language in England, deserves further attention.

During the fourteenth century the status of French and English changed. John Tre-
visa’s commentary suggests that, following first outbreak of the bubonic plague (in
1348-50), French lost prestige and English gained prestige in education and in the
upper classes (Smith 1992: 52-3, citing Leith 1983: 30 and Sisam 1921: 149). The
Black Death caused the death of up to one-third of the population, and created a labour
shortage, leading to the gradual emancipation of serfs, the development of paid labour,
and the growth of a middle class populated by increasing numbers of English speakers.
At the same time, the experience of fighting in France against the French during the
Hundred Years War (1337-1453) made the Anglo-Norman nobility more aware of their
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Englishness. This process had begun earlier, when Anglo-Norman lords were forced to
choose between their English and French lands, owing to the English king John’s
refusal to swear fealty (as Duke of Normandy) to Philip, King of France. Parliament
opened in English in 1362 (Kibbee 1991: 58—62; Baugh and Cable 2002: 128, 141-8).

French loanwords into Middle English

There are at least 1,000 loanwords from French into Middle English. As was the case
with Scandinavian loanwords, there is a small trickle of words at first during a lag
period of several centuries, followed by a flood of loanwords. The difference is that the
social domain of Old Norse loanwords, that of everyday life, suggests a degree of social
equality between Old English and Old Norse, whereas the French loanwords in Middle
English are associated with institutional power and high culture. Castle was borrowed
before the conquest; others that follow have to do with politics (were ‘war’, pais
‘peace’, iustise ‘justice’) and religion (miracle, messe ‘mass’, clerc ‘educated person,
cleric’, see Burnley 1992: 429-30). In the early loanwords Norman French ¢ appears,
where later borrowings from Central French have ch (catch versus chase); w appears
for later gu (warrant versus guarantee). Textbooks (Millward 1996: 199-200; Brinton
and Arnovick 2006: 237) follow Serjeantson (1935) in dividing these into discourse
fields including social relationships and ranks (parentage, aunt, cousin, duke), house-
hold and furnishings (chair, table, lamp, couch, mirror, towel, blanket), food and eating
(dinner, supper, fry, plate, salad, fruit, beef, pork), fashion (fashion, dress, button, jewel),
sports and entertainment (fournament, dance, chess, fool, prize, tennis, audience, enter-
tain, recreation), the arts (art, painting, colour, music, poet, story), education (study,
science, university, grammar, test, pen, pencil, paper), medicine (medicine, surgeon,
pain, disease, cure, poison), government (government, city, village, office, rule, court,
police, tax, mayor, citizen), law (judge, jury, appeal, punish, prison, crime, innocent,
just), religion (chapel, religion, confession, pray, faith, divine, salvation), the military
(enemy, battle, peace, force, capture, attack, army, navy, soldier, captain, march) and
economic organization and trades (grocer, tailor, mason). Everyday or general words
borrowed include age, catch, chance, change, close, enter, face, flower, fresh, hello,
hurt, large, letter, move, pay, people, please, poor, rock, save, search, sign, square,
sure, touch, try, turn and use. These discourse fields reflect those domains in which
French was used, and in which, when the shift to English came, French vocabulary was
borrowed because of its prestige and other identity associations within those domains.
The situation is in some respects comparable to code mixing of English-origin words in
Cantonese in informal situations in Hong Kong during the period preceding the return
to Chinese sovereignty: as Luke (1998: 157) states, ‘Cantonese—English language
mixing in Hong Kong is not merely a way of talking about new experiences, but, per-
haps more importantly, the linguistic reflection of how different groups in society
respond to these new objects, institutions, and experiences.” Li (2002: 84) elaborates on
Luke’s model, ‘orientational mixing allows for dynamic manipulation, or “display”, of
the speaker’s social identities and distance vis-a-vis the interlocutor(s)’.

Loss of inflectional endings in Middle English

The most striking grammatical feature of Middle English is the loss of inflectional cases.
This happened during the early part of the Middle English period when the sound
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change termed ‘reduction’ occurred. Unstressed /a/, /o/, /u/, and /e/ merged and were
‘reduced’ to /o/; then word-final and medial /o/ were lost. As a result, most noun end-
ings were reduced to those of the modern system (singular zero, possessive -(e)s, and
plural -(e)s), and these were generalized to nouns from other declensions, with some
competition from the -en plural from the Old English weak declension, seen in chil-
dren, oxen, but also shoon or shoen ‘shoes’). A more fixed word order, and extensive
use of prepositional constructions, developed with these changes. The subject came to
occupy the first position in the sentence (making nominative case marking redundant),
the direct object came to occupy the position after the verb (in place of accusative case
marking), and the preposition fo came to mark the indirect object, in place of dative
marking. The preposition of marked non-possessive genitive relationships (Lass 1992:
103-16; Brinton and Arnovick 2006: 266-9, 271-2 and 286-9). Adjective marking
was greatly simplified, and the definite article was reduced to a single invariable form.

Strong verbs began to undergo regularization to weak endings, and thus appear with
strong and weak forms (halp beside helped) (Millward 1996: 175-8). The inflectional
endings for verbs were reorganized differently in different dialects, as can be seen in
the present indicative plural -es in northern dialects, -e(n) or -es in Midland dialects,
and -eth (as expected from OE) in southern dialects (Brinton and Arnovick 2006: 284).
Compared to this level of variation, modern English variability in third singular present
-s seems much less significant, but must be viewed in the light of the normativity that
has accompanied standardization. The same holds true for the surviving irregular forms,
which often undergo some form of levelling in non-standardized dialects and varieties.

Early Modern English 1476-1776

Social history and its linguistic effects

Centralization of political power

The Early Modern period of the English language can be assigned to certain events
marking the end of the Middle Ages in England and the British Isles. In politics, the
Tudor dynasty emerged from the Wars of the Roses, marked by the defeat of Richard
III by the Welsh-descended Henry Tudor at Bosworth Field in 1485. In general the
Tudors favoured and strengthened the central authority of the monarchy and supporting
institutions at the expense of the feudal nobility; this led to increased power for the
House of Commons in parliament, representing the urban merchants and rural gentry
(smaller landowners).

Printing

While the strength of the Tudors clearly led to political centralization, the more impor-
tant event, from a linguistic perspective, was the establishment of the printing press in
England, in 1476 ce. William Caxton set up his press in Chancery Lane, in the City of
Westminster (next to London), in close proximity to Chancery (later the Public Records
Office). Texts, which up to this point had been copied by hand, could be produced
quickly, and in much larger numbers. This increased the potential audience for books,
but forced printers, translators and authors to confront the problem of dialect variation.
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In order to sell the largest possible number of books, printers tended to choose the most
common or understandable of several variant forms. This form was then reproduced in
hundreds of copies of a book. Over time this contributed to the standardization of the
written form of English (Bex 1996: 32—4; Graddol and Leith 1996: 139-41; Harris and
Taylor 1997: 8§7-92).

Chancery, law and administration

The location of Caxton’s press on Chancery Lane suggests a link between the forms he
adopted and the standardizing practices of the scribes recording government records.
Samuels (1969: 407) identifies four ‘types of language that are less obviously dialectal,
and ... thus cast light on the probable sources of the written standard English that appears
in the fifteenth century’. The fourth of these is the ‘Chancery Standard’ found in ‘a
flood of government documents that starts in the years following 1430’ (411). Nielsen
(2005: 131-50) explains that clerks were carefully trained and that Chancery documents
were sent throughout England in large numbers. There are disagreements over the details:
the role of Chancery is amplified in a series of papers by Fisher (1996) to an extent that
is questioned by Benskin (2004). Rissanen (2000), tracing four variables in the Helsinki
Corpus, finds that in the case of future modal auxiliaries (shall vs will), the legal records’
preference for shall is outweighed by increasing preference for will in the speech-like
genres. A preference for compound adverbs (hereby, therefore) in legal and administrative
texts is eventually overturned in favour of prepositional phrases more generally. On the
other hand, provided that seems to have spread from law texts to other genres, and legal
texts led the way in relying on not ... any as opposed to double negative not ... no.

The City of London

Keene (2000) reviews the role played by the City of London in the development of Stan-
dard English from 1100 to 1700. Though geographically on the margins of Europe,
London was by far the largest city in the British Isles and was a centre of local, regional
and international commerce, manufacture and immigration from other parts of Britain.

London is likely to have had an influence on the emergence of Standard English
not primarily as a site of government and power but rather as an engine of com-
munication and exchange ... Key processes to consider would include the estab-
lishment of fellowship, trust and norms which fostered understanding and an ability
quickly to conclude deals in acknowledged and repeatable ways.

(Keene 2000: 111)

The wealth generated in these exchanges led to the further growth of the middle class.
On the one hand, immigration from other parts of Britain enabled dialect items to enter the
feature pool of standardizing English. On the other, competition within and insecurity
about the social hierarchy encouraged selection and codification (Knowles 1997: 128-9).

The Reformation

In the Protestant Reformation (1517 cg), factions (later denominations) broke off from
the Roman Catholic Church in Germany, England and other countries, while in most
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cases retaining an official monopoly of religious practice under the authority of local
and national leaders. Barber (1976: 71) explains that, in England, the debate between
advocates and opponents of the Reformation occurred in English, as authors wanted to
reach the widest possible audience. Vernacular translations of the Bible and the liturgy
were authorized and used at home and in religious services. The language of these trans-
lations had prestige and exposure, providing a consistent prose model and source of
idiom and style (Millward 1996: 225; Knowles 1997: 94-100).

Expansion of vocabulary

Nevalainen (1999: 350-2, citing Wermser 1976: 40) indicates that ‘borrowing is by far
the most common method of enriching the lexicon in Early Modern English’. Thou-
sands of words were borrowed during this time, ranging between 40 per cent and
53 per cent of all new words. By contrast, Cannon (1987) shows that borrowing is less
than 10 per cent of the new words in American English from 1963 to 1981.

Latin is the primary source language for loans into Early Modern English, ranging
from 45 per cent to 60 per cent except during the first quarter of the eighteenth century,
when the percentage dropped to 37.9 per cent (Gorlach 1991: 166, citing Wermser 1976:
45). Over half of the loanwords from 1560 to 1670 come from Latin, and these are pri-
marily learned and specialist terminology, reflecting both the Renaissance interest in Roman
and Greek culture, and the growth of science (Nevalainen 1999: 364-5; Leith et al. 2007:
79-96). Barber (1976: 169-72, with examples supplemented by Serjeantson 1935:
264-5) identifies sciences of medicine (cadaver, delirium, virus), anatomy (appendix,
vertebra), biology (fungus, pollen, species), physics (spectrum, vacuum), and mathe-
matics (area, multiplicand, radius), as well as religion (relapse), grammar (copula),
rhetoric (caesura), logic (data, tenet), philosophy (crux, query, transcendental), fine
arts (literati), classical civilization (gorgon, rostrum, toga), public affairs (militia, veto)
and geography (aborigines, peninsula) as major fields for Latin loanwords. Glosses are
omitted to save space, and there is some overlap that can only be decided by careful
examination of the initial borrowing context (for example, virus could be medicine or
biology). More general loanwords given in Barber (1976: 172) include relaxation,
invitation, relevant, investigate, commemorate and officiate.

Gorlach (1991: 166, citing Wermser 1976: 45) states that French loanwords range
between 20 and 40 per cent of the loanwords in any given 15-year period from 1510 to
1724, second only to Latin. Italian (1-14 per cent), Spanish (1-3 per cent), Dutch (1-3
per cent) each contribute small percentages, while the rest of European languages (2—7
per cent) are comparable to overseas loans (0.3—7 per cent). Gorlach (1991: 167-8)
characterizes the social context of the French loanwords: French occurred commonly in
certain documents until the seventeenth century; knowledge of French was common
among the nobility, and even more common in Scotland; large numbers of French and
Flemish Protestants emigrated to England after the Edict of Nantes (protecting French
Protestants) was revoked in 1685; and there was a surge of popularity for French when
English royalists returned to England at the restoration of the monarchy in 1660. The
loanwords reflect the status of French as a marker of membership in an educated elite.
The phonology of these loanwords bears greater resemblance to the source forms, in
comparison to earlier borrowings from French: Earlier fine, now [fain] show the effect
of the Great Vowel Shift (discussed further below), while later machine [mafin] does
not. Other more Anglicized loans nevertheless reflect changes that had occurred in
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French at the time of borrowing (Nevalainen 1999: 369, citing Skeat 1970: 12—13). The
loanwords fall into the domains of military (colonel, cartridge, platoon, terrain, espio-
nage), navy (pilot), diplomacy (envoy), commerce (indigo, gauze), social terms (bourgeois,
naive, class, etiquette), arts (crayon, memoir, nuance), fashion (dishabille, rouge, cor-
duroy), games, dancing (ballet), food (fricassee, casserole, liqueur), medicine (migraine)
and geography (glacier, avalanche). Most of these examples are from Serjeantson
(1935: 160-5, supplemented by Nevalainen 1999: 370).

Greek loans, often via Latin, pertain to classical civilization (alphabet, bathos) and
scientific terminology (crisis, meteorology, coma). Italian loans are for the most part via
French, and include domains of trade (traffic, bankrupt), literature, music, architecture
and other arts (carnival, cupola, sonnet, piano). Spanish loanwords include trade
(anchovy, lime, cargo), military (armada) and some cultural loans (sierra, guitar),
particularly those connected with the Americas (cannibal, potato, alligator, tobacco,
vanilla). Dutch loans fall within domains of seafaring (yacht, cruise, jib) and trade
(dock, excise, dollar, snuff) but include terms from other discourse areas and of more
general use (knapsack, easel, sketch, drill, skate). Portuguese loanwords reflect Portu-
guese trade and colonization in Asia and Brazil (banana, molasses, teak, veranda,
palaver). German loans include lobby, hamster, zinc, quartz, iceberg, nickel, both
steppe and mammoth are Russian loans. ‘Overseas’ source languages, primarily relating
to the expanding trade networks of the fifteenth through eighteenth centuries, include
Turkish (horde, jackal, yogurt), Persian (turban, divan, bazaar, caravan) and Arabic
(algebra, arsenal, jar, civet, tamarind, tarragon, alcohol, albacore, couscous, sherbet,
albatross). Contact with African languages introduced zebra, baobab and chimpanzee.
Hindi, Urdu and Tamil were the source of words including #yphoon, toddy, cot, bun-
galow, dungaree and shampoo. Other source languages are Malay, Chinese, Japanese
and native American languages (Nevalainen 1999: 374-6). It can be seen from these
brief lists that many of the words from Arabic entered English via other languages,
including French, Spanish, Italian and Turkish (this had been going on since the Old
English period but seems to increase in the Early Modern English period). In selecting
from others’ lists I have deliberately avoided terms evoking cultural stereotypes (such
as assassin) and have tried to include everyday words from a wide range of social
activities. These lists conceal the method (identifying source forms and sound changes
in source and borrowing languages), but also raise the problems of lexical attrition,
meaning changes and, most of all, borrowing into developing local varieties in new
overseas contexts versus related but not identical borrowing into the standardizing
metropolitan variety/ies.

The Great Vowel Shift

The most important change demarcating the Middle English from the Early Modern
English was the Great Vowel Shift. Although recent views take the position that this is
a number of sound changes taking place during the period 1400-1700, it is convenient
to summarize these under the general term Great Vowel Shift. In phonetic terms, the
tongue height for long vowels was raised, and high long vowels were diphthongized
(see Table 1.2).

The Great Vowel Shift accounts for a number of irregularities and inconsistencies
troubling English speakers, learners and readers to this day. It explains why children
learning to read in English have to learn qualitatively different long and short
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Table 1.2 The Great Vowel Shift

1400 1550 1640 Later
Bite i €l (al) €l (al) ar [ar]
Meet e i i 1
Meat € € e(?) i
Mate a: ale: €. el
Out u ou (ou) ou (ou) av [ou]
Boot o: u: u: u:
Boat 2. o o: ou/eu

Source: Based on Lass 1999b: 85, with additions.

Notes: X/Y = X or Y in some dialects or varieties
X (Y) = X or Y according to some accounts
X [Y] = X with allophone Y in some environments

pronunciations of vowel symbols, for example, long & pronounced [e1] versus short d
pronounced [], and rules such as ‘The long vowel says its name’. It explains some of
the haphazardness of English spelling, since this began to assume an increasingly fixed
form while the vowel shift was underway. It explains why learners of English have to
memorize or ignore morphophonological alternations such as south [savf] versus
southern [sadarn]. It explains some of the regional and social variation encountered
throughout the English-speaking world, in forms such as root (pronounced with [u:] or
[v]) and route ([u:] or [av]). Brinton and Armovick (2006: 309-11) give three examples
of varieties in which some aspects of the vowel shift were not realized: Scottish Eng-
lish, which retains [u] in mouse; Irish English, which retains [e] in tea; and Canadian
(and some dialects of the United States) in which ME [i] and [u] are not fully lowered
to [ai] and [av], but in some environments are [a1] and [su]. Smith (2004) explores
northern versus southern versions of the vowel shift, and clarifies sociolinguistic context
and actuation.

In theory, the Great Vowel Shift should permit dating of loanwords, with those words
borrowed earlier undergoing the shift (as in the example of fine and machine above). In
practice, this is not so clear. For example, the word roufe ‘way, course’ appears as a
borrowing from Anglo-Norman in the thirteenth century; the modern British and
American pronunciation [ru:t] can only be explained as a re-borrowing from French
after the Great Vowel Shift had diphthongized /u:/ to /au/ (Hoad 1986: 409). The cur-
rently spreading and standardizing American pronunciation [ravt] must be either a
spelling pronunciation (influenced by out, shout, etc.) or possibly was borrowed from
French into a particular British regional dialect before that dialect had undergone the
Great Vowel Shift, then the output of which appeared after transportation to America. It
can be seen that the vowel shift is of limited utility in the face of the expansion of
literacy, and the dialect mixing that must have accompanied standardization, as the
survival and standardization of the [er] pronunciation of great and steak (next to eat
and freak with [i:]) suggest.

Grammatical developments in Early Modern English

Three major grammatical developments listed by Lass (1999a: 11) are: the replacement
of third singular present -(e)th by -(e)s; the loss of the -(e)n marker of verb plurals and
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infinitives; and the displacement of second singular personal pronouns thou, thee, thy,
thine with the second plural ye (later you), you, your, yours. In syntax do-support is
gradually restricted to negative, interrogative and emphatic clauses, and the progressive
is developed.

Early Modern English allowed a great deal of grammatical variation that was later pro-
scribed within the grammatical tradition. Brinton and Arnovick (2006: 327-54) give a host
of examples drawn from Shakespeare, indicating variation which modern prescriptivists
would find unacceptable but which in many cases still occurs in one variety or another.
One out of many examples shows pronominal case variation: here object case appearing
in the subject: And damn’d be him that first cries, ‘Hold, enough!’ (Macbeth).

Conclusion

This chapter emphasizes the earlier periods at the expense of the later periods, commit-
ting precisely the error that Jim Milroy (2007: 32-3) warns of. In part this is necessary,
as an introduction to the history of standardized varieties in the context of World Eng-
lishes must make clear the multiplicity of linguistic sources, the patchwork nature of lan-
guage structure, and political character of ideologies shaping and regularizing language
and our perception of it, then as much as now. Also, the comfortable methods of phi-
lology, as applied to the earlier periods, cease to give reassurance in the sociolinguistic,
cultural and political complexity of the modern world. It may be that we have too much
evidence to generalize away from variation, or it may be that, in their increased size
and complexity, modern language communities have outgrown methods that were
developed to make sense of language change occurring in societies with a predominance
of relatively small and isolated agricultural communities.

At the same time as forces of standardization came into focus and were brought to
bear on the language, English entered on the world stage as explorers, fishermen, mer-
chants, pirates and settlers engaged in a world-wide economic, political and cultural
expansion. The resulting ideologies are examined in Bailey (1991). As imperial expansion
transformed those societies drawn or forced into a relationship with Britain, the indus-
trialization which drove it transformed British society itself (Briggs 1983: 158-224).
‘Standard English’ experienced a corresponding redefinition and reinstitutionalization
as language ideologies developed, spread and receded (see Crowley 1989, 1991, and
1996). New words, including loanwords, reflect the growth of certain areas of life as
we have seen them in the earlier periods or circles of English. What is needed for a full
historical understanding of World Englishes is an analysis of the centre developing in
response to developments on the periphery. This is true in each period of English we
have examined, and remains true in the modern period. This period is given extensive
coverage in Gorlach (1990), Mugglestone (1995), Bailey (1996), Romaine (1998), Beal
(2004) and Mair (2006).

English has always been heterogeneous and has always involved extensive language
contact. As Bailey (2006: 334) says, ‘English is (and has been) one language among
many.” Kirkpatrick (2007: 6) states, ‘After all, other languages preceded English in England
and the British varieties of English have certainly been influenced by local languages
and cultures. The same can be said of American and Australian varieties of English.’
The language has responded to social conditions and ideologies emerging from economic
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and technological developments, prompting the adoption of successive cultural iden-
tities. This heterogeneity is obscured by the historically inaccurate use of the term
Anglo Englishes as a shorthand for inner circle Englishes. Reducing the characterization
of these multiple identities and sources to this term is to impose homogeneity on these
heterogeneous experiences, and even to confer a historical legitimacy upon their ideolo-
gies. It risks missing the point: the standardized metropolitan varieties of the inner
circle are themselves World Englishes. They, their compatriot non-standardized vari-
eties, and the varieties of the outer and expanding circles have been shaped by many of
the same social, political and linguistic processes in the near and distant past. However,
the inner circle standardized varieties are accompanied by a set of ideologies which
emerged in response to those processes, and which serve to control access to privileged
varietal functions. The paradigm of World Englishes, and the linguists associated with
it, continue to confront a world in which, to paraphrase Orwell, all varieties are created
equal, but some varieties are more equal than others.

Summary

This chapter introduces major effects of linguistic change found in standardized forms
of the English language, and looks at contributing historical circumstances. Language
contact is shown to have influenced the lexical development of the language from the
earliest period. Loanwords from Latin, Old Norse and Old French are examined, and
the possibility of Celtic influence on grammar is considered. Later changes include the
loss of inflectional endings at the beginning of the Middle English period, and the sound
changes collectively termed the Great Vowel Shift. Historical factors influencing stan-
dardization during the Early Modem period are examined. Awareness of the hybrid origins
of standardized inner circle Englishes can help speakers and linguists to contextualize
and contain the defensive language ideologies of that circle.

Suggestions for further reading

Hogg, R.M., Blake, N.F., Lass, R., Romaine, S., Burchfield, R.-W. and Algeo, J. (1992-2001) The
Cambridge History of the English Language, Cambridge; New York: Cambridge University Press.
(Authoritative and thorough, although historical and sociolinguistic context take second place to
language description.)

Mesthrie, R. (2006) “World Englishes and the multilingual history of English’, World Englishes, 25
(3—4): 381-90. (A useful application of current sociolinguistic thought to the multilingual origins of
English.)

Milroy, J. (2007) ‘The history of English’, in D. Britain (ed.) Language in the British Isles, Cam-
bridge: Cambridge University Press. (A concise and balanced overview of major structural changes
and sociolinguistic considerations in the history of English.)

Mufwene, S.S. (2001) The Ecology of Language Evolution, Cambridge: Cambridge University Press.
(A valuable theorization of the language change in traditional and non-traditional sociolinguistic
contexts, with numerous illustrations from the history of English and other languages.)

Smith, J.J. (1996) An Historical Study of English: Function, Form and Change, London: Routledge.
(Well-referenced and critical consideration of historical linguistic theory and method as it pertains
to the sociolinguistic and structural development of English. Benefits from non-traditional examples
and an extremely useful annotated bibliography.)
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Grammatical variation in the contemporary
spoken English of England

David Britain

Introduction

Standard English is a minority dialect in England. Surveys of speech communities
across the country over the past few decades have consistently found a majority of the
population of whichever geographically based speech community is under investigation
using at least some non-standard dialect forms. The first person to guestimate what
proportion of the population of the UK spoke Standard English was Trudgill (1974). He
suggested that just 12 per cent of the population spoke it (and therefore around 49
million people didn’t). He later (2002: 171) presented a case to justify this figure. His
survey of the speech of Norwich in eastern England was based, as was common then,
but unusual in social dialectological work today, on a random sample of the Norwich
speech community, using the electoral register as the sampling frame. Given that only
12 per cent of his random sample had no non-standard grammatical features, he sug-
gested that this was a fair estimate of the figure nationally too. He recognized that there
would possibly have been a (small) sampling error and that some towns and cities (he
suggested Bath and Cheltenham) would likely have more standard speakers than that
proportion and others (Hull and Glasgow) were likely to have many fewer.

Few have scrutinized this claim in any detail, but the nearest we have to a con-
temporary figure is a 1995 report by Dick Hudson and Jason Holmes on the use of non-
standard grammatical features found among school children in four locations across the
country (the south west, London, Merseyside and Tyneside). The authors make it clear
that the recordings were expressly made to find out about the children’s (semi)formal
speech, rather than about their everyday informal vernacular that tends to be the prime
focus of social dialectological research.

The children were recorded in situations likely to encourage their use of standard
rather than non-standard English and the focus of the study was the extent to
which they did use standard forms in these situations ... [the recordings] were
made in school situations likely to have inclined pupils more towards the use of
standard than to non-standard forms. The pupils were for the most part speaking
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in the presence of an unfamiliar adult whom they knew to be a teacher, and they
were carrying out specific spoken language tasks.
(Hudson and Holmes 1995: 3-5)

Despite this formality, and given only five to ten minutes of speech was collected from
each child, they found that 61 per cent of the 11 year olds and 77 per cent of the 15 year
olds used non-standard forms at some point (1995: 10). Given the formal contexts in
which the data were being collected, and the likelihood that their informal speech is
even more likely to contain non-standardness, Trudgill’s 1974 figure of 88 per cent non-
standard speakers is probably not wildly inaccurate even today. The figures also suggest
that exposure to formal education does not necessarily increase levels of Standard English
usage — 15 year olds used less Standard English than 11 year olds in this survey.

Supporting this evidence of robust non-standardness is the work of a number of
social dialectologists who have consistently found significant levels of non-standardness
in detailed variationist research — two notable examples for work on grammatical variation
include Jenny Cheshire’s work, mostly on southern England — Reading (Cheshire 1981,
1982, 2005, 2007; Cheshire and Ouhalla 1997), Milton Keynes (Cheshire et al. 2005),
London (Cheshire and Fox 2007, 2009; Cheshire et al. 2007) — but including varia-
tionist work on Hull in northern England (Cheshire 2007; Cheshire et al. 2005) as well
as national surveys (Cheshire et al. 1989, 1993) and Sali Tagliamonte’s work pre-
dominantly on northern English communities, but some comparative work from the south
west of England too (e.g. Tagliamonte 1998, 2002a, 2002b; Godfrey and Tagliamonte
1999; Tagliamonte and Hudson 1999; Tagliamonte and Ito 2002; Tagliamonte and Smith
2002; Tagliamonte and Roeder 2009). Cheshire et al.’s Survey of British Dialect Grammar
(1989, 1993) also focused on school children and found a large number of non-standard
forms to be reported in more than four out of every five questionnaires. The suggestion
that there is perhaps a common core of non-standard forms that are used by a majority
of people in the country, and that don’t appear to be regionally restricted, is supported
by Cheshire et al.’s survey as well as other work (Hughes and Trudgill 1979; Hudson
and Holmes 1995). This common core appears to include the following:

them as a demonstrative;

absence of plural marking on nouns of measurement;

never as a past tense negator;

regularized reflexive pronouns;

there s/there was with notional plural subjects;

present participles using the preterite rather than continuous forms;
adverbs without -/y;

aint/in't;

non-standard was.

These features will all be discussed in more detail below. Surveys such as those of
Cheshire et al. and Hudson and Holmes have also been useful in shedding some light
on the actual geographical distribution of some grammatical non-standard variants. Some,
that had been assumed to be common across the country, were, according to these surveys,
restricted to certain parts of the country, or found in much higher proportions in some
areas than others — this set includes, perhaps surprisingly, negative concord (see below),
reported at much lower levels in the north than in the south. Similarly, recent work on
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the Freiburg Corpus of English Dialects (FRED), a collection of transcripts of oral history
recordings from around the country, has also enabled comparative work on the robust
grammatical variation (and the geographical distribution of that variation) found across
England and the rest of the British Isles (e.g. Kortmann 2004; Kortmann et al. 2004).

So England (and the remainder of the British Isles even more so) should not be seen
as a homogeneous, largely standard-speaking speech community that contrasts with the
largely non-standard Englishes spoken elsewhere. It too is highly diverse and variable,
and it’s probably fair to say that it is a good deal more variable, from a grammatical
point of view, than many of the other inner circle Englishes spoken outside of the British
Isles. A large proportion of its speakers too suffer from potential discrimination on the
basis of their habitual use of non-standard varieties and from the standard ideologies
that permeate the society in which they live. The remainder of this chapter provides a
survey of the most well-documented characteristics of this grammatical variability.

Here, then, I present some coverage of the studies that have been conducted into
variation in specific parts of the grammar of non-standard dialects spoken in England in
the past few decades. Space limitations mean this cannot be an exhaustive survey, but
readers can find other, often more detailed reports in Edwards ef al. (1984), Milroy and
Milroy (1993), Kortmann et al. (2004) and Britain (2007).

Studies of variation

Present tense verbs

Perhaps the most commonly found non-standard variability in the present tense verbal
system concerns the scope of -s marking. In some varieties, predominantly those in the
south west of England, but also in parts of northern England, -s is variably applied
across the whole verbal paradigm and is not restricted to third-person singular contexts,
as in (1) (e.g. Cheshire 1982; Ihalainen 1985; Edwards 1993; Godfrey and Tagliamonte
1999; Shorrocks 1999).

1 We eats there most Sundays

This generalized -s marking appears to be linguistically constrained in two ways. The
first is the so-called Northern Subject Rule, according to which -s is favoured after
noun phrases and non-adjacent pronouns, but disfavoured after adjacent pronouns. The
second is the ‘following clause constraint’ reported by Cheshire and Ouhalla (1997) in
their work on the large town of Reading. Here, if (a) the subject is not third-person
singular, and (b) the complement of the verb is a clause or a heavy noun phrase, -s is
not found, as in (2) and (3):

2 1 bet the landlord hates it (cf. *I bets the landlord hates it)
3 They think he’s gone totally mad (cf. *they thinks he’s gone totally mad)

Such verbal marking in these varieties is almost certainly on the decline (cf. Cheshire
1982 and Godfrey and Tagliamonte 1999). The latter also report that -s marking is most
often found in third singular contexts (1999: 100), perhaps indicating a gradual shift
towards a more standard-like paradigm (1999: 106).
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On the other hand, in East Anglia present tense verbs traditionally lack any verbal
marking at all, even in third-person singular contexts (Trudgill 1974, 2004; Peitsara
1996; Kingston 2000; Spurling 2004; Duffer 2008), as in (4):

4 She love going up the city

As in the south west with generic -s, however, this non-standard form appears to be
undergoing attrition. Duffer (2008), Kingston (2000) and Spurling (2004) all find zero
on the decline across apparent time in rural and urban Norfolk and Suffolk, though the
attrition seems to be more marked, perhaps surprisingly, in rural parts of the region.
Zero marking is also occasionally found in third-person singular contexts in the south
west, since, as mentioned above, -s marking is variable right across the paradigm there
(Godfrey and Tagliamonte 1999).

Present tense of BE

Despite the claim by Edwards et al. (1984: 19) that ‘virtually all dialects simplify the
conjugation of fo be’, there have been very few empirical reports of simplification, and
no quantitative studies, beyond a wealth of discussion about the use of singular forms
in plural existential contexts (see below). Ihalainen (1985: 65) and Piercy (forthcoming)
report the use of non-first person singular cliticized 'm in Somerset and Dorset respec-
tively, but both show that these forms are only attached to pronoun subjects and not to
full NPs (see (5) below). Britain (2002: 25-6) reports the use of bes in the East Anglian
Fens signalling habitual durative aspect, as in (6):

5 You put a big notice on your door saying you 'm a blood donor (Piercy forthcoming)
6 Stephen says she bes in the Wisbech Arms a lot

Piercy (forthcoming) reports invariant be as in (7) from Dorset:
7 so I be Dorset born and bred (Piercy forthcoming)

The use of is, or much more usually 5, in plural existentials is an extremely widely
reported phenomenon (e.g. Cheshire 1982; Ojanen 1982; Petyt 1985; Peitsara 1988; Che-
shire et al. 1989; Hudson and Holmes 1995 (who report it as the most used non-standard
grammatical form in their survey); Anderwald 2004b; Beal 2004; Piercy forthcoming),
as in (8):

8 there’s crumbs all over the floor

Periphrastic do/did

In the south west of England, an unstressed periphrastic do/did is found as in (9) and
(10) below (Ihalainen 1994; Klemola 1994; Megan Jones 2002; Kortmann 2002; Wagner
2004; Piercy forthcoming), with Klemola (1994) showing, on the basis of an analysis
of the Survey of English Dialects and its fieldworker notebooks, that periphrastic did
was more geographically restricted than do.
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9 In autumn, cider becomes too strong and that do wake ’ee up a bit (Megan Jones
2002: 120)
10 She did jump on the pigs back and he did take her to school (Piercy forthcoming)

Present patrticiples

A number of studies (e.g. Hudson and Holmes 1995: 20) report the use of the preterite
rather than the progressive in present participles, as in (11):

11 I’m sat at a desk all day and I don’t even have a window

Hughes and Trudgill (1979) and Beal (2004) also point to the regional variation in
the use of different participle forms after the verbs need and want. Hughes and Trudgill
report the progressive after need in the south of England and after both need and want
in the Midlands and the north (1979: 21), but Beal reports the preterite after need and
want in the north east (2004: 135).

Past tense verbs

General descriptions of regional varieties of English in England always point to the
very significant differences between the past tense systems used in the non-standard
dialects and that used in the standard variety (Cheshire 1982; Ojanen 1982; Petyt 1985;
Cheshire et al. 1989, 1993; Edwards 1993; Hudson and Holmes 1995; Shorrocks 1999:
130-49; Stenstrom et al. 2002; Anderwald 2004b: 179-81, 183—4; Beal 2004; Trudgill
2004; Wagner 2004; Hughes er al. 2005; Watts 2006; Piercy forthcoming). There is a
wide range of different past tense paradigms used across non-standard varieties spoken
in England, but we can point to the following common patterns:

(a) Past tense forms that are weak in the non-standard variety but strong in Standard
English (e.g. I grow, I growed, I’ve growed; I draw, I drawed, I’ve drawed).

(b) Preterite forms that are strong in the non-standard variety but weak in Standard
English (e.g. East Anglian owe, snow becoming /u:/ and /snu:/ (Trudgill 2003:
52-3)).

(c) Past participle = preterite (e.g. I do, I done, I’ve done; I write, I writ, I’'ve writ;
I fall, T fell, I’ve fell; I take, I took, I’ve took, I begin, I begun, I’ve begun).

(d) Present = preterite = past participle (e.g. I come, I come, I’ve come).

A number of studies (Hughes and Trudgill 1979; Cheshire 1982; Cheshire et al.
1989) point to the difference in non-standard varieties between the past tense of full
verb and auxiliary do as in (12):

12 You done it, did you?

Past tense BE

Non-standard paradigms of past BE are well reported in England (Cheshire 1982;
Cheshire et al. 1989, 1993; Hudson and Holmes 1995; Tagliamonte 1998, 2002a;
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Shorrocks 1999; Anderwald 2002, 2003, 2004a; Britain 2002; Stenstrom et al. 2002;
Moore 2003; Levey 2007; Cheshire and Fox 2009; Vasko 2010).

Despite the dominant pattern of non-standard past BE marking outside England
showing a system favouring was across the paradigm, studies in England, however,
have largely found one of two different constellations of past BE forms. The first, and
the system that is perhaps dominant in the southern half of the country, levels to was in
the positive paradigm and weren ¥ in the negative (Cheshire 1982; Tagliamonte 1998;
Anderwald 2002, 2003; Britain 2002; Khan 2006; Levey 2007; Cheshire and Fox 2009;
Vasko 2010), as in (13) and (14):

13 she weren’t very steady on her feet, was she?
14 the youngsters was drinking outside the shop, weren’t they?

A number of these studies from the south of England (e.g. Britain 2002; Levey 2007)
find levelling to werent at higher levels than levelling to was. Tagliamonte (1998),
Anderwald (2002) and Cheshire and Fox (2009) all find that weren ¥ levelling seems to
be more common in tags than in main clauses.

The other pattern common in England shows levelling to were in positive contexts
(Petyt 1985; Shorrocks 1999; Anderwald 2002, 2003; Britain 2002; Moore 2003; Beal
2004; Vasko 2010). Many of these show that levelled were is found in an area con-
centrated in the north west (parts of southern and western Yorkshire, Derbyshire, the
north-west Midlands and southern Lancashire). Both Britain (2002) and Vasko (2010)
find were levelling among older speakers in Cambridgeshire and the Fens in the east of
England, though it is now becoming much rarer.

The use of was after plural existentials, as in (15), is reported widely (Ojanen 1982;
Thalainen 1985; Peitsara 1988; Cheshire er al. 1989, 1993; Tagliamonte 1998; Britain
2002; Vasko 2010), as it is in most (all?) L1 Anglophone speech communities:

15 there was piles of rotten apples everywhere

Perfective aspect

Standard English uses auxiliary have to construct the perfect tense, as in (16), but in the
East Midlands and western parts of East Anglia, it is still possible to hear forms of be
used as the auxiliary instead (see Ojanen 1982: 118-19, 143, 164; Peitsara and Vasko
2002; Britain 2003: 205), as in (17):

16 they’ve heard all sorts of rumours about him
17 T'm been strawberrying at Wisbech

Modal verbs

The little research here on non-standard varieties concerns either the distribution of
double modals (usually in the form of reports rather than detailed empirical investiga-
tions — e.g. Milroy and Milroy 1993; Beal 2004) or comparisons between the functions
of the modals in different varieties. Trousdale (2003) demonstrates that in the north east
of England, unlike in Standard English, each modal verb tends to carry either epistemic
modality or root modality but not both. So, for example, epistemic possibility in Tyneside
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is expressed with might and root possibility and permission with can (2003: 275). Must
tends to carry epistemic modality in Tyneside rather than root necessity, for which kave
got to or should are used.

Quotative verbs

The system by which reported speech is marked in English dialect grammars has been
in considerable flux in the past few decades. The rapid rise of BE [ike (as in (18)) as a
global English quotative has been demonstrated in most Anglophone countries, and
England is no exception (see Tagliamonte and Hudson 1999; Stenstrom et al. 2002;
Baker et al. 2006; Buchstaller 2006; Levey 2006; Robles 2007).

18 and she was like ‘no way, get out of here!’

The speed at which BE like has spread, and the variable geographical patterns in its
use across England are demonstrated by a comparison of studies at different times over
the past twenty years. Stenstrom et al. (2002), on the basis of the COLT corpus of
London teenage speech collected in the early 1990s, find very low levels of BE like
(accounting for less than 1 per cent of their quotatives). Buchstaller’s work on corpora
from Derby and Newcastle, collected in the early to mid 1990s, finds BE like somewhat
higher, at 4.5 per cent (Buchstaller 2006: 8); Tagliamonte and Hudson’s (1999: 158)
York corpus collected in the mid to late 1990s showed 18 per cent BE like, and
Richards’ (2008) work on a suburb of Leeds found 23 per cent of tokens in data col-
lected in 2005 were realized as BE like. Robles (2007), investigating a corpus of data
collected in Colchester in south-east England from the late 1990s to 2005, finds BE like
accounting for a third of all examples of quotatives. Baker e al. (2006) found BE like
at over 60 per cent, but here only younger speakers were considered. Quotative go, as
in (19), too, appears to be a feature in flux, appearing at higher levels among young
people in Buchstaller’s analyses (2006: 12).

19 and Helen went ‘aaaaarrrgh’

While much of the literature is focusing on the diffusion and the social and linguistic
embedding of the global variants BE like and go, Cheshire and Fox (2007) unearthed
an apparently new local variant in London, namely this is susJect, as in (20) and (21):

20 This is them ‘What area are you from? What part?’
21 This is my mum ‘What are you doing? I was in the queue before you’

Imperatives

Few studies report variation in imperatives. Trudgill (2004) and Peitsara (1996) note
that in East Anglia, the second-person pronoun is usually explicit in imperative forms
(see (22) below), even when strengthened by the verb do (23):

22 Sit you down!
23 Do you shut up!
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Negation

Negative concord

The use of two or more negatives in a clause (as in 24) where Standard English
requires just one is such a frequently occurring feature of the world’s Englishes that
Chambers (2004) labels it a vernacular universal.

24 1 didn’t do nothing!

It is reported in studies from across England (Cheshire 1982; Edwards 1993; Milroy
and Milroy 1993; Hughes and Trudgill 1996; Shorrocks 1999; Anderwald 2002, 2004b;
Stenstrom et al. 2002; Moore 2003; Beal 2004; Trudgill 2004; Wagner 2004; Beal and
Corrigan 2005). Cheshire et al. (1989: 205) found, in their Survey of British Dialect
Grammar, that multiple negation was reported more in the south than in the north of

England, a geographical distribution largely confirmed by Anderwald (2002: 105, 2004b:
187) on the basis of an analysis of data from the British National Corpus (BNC).

Negation of auxiliaries and modals

This is one of the more substantially studied features of the dialect grammar of England
and a site of considerable diversity, given that:

(a) negation can lead the auxiliary to be contracted (‘auxiliary (AUX) contraction’),
as in (25):

25 he’s not been feeling very well

(b) the negator itself can be contracted (‘negator (NEG) contraction’), as in (26):
26 she isn’t feeling very well

(c) there is a wide range of regional variants of negated forms, as in (27) and (28):

27 she canna run any more
28 she divven’t do it

(d) a number of types of ‘secondary contraction’ exist as in (29) and (30):

29 The band ain’t [emn?] gonna come
30 they in’t [In?] gonna come either

(e) there is variation in the negation of do, i.e. doesn 't and dont (31):
31 it don’t seem to matter

A number of studies (Cheshire 1982; Tagliamonte and Smith 2002) of AUX versus
NEG contraction of BE and HAVE have drawn attention to Hughes and Trudgill’s
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(1979) claim that AUX contraction, as in (25) above, is more common °‘the further
north one goes’ (1979: 20). Hughes and Trudgill’s claim (1979: 21), however, referred
solely to speakers of Standard English, and did not include negation of BE. For
negated BE, there is common agreement that AUX contraction is substantially more
common that NEG contraction both in the south and the north of the country (Hughes
and Trudgill 1979; Cheshire 1982: 52; Anderwald 2002: 76; Tagliamonte and Smith
2002: 270; Amos et al. 2007). Both Anderwald (2002: 78) and Tagliamonte and Smith
(2002: 272), considering data from the Midlands, find much lower levels of AUX
contraction of BE, suggesting that perhaps the Midlands form a buffer zone of lower
levels of AUX contraction between regions to the north and south with much higher
levels.

For negated HAVE, both Tagliamonte and Smith (2002: 268) and Amos et al. (2007)
show extremely low levels of AUX contraction across England. For negated WILL,
AUX contraction is either negligible, or, in Tagliamonte and Smith’s (2002: 268) work
near Durham, very high, approaching levels found in southern Scotland and Northern
Ireland. If we put aside other forms, to be discussed below, then, we have a system
within which BE and HAVE tend to be negated differently: she s not feeling well (AUX
contraction with BE) but she hasn t felt well (NEG contraction with HAVE).

Secondary contractions of negative contracted forms — variants such as ain’t [em? —
@m?], in’t [n?], een’t [i:n?], etc. disturb this neat pattern, however. Ain ¥ (and the other
secondary contractions) can be used to negate copula BE (as in 32), auxiliary BE (as in
33) and auxiliary HAVE (as in 34):

32 It ain’t my book
33 We ain’t coming yet
34 They ain’t seen him for ages

These forms are extremely widely reported (e.g. Cheshire 1982; Ojanen 1982; Petyt
1985; Cheshire et al. 1989, 1993; Edwards 1993; Hudson and Holmes 1995; Viereck
1997; Shorrocks 1999; Anderwald 2002, 2003, 2004b; Stenstréom et al. 2002; Beal
2004; Trudgill 2004; Amos et al. 2007), though Tagliamonte and Smith find very few
examples in their data from a number of sites in both northern and southern England
(2002: 262). Amos et al. (2007) found that East Anglia seemed to be the focal
point for high levels of secondary contractions, where they represented over 20 per
cent of all tokens of auxiliary HAVE and over 15 per cent of auxiliary and copula BE
negation in Ipswich (Suffolk) and Mersea (near Colchester in Essex) and a very high
89 per cent and 96 per cent of all tokens for HAVE and BE respectively in Wisbech
(Cambridgeshire).

Few studies distinguish between different forms of secondary contraction. Anderwald
(2002) shows that int [n?] (as opposed to ain’t [em? — &m?]) is concentrated in London,
the Midlands and the north west. She reports in # as being absent in East Anglia (2002:
130, 131), yet Trudgill (2004) claims this to be the dominant East Anglian form, and
Amos et al. (2007) show it to be by far the dominant secondary contraction in Wisbech
(Cambridgeshire) (where secondary contractions represent the almost categorical negation
strategy). Viereck (1997: 251) reports hain 't for East Anglian negated auxiliary HAVE
and Ojanen (1982) reports een t [i:n?] for southern Cambridgeshire. Amos et al. (2007)
find these as well as ent [en?], heen t [hi:n?] and others. Cheshire (1981) shows evidence
of a functional distinction between ain t and in t in Reading, with irn ¥ being the form of
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choice in tag questions, especially what she calls ‘aggressive tags’ which demonstrate
some sort of hostility or divergence by the speaker towards the hearer.

A number of regional negated forms have been reported, such as -na (see 27 above),
from parts of the west and north-west Midlands (e.g. Viereck 1997: 761, 763), Scottish-
type -nae forms such as dinnae (for don ¥) and cannae (for can ¥) reported for Berwick-
upon-Tweed in the far north east (Pichler and Watt 2006), and divvent (for don ¥) reported
across the north east (Beal 2004; Pichler and Watt 2006; Rowe 2007), (28) above.
Anderwald (2004a: 55) reports amnt for first-person singular negated BE (see also
Broadbent 2009) in parts of the north-west Midlands in the Survey of English Dialects
(SED) data, but it is not clear if it still survives.

Don't for third-person singular doesnt, as in (31), is widely reported (e.g. Cheshire
1982; Ojanen 1982; Cheshire et al. 1989, 1993; Hudson and Holmes 1995; Kingston
2000; Stenstrom et al. 2002; Anderwald 2003, 2004b). Anderwald (2003) compares the
geographical distribution of dont in the data from the Survey of English Dialects
(where she finds don t largely restricted to the south and Midlands) and the British
National Corpus in which she finds that dont is ‘present in practically every dialect
area throughout Great Britain’ and has been ‘spreading from the south over the last few
decades’ (2003: 515). Kingston (2000: 56), however, finds that whilst don t is the domi-
nant form among older and middle-aged people in rural Suffolk, it is being replaced by
doesn t among younger, especially female speakers.

‘Never’ as a negator

A number of studies report never being used as a negator with definite time reference
as in (35) (Cheshire 1982; Cheshire ef al. 1989, 1993; Edwards 1993; Hudson and Holmes
1995; Viereck 1997; Stenstrom et al. 2002; Anderwald 2004b; Beal 2004):

35 I met her last week and she never told me about that!

Adverbs

Many varieties of English in England show variation with respect to whether adverbs
append the inflection -/y or not (Hughes and Trudgill 1979). Inflectionless forms, as in
(36) and (37) below, are reported from right across the country (Cheshire 1982; Ojanen
1982; Cheshire et al. 1989, 1993; Edwards 1993; Hudson and Holmes 1995; Shorrocks
1999; Stenstrom et al. 2002; Tagliamonte and Ito 2002; Anderwald 2004b; Beal 2004;
Wagner 2004; Watts 20006):

36 Come quick!
37 It happened real fast

Tagliamonte and Ito (2002), in the most detailed empirical investigation of this phe-
nomenon, showed a sharp decline in York English in the use of inflectionless forms
across apparent time, but this decline is almost totally accounted for by the decline in
the use of adverbial real as opposed to really in intensifiers. The use of zero marked
adverbs otherwise showed a much shallower decline in apparent time, though there was
a strong tendency for all zero marked forms to be found especially in the speech of
male working-class speakers (2002: 252-3).
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A number of researchers have investigated adverbial intensification of the kind that
Tagliamonte and Ito noted for real (Hudson and Holmes 1995; Stenstrom et al. 2002).
Hudson and Holmes (1995: 14) note that the use of the adverb dead as an intensifier
was one of the few grammatical features found predominantly on Merseyside in their
survey. Stenstrom ef al. (2002: 151) show that real as an intensifier as in (37) above, is
used most by middle-class speakers in their London corpus — showing a radically dif-
ferent social stratification of the feature than in York. They also show that intensifiers
right as in (38) and well as in (39) were also predominantly middle-class forms:

38 1 was right pissed off with that
39 And I thought she was well hard, sticking up for herself like that

Prepositions

Both Shorrocks (1999) and Vasko (2005) report a wide range of non-standard preposi-
tional usages in their analyses of Bolton and southern Cambridgeshire respectively.
Cheshire et al. (1993) report that the use of a simple preposition where Standard Eng-
lish has a complex one, as in (40), and the use of a complex preposition where Stan-
dard English has a simple one, as in (41), both tend to be features of southern varieties
of English (1993: 77):

40 I'm going up my friend’s house
41 He knocked his hat off of his head

Watts (2006) discusses variation in the omission and reduction of zo in Cheshire and
southern Lancashire, contrasting Cheshire, where to is often completely omitted by
working-class speakers as in (42) (2006: 322) with neighbouring Lancashire and
Greater Manchester where it is reduced to some form of glottal stricture or devoicing of
the final consonant of the preceding word (Shorrocks 1999):

42 my dad needs to go the opticians (Watts 2006: 323)

Despite historical evidence that it was once more grammatically widespread, Watts
only finds omission after the verb go in her Wilmslow data. In other contexts, reduction
or assimilation is found. Ojanen/Vasko (Ojanen 1982: 252; Vasko 2005: 168-74) finds
similar deletion in southern Cambridgeshire.

Plurality

Many non-standard varieties do not overtly mark plurality on a number of (especially
measurement) nouns (Hughes and Trudgill 1979; Ojanen 1982; Petyt 1985; Cheshire
et al. 1989, 1993; Edwards 1993; Peitsara 1996; Shorrocks 1999; Anderwald 2004b;
Beal 2004; Trudgill 2004; Wagner 2004; Watts 2006), as in (43), (44) and (45) below:

43 that’s five mile from the farm
44 1 need ten foot of rope

45 three pound of tomatoes, please!
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Pronouns

Personal pronouns

A number of non-standard forms are considered here: the use of distinct second-person
plural subject pronouns, as in (46); the use of ‘gendered pronouns’ as in (47) and (48);
“pronoun exchange’ as in (49) and (50), and the use of dummy that instead of it as in (51):

46 Yous’ll have plenty of time for that

47 He have been a good watch

48 The little cottage up here, he’s semi detached and he was put on the market for
350,000 (Piercy forthcoming)

49 He wanted he to go on milking the cows (Piercy forthcoming)

50 Us don’t think naught about things like that (Wagner 2004: 158)

51 Come in quick — that’s raining

A few studies report the use of youse as a plural form of you in some varieties (46
above). Beal notes its presence in Tyneside, Liverpool and Manchester (2004: 118) (see
also Cheshire et al. 1993: 81), and Stenstrom ez al. (2002) find it in London. Beal discusses
both the possibility that this form may have its origins in Ireland as well as the continued
existence in the traditional dialects of many parts of northern England (with the exception
of Liverpool and Tyneside) of thou and thee. Trudgill (2003) shows that in East Anglia,
you ... together can be used as the plural form of the second person, as in (52):

52 Come you on together!

Dialectologists of the south west of England have long recognized the existence there
of ‘pronoun exchange’ whereby subject personal pronouns are used in non-subject
positions and the reverse (see Ihalainen 1994; Wagner 2004; Piercy forthcoming) (see
(49) and (50) above). Wagner (2004: 157-9) claims that ‘with a frequency of occur-
rence of about 1% ... pronoun exchange seems to be all but dead in its former heart-
lands’ (2004: 159). Piercy (forthcoming) finds pronoun exchange alive but rare in rural
south Dorset. In addition, the use of the subject pronoun in non-subject position kind
was once found in Essex (Trudgill 2003, 2004), and is still found in Tyneside (Beal
2004: 117-18).

Gendered pronouns are ‘instances of pronouns which are marked for masculine or
feminine gender but which refer to inanimate count nouns’ (Wagner 2004: 159, see also
Ihalainen 1994; Piercy forthcoming) as in (47) and (48) above. Wagner (2004) and
Piercy (forthcoming) concur that these forms are now ‘rare’, but ‘by no means dead’
(Wagner 2004: 163).

In East Anglia, that is often found in place of Standard English it as in (51) above
(Peitsara 1996; Trudgill 2003, 2004), a feature that is still robustly in evidence across
the social and age spectrum.

Possessive pronouns

One obsolescing non-standard form reported in some varieties is the use of -(e)n forms,
such as hisn, hern, ourn and yourn. Trudgill (1999: 90-1) reports that these seem to be
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most common in the Midlands and the south and south east (excluding the south west
and East Anglia). Such forms are found at low levels among older speakers in the
Cambridgeshire Fens.

In East Anglia, possessive pronouns can be used to refer to someone’s house (Peitsara
1996: 293; Trudgill 2003: 61) as in (53):

53 Do you want to come round mine later?

Petyt (1985: 190) reports the use of us as a possessive pronoun in West Yorkshire
(see also Beal 2004), as in (54):

54 We all take us cars to work nowadays

Reflexive pronouns

Possessive pronouns are often used to form reflexive ones in non-standard varieties in
England, as in (55) and 56), marking them apart from the standard system which uses
both object and possessive pronouns:

55 John bought hisself a Wii
56 The fans did theirselves no good at all

This is reported by, for example, Hughes and Trudgill (1979), Edwards (1993), Hudson
and Holmes (1995), Shorrocks (1999), Stenstrém et al. (2002), Trudgill (2003), Anderwald
(2004b), Beal (2004), Wagner (2004), Watts (2006) and Piercy (forthcoming).

Relative pronouns

Variation is endemic in the relativization system in English (see, for example, Hughes
and Trudgill 1979: 17-18; Thalainen 1985; Cheshire et al. 1989, 1993, 2007; Edwards
1993; Shorrocks 1999; Trudgill 1999, 2003, 2004; Stenstrom et al. 2002; Tagliamonte
2002b; Anderwald 2004b; Beal 2004; Wagner 2004; Watts 2006). The range of relative
pronouns used in Standard English overlaps with those used in the non-standard
varieties of England (e.g. who, which, that, @) but both have forms not used in the
other (e.g. whom, what, as), and the forms they share often differ from each other, and
differ across the non-standard varieties, in terms of their relative frequency in different
syntactic environments. Important in determining relativizer choice is whether the
antecedent noun plays a subject (57a—c) or object (58a—d) role in the relative clause
and whether the gender of the antecedent is human, or non-human but animate or
inanimate.

57(a) Becky shouted at the bloke what spilt his drink on her dress
57(b) Becky shouted at the bloke who spilt his drink on her dress
57(c) Becky shouted at the bloke that spilt his drink on her dress
58(a) That’s the dog what he found injured on the side of the road
58(b) That’s the dog which he found injured on the side of the road
58(c) That’s the dog that he found injured on the side of the road
58(d) That’s the dog he found injured on the side of the road
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A number of studies have looked in more detail at the relativization strategies in
local dialects of English in England (see Britain 2007 for a detailed overview of these
studies).

In subject position, that is the dominant form across the country, except in northern
East Anglia which prefers what (see Cheshire ef al. 2007; Poussa 1994). O, too, although
rarely the most frequently occurring subject relativizer, is common in many of the
country’s dialects, especially in existentials, such as (59), and clefts, such as (60):

59 there’s not many people like getting up at stupid o’clock to go to work
60 it’s a small bungalow they moved to

O is the dominant form in object position, regardless of antecedent animacy. That is
also very common in object position, except, again, in East Anglia, where it is a mar-
ginal minority form in Peitsara’s (2002a) Suffolk data and barely present in any of the
other East Anglian studies. In Cheshire ef al.’s (2007) study of the Fens and London,
that accounted for just 5 per cent of object relativizers in the Fens but 60 per cent of
such tokens in London. Poussa (1994: 424) finds very little that in Norfolk and spec-
ulates about how far the area of ‘thatlessness’ extends, and whether it is simply an East
Anglian phenomenon.

The two relativizers that occur only in non-standard varieties, what and as, seem to
be experiencing somewhat different fates. As appears obsolescent. Peitsara (2002a)
finds that relativizer as is rarely used in her Suffolk data, as do Ojanen (1982) for
Cambridgeshire, and Cheshire et al. (2007) for the East Anglian Fens. It seems to be
found at its highest levels in the south west (see Peitsara 2002a: 180). What appears to
still be quite robust, however, accounting for more than 10 per cent of the relativizers
in the south west and East Anglian corpora in Herrmann’s research (2003), as a domi-
nant form in both subject and object position in Reading (Cheshire 1982) and is used
heavily in East Anglia (Ojanen 1982; Poussa 1994; Peitsara 2002a; Cheshire et al.
2007). Cheshire et al. (2007) find that what is the most used form in both subject and
object relatives in the Fens. Herrmann (2003: 138) claims that what is spreading: ‘from
its southeastern (East Anglia including Essex) heartland’ and ‘has been radiating out
through the adjoining Midlands and the Home Counties, especially London, to the
Southwest and, eventually, to the North’. She adds, furthermore, that although what
originated in East Anglia, it is not thriving there now because of stigmatization (2003:
141). Braddy (2009) finds that what is in sharp decline in East Anglia. In a study of the
Essex village of Coggeshall, she finds dramatic shift over apparent time from a system
where what was dominant (among older speakers in the village) to one in which, like in
London (Cheshire et al. 2007), younger speakers very much prefer that while what has
disappeared.

Further north and in the south west, however, what is barely used. Tagliamonte
claims that ‘what is virtually non-existent’ (2002b: 154), ‘the sheer lack of WH-
words ... is astounding’ (2002b: 163). Wh- forms were barely used in object positions
at all in her research. An analysis of who in subject position across apparent time in her
York corpus showed it to be used least among younger (under 35 years) and less well-
educated speakers, whilst that was more common among the young. Given that wh-
forms had been considered to be steadily entering the system, Tagliamonte adds that
‘linguistic change in the English relative marker system may be like a pendulum
swinging back in the opposite direction’ (2002b: 164).
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Pronominal word order

Kirk (1985: 135) discusses, on the basis of information from the Survey of English
Dialects, the regional distribution of word order variation in clauses with both a
direct and indirect object pronoun, with (61), (62) and (63) all possible in dialects of
England. He found that Verb + DO + to 10 (61) was reported as the dominant verna-
cular form only in the south west, Verb + DO + IO (62) in the Midlands, Lancashire
and parts of the south east, with Verb + 10 + DO (63) dominant in the north and East
Anglia.

61 Give it to me
62 Give it me
63 Give me it

Demonstratives

A number of dialects in England show non-standard forms in the demonstrative system.
The use of them as a distal plural demonstrative is extremely common (Hughes and
Trudgill 1979; Cheshire 1982; Cheshire ef al. 1989, 1993; Edwards 1993; Hudson and
Holmes 1995; Shorrocks 1999; Stenstrom et al. 2002; Anderwald 2004b; Wagner 2004;
Piercy forthcoming), as in (64).

64 Can you see them birds sitting in that hedge?

Both Cheshire et al. (1989: 194) and Hudson and Holmes (1995: 14) find that them
is one of the most commonly found non-standard grammatical features in England. A
number of varieties also report this here, these here, that there and them there used as
demonstratives (e.g. Wagner 2004: 164 for the south west; Shorrocks 1999: 51 for
Bolton in the north west; Trudgill 2003: 62 for Norfolk).

Wagner (2004) reports that thik [01k] as a demonstrative has ‘all but died out’ in the
south west (2004: 164), and Kortmann (2002) reports they used as the distal plural form
in Somerset. Piercy (forthcoming) finds both present in rural south Dorset among older
speakers, (65) and (66) respectively:

65 thik two boys, they got left standing there (Piercy forthcoming)
66 the one thing about it in they days (Piercy forthcoming)

Comparison

A good number of varieties spoken in England have ‘double comparison’ and use both
the inflectional ending (-er for comparatives and -est for superlatives) and the appro-
priate analytic marker (more or most), as in (67) and (68), where in Standard English
only one would be found (e.g. Ojanen 1982: 211; Edwards 1993: 231; Hudson and
Holmes 1995: 20; Stenstrom et al. 2002: 134):

67 it’s more fuller than what it was last week
68 the most wonderfulest holiday she’s ever had
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Definite and indefinite articles

A well-known phenomenon from across the north of England is so-called Definite
Article Reduction, whereby the is reduced to [t] or [?] (see Mark Jones 1999 for a
discussion of regional variation in pronunciation, and also Petyt 1985; Thalainen 1994;
Shorrocks 1999; Mark Jones 2002; Rupp and Page-Verhoeff 2005; Tagliamonte and
Roeder 2009), as in (69):

69 They had a baby, and as soon as ¢’ baby arrived he got jealous (Rupp and Page-
Verhoeff 2005)

Fox (2007), in a study of language use among a friendship group of adolescents of
white and Bangladeshi ethnicity in the East End of London, finds that allomorphy both
of the definite and indefinite articles is being rapidly eroded. Both articles are sensitive,
in Standard English, to whether the sound after the article is a vowel or a consonant, as in
(70) and (71). Fox finds, however, that the prevocalic variants are undergoing attrition,
as in (72), with a being used before vowels in 74 per cent of all possible cases among
the Bangladeshi boys in her sample, and [09] before vowels in 81 per cent of cases:

70 an apple, a pear
71 the [0i] apple, the [d9] pear
72 a apple, the [09?] apple

This phenomenon has been found sporadically in a number of traditional dialects
(see, for example, Ojanen 1982: 126; Peitsara 1996: 288; Britain 2003: 203 in East Anglia;
Shorrocks 1999: 45 for the north west; Wagner 2004: 155 and Piercy forthcoming, for
the south west) but given that these reports are from areas well away from London, it
appears Fox’s dramatic findings represent a diffusing innovation, possibly from within
the ethnic minority community (see also Britain and Fox 2009; Gabrielatos et al. in
press).

Conjunctions

A small number of studies report the use of non-standard conjunctions (e.g. Peitsara
1996; Shorrocks 1999; Trudgill 2003, 2004). The East Anglian research by both
Trudgill and Peitsara discusses what the latter labels ‘consecutive conjunctions’ (1996:
300), such as (73) and (74):

73 Don’t go near that dog do he’ll bite you
74 Will you tidy your room time 1 get tea ready?

Question tags

Studies carried out in the south east of England (Stenstrom et al. 2002; Fox 2007 — see
also Hudson and Holmes 1995; Anderwald 2004b) have noted the increasing use of the
invariant tag innit? as in (75):

75 You told mum yesterday, innit? (Stenstrom et al. 2002: 169)
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Stenstrdm et al.’s analysis (2002) based on their corpus of London adolescent speech
looks at innit alongside other tags such as yeah? and right? They find that innit? is
largely used by working-class, ethnic minority females (2002: 187, 188, 189), with
yeah? used most by adolescent middle-class males and right? (which they found was as
popular as innit?), like innit?, used most by working-class ethnic minority adolescents.
Cheshire and Fox (2009: 25) report the use of invariant weren ¥ it? as a tag in London.

Conclusion

Diversity reigns, then, if we take a holistic view of the grammatical structures used in the
varieties spoken in England. In conclusion, we can point to a number of themes that this
review of grammatical diversity has raised. First, and to reiterate the point made at the start
of the chapter, every corner of the country demonstrates a wide range of grammatically
non-standard forms, reminding us that such forms are the rule rather than the exception
in spoken English English — research has shown that there appears to be a common core of
non-standard elements found very widely across the country, alongside more local gram-
matical forms. Second, there do, nevertheless seem to be some areas of the country that
stand out as demonstrating a particularly distinctive constellation of non-standard gramma-
tical forms: the south west, East Anglia and the north east, for example, have been parti-
cularly prominent and this is only partly because they have been relatively well described
from a grammatical point of view (though the contemporary south west, particularly, is
much less well described from a phonological perspective; see Piercy forthcoming). Third,
and following on from the above, there are huge gaps in our knowledge of the present-day
grammars of varieties in England, both from a sociogeographical perspective — which non-
standard grammatical forms are used in place X, and by what sort of speakers there? — and
a linguistic one — what is the linguistic conditioning of the grammatical non-standardness?
Much of what we do know from some parts of the country comes from rather traditional
and now almost certainly outdated sources. Considerable amounts of recent sociolinguistic
and variationist work have shed light on phonetic and phonological variation, especially
in the north of England, but our understanding of current grammatical variation has by no
means kept up with this phonological work. It is likely that such research, if conducted,
would unearth further diversity, as well as provide us with an update on the continued
survival (or not) of some of the traditional grammatical variants reported in older dia-
lectological research. Fourth, as some traditional grammatical forms have died, or are
dying, others have been born — this review has highlighted a number of features which
are either relatively recent arrivals to L1 English in England (such as quotative BE like
and this is me), and other forms which appear to have been rejuvenated (e.g. lack of allo-
morphy in the article system). Central to many but not all of these are the innovating role
played by the country’s minority ethnic communities. Research such as that carried out in
London (e.g. Cheshire and Fox 2007, 2009; Fox 2007) and Birmingham (Khan 2006) has
showcased the important role that these communities are playing not just in creating and
adopting new grammatical forms, but also in diffusing them to the local white populations
with whom they have contact. Further research is needed from different parts of the coun-
try to enable us to fully understand the scope of these innovating communities. Despite the
immediacy and proximity of the hegemonic standard, then, and despite the fact that some
non-standard grammatical features appear obsolescent, geography, demography and ethni-
city have combined to ensure that robust non-standardness remains pervasive in England.
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Suggestions for further reading

Kortmann, B., Burridge, K., Mesthrie, R., Schneider, E. and Upton, C. (2004) A Handbook of Vari-
eties of English: Volume 2: Morphology and Syntax, Berlin: Mouton de Gruyter. (The most thor-
ough and detailed examination of grammatical variation across the dialects of England, this volume
has separate chapters on the north, the south west, the south east and East Anglia (though, sadly, no
coverage of the Midlands).)

Cheshire, J. (2005) ‘Syntactic variation and beyond: gender and social class variation in the use of
discourse-new markers’, Journal of Sociolinguistics, 9: 479-508. (This very important paper by
Jenny Cheshire explores variation from a somewhat different perspective from most variationist
work, examining the different grammatical strategies that perform similar functions in the spoken
language, rather than simply analysing, as most such research has done, variant grammatical forms.
She finds that the social stratification of variable grammatical structures is deeply embedded in the
grammar of spoken discourse, and suggests that in order to locate this social patterning, ‘it may be
necessary to ... [take] as the starting point of an analysis the function of a specific syntactic con-
struction rather than the form, and then explore the full range of other linguistic forms that speakers
use to fulfil the same function’ (Cheshire 2005: 500). This work opens up the potential for further
research in other speech communities and on other grammatical functions to unearth hitherto
unknown connections between social and grammatical structure.)

Cheshire, J. and Fox, S. (2009) ‘Was/Were variation: a perspective from London’, Language Variation
and Change, 21: 1-38.

Tagliamonte, S. and Smith, J. (2002) ““Either it isn’t or it’s not”: NEG/AUX contraction in British
dialects’, English World-Wide, 23: 251-81. (These two papers, the former considering a multi-
ethnic neighbourhood of London, the latter a study of multiple locations in northern and south-
western England (as well as places in Scotland and Ireland) both represent exemplary clear
accounts of the analytical methods used to study one specific grammatical variable in detail, ways
to present the results of quantitative analyses of that variable, as well as theoretical interpretations
of the findings of the analyses.)
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Phonological innovation in contemporary
spoken British English

Gerard J. Docherty

Introduction

Misunderstandings as the result of an erroneous interpretation of the phonetic char-
acteristics of an utterance are commonly discussed in the context of second-language
learners (e.g. Best and Tyler 2007), but, arguably, less so where they arise as a result of
variation within the native language (Labov 1994; Bond 1999). So, for example, the
present author (a native speaker of English who has lived his entire life in either Eng-
land or Scotland) recently stopped in his tracks when ‘Cheese Day’ was the mistaken
interpretation which he made of a UK undergraduate student’s realization of the word
“Tuesday’ (in this case, the immediate context did not provide the necessary dis-
ambiguation until about ten seconds after the misinterpretation had been made). The
principal cause of this ‘slip of the ear’ was the sheer auditory distance between the
front and unrounded vowel quality produced by the speaker in the first syllable of that
utterance (as is now regularly the case for speakers of his age — see below) and the
author’s phonological representation of the same vowel in the target word, such that, in
this particular instance, the target vowel /u/ was perceptually assimilated to /i/. The
misperception, of course, was enhanced by the realization of the initial /tj/ consonantal
sequence as a palato-alveolar affricate [f] identical to that found at the onset of cheese.
And this instance was a striking reminder that even for native speakers of widely
spoken varieties of English, ongoing phonological change can lead to significant issues
regarding intelligibility, even in the case where the listener is attuned to and has reg-
ularly encountered this type of realizational variant in English and is familiar with its
association with a relatively younger generation of speakers.

If phonological innovations can lead to misinterpretations such as this for (even rea-
sonably well-informed) speakers of varieties of English which are in social/geo-
graphical proximity, then it is arguably all the more likely that they will be a more
significant challenge for speakers of other varieties of English either as an L1 or L2
who have not had exposure to the innovative phonetic realizations of the variety con-
cerned. With this in mind, the aim of this chapter is to paint in broad strokes some of
the key dimensions of innovation and change in patterns of pronunciation of British
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English. By necessity the coverage is selective and the chapter does not provide in-
depth accounts of the various features discussed. In presenting this overview, I do not
focus on one particular variety, nor do I attempt to provide coverage of all of the
interesting variability observable within UK varieties of English. Rather, the material is
designed to draw readers’ attention to a selection of features which are distinctive, and
in many cases relatively recent innovations present across speakers of a number of UK
varieties, and particularly so in the speech of the younger generations.

For further details of many of the features described below, readers are referred to the
recent volumes by Britain (2007) and Kortmann and Schneider (2004), to the some-
what less recent collection by Foulkes and Docherty (1999), and to the descriptions
provided by Hughes et al. (2005 — especially the overview presented in Chapter 4), as
well as to a range of individual studies which are specified below. Readers are also
referred to the excellent online resources providing stream-able samples of a wide range
of contemporary UK English accents, perhaps the most notable of which are the BBC
Voices project (www.bbc.co.uk/voices/) and the British Library ‘Sounds Familiar’
archive (www.bl.uk/learning/langlit/sounds/index.html).

Factors associated with variation and change

Prior to tackling some of the salient phonological innovations within contemporary
varieties of UK English, it is instructive to pause on what appear to be the factors
associated with the trajectories of change identified in recent studies of UK accents. A
key observation is that, across the British Isles, there has been (and continues to be) a
tangible reduction in the use of a number of localized and strongly marked variants. For
example, in the north east of England the traditional realization of /t/ as a voiced uvular
fricative or approximant, the so-call Northumbrian ‘burr’, has now almost completely
disappeared, being now confined to a geographically constrained sub-set of elderly
speakers (Beal 2004). Likewise, in the realization of the Tyneside NURSE! vowel, the
previously frequently encountered [o] variant now appears to be strongly in decline and
tied to a relatively restricted set of lexical items (Maguire 2008). The consequence of
changes such as these is that across the UK there is now, at least in some respects, a
greater degree of accentual homogeneity than was previously the case — a process
which is typically referred to as ‘dialect levelling” (Trudgill 1986; Kerswill 2003), and
which appears to have built up momentum over the past twenty to thirty years.?
Sociolinguists (e.g. Kerswill 2001, 2003; Britain 2002; Kerswill and Williams 2002)
converge on the view that dialect levelling has arisen as a result of the increase in
social mobility across recent generations (in turn driven to a large degree by changes to
patterns of employment and an altering of the social and economic equilibria between
urban and rural populations) which has weakened the social ties believed to underpin
strongly localized varieties, and which has increasingly brought people into contact
with others who have different accentual characteristics. While there is some con-
troversy in the literature (e.g. Britain and Trudgill 1999; Kerswill 2002) about the ways
in which accents interact when they come into contact in this way, there seems no
doubt that one of the likely consequences is a degree of convergence. A very clear case
of this has been tracked within the UK in recent years through Kerswill et al.’s (e.g.
Kerswill and Williams 2000, 2005) study of phonological variation in the new town of
Milton Keynes, located about 45 miles north of London, which demonstrates the
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development of new accentual characteristics and norms as the result of co-locating
over a relatively short period of time populations of speakers with differing accents and
socioeconomic backgrounds.

But it is important to note that greater accentual homogeneity in the UK context does
not mean that speakers are converging on a single standard, and likewise does not mean
that accentual innovation has ceased to take place. Evidence from recent studies points
to regional differentiation in respect of levelled varieties; for example, Watt and Milroy
(1999) and Watt (2002) show that levelling in speakers of Tyneside English can be
analysed as the adoption of a levelled variety with distinctively northern characteristics,
contrasting in many respects with the features identified by various investigators (e.g.
Przedlacka 2002; Altendorf 2003) as characteristic of the so-called ‘Estuary English’
levelled variety which is widely encountered over large parts of the south-east quadrant
of England. But note too that the extent of levelling is very much a function of speech
style, with many investigators reporting a higher frequency of more localized variants
being found in more informal styles and contexts (for example, as shown for Newcastle
by Docherty et al. 1997; Watt 2000; and for Glasgow by Stuart-Smith 1999). And of
course, where the factors which have driven levelling have not been so powerful,
marked local varieties and realizational variants still flourish, as shown by Llamas’
(2001) study of Middlesbrough and Williams and Kerswill’s (1999) work on Hull,
locations where speakers continue to show significant divergence from neighbouring
varieties driven in part by demographic and socioeconomic factors, but also by promi-
nent local ideologies which lead traditional accent features to act as strong conveyers of
local identity.

Crucially, while it is true to say that some traditional accent features are indeed dis-
appearing, levelling is perhaps best thought of (Trudgill 1986) as a process which is
defined relative to a previous state characterized by the presence of a variety of loca-
lized marked forms (some of which had a prominent role in the definition of local
identities). It should not be read as meaning that diversity and innovation are not
strongly present within contemporary varieties. Clearly the social and demographic
factors which have delivered substantial levelling in recent decades continue to evolve
(e.g. Champion 2008, 2009) and in doing so create conditions conducive to new pat-
terns of phonological innovation and change. For example, recent work by inter alia
Heselwood and McChrystal (2000), Torgersen et al. (2006), Fox (2007), Khattab
(2007), Lambert et al. (2007), Cheshire et al. (2008) points to the role of the steadily
(and in some places rapidly) shifting ethnic mix within the major urban centres in the
UK as a relatively new driver of phonological innovation (and there is clear evidence of
this factor shaping other areas of language use — e.g. Rampton 2005).

Finally, in this section, the current status of Received Pronunciation (RP) warrants a
mention, especially as this continues to be the variety which acts as the frame of
reference provided in the instruction of English in many parts of the world, and it is the
variety of UK English which is described in greatest detail, due perhaps to landmark
publications such as Gimson (1980), but also to smaller-scale but detailed studies such
as Bauer (1985), Deterding (1997), Fabricius (2002a, 2002b, 2007) and Hawkins and
Midgely (2005). It seems clear that the social perturbations mentioned above have also
led to a shifting of the ideologies associated with different UK varieties, and, as a
consequence, the prestige which for a very long period of time was associated with RP
has significantly dissipated (Kerswill 2001, 2007). Of course, one reflection of this is
precisely the fact referred to above that dialect levelling does not involve gravitation to
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a single prestige variety (i.e. speakers are not abandoning their localized marked var-
iants in order to take up RP-like realizations). More prosaically, this evolution of
ideology is reflected in the readiness with which different varieties are now encountered
through national media channels such as the BBC, and in the almost inevitable resis-
tance to this change evidenced in recurrent articles in the press regretting the passing of
the prestigious ideology formerly associated with RP (e.g. Henderson 2007).

While it is not difficult to find speakers of RP almost anywhere in England (probably
least difficult in the south east of the country), there is no doubt that it is undergoing
changes, some of which are discussed below, and in its own way appears to be parti-
cipating in the levelling process described above, although from a very different start-
ing point than the traditional, localized accent features. An interesting perspective on
this can be gained from Harrington and colleagues’ analysis of the phonetic character-
istics of the UK monarch over fifty years’ recordings of the annual Christmas Day
Queen’s Speech (Harrington et al. 2000, 2005). Not only did this study provide a
unique real-time account of variation in an individual’s speech performance, it also
shed light on how even a particularly conservative variety of RP had evolved over five
decades (focusing in particular on shifts in vowel quality), albeit that the Queen’s
phonological patterning remains somewhat conservative, not evincing to any significant
extent the key innovative features described below (unlike the speech of younger
members of the UK Royal Family).

English in the UK

In the following section of this chapter, I now draw attention to key innovative aspects
of phonological patterning within British varieties of English. As mentioned above, this
section does not attempt to give full descriptions of specific varieties (the references
which are cited provide ample descriptions of this sort), but focuses instead on features
that are particularly characteristic across many (but by no means all) contemporary
spoken varieties, and particularly for younger generations of speakers. I deal in the first
instance with consonantal variation before moving on to discuss vowels and some
aspects of prosody.

Realization of /t/

A remarkable number of the interesting innovations in consonantal realization in UK
varieties of English are focused on /t/. Perhaps most notably, many studies over recent
decades have tracked the spread of glottal variants of /t/ and have clarified the social,
geographical and linguistic factors which govern their occurrence (Docherty and
Foulkes 2005 provide a full list of references, including Andrésen 1968; Roach 1973;
Trudgill 1974; Wells 1982; Docherty et al. 1997; Docherty and Foulkes 1999; Fabricius
2000, 2002b; Przedlacka 2002). There are two types of glottal variant identifiable in
contemporary varieties; glottal replacement (referred to by some authors as glottaling),
where a glottal stop is produced in contexts where a [t] would be expected to occur in a
citation form realization; and glottal reinforcement (also referred to as glottalization),
where a glottal stop is produced as a double-articulation at the same time as the [t] oral
occlusion. While both variants are usually referred to as involving the production of a
glottal stop, in fact the little instrumental phonetic research that has been carried out on
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these realizations (e.g. Docherty and Foulkes 1999 on speakers from Newecastle and
Derby) suggests that the glottal articulation often involves little more than a brief
interval of laryngealized voice quality® as a result of a momentary adjustment of the
tension of the vocal folds, and it is not unusual for a complete and sustained glottal
occlusion to be absent.

The studies referred to above provide a thorough analysis of the conditions in which
the two different types of glottal variant can be found across a number of different
varieties of UK English. But for the purposes of the present chapter, it is perhaps most
valuable to draw attention to the findings which point to a significant increase in the extent
to which speakers across many parts of the UK are deploying the glottaled [?] variant
in two particular environments; in word-final pre-consonantal position (e.g. get this)
and perhaps most strikingly in intervocalic position both word-medially (as in water) and
word-finally (as in get off). For example, in a study comparing Reading, Milton Keynes
and Hull carried out in the mid 1990s, Williams and Kerswill (1999: 147) note that
‘glottal replacement of non-initial /t/ is the norm among young working class people in
all three towns’, and that the frequency of occurrence is greater in younger than in older
speakers. In a study of Derby carried out at approximately the same time, Docherty and
Foulkes (1999) noted substantial use of glottal variants by younger speakers and much
less by their sample of older speakers (but with no class or gender differences). And glot-
taling of word-medial /t/ is regularly cited as a key characteristic of the so-called
‘Estuary English’ varieties of English (e.g. Przedlacka 2002; Altendorf 2003). Fabri-
cius’ (2002b) study of /t/-glottaling in RP brings out another aspect of this ongoing
development, namely its sensitivity to speech style, finding that there were much lower
frequencies of occurrence in a reading passage as opposed to an unscripted interview.

Of all of the innovations in UK varieties of English, the glottaling of /t/ in inter-
vocalic position, especially word-medially, is arguably the most salient. This salience is
partly phonetic in origin (the phonetic distance between a fully occluded [t] and a
momentary laryngealization at the interface of two vowels is, by any measure, quite
substantial, lending these variants significant auditory prominence), but it also relates to
the social value which is attached to variants concerned. As discussed in detail by
Fabricius (2002b), t-glottaling has become almost emblematic of the ideological shifts
which have dissipated the status of RP (a variety which is not conventionally associated
with intervocalic t-glottaling). Thus, in expressing their resistance to these shifts, com-
mentators regularly alight on t-glottaling as the example of an ‘undesirable’ innovation
in the speech of younger people (e.g. Norman 2001 — of course, this negative evalua-
tion is not necessarily shared by the younger generation of speakers, in whose speech
performance t-glottaling abounds). Another dimension to this is the interpretation given
in the media to the use of t-glottaling by certain public personae that, in doing so, they
are somehow trying to reach out to or display solidarity with the large part of the
(especially younger) population for whom this is an increasingly typical and (as men-
tioned above) prominent speech characteristic; the former prime minister, Tony Blair,
was often discussed in this respect — see, for example, Lyall (1998); de Burgh (2008).

But variation in /t/ is not restricted to the occurrence of glottal variants. Recent stu-
dies suggest that there is now fairly widespread use of a voiced variant. In the survey of
regional varieties in Foulkes and Docherty (1999), this was reported in overviews from
Newcastle (Watt and Milroy 1999), Glasgow (Stuart-Smith 1999), London (Tollfree
1999) and Sandwell in the West Midlands (Mathisen 1999). In some cases this is
described as being a tap articulation ([r]), but in others the description given suggests
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[d] or [t]. Stuart-Smith (1999) notes that in Glasgow the environment which is most
regularly associated with this variant (as an alternative to glottaling) is word-final
intervocalic position with a preceding short vowel as in /ot of or get off, and a similar
environment was found to be a productive locus for voiced variants of /t/ in Newcastle
by Docherty et al. (1997). There are parallels between the environments identified for
this voiced /t/ variant and those which trigger the so-called ‘t-to-r rule’ applying to
some speakers of a number of regional varieties of UK English, where /t/ is realized as
a voiced approximant [1] (Carr 1991; Docherty et al. 1997; Broadbent 2008). But, as
with t-to-r, what remains to be investigated more systematically is the extent to which
the occurrence of voiced /t/ is constrained to certain high frequency lexical items such
as got, lot, let, get, not, what, that, bit, it, and to what extent it is subject to social,
stylistic and prosodic factors.

A further innovation in the realization of /t/ which is beginning to come to light as
the result of increased research on regional British varieties is the use of lenited or pre-
aspirated variants. While fricated and affricated variants of /t/ have for a long time been
primarily associated with the Merseyside variety of English (Knowles 1978; Honey-
bone 2001; Sangster 2001; Watson 2006), in recent years, studies on the eastern side of
the country have pointed to the existence of a range of other variants which appear to
result from either a weakening of the oral occlusion for /t/ or a relatively early abduc-
tion of the vocal folds at the end of a preceding vowel, or possibly both. In Newcastle,
there is evidence (Docherty and Foulkes 1999; Docherty 2008) pointing to a range of
realizations of /t/ in word-final pre-pausal position including pre-aspiration, preceding
vowel weakening, pre-affrication, frication. These can be found in combination or in
isolation, and are most strongly associated with the speech of young female speakers
(although not exclusively so). Subsequent work in Middlesbrough (Llamas 2001; Jones
and Llamas 2003, 2008) has revealed a similar pattern of realization. Contrary to the
situation for t-glottaling, this is an aspect of /t/ variation which appears to have been
established without being explicitly noted by investigators working impressionistically,
and, even in the areas where these ‘weakened’ variants are frequently used, they do not
appear to carry any of the ideological ‘baggage’ associated with glottaling (in this light,
it is also interesting to note the findings of Gordeeva and Scobbie (2004) of what they
refer to as ‘non-normative pre-aspiration’ of fricatives in Scottish English).

Other key aspects of the realization of /t/ which should be factored into any overview
of variation in UK varieties of English include the deletion of /t/ (and /d/ too, of course)
in word-final consonant sequences such as lost boy, mist came or walked purposefully,
and the palatalization of /t/ preceding /j/ as in tune or Tuesday. The factors associated
with t/d deletion are amply documented in Tagliamonte and Temple’s (2005) study of a
corpus of York speakers who point to differences in the conditioning factors that apply
in that variety of English, namely the relatively low influence of the word’s morphological
class, compared to those which are typically invoked for -t/-d deletion in USA English
(e.g. Guy 1991). The realization of /t/ as [ff] (and of /d/as [d3]) before a /j/ (in fact, most
likely, the coalescence of /t/ and /j/ into a single complex segment) has been long recog-
nized as a feature of less conservative UK varieties of English (Wells 1982), but in recent
years has been highlighted as one of the features most characteristic of Estuary English
(although this is a feature which is a well-established and widespread feature of infor-
mal and formal speech throughout the UK). It is also relevant to mention here a further
aspect of palatalization which characterizes many contemporary UK varieties, namely
the realization of /s/ as [ [] before a /tr/ consonant as in street, strange, structure, etc.
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TH-fronting

A close second to t-glottaling as the most frequent object of topical comment on the topic
of UK English pronunciation is TH-fronting; i.e. the realization of /6/ and /d/ as the
corresponding labiodental fricatives [f] and [v]. While this is a long-standing feature of
London vernacular (Kerswill 2003), and has been closely associated with the levelled
‘Estuary English’ varieties prevalent within the south-east quadrant of England, there is
now ample evidence (mapped in detail by Kerswill 2003) that TH-fronting is present in
many of the urban centres of England and Scotland, most particularly in informal speech
styles (Wells 1982; Stuart-Smith and Timmins 2006). It appears to be primarily a feature
of younger generations of speakers (outside of the south east, Kerswill (2003) attributes
it to speakers born post 1970 so it remains to be seen whether this age-based difference
will continue to be the case), and reports suggest that it may not be equally present across
male and female speakers; for example, in their study of Milton Keynes, Reading and Hull,
Williams and Kerswill (1999) found quite high levels of TH-fronting in both sexes, but
higher frequency in boys’ realizations. Research has also highlighted a range of factors
which are conducive to TH-fronting. A number of studies report that word-initial /3/ is
resistant to TH-fronting (Wells 1982: 328; Docherty and Foulkes 1999; Williams and
Kerswill 1999); i.e. in a small set of high-frequency function words such as this and that,
and in some varieties of English it is not unusual to encounter a plosive realization of
word-initial /8/ in words such as these (Wells 1982: 329; Tollfree 1999 for the London
vernacular, Docherty and Foulkes (1999) for Derby). Stuart-Smith and Timmins (2006)
found that the highest frequency of TH-fronting occurred word-finally, and the lowest
word-medially, Clark’s (2009) study of TH-fronting in informal conversations of adoles-
cent members of a West Fife pipe band yielded effects of syllable position (TH-fronting
more likely in syllable coda position) and lexical category (ordinals and place-names more
likely to retain the dental realization), and found that the presence of a labiodental earlier
in a word seems to predispose a fronted realization of a subsequent dental. Further work
is needed to establish how widespread these factors are across different UK varieties.

Labial /r/ and rhoticity

In the not too distant past, the realization of /r/ as a labiodental approximant [v], when
it persisted beyond the age at which it was developmentally typical, was often char-
acterized as a disorder of speech articulation (Foulkes and Docherty 2000) and would
not infrequently lead to a referral for speech and language therapy. However, over the
past two or three decades, for younger-generation speakers of many contemporary UK
varieties of English, the situation has substantially changed with labiodental realizations
of /r/ now being very common and generally no longer evaluated negatively or as some
form of speech production disorder. What is perhaps most striking is that, unlike the
situation applying to other changes over the same period, this seems to have happened
largely without overt resistance or comment on the part of members of the speech
communities concerned. This process of change is described in more detail by Foulkes
and Docherty (2000), and is perhaps most strikingly exemplified by Trudgill’s (1999)
observation that in his 1968 survey of phonological variation in Norwich (Trudgill
1974) [v] was ‘idiosyncratic’, whereas in a later 1983 study (reported in Trudgill 1988)
labiodental variants were found to be present in over 30 per cent of the speaker sample
born between 1959 and 1973.
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More generally, as pointed by Hughes et al. (2005), rhoticity (the realization of /1/
in syllable-coda position either pre-pausally or pre-consonantally) is one of the key
dimensions along which varieties of English (across the globe, not just in the UK) can
be distinguished. Within the UK, rhoticity is most typically associated with the varieties
of Scotland and Northern Ireland, and with the south-western quadrant of England.
There is also a small enclave of rhotic varieties in the north west of England around
the towns of Blackburn and Burnley. In general, though, Hughes et al. point to a gra-
dual retreat of rhoticity within England, most likely due to the factors underpinning
dialect levelling more generally, referred to above. What may well be the beginnings of
a shift of this sort have also been observed in the archetypally rhotic varieties of Eng-
lish spoken in Scotland (Romaine 1978; Stuart-Smith 2007). Recent experimental pho-
netic studies of the realization of coda /r/ in speakers of Scottish English (e.g. Scobbie
et al. 1999; Stuart-Smith 2007) point to a good deal of variability in the realization of
/t/ (including for some speakers variants with a very notable uvular or pharyngeal
quality), and also highlight a good deal of inter-rater variability in identifying when
coda /r/ was present or not, suggesting that for some speakers of Scottish English der-
hoticization (the gradual progression of an accent from being rhotic to non-rhotic) may
be further advanced than was previously thought simply because it has been difficult to
identify impressionistically.

Vowels

The configuration of the vowel space and its alignment to the lexical stock of English
provides arguably the most important and systematic basis for differentiating varieties
of English (Wells 1982; Hughes et al. 2005), and the analysis of these differences has
been enormously facilitated by referring them to the ‘lexical sets’ devised by Wells
(1982) for capturing cross-accent vowel differences. For example, varieties can be
classified in multiple dimensions by how they are positioned vis-a-vis the BATH-
TRAP lexical sets (a front vowel akin to [a] for both in many, especially, northern
varieties, in contrast to an [a]-[a] split in many others), the realization of the STRUT
lexical set (as a central and relatively open [A] vowel or with a quality which overlaps
substantially with that for the FOOT set), or by whether they have a single realization
for the FOOT and GOOSE lexical sets (as is typically reported for Scottish varieties) as
opposed to differentiating these in some way, most commonly via a [v]-[u] split
(although see below for more on these particular realizations). Many of these differ-
ences are deeply rooted and, no less so today than in the past, many carry very sig-
nificant social value (e.g. within England, the fusion of the BATH-TRAP sets has
strong ideological associations with ‘northern-ness’), and they are accentual features
that speakers will readily demonstrate an awareness of if asked.

Research carried out in more recent years, however, has pointed to a number of
innovations in the realization of vowel contrasts occurring across varieties which would,
on other grounds, be characterized as quite different from a vocalic point of view. While
it is not within the remit of this chapter to explore the causes of such changes, they
would seem to be at least in part a reflex of the more general process of dialect level-
ling commented on above, although investigators (e.g. Kerswill et al. 2008) are also
keen to use these changes as a means of testing the phonology-internal factors which
are claimed by Labov (1994) to be strong drivers of changes to vowel systems over
time.
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Perhaps the most striking of these is the fronting of the GOOSE and GOAT vowels
by younger generations of speakers. Putting to one side those varieties where GOOSE
is already fused with FOOT (and already has quite a central and close quality, as is
generally the case in Scottish varieties), there are widespread reports of moderate to
substantial fronting of GOOSE together with the production of much less marked lip-
rounding/protrusion; e.g. Tollfree (1999) reports [&] for London, Williams and Kerswill
(1999) observe [v:] or even [y:] for Reading and Milton Keynes, Trudgill (1999)
reports a central diphthong [wa] for Norwich with gradually increasing lip-rounding,
and Docherty and Foulkes (1999) report [w:] and [#:] for Derby. These findings are
confirmed in instrumental studies by Bauer (1985), Deterding (1997), Harrington et al.
(2008) and Hawkins and Midgeley (2005). And of course it is this particular innovation
which underpins the misinterpretation cited at the very start of this chapter. With
GOAT, the key innovatory elements do not apply to those varieties which prefer a
monophthongal [o:] realization (e.g. Scotland, north of England), but in the southern
half of England there is a more fronted quality and a lessening or complete absence of
lip-rounding during the latter half of the diphthong. For example, Williams and Kers-
will (1999) note the use of [oY] in Reading and Milton Keynes, and in the latter loca-
tion they observe a more open variant [e1] in the speech of younger female speakers;
Docherty and Foulkes (1999) report [au], [ot], and [ew] for younger generation and
older middle-class speakers in Derby.

The STRUT lexical set has received a considerable amount of attention from inves-
tigators, particularly for those varieties which retain a STRUT-FOOT split. Bauer’s (1985)
acoustic study of RP speakers suggested that STRUT was well established as a ‘central-
to-front’ vowel as opposed to the back quality with which it was previously associated,
a finding which was confirmed by Hawkins and Midgley (2005), and for Milton Keynes
speakers by Williams and Kerswill (1999). In similar vein, other investigators (Doch-
erty and Foulkes 1999; Watt and Milroy 1999; and Hughes et al. 2005) note that in
northern English varieties it is not unusual to hear a vowel akin to [9] or even slightly
fronter than this. More recently, however, Torgersen et al.’s (2006: 261) study of vowel
variation in a range of London speakers notes that younger speakers have ‘back and
raised STRUT vowels’ pointing to convergence on this type of realization across the
south-east quadrant of England.

Other vocalic features which reports suggest are widely present across a number of
contemporary varieties include the tensing of unstressed /i/ (referred to by Wells 1982
as HAPPY-tensing) by which the unstressed vowels in words such as happy, city, pretty
are realized with [i] as opposed to [1] (this change has been commented on as an ongoing
change for a number of decades, but it does now appear to be strongly established
across the southern half of England), the fronting, centralizing and loss of lip-rounding
of the FOOT lexical set (Tollfree 1999 for London; Hawkins and Midgley 2005 for RP;
Williams and Kerswill 1999 for Milton Keynes and Reading), and the convergence of
the vocalic realizations of the CURE lexical set towards that for NORTH (Docherty and
Foulkes 1999; Tollfree 1999; Williams and Kerswill 1999) such that, at least for
younger speakers of many varieties in England, the most frequent realization of words
like cure, poor, tour is with a monophthongal [o] vowel as opposed to a diphthong akin
to [va] (thus ensuring that pairs like paw/poor are homophonous).*

One vowel feature which does not receive a great deal of detailed discussion in the
literature but which seems to be widespread is the realization of the FLEECE vowel
with an onset glide from a slightly centralized starting point (reported by Tollfree 1999
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for London; Williams and Kerswill 1999 for Milton Keynes, Reading and Hull; Trud-
gill 1999 for Norwich; Mathisen 1999 for Sandwell; Stoddart et al. 1999 for Sheffield;
and Docherty and Foulkes 1999 for Derby).

While the examples given above relate to innovations which can be encountered
across a number of urban varieties of UK English, it is important to bear in mind that,
notwithstanding the factors which are promoting levelling, there is a wealth of more
localized vowel features still to be found in different varieties of English and which appear
to be well entrenched. For example, alongside the BATH-TRAP realization referred to
above, other key indicators of ‘northern-ness’ seem to be monophthongal realizations
([o:] and [e:]) for the GOAT and FACE lexical sets encountered routinely across the
northern half of the UK (Watt and Milroy 1999; Watt 2002). And many geographically
more localized varieties are almost defined by certain specific characteristics of vowel
realizations; e.g. [0:] for GOAT in Hull, [av] or [ou] for the same set in the West Mid-
lands (Mathisen 1999), open monophthongs for PRICE and MOUTH in urban centres
in Yorkshire (Stoddart et al. 1999).

Aspects of prosody

While over the past couple of decades there has been something of a surge in work
focused on segmental variation and change within varieties of British English, the same
cannot be said for work on prosody (but the UK is no exception in this respect). So, for
example, while there are sporadic reports of interesting cross-dialectal variation in the
rhythmic and temporal properties of speech (e.g. Mees and Collins 1999; Scobbie et al.
1999), there has been no systematic study of the dimensions along which such varia-
bility can be found or about whether the patterns of variability which undoubtedly do
exist are stable.

Likewise, while there are well-established and highly informative accounts of the
phonetics and phonology of intonation within English (O’Connor and Arnold 1973;
Cruttenden 1997), these are largely not drawn from a systematic analysis of large-scale
corpora of natural spoken interaction and so (almost inevitably, and avowedly) fall
short of capturing the full richness of intonational variation within UK varieties of
English. That this is the case was amply illustrated in the late 1990s by the Intonational
Variation in English (IViE) project (Grabe et al. 2000, 2004; Grabe 2004). Focusing on
seven varieties of English from the British Isles (London, Cambridge, Leeds, Bradford,
Newcastle, Belfast and Dublin), this project revealed

extensive variation in the intonation [learners of English] might hear from native
speakers, within and across dialects ... they need to be aware that variation in the
southern ‘standard’ is as high or higher than in norther varieties of English spoken
in the British Isles. In other words, the standard variety is no more uniform than
non-standard varieties.

(Grabe et al. 2004: 331)

Differences across the varieties investigated included the pitch contours associated with
statements and questions (e.g. the regular presence of a ‘nuclear rise-plateau’ contour in
Newecastle and Belfast speakers but not observed in the Cambridge speakers), but as the
above quotation indicates, the intra-variety variability encountered within this study
was substantial. Other studies focusing on variety-specific aspects of intonation are few
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in number (e.g. Cruttenden’s 2001 study of women from Salford in Greater Manche-
ster, Bilton 1982 on Hull, and Local et al. (1986) on Newcastle), but they do lend
weight to the IVIE project’s key finding of extensive inter- and intra-variety variation.

What none of this work has done, however, is to identify any particular trajectories
of change with regard to patterns of intonation within UK English (not surprisingly,
given that there were very few previous studies capable of providing a benchmark).
Nevertheless, one intonational feature which does appear to have established a foothold
in the performance of some speakers of British English is the use of a rising pitch
contour in declarative contexts (such as statements and other expressions of certainty)
where, for the varieties concerned, a falling contour would be more conventionally
deployed (Fletcher et al. 2004). This pattern of realization has been assigned diverse
labels, including ‘High Rising Tone’ (or “Tune’ or ‘Terminal’), ‘Australian Questioning
Intonation” and ‘uptalk’, and has been the object of speculative debate in the press
regarding its origins (Bradbury 1996; Norman 2001); as with t-glottaling it has been
treated as something of a symbol of the ‘decline’ of contemporary spoken English by
those who are concerned about such changes. With similar phonetic characteristics to
analogous patterns found in antipodean varieties of English and in the USA, it has been
claimed that this particular pitch contour is chiefly associated with the speech perfor-
mance of upwardly mobile ‘New Yuppies’ (Cruttenden 1997: 130), but since there has
been very little systematic study of this (Fletcher et al. 2004), it is difficult to state its
distribution with certainty or to gauge whether it is spreading across a broader set of
speakers. Cruttenden (1997: 129) notes that its usage, very much a feature of informal
conversational interaction, seems to be associated with the conveyance of new infor-
mation while at the same time being ‘deliberately non-assertive and checking that you
are following me’. It is important to differentiate this relatively recent innovation in
British English (in the 1990s, according to Cruttenden) from the rising pitch contours
which are a longstanding and routine characteristic of declarative utterances in certain
varieties of English such as Newcastle, Liverpool, Glasgow and Belfast.

Prospects

As is evident from the references cited above, our knowledge and understanding of the
evolving phonological characteristics of varieties of British English have developed
very substantially over the past twenty years or so. Nevertheless, we are still some way
short of a comprehensive understanding of the dynamics of phonological innovation
and change and how sound patterning plays out in conversational interaction as a
means of indexing individual and social characteristics (Foulkes and Docherty 2006).
In particular, within the UK context, there is scope for much further investigation of
how the full range of social factors which characterize a speech community are asso-
ciated with phonological variation within that community; for example, there is a need
to discover much more about how children become attuned to the sociophonetic prop-
erties of their native variety (Foulkes et al. 2005; Khattab and Roberts forthcoming),
the extent to which individual identity is a driver for the adoption (or not) of innovative
variants, and, as pointed out above, research to date has only skimmed the surface of
the role played by ethnic identity within a country where (at least in the large urban
centres) the ethnic mix continues to evolve and is a strong shaper of the social
dynamics characterizing communities.
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It is also important that more work is carried out on how and to what extent speakers
shift their patterns of speech across different speech styles. Differences between word-
list style and unscripted conversation have been widely reported, but style-shifting is
not only about the degree of formality associated with a sample of speech. More
interestingly, perhaps, it is closely related to how individuals orientate themselves to
particular interactional situations and the extent to which this is a conscious process.
And style-shifting is also closely tied to reigning language ideologies and the prestige
(either overt or covert) which is associated with particular types of realization. We do
indeed have a good idea of what the key dimensions of style-shifting might be (see, for
example, papers in Eckert and Rickford 2001) but there have been relatively few stu-
dies to show how these translate into the variable performance of individual speakers
(examples of such work are studies by Podesva et al. 2002 and Drager 2009).

Finally, the increase in recent years in the application of quantitative instrumental
phonetic methods to the analysis of groups of speakers and individuals has provided
new insights and is very likely to continue to do so (see contributions to Di Paolo and
Yaeger-Dror forthcoming). One key contribution made by these techniques is that they
have brought to light aspects of variation which simply would not have been evident
had the researchers been relying on an impressionistic record (e.g. the findings men-
tioned above re: derhoticization, pre-aspirated variants of /t/, and the characteristics of
‘labial-r’), thereby painting a broader picture of the extent of such innovation and var-
iation across a sample of speakers. Acoustic phonetic analysis is perhaps the method
with the greatest potential in this respect as it is non-invasive and can to a large degree
be applied automatically to large tagged corpora, thereby quickly generating very sub-
stantial datasets. Indeed, the issue for researchers is perhaps now less about how to
apply such techniques, and more about how to design and annotate corpora of natural
speech recordings which are expandable over time and which provide good coverage of
the relevant social and linguistic contextual factors which need to be tracked (see Fro-
mont and Hay 2008 for discussion of how these issues have been addressed in the
development of the ONZE corpus, which lays down a very clear benchmark for other
researchers).
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Notes

1 Note that in describing variation in the phonetic realization of vowels, use is made here of the lexical
sets presented by Wells (1982) as a good basis for capturing the key vocalic features of different
accents of English. Each lexical set is represented by a keyword in upper case (e.g. NURSE) which
stands for a set of lexical items (e.g. nurse, work, purse, curd, etc.) which tend to share a parti-
cular vowel realization albeit that the precise quality of vowel realization may vary across accents.

2 In this chapter, the term accent is used to denote the phonological dimension along which varieties
can differ, whereas dialect is used to refer to the wider set of dimensions across which varieties
may differ (e.g. lexical, syntactic and phonological).

3 Laryngealized voice quality is a particular form of vibration of the vocal folds caused by adjusting
the tension of the vocal folds such that they vibrate rather more slowly than usual and with higher
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irregularity. If prolonged, laryngealization is heard as creaky voice (also known as vocal fry). See
Ladefoged and Maddieson (1996) for further details.

4 Note that the realization of these vowels in rhotic varieties will be quite different as a result of the
retention of the coda /1/, and that in the northern half of England strong diphthongal forms are still
well established, albeit subject to quite a bit of social variation.
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The Englishes of Ireland

Emergence and transportation

Raymond Hickey

Introduction

Any treatment of the English language in Ireland must start from the recognition of a
wide range of varieties throughout the country. There are varieties on the east coast
which go back to the late twelfth century. In the north of Ireland, there was a significant
Scots input in the seventeenth century. In the south west and west of the country, there
are largely rural varieties which still show the effect of structural transfer from Irish
during the period of the main language shift between the seventeenth and nineteenth
century. The different forms of English in Ireland can be considered from the point of
view of the structural characteristics which they share and through which they form a
linguistic area across the island of Ireland (Hickey 1999a, 2004a). They can also be
considered in terms of their distinguishing features which derive from their different
historical roots and the particular demographic circumstances under which they took
root in Ireland. The latter view is what justifies the term ‘Englishes’ in the title of this
chapter. And, in the context of the present volume, the plural form of English has addi-
tional justification. This book is about the different forms of English which are found
throughout the world and so the primary standpoint is one of diversity. There is a fur-
ther reason for stressing differences among the varieties of English in Ireland: these
diverse varieties were transported during the colonial period between the early seven-
teenth and the late nineteenth centuries (Hickey 2004d) and so provided specific input
to emerging English at a number of overseas locations as far apart as Newfoundland
(Hickey 2002) and Australia (Hickey 2007: 414-17).

The coming of English to Ireland

The most cursory glance at the history of Irish English reveals that it is divided into
two periods. The first period starts in the late twelfth century with the arrival of the first
English-speaking settlers and finishes around 1600 when the second period opens. The
main event which justifies this periodization is the renewed and vigorous planting of
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English in Ireland at the beginning of the seventeenth century. One must understand that
during the first period the Old English — as this group is called in the Irish context —
came increasingly under the influence of the Irish. The Anglo-Normans who were the
military leaders during the initial settlement had been completely absorbed by the Irish
by the end of the fifteenth century. The progressive Gaelicization led the English to
attempt planting the Irish countryside in order to reinforce the English presence there
(Palmer 2000). This was by and large a failure and it was only with James I that suc-
cessful planting of (Lowland Scottish and English) settlers in the north of the country
tipped the linguistic balance in favour of English in the north. The south of the country
was subject to further plantations along with the banishment of the native Irish to the west
during the Cromwellian period, so that by the end of the seventeenth century Irish was
in a weak position from which it was never to recover. During the seventeenth century
new forms of English were brought to Ireland, Scots in the north and West/North Midland
varieties in the south (where there had been a predominantly West Midland and south-
west input in the first period). The renewed Anglicization in the seventeenth century led
to the view, held above all by Alan Bliss (see Bliss 1977, 1984), that the forms of
English from the first period were completely supplanted by the varieties introduced at
the beginning of the modern period. However, this is not true. On the east coast, in
Dublin and other locations down to Waterford in the south east, there is a definite con-
tinuation of south-west English features which stem from the imported varieties of the
first period (Hickey 2001).

The medieval period

The documentary record of medieval Irish English is confined for all intents and pur-
poses to the collection of 16 poems of Irish provenance in BM Harley 913 which are
known collectively as the Kildare Poems (Heuser 1904; Lucas 1995) after one of the
poems in which the author identifies himself as from the county of Kildare to the south
west of Dublin. The collection probably dates from the early fourteenth century. The
language of these poems is of a general west midland to southern character. There are
many features which can be traced to the influence of Irish phonology (Hickey 1993). It
is a moot point whether the Kildare Poems were written by native speakers of Irish
using English as an H-language in a diglossic situation and whether indeed the set was
written by one or more individuals.

The early modern period

Apart from the Kildare Poems and other minor pieces of verse (see Mclntosh and
Samuels 1968 for a detailed list), there are attestations of English in the first period
among the municipal records of various towns in Ireland (Kallen 1994: 150-6), espe-
cially along the east coast from Waterford through Dublin and up as far as Carrickfer-
gus, north of present-day Belfast. But such documents are not linguistically revealing.
However, at the end of the sixteenth century attestations of Irish English begin to
appear which are deliberate representations of the variety of the time. These are fre-
quently in the guise of literary parody of the Irish by English authors. The anonymous
play Captain Thomas Stukeley (1596/1605) is the first in a long line of plays in which
the Irish are parodied. Later, a figure of fun — the stage Irishman — was to be added,
establishing a tradition of literary parody that lasted well into the twentieth century
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(Bliss 1976, 1979; Sullivan 1980). The value of these written representations of Irish
English for reconstructing the language of the time has been much questioned and it is
true that little if any detail can be extracted from these sources. In addition most of the
satirical pieces were written by Englishmen so that one is dealing with an external
perception of Irish English at the time. Nonetheless, this material can be useful in
determining what features at the beginning of the early modern period were salient and
hence picked up by non-Irish writers.

Satirical writings are not the only source of Irish English, however. There are some
writers, especially in the nineteenth century, who seriously attempt to indicate colloquial
speech of their time. The first of these is probably Maria Edgeworth, whose novel Castle
Rackrent (1801) is generally regarded as the first regional novel in English and was much
admired by Sir Walter Scott. Other writers one could mention in this context are William
Carlton and the Banim brothers (see the collection and discussion in Hickey 2003a).

Scots input to Northern Ireland

The succession of James VI of Scotland (1566—1625) as James 1 (1603-25) to the English
throne led to the establishment of the Stuart monarchy. After the defeated Irish lords
left Ulster in 1607, James I moved quickly and their lands were escheated. The gov-
ernment decided to initiate the plantation of Ulster along the lines of the Munster
plantation in the late sixteenth century. This time, however, the land was reserved for
Scots settlers, encouraged by their compatriot James I, together with Englishmen, mostly
from the North Midlands and north of England (Adams 1958: 61ff. and 1967: 69ft.).
Because of the union of the crowns in 1603, the Scottish were allowed to settle in Ireland
without difficulty. Settlers were a mixture of private individuals along with royal officials
(servitors) and some ‘deserving’ Irish, i.e. those loyal to the crown during the Nine Years
War (1594-1603). The plantation settlements were to form the basis for the demographic
split of the country. Due to the Scottish and English background of these immigrants
the division of Ireland came to be as much linguistic as political and confessional.
The Scottish undertakers tended to have smaller estates than the English, probably
because they were not in as financially robust a position as the latter (Robinson 1994
[1984]: 79). The settlers from Lowland Scotland received the slightly less profitable lands
because their average incomes were somewhat below those of the corresponding English
undertakers. Furthermore, their estates were scattered across the escheated land. Addi-
tional factors for the demographic development of Ulster are important here: in 1610
many landless Irish, who were supposed to move to estates administered by the church
or by officials, were given a stay of eviction. Initially, this was because undertakers had
not yet arrived in Ulster. But when they did, tenancies were granted to the Irish because
these were willing to pay higher rents. Indeed, by 1628 this situation was given official
recognition by a ruling which allowed undertakers to keep native tenants on maximally
a quarter of their portions at double the normal rent. There was much competition
between Irish, English and Scottish settlers, with the Irish generally having to be con-
tent with poorer, more marginal land, such as the Sperrin Mountains of central Tyrone,
while others, for whatever reason, remained to work under Scottish/English owners.
The success of the Ulster plantation was relative: the numbers envisaged by the English
administration did not always reach the targets set nor did the landlords always have
the capital to carry through the agricultural and urban projects which the government

78



THE ENGLISHES OF IRELAND

had envisaged. Many of the companies retained Irish tenants (against the wishes of the
English crown) and there were conspiracies against the English, notably in 1615.

The plantation of Ulster is regarded in works on Irish history, e.g. Canny (2001) and
Foster (1988), as the major event at the beginning of the early modern period. There are
differences in the assessment of both its significance and value. The major grievance
which it triggered stemmed from the banishment of local Irish to poorer, more marginal
lands in Ulster with the fertile lowlands left in English or Scottish hands.

The uneven spread of the Scots across Ulster meant that the regions where Ulster
Scots was spoken did not encompass the entire province, and nowadays these are no

Map 4.1 Ulster dialects
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longer contiguous because of a reduction of their size. The remaining areas are, how-
ever, regions of historical settlement. Three are located on the northern periphery from
the north west through the north east to the south east of Ulster, hence the term ‘Coastal
Crescent’ or ‘Northern Crescent’. (See Map 4.1.)

The number of speakers of Ulster Scots today is difficult to estimate, especially because
there is no clear demarcation between Ulster Scots and English-based varieties. Further-
more, the difference between it and more general forms of English in Ulster has been
overlain by the strong antithesis of urban and rural speech in contemporary Ulster. The
optimistic figure of 100,000 which is offered, not uncritically, by Montgomery and Gregg
(1997: 213) may serve as a general orientation but nothing more precise is available.

The lexicography of Ulster Scots has been served by a large number of academic articles
dealing with specific lexical items or word fields (see relevant section in Hickey 2002). A
dictionary in popular style is available in James Fenton’s The Hamely Tongue. A Per-
sonal Record of Ulster-Scots in County Antrim (2000 [1995]). Loreto Todd’s Words Apart.
A Dictionary of Northern Irish English (1990) is medium in size and coverage. A more
academic work — with a broader brief — is the Concise Ulster Dictionary (1996) edited by
Caroline Macafee. Most of the items concern farming and rural life in general, but regional
vocabulary for parts of the body, clothing and terms for individuals is also recorded.

Language shift in Ireland

No censuses before 1851 gave data on speakers of Irish and English (after that date one
can draw a reasonably accurate picture of the decline of Irish). Adams (1965) is a
useful attempt to nonetheless produce a linguistic cartography of Ireland at the begin-
ning of the early modern period. The upshot of this situation is that there is no reliable
data on the language shift which began in earnest in the early seventeenth century and
which had been all but completed by the late nineteenth century. This has meant that
statements about the shift have been about what one assumes must have happened
rather than on the facts revealed in historical documents. Nonetheless, the external
history of this shift shows what the overall conditions were and allows some general
statements in this respect. The first point to note about the shift from Irish to English is
that in rural areas there was little or no education for the native Irish, the romanticized
hedge schools (Dowling 1968 [1935]) notwithstanding. So it is clear that the Irish
learned English from other Irish who already knew some, perhaps through contact with
those urban Irish who were English speakers, especially on the east coast and through
contact with the English planters and their employees. This latter group plays no
recognizable role in the development of Irish English, i.e. there is no planter Irish
English, probably because this group was numerically insignificant, despite their impor-
tance as a trigger in the language shift process. What one can assume for the seven-
teenth and eighteenth centuries in rural Ireland is a functional bilingualism in which the
Irish learned some English as adults from their dealings with English speakers. By the
early nineteenth century, the importance of English for advancement in social life was
being pointed out repeatedly, by no less a figure than Daniel O’Connell, the most
important political leader before Charles Parnell.

The fact that the majority of the Irish acquired English in an unguided manner as
adults had consequences for the nature of Irish English. Bliss (1977) pointed out that
this fact is responsible for both the common malapropisms and the unconventional
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word stress found in Irish English. However, the stress pattern in verbs with final long
vowels, e.g. distribute [distr1 bju:t], educate [edju’ke:t], can also be due to English input,
particularly as non-initial stress is only a feature of southern Irish and so influence due
to contact with Irish could only be posited for the south of Ireland.

Another point concerning the language shift in Ireland is that it was relatively long,
spanning at least three centuries from 1600 to 1900 for most of the country. The sce-
nario for language shift is one where lexical transfer into English is unlikely, or at least
unlikely to become established in any nascent supra-regional variety of English in Ire-
land. After all, English was the prestige language and the use of Irish words would not
have been desirable, given the high awareness of the lexicon as an open class. This
statement refers to Irish lexical elements in present-day English in Ireland. In some
written works, and historically in varieties close to Irish, there were more Irish words
and idioms; on the latter, see Odlin (1991).

For phonology and syntax the matter is quite different. Speakers who learn a lan-
guage as adults retain the pronunciation of their native language and have difficulty
with segments which are unknown to them. A simple case of this would be the use of
stops (dental or sometimes alveolar, depending on region) in the THIN and THIS lexical
sets in Irish English. A more subtle case would be the lenition of stops in Irish English,
e.g. cat [kaet], which while systemically completely different from lenition in Irish
could be the result of a phonological directive applied by the Irish learning English to
lenite elements in positions of maximal sonority.

In syntax there are many features which either have a single source in Irish or at least
have converged with English regional input to produce stable structures in later Irish
English. To begin with, one must bear in mind that adult speakers learning a second lan-
guage, especially in an unguided situation, search for equivalents to the grammatical
categories they know from their native language. The less they know and use the second
language, the more obvious this search is. A case in point would involve the habitual in
Irish. This is a prominent aspectual category in the language and generally available by
using a special form of the verb ‘be’ and a non-finite form of the lexical verb in question
Bionn si ag léamh (gach maidin) [is she at reading (every morning)]. There is no one-
to-one correspondence to this in English, formally and semantically, so what appears to
have happened (Hickey 1995, 1997) is that the Irish availed of the afunctional do of
declarative sentences which was still present in English at the time of renewed plantation
in the early seventeenth century (especially if one considers that the input was largely from
the West Midlands) to produce an equivalent to the habitual in Irish. This use of an English
structure in a language contact situation to reach an equivalent to an existing grammatical
category in Irish depends crucially on a distinction between the existence of a category and
its exponence. The difference in exponence (the actual form used) between the habitual
in Irish and Irish English has often led scholars to either dismiss Irish as a source for this
in Irish English or to produce unlikely equations to link up the category in both languages
formally. But if one separates the presence of a category in a grammar from its exponence
then one can recognize more clearly the search for equivalence which the Irish must have
undertaken in acquiring English and can understand the process of availing of means in
English, present but afunctional, i.e. declarative do, to realize an existing category in their
native language. This habitual category in Irish English, usually expressed by do + be +
V-ing as in She does be worrying about the children, may well have been carried to the
Anglophone Caribbean by Irish deportees and indentured labourers in the seventeenth
century (see the arguments for and against this in Hickey 2004b, 2004c).
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Map 4.2 Ireland: dialect divisions

Dublin English

Present-day Ireland shows a large demographic concentration in the Dublin metropoli-
tan area with over one-third of the population of the Republic living there. This is the
urban area which was first to experience the economic boom which set in during the
early 1990s and it is here that the major instance of language change — the shift in
pronunciation — appeared first. To understand the workings of this shift, one must realize
that in the late 1980s and 1990s the city of Dublin, as the capital of the Republic of Ireland,
underwent an unprecedented expansion in population size and in relative prosperity
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Table 4.1 Summary of the Dublin Vowel Shift from the 1990s

(a) retraction of diphthongs with a low or back starting point
time [tarm] — [tomm]
toy [tor] — [to1], [tor]

(b) raising of low back vowels

cot [kot] — [kot]
caught [ko:t] — [ko:t], [ko:t]
o1 o
1 T
Raising o1 o) fo)
T T T
DI D D!
Retraction a1 — ar

with a great increase in international connections to and from the metropolis. The in-
migrants to the city, who arrived there chiefly to avail themselves of the job opportu-
nities resulting from the economic boom, formed a group of socially mobile speakers,
no longer attached to local communities, and their section of the city’s population has
been a key locus for language change. The change which arose in the last two decades
of the twentieth century was reactive in nature: fashionable speakers began to move
away in their speech from their perception of popular Dublin English, a classic case of
dissociation in an urban setting (Hickey 2000). This dissociation was realized phoneti-
cally by a reversal of the unrounding and lowering of vowels typical of Dublin English
hitherto. The reversal was systematic in nature with a raising and rounding of low back
vowels and the raising of the /i/ diphthong representing the most salient elements of the
change (Hickey 1999b). These vowel changes are displayed in tabular form above. In
addition, one has a fronting of the onset for the MOUTH vowel, the appearance of a
velarized, syllable-final [1] in words like FIELD and a retroflex [¢] for the older velarized
[£]. See Table 4.1.

The vowel and consonant changes in Dublin English in the decade before the new
millennium spread very quickly throughout the rest of the country, especially with younger
females, so that any speakers who do not speak the vernacular of their locality will
have the vowel shift and the consonantal changes which emanated from Dublin. This
means that a new variety of supra-regional Irish English (for the Republic of Ireland)
has established itself and will become increasingly dominant as the numbers of speakers
with the older supra-regional variety, dating from before the shifts of the 1990s, become
less and less. For more information on this complex, see the detailed discussions in
Hickey (2005).

The transportation of Irish English
For at least the last 1,500 years, the Irish have left Ireland to settle abroad more or less
permanently. The emigration from the island which took place during the colonial

period (1600-1900) was generally motivated by the desire to escape unfavourable
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circumstances in Ireland or the emigration was orchestrated by the English authorities,
the latter being the case with deportation. There are two occasions when significant
groups of Irish were deported to overseas locations and exercised an influence on a
variety during its formative years. The first was in the south-east Caribbean, notably on
Barbados (and later on Montserrat), where Irish were deported in the 1650s by Oliver
Cromwell. The second was in Australia where deportations of Irish took place in the
early days of the country, i.e. in the decades immediately following the initial settlement
of 1788 in the Sydney area.

Another type of emigration has to do with religious intolerance, whether perceived or
actual. During the eighteenth century the tension between Presbyterians of Scottish
origin in Ulster and the mainstream Anglican Church over the demands of the latter
that the former take an oath and sacramental test resulted in an increasing desire to
emigrate (along with economic pressure), in this case to North America (see below).

A further reason which one might readily imagine to be the cause of emigration is
economic necessity. This kind of emigration is what later came to characterize the
movement of very large numbers of Irish to Britain, Canada and above all to the United
States in the nineteenth century, but it was also a strong contributory factor with the
Ulster Scots in the eighteenth century. (See Map 4.3.)

Map 4.3 Spread of English from Ireland
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The Irish in Britain

There is a long history of Irish emigrants in Britain, reaching back almost as far as that
of the English in Ireland (from the late twelfth century onwards). But mass emigration
only set in during the nineteenth century. And similar to the pattern of emigration to the
United States in the late nineteenth and early twentieth centuries (see below) the Irish
congregated in areas where labour for industries like mining was wanting (O’Connor
1972; MacRaild 1999). It is estimated that by 1841 nearly 2 per cent of the population
of England was born in Ireland (Dudley Edwards 2005 [1973]: 147). In Wales the
percentage was much less but there was a concentration in Swansea and Cardiff, cities
which have always had connections with counterpart cities on the south coast of Ireland,
like Cork (O’Leary 2000). In Scotland the figures were much higher: 4.8 per cent of the
population there was Irish-born and again these lived chiefly in the large cities — Glasgow
and Edinburgh — which have a tradition of accepting migrant labour from Ulster.

As with the United States, the key period for the rise in the Irish sector of the population
is the late 1840s. Between the censuses of 1841 and 1851 there was a jump from
49,000 to 734,000 Irish-born in Britain. This increase led to much friction between the
English and Irish, especially as the Irish were frequently starving and diseased, and in
1852, for instance, there were anti-Catholic, i.e. anti-Irish, riots in Stockport.

Merseyside

The areas of Britain which absorbed most Irish were Merseyside and its hinterland of
Cheshire in the south and Lancashire in the north. The reason for this is obvious: the port
of Liverpool is directly opposite Dublin and there was a constant ship service between
the two cities.

The local dialect of Liverpool is Scouse and it is characteristic of its speakers to show a
degree of fricativization of /p, t, k/ in weakening environments such as in word-final posi-
tion (Knowles 1978). Scholars such as Wells (1982) generally ascribe this to an indepen-
dent development in Scouse. But one could also postulate that this is a relic of a former
situation in Irish English. It is agreed that the Scouse fricativization is typical of that section
of the community which is directly derived from Irish immigrants. Furthermore, the Irish
immigration into the Merseyside area took place chiefly in the first half of the nineteenth
century. This was a period in which Irish in Ireland was relatively strong. Furthermore,
the Irish who were forced to emigrate were the economically disadvantaged, which is
tantamount to saying that they were Irish speakers or poor bilinguals. The latter group
would of course have spoken a variety of English which was strongly affected by their
native Irish and would thus have been likely to show lenition as a transfer phenomenon.

If this is the case, then why is general lenition of all stops not a characteristic of
modern Irish English? The explanation could be as follows. In the course of the nine-
teenth century, the position of English strengthened as that of Irish was weakened. With
this increased influence the least resistant idiosyncratic features of Irish English — leni-
tion of labials and velars — can be taken to have been replaced by more standard pro-
nunciations. In addition, one can mention that the lenition of labials would have caused
homophony as in word pairs like cup and cuff.

The generalized lenition in Scouse may well be a remnant of a wider and more regular
distribution of lenition from Irish English which has been maintained, albeit recessively,
in this transported variety of Irish English (see Hickey 1996 for a fuller discussion).
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Tyneside

An area of England which falls outside the common pattern of poor rural immigration from
Ireland is Tyneside. Here the Irish belonged to a higher social class and the influence of
their speech has been general in Newcastle, as opposed to Merseyside where, in Liverpool,
it was largely restricted to the Catholic working-class population. House (1954: 47) in Beal
(1993: 189) notes: ‘In 1851, Newcastle, the most cosmopolitan of the north-eastern towns,
had one person in every ten born in Ireland.” The possible convergent influence of Irish
English in Tyneside is noticeable in a number of grammatical parallels: for instance, it
is the only variety of British English which shows ye as the second-person pronoun in
England (Upton and Widdowson 1996: 66f.), an obvious parallel with Irish English
(though conceivably a survival from older forms of English as it is present in Scotland
as well). Other parallels are the use of epistemic must in the negative (Beal 1993: 197).
The use of singular inflection with third-person plural verbs: Her sisters is quite near
(Beal 1993: 194) is a feature both of northern English in general and of colloquial Irish
English of the east coast, including Dublin. Failure of negative attraction is also attested
for Tyneside English, e.g. Everyone didn't want to hear them, for Nobody wanted to
hear them, as is never as a negative with singular time reference (Beal 1993: 198).

Some of the features are reminiscent of Northern Irish English, e.g. the use of double
modals (not found in the south of Ireland and only very rarely in the north nowadays),
especially in the negative in urban Tyneside, e.g. they mustnt could have made any
today (Beal 1993: 195). This is also true of the use of a past participle after need, e.g.
My hair needs washed for My hair needs washing (Beal 1993: 200). With these features
one may be dealing with a geographical continuum including Tyneside and Scotland.
Indeed, the use of a past participle after need would seem to have been taken to Northern
Ireland by Scots settlers.

Not all the specific features of Tyneside speech point to possible Irish influence, e.g. the
use of for to + infinitive is a common dialectal feature in the British Isles, as is the use of
them as a demonstrative pronoun (/ like them books, Beal 1993: 207) and of course the use
of singular nouns after numerals (7 lived there for ten year, Beal 1993: 209). Items from
phonology where convergence with Irish English input may have been operative are the
following: (i) retention of word-initial /h-/, (ii) retention of /hw/, [m], e.g. which [mit/].

Ulster Scots in the United States

Where religious circumstances led to a search for a better way of life abroad, one has
emigration from Ireland. The earliest cases of this stem from the period immediately
after the Reformation and its adoption by the English crown (early sixteenth century).
After this many Catholics sought refuge on the Catholic continent, for instance in
France, Spain and the area of later Belgium.

The situation in Ulster of the early seventeenth century was characterized by a
combination of economic and religious factors. The religious motivation was rooted in
such demands as the sacramental test which, according to An Address of Protestant
Dissenting Ministers to the King (1729), was found by Ulster Presbyterians to be ‘so
very grievious that they have in great numbers transported themselves to the American
Plantations for the sake of that liberty and ease which they are denied in their native
country’ (Bardon 1996: 94). But there is consensus among historians today (Miller
1985; Foster 1988: 215f.; Bardon 1996) that economic reasons were probably more
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important: the increase in rents and tithes along with the prospect of paying little rent
and no tithes or taxes in America. Added to this were food shortages due to failures of
crops, resulting in famine in 1728/9 and most severely in 1741. Foster (1988: 216)
stresses that the nature of Ulster trade facilitated emigration: the ships which carried
flax seed from America were able to carry emigrants on the outward journey. Up to
1720, the prime destination was New England and this then shifted somewhat south-
wards, to Pennsylvania (from where the Irish frequently pushed further south, Algeo
2001a: 13f.; Montgomery 2001: 126) and later to South Carolina. The rate of emigra-
tion depended on the situation in Ireland. In the late 1720s, in the 1760s and in the
early 1770s, there were peaks of emigration which coincided with economic difficulties
triggered by crop failure or destruction in Ireland (Montgomery 2000: 244f.).

The option of emigration in the eighteenth century was open more to Protestants than
to Catholics. The latter would equally have had substantial motivation for emigrating;
after all, the Penal Laws, which discriminated against Catholics in public life, were in
force from at least the mid seventeenth to the end of the eighteenth century. But emi-
gration did not take place to the same extent with Catholics (the overwhelming majority
for the eighteenth century were Protestants). It could be postulated that the Catholics
lacked the financial means for a move to the New World. However, the Protestants who
left were not necessarily in a financially better position — indeed, many were indentured
labourers who thus obtained a free passage. Foster (1988) assumes that the Protestants
were more ready to move and subdue new land (as their forefathers, who came from
Scotland, had done in Ulster to begin with). The Protestant communities were separate
from the Catholics and more closely knit. They were furthermore involved in linen
production so that the cargo boats used for emigration would have been in Protestant
hands.

The Ulster Scots emigration (Wood and Blethen 1997) is not only important because
of its early date but because it established a pattern of exodus to America which, apart
from Merseyside and to a much lesser extent Tyneside, became the chief destination of
Irish emigration in the northern hemisphere (Miller and Wagner 1994). Estimates sug-
gest that throughout the eighteenth century emigration ran at about 4,000 a year and
totalled over a quarter of a million in this century alone (Duffy 1997: 90f.).

The Catholic dimension to Irish emigration

Although the reasons for Irish people to leave the country became more economic after
the seventeenth century, the role of the church in the Irish diaspora should not be
underestimated. The Catholic Church had a definite stance vis-a-vis emigration and
used to send clergy to cater for Irish emigrants and attempted furthermore to regulate
such essential social services as education.

Parallel to economically motivated emigration, there was missionary activity over-
seas. This began in Africa — in Liberia at the behest of the then Pope Gregory XVI — in
1842, along with missionaries from the major European colonizing nations in the scramble
for Africa: France, Belgium, Holland and Germany. Despite the obvious Irish presence
in this phase of African settlement, there is no discernible influence of Irish speech on
any form of English in Africa. In South Africa, the numbers of immigrants from Ireland
were under 1 per cent (mainly in the area of Grahamstown, north east of Port Elizabeth)
and hence insignificant for the development of English there, although the level of
education, and hence the social position, of these immigrants was generally high.
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The deportation of Irish convicts to Australia began in 1791 (Dudley Edwards 2005
[1973]: 143) and within a decade there were over 2,000 of them. By 1836, there were over
21,000 Catholics and only half of them were convicts by this stage. In 1835, a Catholic
bishop was appointed. During the rest of the century, the orientation of the Catholic Church
in Australia towards a homeland of which immigrants had no direct experience diminished.

Of all countries which absorbed Irish immigrants, it was the United States which
bore the lion’s share. The figure for the entire period of emigration to America is likely
to be something in the region of 6—7 million (Montgomery 2001: 90) with two peaks,
one in the eighteenth century with Ulster Scots settlers (see above) and the second in
the mid nineteenth century, the latter continuing at least to the end of that century. The
greatest numbers of Irish emigrants went in the years of the Great Famine (at its height
in 1848-9) and immediately afterwards, with a reduction towards the end of the century
(Dudley Edwards 2005 [1973]: 149).

For the years 1847 to 1854, there were more than 100,000 immigrants per year. These
Irish show a markedly different settlement pattern compared to their northern compa-
triots who left in the previous century. Whereas the Ulster Scots settled in Pennsylvania
and South Carolina, the Catholic Irish, from the mid nineteenth century onwards, stayed
in the urban centres of the eastern United Status accounting for the sizeable Irish popu-
lations in cities like New York and Boston (Montgomery 2000: 245; Algeo 2001a: 27).
The reason for this switch from a rural way of life in the homeland to an urban one
abroad is obvious: the memories of rural poverty and deprivation, the fear of a repetition
of famine, were so strong as to deter the Irish from pushing further into the rural Mid-
west, as opposed to, say, the Scandinavian or Ukrainian immigrants of the nineteenth
century or the Germans in Pennsylvania in the eighteenth century.

The desire to break with a background of poverty explains why the Irish abandoned
their native language. It was associated with backwardness and distress, and even in
Ireland the leaders of the Catholics — such as Daniel O’Connell — were advocating by
the beginning of the nineteenth century that the Irish switch to English as only with this
language was there any hope of social betterment.

Diminished tolerance and their own desire to assimilate rapidly meant that virtually
no trace of nineteenth-century Irish English was left in the English spoken in the east-
ern United States where the later Irish immigrants settled (but see Laferriere 1986 for
possible traces in Boston English). In addition, this emigration was quite late, and fur-
ther removed from the formative years of American English than the earlier Ulster
Scots movement to the New World. Nonetheless, there may be some lexical elements
from Irish in American English, such as dig ‘grasp’ < Irish tuigim ‘understand’, phoney
‘bogus’ < Irish fdinne ‘ring’ (putatively traced to the Irish practice of selling false jew-
ellery) or so long ‘goodbye’ < Irish sldn > where the transition from [s] to a velarized [1]
would suggest an extra syllable to English speakers.

Canada

The Irish emigration to Canada must be divided clearly into two sections. The first
concerns those Irish who settled in Newfoundland and the second those who moved to
mainland Canada, chiefly to the province of Ontario, the southern part of which was
contained in what was then called Upper Canada.

The oldest emigration is that to Newfoundland; it goes back to seasonal migration for
fishing with later settlement in the eighteenth and early nineteenth centuries and is a
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special case (Hickey 2002). The second layer is that of nineteenth-century immigrants who
travelled up the St Lawrence River to reach inland Canada. There was further diffusion
from there into the northern United States. The numbers of these immigrants are much
less for Canada, only a fifth (upwards of 300,000 for the entire nineteenth century) of the
numbers which went to the United States. But seen relatively, this is nonetheless sig-
nificant and some scholars maintain that elements of Irish speech are still discernible in
the English of the Ottawa Valley (Pringle and Padolsky 1981, 1983).

Newfoundland

The Newfoundland settlement of Canada is unique in the history of extraterritorial
English. The initial impetus was the discovery of the abundant fishing grounds off the
shores of Newfoundland, the continental shelf known as the Great Banks. Irish and
West Country English fisherman began plying across the Atlantic in the seventeenth
century in a pattern of seasonal migration which took them to Newfoundland to fish in
the summer months. The English ships traditionally put in at southern Irish ports such
Waterford, Dungarvan, Youghal and Cork to collect supplies for the long transatlantic
journey. Knowledge of this movement by the Irish led to their participation in the sea-
sonal migration. Later in the eighteenth century, and up to the third decade of the nine-
teenth century, several thousand Irish, chiefly from the city and county of Waterford
(Mannion 1977), settled permanently in Newfoundland, thus founding the Irish com-
munity there (Clarke 1997) which together with the West Country community forms
the two Anglophone sections of Newfoundland to this day (these two groups are still
distinguishable linguistically). Newfoundland became a largely self-governing colony
in 1855 and as late as 1949 joined Canada as its tenth province.

Among the features found in the English of this area which can be traced to Ireland
is the use of ye for “you’-PL (which could be a case of convergence with dialectal English),
the perfective construction with affer and present participle, as in He's after spilling the
beer, and the use of an habitual with an uninflected form of do plus be. Although
Clarke (1997: 287) notes that the positive use of this is unusual in general Newfound-
land English today — her example is That place do be really busy — it is found in areas
settled by south-eastern Irish. This observation correlates with usage in conservative
vernacular forms of south-eastern Irish English today (Hickey 2001: 13) and is clearly
suggestive of an historical link.

There are also phonological items from Irish-based Newfoundland English which paral-
lel features in south-eastern Irish English, such as the use of stops for dental fricatives,
syllable-final /r/, the weakening of word-final, post-vocalic ¢, the low degree of dis-
tinctiveness between /ai/ and /i/ (cf. bile vs boil), if present at all, and the use of an
epenthetic vowel to break a cluster of liquid and nasal as in film [filom]. There are also
reports of lexical items of putative Irish origin such as sleeveen ‘rascal’, pishogue ‘super-
stition’, crubeen ‘cooked pig’s foot’, etc. (Kirwin 1993: 76f., 2001). For a detailed dis-
cussion of these and similar features of Newfoundland English, see Clarke (2004) and
Hickey (2002).

Mainland Canada

Mainland Canada was also settled by Irish. Here the Irish were among the earliest immi-
grants and so formed a ‘charter group’ and enjoyed a relatively privileged status in early
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Canadian society. By the 1860s the Irish were the largest section of the English-speaking
population in Canada and constituted some 40 per cent of the British Isles immigrants
in the newly founded Canadian Confederation. In mainland Canada the Irish came both
from the north and south of the country, but there was a preponderance of Protestants
(some two-thirds in the nineteenth and twentieth centuries), as opposed to the situation
in Newfoundland where the Irish community was almost entirely Catholic.

The Protestants in Canada had a considerable impact on public life. They bolstered
the loyalist tradition which formed the base of Anglophone Canada. In the Canadian
context, the term ‘loyalist’ refers to that section of the American population which left
the Thirteen Colonies after the American Revolution of 1776, moving northwards to
Canadian territory outside American influence where they were free to demonstrate their
loyalty to the English crown. As these Irish Protestants were of Ulster origin, they also
maintained their tradition of organization in the Orange Order, which was an important
voluntary organization in Canada.

In mainland Canada, the Irish dispersed fairly evenly throughout the country, even if
there is a preponderence in Ontario and in the Ottawa Valley. There is nothing like the
heavy concentration of Scotch-Irish in Appalachia (Montgomery 1989) or that of later,
post-Famine Irish in the urban centres of the north-eastern United States such as New
York and Boston.

The influence of nineteenth-century immigration on Canadian English is not as evident
as in Newfoundland. Nonetheless, one should mention one feature which Canadian
English has in common with the English in the north of Ireland (Gregg 1973): what is
known in linguistic literature as ‘Canadian Raising’ (Chambers 1973). The essence of
this phenomenon is a more central starting point for the diphthongs /ai/ and /au/ before
a voiceless consonant than before the corresponding voiced one: house, lout [havs, lovt]
but houses, loud [hauziz, laud].

The Caribbean

Although the Caribbean is an area which is not immediately associated with Irish
influence, the initial Anglophone settlement of the area, in the so-called ‘Homestead
Phase’, did involve considerable Irish input. The island of Barbados was the earliest to
be settled by the British (Holm 1994), as of 1627, and Cromwell in the early 1650s had
a sizeable number of Irish deported as indentured labourers. This input to Barbados is
important to Caribbean English for two reasons. The first is that it was very early and
so there was Irish input during the formative years of English there (before the large-
scale importation of slaves from West Africa). The second reason is that the island of
Barbados quickly became overpopulated and speakers of Barbadian English moved
from there to other locations in the Caribbean, and indeed to coastal South Carolina and
Georgia, i.e. to the region where Gullah was later spoken (Hancock 1980; Littlefield
1981).

The views of linguists on possible Irish influence on the genesis of English varieties
in the Caribbean vary considerably. Wells (1980) is dismissive of Irish influence on the
pronunciation of English on Montserrat. Rickford (1986) is a well-known article in
which he postulates that southern Irish input to the Caribbean had an influence on the
expression of habitual aspect in varieties of English there, especially because do + be is
the preferred mode for the habitual in the south of Ireland. This matter is actually quite
complex and Rickford’s view has been challenged by Montgomery and Kirk (1996).
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Australia

Anglophone settlement in Australia began in 1788 and in the 80 years up to 1868
various individuals were deported there from both Britain and Ireland. The Irish section
of the population ranged somewhere between 20 and 30 per cent. Given the sizeable
number of Irish among the original settlers of Australia, one would expect an influence
on the formation of Australian English commensurate with their numbers. But the fea-
tures traceable to Irish input are few and tenuous: for instance, the use of shwa for a
short unstressed vowel in inflectional endings, e.g. naked British Eng: ['neikid], Aus-
tralian Eng: [ 'neikad] or the use of epistemic must in the negative, e.g. He mustnt be in
the office today, ‘He can’t be in the office today’ (possibly due to Scottish influence as
well). Another candidate for Irish influence could be the retention of initial /h/, e.g. hat,
humour, home all with [h-]. This sound has disappeared in urban vernaculars in Britain
and its continuing existence in Australian English could be due to Irish influence.

The low prestige of the Irish sector of the early Australian community is probably the
chief reason for the lack of influence on later Australian English (the same holds for
New Zealand as well). This lack of influence presupposes that the Irish community was
easily identifiable and so easily avoidable in speech. It can be assumed that the language
of rural immigrants from Ireland in the later eighteenth and during the nineteenth cen-
tury was a clearly identifiable contact variety of Irish English, and so its features would
have been avoided by the remainder of the English-speaking Australian (or New Zealand)
population. A feature of Australian English like negative epistemic must resulted from
regularization across the positive and negative, which the Irish had already carried out,
and could have been adopted easily by the Australians they were in contact with.

Another fact which may be indicative of the status of early Irish settlers in Australia
is that the inflected form of you for the plural, youse, is found in vernacular usage in
Australia. This form is definitely of Irish origin (see Hickey 2003b for a detailed dis-
cussion) and was probably adopted by the English in Australia through contact with the
Irish, but on a level, outside formal usage, which was characteristic of Irish English in
the early years of this country.

Conclusion

The history of English in Ireland has provided material for linguistic discussion, and con-
tinues to do so, because of the long-term interaction between Irish and English and because
of the different types of regional input. It is a measure of the maturity of the field that
recently all subareas have been covered by significant publications and that the argu-
ments for various standpoints, especially the relative weight accorded to contact versus
retention (Filppula 1999, 2003), are based on strictly linguistic arguments and show a
balanced consideration of both sources. Avenues which remain to be explored do exist,
most noticeably contemporary urban Irish English and non-native varieties used by
immigrants, the most likely locus of linguistic change in years to come.

Suggestions for further reading

Corrigan, Karen (2010) Irish English, Volume 1: Northern Ireland, Edinburgh: Edinburgh University Press.
Filppula, Markku (1999) The Grammar of Irish English: Language in Hibernian Style, London: Routledge.
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Hickey, Raymond (2002) A Source Book for Irish English, Amsterdam: John Benjamins.
——(2004a) A Sound Atlas of Irish English, Berlin: Mouton de Gruyter.

——(ed.) (2004b) Legacies of Colonial English, Cambridge: Cambridge University Press.
——(2005) Dublin English. Evolution and Change, Amsterdam: John Benjamins.

——(2007) Irish English. History and Present-day Forms, Cambridge: Cambridge University Press.
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The development of Standard
American English

William A. Kretzschmar, Jr

Introduction

American English holds a prominent place among world varieties of the language, and
yet Americans do not all speak English in the same way. American English shows
differences from place to place and from social group to social group, at every level of
scale. We can, however, still make useful distinctions between American English (here
distinguished from Canadian English, the subject of its own chapter) and other world
varieties by referring to Standard American English (SAE), a generalization at the
national level of scale abstracted from the speech of educated Americans. This chapter
describes the development of SAE in two ways, first with discussion of the emergence
of American English as a variety in its own right, and then with discussion of how SAE
differs from other varieties of American English and from other world varieties.

The emergence of American English

North American settlement by English speakers began in the seventeenth century,
amounting at that time to about 150,000 migrants from all parts of Britain (Bailyn
1986). Earlier European incursions in the New World were not without consequences:
the Spanish had brought European diseases for which the Native Americans had no
resistance, and the native population had seriously declined before the English arrived;
no doubt English germs contributed further (e.g. Smith 1994: 259). Dobyns (1983) has
estimated that up to 95 per cent of the aboriginal population in the eastern region was
lost by these means, a loss rate of 20:1. More conservative estimates suggest loss rates
on the order of 6.47:1 and 4.86:1 in the south east (Smith 1994: 269), but even these
indicate that about 80 per cent or more of the aboriginal population was lost. The sur-
vivors were displaced as they fled in attempts to avoid epidemic disease, and this
involved the abandonment of some traditional settlement areas (Smith 1994: 265-7,
271-2). The American poet William Carlos Williams has imaginatively treated another
effect of European settlement in North America — its violence — in his book In the

96



STANDARD AMERICAN ENGLISH

American Grain (1925; see also Smith 1994: 264). These two characteristics of European
settlement — disease and violence — created the pattern of replacement of the native popu-
lation, rather than integration with it, that would continue long thereafter, even when
Europeans encountered substantial populations of Native Americans (see Schneider
2007 and this volume for the contextualization of this tendency with regard to other new
Englishes).

The settlers themselves were not immune to disease or other pathways to mortality.
Sir Walter Raleigh’s first North American colony, Roanoke, disappeared without trace.
The Jamestown and Mayflower colonists suffered tremendous mortality rates. Half of
the Pilgrims died during the first winter in Plymouth Plantation (pilgrims.net/plymouth/
history), and two-thirds of Jamestown settlers died during the bad winter of 1609 (jefferson.
village.virginia.edu/vedh/jamestown/). During the seventeenth century, child mortality
in the Chesapeake region was 50 per cent before the age of 20 (Bailyn 1986: 100).
Many of these people had already migrated to London before taking ship for America.
Keene reports that ‘Most adult Londoners were born outside the city: in the eighteenth
century the outsiders may have been as many as two-thirds of the total’ (Keene 2000:
109). Mortality there, too, was high, owing to poor sanitation practices. When we combine
the massive migration to London with emigration to North America we find that North
American emigration accounted for as much as 70 per cent of English population
increase during the seventeenth century, and a majority of those people came to North
America through London (Bailyn 1986: 40).

Despite the high mortality rates, English settlers continued to flood to the colonies,
whether willingly or not (about 50,000 English criminals were transported to North
America in the eighteenth century). And other Europeans came, too, including large num-
bers of Germans from the Palatinate starting in 1709. Thousands of Africans were brought
involuntarily to the colonies after 1680. These non-English groups were not spread
randomly through the English-speaking population. A mixture of populations was the
rule during early settlement, not the creation of large separate-language communities.
Philadelphia and New York City were major ports of entry, and new immigrants often
spent considerable time there before leaving for the interior (Bailyn 1986: 53). The
delay was not always good for them: as in London, poor sanitation and crowded con-
ditions led to high mortality rates. Bailyn (1986: 59—60) notes that Philadelphia hosted
a large number of German immigrants, while New York City hosted more Scots and
Scotch-Irish, yet overall he reports that:

The population that spread inland from coastal nodes to form new communities
was a composite of ethnic and religious groups — Germans, French, Swiss,
Scotch, Scotch-Irish, English, Caribbean islanders, Africans, Afro-Americans —
carrying with them different cultural baggage ... There was no single ‘American’
pattern of family and community organization. There were many patterns,
reflecting the variety of human sources from which the population had been
recruited and the swiftly changing, fluid situations in which the people lived.

Bailyn’s account contrasts sharply with David Fischer’s influential book, Albion's Seed
(1989), whose section titles like ‘East Anglia to Massachusetts’ and ‘The South of
England to Virginia’ give the impression that British regional culture was transplanted
whole to North America. Fischer’s statement that ‘On Smith and Tangier islands ...
immigrants from the far south west of Britain founded a culture which still preserves
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the dialect of seventeenth century Cornwall and Devon’ (1989: 784) is simply wrong.
No Americans anywhere today preserve in its entirety Shakespeare’s English or any
other regional British variety from the seventeenth century, because no language fails to
change over time (unless, like Classical Latin, it remains fossilized in books without a
living population of speakers). While there were certainly cultural influences from Old
World regions, mortality and continuing immigration during early settlement created a
dynamic demographic situation out of which American culture, and American English,
would eventually emerge. These were not just continuations of Old World culture.

The effect of early general replacement of the native population by English settlers,
and of the continuous change in the immigrant population owing to mortality and new
migrants, was to create a new ‘complex system’ of speech interactions. Such complex
systems were originally described in the physical and biological sciences, but they also
occur in the social sciences, as for instance in economics. Kretzschmar (2009) demon-
strates how complex systems constitute speech. In brief, complexity science shows how
order, here American speech, emerges from massive numbers of random interactions
among the elements in the complex system, rather than from simple causes. For our
purposes, we know that there were massive numbers of exchanges of linguistic tokens —
whether words or pronunciation or grammar — deployed by human agents, the speakers
thrown together in America. In the early American environment, the immigrants all
contributed their own resources of speech as they tried to talk to their neighbours.
Given the preponderance of early English settlement, it is no surprise that English
words and pronunciation and grammar came to constitute the majority of the tokens in
the new order that emerged. It is also no surprise that substantial numbers of tokens,
whether words or pronunciation and grammatical influences, also emerged in the new
order from non-English sources, whether Native American languages or the languages
of foreign places (see Marckwardt 1958 for contributions from various languages to
American English, particularly the lexicon). Moreover, since complex systems by their
nature have the property of scaling, somewhat different words, pronunciation and
grammar emerged in the new order in different colonies and in different settlements.

Right from the beginning, it was also possible to see differences between the speech
of different colonies, but also to make generalizations about how American English at
the ‘national’ level of scale might differ from British English. The common explanation
by linguists for what happened to language in America is ‘language contact’, and the words
‘language contact’ can lead us to expect that somehow languages came into contact
with each other, in the same way that Fischer proposed that whole cultures came to the
New World. However, again, it is speakers as individuals who came into contact and, in
terms of complex systems, they acted as human agents who used the linguistic features
that worked best for them and, over time, features self-organized out of these interac-
tions into what we recognize as a new American variety. The order that emerged at the
national level of scale was not exactly the same as what emerged in any single locality
or colony and yet, owing to the scaling property of complex systems, neither was it just
an abstraction that avoided any special characteristics of any individual colony, nor was
it just a kind of average of speech from lower levels of scale, often called ‘colonial
levelling’ or ‘koinéization’. An American English distinct from anything found in
Britain began to emerge almost immediately from the speech interactions in the new
and fluid populations of speakers.

Schneider’s 2007 Postcolonial English discusses the emergence of new varieties of
English in former colonies world-wide. His description of the histories of English in a

98



STANDARD AMERICAN ENGLISH

number of places, including the United States, shows that the emergence of these
postcolonial varieties does seem to follow a similar trajectory. His ‘Dynamic Model’
suggests five phases in the evolution of such varieties: foundation of the colony, stabi-
lization around the outside norm, nativization, formation of an internal norm, and
diversification. American English began to form by self-organization out of the com-
plex system of linguistic interactions in the new colonies, a process that continues to
this day and explains how we can have different, changing American English voices in
different places and social settings. ‘Stabilization around the outside norm’ represents
the fact that, in every colony, a variety of English emerged as the everyday language of
the founding population of settlers (see McDavid 1958: 483; Zelinsky 1993; and Muf-
wene 2001: Chapter 2 and 3, for the influence of original settlement populations, the
Doctrine of First Effective Settlement, and the Founder Principle respectively). In
Zelinsky’s words, ‘the specific characteristics of the first group able to effect a viable,
self-perpetuating society are of crucial significance for the later social and cultural
geography of the area, no matter how tiny the initial band of settlers may have been’
(1993: 13-14). ‘Nativization’ began immediately in one sense, as settlers in every
locality had to adopt words to describe local flora, fauna and places. These were often
terms taken from Native Americans, as recorded, for example, in Thomas Harriot’s
Briefe and True Report of the New Found Land of Virginia (1588, cited in Bailey 2004:
4-5), which was based on Raleigh’s failed Roanoke colony. The perception of nativi-
zation began in the eighteenth century, as British and American writers noted differ-
ences between the English of the Old and New World. John Witherspoon, for instance,
commented in 1781 that (cited in Mathews 1931: 16)

the vulgar in America speak much better than the vulgar in Great-Britain, for a
very obvious reason, viz. that being much more unsettled, and moving frequently
from place to place, they are not so liable to local peculiarities either in accent or
phraseology. There is a greater difference in dialect between one county and
another in Britain, than there is between one state and another in America.

Schneider cites no fewer than four other eighteenth-century writers who comment on
the uniformity of American English (2007: 269-70). He says elsewhere that

in the course of time speakers will mutually adjust their pronunciation and lexical

usage to facilitate understanding — a process generally known as ‘koinéization’,

the emergence of a relatively homogeneous ‘middle-of-the-road’ variety.
(Schneider 2007: 35)

However, the period comments he cited do more to distinguish American English from
British English than they testify to any actual koinéization. The strongly marked
regional dialects of Britain were not maintained in America (pace Fischer), and the
population mixture noted by Witherspoon did not so much create a uniform koiné as it
limited the degree of noticeable difference from locality to locality and from state to
state. Still, the American situation was clearly different from Britain, as all the com-
mentators tell us.

Schneider’s ‘diversification’ was already underway, if not yet strongly marked. Wither-
spoon also noted verbal differences between different regions, such as the word chunks for
‘firewood’ in the middle colonies, and fote for ‘carry’ in the southern states. Emergent
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regionalisms also appear in the writing of Anne Royall, a travel and society writer. Already
in 1831 she illustrated spoken differences between Tennessee, Virginia (modern West
Virginia), Pennsylvania and ‘Yankee’ territory (cited in Mathews 1931: 95). Some features
that we associate yet today with those regions were present then, such as r-lessness and
other matters of pronunciation, lexical choices like chunks and fote, and also gramma-
tical choices like hadn't ought. As predicted by Hans Kurath (1949: 2) and Raven
McDavid (1958: 499), controlled experiments on survey research data have demon-
strated that migration patterns spread local features inland from focal cities on the coast
(Kretzschmar 1996). Such east-to-west migration created the regional similarities in
broad bands across the eastern half of the country, described as the Northern, Midland
and Southern dialect regions (Kurath 1949; Kurath and McDavid 1961). While more
recent descriptions by William Labov and others make claims for a Western dialect
region (Labov 1991), relatively recent settlement and low population density in the
west tend to undercut the consistency and coherence of any regional similarities there.
And diversification has never stopped: the complex system of speech in America con-
tinues to operate, and new kinds of order in American English continue to emerge.
Labov (1991) and Labov et al. (2005) describe what they consider to be ongoing sound
changes called the Northern Cities Shift and the Southern Shift along with Western
Merger. These large-scale descriptions are accompanied by smaller-scale changes in local
and social settings such that:

In spite of the intense exposure of the American population to a national media
with a convergent network standard of pronunciation, sound change continues
actively in all urban dialects that have been studied, so that the local accents of
Boston, New York, Philadelphia, Atlanta, Buffalo, Detroit, Chicago and San
Francisco are more different from each other than at any time in the past.
(Labov and Ash 1997: 508)

Continuing diversification is a predictable consequence of the fact that speech, language
in use, is a complex system.

The twentieth century brought demographic changes which in turn changed the condi-
tions for diversification. Primary settlement of the country by homesteading was already
complete, and demographic change thus occurred by internal migration and immigra-
tion to already-settled areas. In the first half of the century, southerners moved in great
numbers to the north and west. In the second half of the century, northerners often
moved away from the Rust Belt for work in new industries in the south. These popu-
lation movements often created speech islands in the regions to which the migrants
travelled, such as African-American or southern white neighbourhoods in northern cities.
Similar islands have been created in many cities of twentieth-century immigrants from
other countries, so that neighbourhoods in many cities may have a strong ethnic flavour
and even preserve ancestral languages (such as, stereotypically, Polish in Chicago,
Chinese in San Francisco, and many languages in New York City).

More important, however, was an essential change after World War II in the urban
demographic pattern from residential neighbourhoods within cities to the model of an
urban core surrounded by suburbs. Suburban housing changed the spoken interactions
of the community, because people no longer lived with the people they worked with
(see Milroy 1992). Moreover, American suburbs cater to different economic groups
because of similar housing prices in different developments, so people of different
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economic means mingle less on a daily basis than they used to. Weak ties tend to pro-
mote the transmission of features from group to group, not the maintenance of strongly
marked features within a population group. At the same time, late twentieth-century
improvements in transportation (highways, airlines) created a super-regional market-
place for the highly educated. Traditionally, Americans at all levels of society tended to
remain in the regions where they were born, so that all social strata could share regional
speech habits. Now, the most highly educated segment of the population is mobile nation-
ally, which has led to the idea that highly educated speech should not sound regional.
Highly educated speakers in formal settings tend to suppress their regional features
(Milroy and Milroy 1999), to the extent that they have them in the first place, owing
to suburban housing patterns that separate them from less-mobile economic groups.
The typical speech of national news broadcasters is a symptom, not a cause, of this
situation.

Labov and Ash (1997) highlight a twentieth-century change in the conditions for the
American complex system of speech, in that speakers not in the highly educated group
are better able to maintain different regional and social features in their speech, while
the highly educated have less access to local and regional speech, and among them-
selves often tend to suppress whatever such features they have. The term ‘General
American’ has sometimes been used as a proxy for the English of highly educated
Americans, because the label gives the impression that there is something ‘general’, or
common, or popular, about it. Actually, just the reverse is true. Highly educated
speakers remain a small minority of the population, and rather than sharing character-
istics of speech as the term ‘general’ implies, their speech actually tends to be more
mixed in its characteristics than the more strongly differentiated regional and social
varieties of the less-mobile working-class and middle-class speakers described by
Labov and Ash.

The emergence of Standard American English

Standard American English (SAE) is not a product of the same process that creates and
continues to change regional and social varieties of American English and, at a larger
scale, American English itself, in that it can be distinguished from British English and
other World Englishes. Regional and social varieties and the American variety as a whole
derive from the massive number of interactions in English conducted by members of
regional and social groups, and, at the top level of scale, by all participants in American
culture. SAE, on the other hand, is an institutional construct. It has no native speakers.
It is, however, a fact of life for American speakers in formal settings, especially in the
educational system.

There is some irony in the fact that James Milroy’s lead essay in the excellent volume
entitled The Development of Standard English 1300—1800 (Wright 2000) locates the
main impetus behind the idea of Standard English in the nineteenth century, in other words,
after the period described in the title. Milroy connects standard ideology with growing
nationalism at that time, and the ‘promotion of the national language as a symbol of
national unity and national pride’ (Milroy 2000: 15), not only in England but elsewhere
in northern Europe. In consequence, he argues, ‘historicisation’ reflected nineteenth-
century (and later modern and contemporary) standard ideology back on to the history
of English — all the way back to its origins with Hengest and Horsa in c. ap 449, and
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even beyond that to its precursor Germanic languages — so that the contemporary standard
language appeared to be an inevitable endpoint of the historical development of the
language (Milroy 1992: 125-9). Milroy recognized the division in Victorian scholarship
between the study of rural dialects on the one hand, and the development of notions of
purism and a focus on educated speech on the other. The latter movement leads to the
expectation that the standard language will be uniform in structure and so tends to work
against variability and change. It also mainly treats the written language, instead of the
more highly variable use of language in speech (2000: 13—14). Standard languages,
therefore, can be associated with the language of capital cities, not because the speech
of the capital city provides a natural model for a national language, but because the
political and social importance of the capital confers national status to written language
originating in the capital. In Britain, ‘the Queen’s English’ is another way of designat-
ing, not the actual speech of the Royal Family, but instead the socially preferred ‘lan-
guage of a great empire’ (Milroy 2000: 16). Thus, as Laura Wright’s introduction to the
book in which Milroy’s essay appeared states: ‘Far from answering the questions “what
is Standard English and where did it come from?”, this volume demonstrates that
Standard English is a complex issue however one looks at it” (Wright 2000: 6). Stan-
dard English is not to be taken for granted as some sort of default form of the language,
and neither should it be brushed aside as unreal. Standard English, in both Britain and
America, arises from particular historical circumstances and processes of thought.

SAE began with Noah Webster. Webster was interested in the creation of a specifically
American variety of English, a national language for a new country:

The author wishes to promote the honor and prosperity of the confederated repub-
lics of America ... This country must in some future time be distinguished by the
superiority of her literary improvements, as she is already by the liberality of her
civil and ecclesiastical constitutions. Europe is grown old in folly, corruption and
tyranny. For America in her infancy to adopt the maxims of the Old World would
be to stamp the wrinkles of decrepit old age upon the bloom of youth, and to
plant the seeds of decay in a vigorous constitution.

(written in 1783, cited in Commager 1958: 1)

As clearly expressed in this passage, and neatly characterized by Commager, ‘The driving
force in Webster, the compulsion that explains all particular expressions of his ambitions
and his energies, was nationalism’ (Commager 1958: 5). Again as Milroy suggested,
the uniformity of a standard language was especially desirable in America. Commager
explains (1958: 7):

But if nationalism was to work in the United States — and in 1800 that was still
very much an open question — it would have to get along without the Monarchy,
the Church, the Military, and the many other institutions that provided common
denominators abroad, and work with more democratic ingredients and build on
popular support. It would have to frustrate those class and religious and racial
divisions which were potentially so dangerous; it would have to overcome dif-
ferences not merely of accent but of language itself. The United States, dedicated
to the unprecedented experiment of republicanism in a vast territory, a hetero-
geneous population, and a classless society, could not afford differences of accent
or of language.
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As we have seen, variation in language naturally self-organizes out of a radically mixed
population in a complex system. Thus, regional and social varieties of English were
inevitable developments in the United States. A uniform standard, however, was then
and still remains a politically attractive idea. That there were fewer differences between
the speech of American states than there were differences between British counties might
well have been taken as evidence at the time that a standard language was actually
developing in the speech of America. Such a notion is as much an example of wishful
thinking now as it was then, and usually promoted by those with some academic or
political agenda.

Webster and prescriptive texts

The development of SAE nonetheless took place, if not naturally in the complex system
from which American regional varieties emerged, then by Webster’s salesmanship.
John Adams did lead an unsuccessful attempt to create an American Academy on the
model of the Académie Francaise (see Mathews 1931: 39-43), and Webster himself
helped to create a Philological Society, but Commager again states the crucial fact: ‘The
Academy was never born; the Society withered and died; but they were not necessary.
Webster’s books did their work’ (1958: 8). Webster was nothing if not a salesman. A
footnote (dated March 1818) in the preface of the 1831 edition of The American Spel-
ling Book claimed that sales to that point ‘amount to more than FIVE MILLIONS of
copies, and they are annually increasing’ (1962 [1831]: 15). Webster wrote that his
book had become ‘the principal elementary book in the United States. In a great part of
the northern States, it is the only book of the kind used; it is much used in the middle
and southern States; and its annual sales indicate a large and increasing demand’ (1831/
1962: 15). The justice of his claim is shown by Mathews’ estimate that The American
Spelling Book had sold 50 million copies by 1865 (1931: 45), and Pyles’ estimate that
over 100 million copies were sold before it was replaced by other books (1952: 98).
More famous than The American Spelling Book but less successful in sales was Web-
ster’s American Dictionary of the English Language (1825). Pyles reports that ‘Unfor-
tunately Webster, who was extremely good at the promotion of his books ... was not a
very good man of business’ (1952: 98). Webster had sold the rights to The American
Spelling Book and thus did not accrue royalties on most of the millions sold, and he
had to borrow money to finance both the first and second editions of the American
Dictionary so that they, in Pyles’ words, ‘did not pile up much of a profit’ (1952: 120).
Still, the success of Webster’s promotional efforts created one of the most successful
textbooks of all time and made his name, in America at least, synonymous with the
dictionary. Pyles did not like him, as this description shows: ‘Webster was smug, self-
assured, and pugnacious in his pedantry as in his Puritanism and his patriotism: the
dour, thin-lipped, jut-jawed righteousness of his later portraits seems always to have
been characteristic of him’ (1952: 94). But he still offered the following summary
assessment (1952: 123):

It has been remarked that Webster may have taught us how to spell but taught us
nothing else. With this it is difficult to agree. Webster was certainly one of the most
influential commentators upon language who ever lived. More than any other
single person, he shaped the course of American English, for he supplied us with
the schoolmaster’s authority which we needed for linguistic self-confidence. He
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was largely responsible for the dissemination in this country of an attitude toward
language that prevails to this day, even among the rank and file of our people — an
attitude which, while it is by no means exclusively American, is yet notably so.

SAE is Webster’s legacy, not primarily for the particular features of American spelling
he advocated, but rather for the association of language with nationalism, uniformity,
moral virtues and authority, especially within the school setting.

An edition from 1880, now called The Elementary Spelling Book, can serve to
illustrate SAE a hundred years after the book’s first appearance, to show how a simple
textbook became an industry in itself without losing the core values it started with. The
book is a revised edition of one first published in 1857, by the G. & C. Merriam
company, which had bought rights to Webster’s dictionary and still publishes its des-
cendants. This edition was actually published by the American Book Company, a pro-
minent textbook publisher, presumably under license. The title page boasts that the text
is ‘AN IMPROVEMENT ON THE AMERICAN SPELLING BOOK. THE CHEAP-
EST, THE BEST, AND THE MOST EXTENSIVELY USED SPELLING BOOK
EVER PUBLISHED’ (caps in the original). The advertising language and the corporate
publication history tell us, not just about sales, but about the institutionalization of the
product, not just about SAE as the possession of the socially advanced, but about its
democratic status. Family ties are still present as well. Its preface is by Webster’s son,
William (dated as from 1866, fourteen years earlier), and indicates that:

The pronunciation here given is that which is sanctioned by the most general
usage of educated people, both in the United States and England. There are a few
words in both countries whose pronunciation is not settled beyond dispute. In
cases of this kind, the Editor has leaned to regular analogies as furnishing the best
rule of decision.

(1880: 6)

This passage marks a change from Noah Webster’s undoubted nationalism, and also
discounts differences between American and British pronunciation. The 1831 edition,
itself a revision, had simply referred to ‘the most accurate rules of pronunciation, and
the most general usage of speaking’ (1831/1962: 16). At the same time that the 1831
edition headed all of its pages with ‘An Easy Standard of Pronunciation’, its preface
further asserted that ‘A perfect standard of pronunciation, in a living language, is not to
be expected; and when the best English dictionaries differ from each other ... where are
we to seek for undisputed rules? And how can we arrive at perfect uniformity?’ (ibid.)
What seems clear is that Webster and his revisers through numerous editions were
interested in uniformity, authority and the rules of English, even though they recog-
nized variation in actual practice. It is interesting to note that grammar was not a large
part of the system. The 1831 edition tells us that the abridged grammar originally
included in the book had been omitted, along with the geographical tables, because
‘Geography and Grammar are sciences that require distinct treatises’ and ‘It is believed
to be more useful to confine this work to its proper objects, the teaching of the first
elements of language, spelling and reading’ (ibid.). The 1880 edition merely says that it
will provide ‘the distinctions of the parts of speech, and thus anticipate, in some degree,
the knowledge of grammar’ (1880: 5—6). Authoritative treatment of grammar was not
yet part of the American paradigm for elementary language teaching in these books.
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After the front matter, the pronunciation key (for teachers), and presentation of the
alphabet, the main content of the 1880 edition is presented in 152 tables. Many of these
consist of words deemed to belong to a ‘class’ (e.g. one syllable, two syllables accented
on the first, three syllables accented on the second, etc.), in which the spelling and
syllabification of the words is accompanied by diacritical marks to indicate pronuncia-
tion. The earliest tables consist of single syllables, some of which are words in their
own spelling (h¢é, shé). Others are only syllables (41, p7), considered valuable for later
word formation. Many tables also contain example sentences, including very short ones
in the early tables and more complex ones later. Their aim was to teach reading and
enliven class: ‘These lessons will serve to substitute variety for the dull monotony of
spelling, show the practical use of words in significant sentences, and thus enable the
learner the better to understand them’ (1880: 6). As the sentences get longer they begin
to have useful content, such as ‘“The world turns round in a day’ (Table 25) or ‘The best
paper is made of linen rags’ (Table 26). Moral lessons were also popular, such as ‘A
rude girl will romp in the street’ and ‘Bad boys love to rob the nests of birds’ (Table 25),
or ‘I love the young lady that shows me how to read’ and ‘The Holy Bible is the book
of God’ (Table 26). Each sentence for a table tells its own story, as in this miscellany
that starts Table 33:

Strong drink will debase a man.

Hard shells incase clams and oysters.

Men inflate balloons with gas, which is lighter than common air.
Teachers like to see their pupils polite to each other.

Idle men often delay till to-morrow things that should be done to-day.
Good men obey the laws of God.

Earlier editions had postponed introducing sentences till later in the book, but when
introduced, they were even more explicitly religious and moral (1831/1962: Table 13):

Lesson I

No man may put off the law of God:
My joy is in his law all day.

O may I not go in the way of sin!
Let me not go in the way of ill men.

Lesson II

A bad man is a foe to the law:
It is his joy to do ill.

All men go out of the way.
Who can say he has no sin?

Some of the later lessons in both the early and later editions are Aesop’s fables, pre-
sented with illustrations and clear morals. Thus Webster and his revisers created SAE
out of nationalism, and linked it explicitly with moral and religious teachings presented
as reading instruction. The legacy in America of The American Spelling Book is an
ideology of standard spelling and pronunciation, if not complete uniformity in either, as
an expression of morality and patriotism.
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Characteristics of SAE

‘Spelling reform was only part of Webster’s agenda for perfecting English, but it was to
be the most effective part’ (Bailey 1991: 189). Webster’s spellings clearly differentiate
SAE from other world varieties. His successful changes come in four classes (following
Pyles 1952: 112):

dropping of final k after ¢ in words of more than one syllable (e.g. music for musick)
uniform use of -or for -our in words of more than one syllable (e.g. honor for honour)
uniform use of -er for -re (e.g. theater for theatre)

-se for -ce in defense, offense, pretense but not in fence

Other prominent changes include replacement of -que with -k in words like cheque/
check, masque/mask, and removal of doubled consonants as in programme/program,
waggon/wagon. Many other of Webster’s proposed changes have not succeeded, such
as simplification of -ine, -ive, -ite to -in, -ive, -it (e.g. definite/definif). Some changes
were partially successful, such as f for older ph in fantasy but not phantom. Some were
hit and miss: SAE has draft for draught and plowman for ploughman, while many
other -augh- and -ough- spellings survive. We still have island instead of Webster’s
iland. Some American spelling changes arose after Webster, such as tho for though,
thru for through, catalog for catalogue, and judgment for judgement, promoted by
spelling reformers through educational associations and newspapers in the late nine-
teenth century. Occasional changes continued to be adopted, such as the 1950s lite for
light (especially as an adjective with food products) and nite/tonite for night/tonight.
Given the relatively small number of characteristic spelling differences like these, and
despite the continued emphasis on spelling in American schools and communities (see
Kretzschmar 2009: 14—15), Americans are no better spellers in general than speakers of
other varieties of English. Winners of American spelling bees are often the children of
immigrants who appear to have taken the lessons of American education more to heart
than children from families with longer histories in the country.

As for pronunciation, SAE is best defined as the avoidance of pronunciations asso-
ciated with particular regions or social groups. Hans Kurath and Raven McDavid
described the vowels of four regional patterns of American pronunciation (1961, based
on data from about two decades earlier):

Type I: Upstate New York, Eastern Pennsylvania, and the South Midland
Type II: Metropolitan New York, the Upper South, and the Lower South
Type III: Eastern New England
Type IV: Western Pennsylvania

These areas mainly recapitulate the Northern, Midland and Southern dialect regions
described by Kurath from lexical evidence (1949). Upstate New York corresponds to
what many have called the Inland Northern region (now the area of Labov’s Northern
Cities Shift), which continues across the northern tier of states as far as the Mississippi
River. Eastern Pennsylvania and the South Midland corresponds to settlement through
Philadelphia and moving south through the Shenandoah River Valley to the Cumber-
land Gap in Tennessee, spreading westward as far as the Ozark Mountains in Arkansas.
The term ‘Appalachian English’ is applied to the eastern portions of this pattern, and
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the term ‘Upland Southern’ is often used to describe the entire pattern. The inclusion of
both Inland Northern and Upland Southern in the same phonological pattern does not
support the simple north/south division of American English dialects long assumed by
many Americans, a generalization that has always had more to do with cultural differ-
ences and the American Civil War than with language. Similarly, by breaking up the
north/south division, Metropolitan New York is included in the same phonological
pattern with the Upper (Virginia) and Lower (South Carolina/Georgia) South. The lowland
southern pattern extended across the southern states in lands suitable for plantation-
style agriculture, as opposed to those suitable for small farming, as in the uplands and
other marginal agricultural areas. Although it was a major port of entry in the nine-
teenth century, New York City historically was cut off from early regional extension by
the Dutch settlements of downstate New York and northern New Jersey. Like New
York City, eastern New England was cut off from immediate westward extension, this
time by mountains. On the other hand, western Pennsylvania was a gateway to western
expansion because it allowed access to the Ohio River at Pittsburgh, at a time when
cross-country travel was much easier by water than by land.

All of these sets held the high and central front vowels and the high back vowels in
common with some variation in the low vowels (Table 5.1).

The vowels of sun, law, crop, boil are variable between the major regions. The same
patterns exist today, with the American west generally following the pattern for Wes-
tern Pennsylvania. Discussion of Labov’s Northern Cities Shift, the Southern Shift and
Western Merger has focused on working-class and lower middle-class speakers, and so
their relation to SAE is not well established, though some educated speakers, perhaps a
great many in the northern cities and west, do participate in these patterns. The con-
temporary situation for SAE pronunciation is that the most highly educated speakers in
formal settings tend to suppress any linguistic features that they recognize as regionally
or socially identifiable (‘marked’ features). Educated participants in the Northern Cities
Shift and Western Merger most often do not know that their pronunciation is recog-
nizable by speakers from other regions. This is why it is ironic that Northern Cities
Shifters often have the highest degree of linguistic self-confidence, as they strongly
believe that they are SAE speakers, but people from other regions hear them as having
a distinct accent. Because of the common suppression of marked features in formal
educated circles, many educated speakers think that language variation in America is
decreasing. On the other hand, however, the economically stratified suburban residen-
tial pattern promotes the continued existence and even expansion of local varieties,
albeit that these varieties retain fewer strongly marked characteristics than were main-
tained in the previous era of stronger, denser ties in local social networks. The linkage
between demographic trends and education remains the most important consideration

Table 5.7 American English Vowels

crib [1] wood [v]
three [i] tooth [u]
ten [€] sun [9]
eight [ei] road [ou]
bag [=] crop [a] law [o]
five [ai] down [au] boil [oi]

Source: Adapted from Kurath and McDavid 1961: 6 with IPA symbols used in Upton et al. 2001.
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for SAE: those who go the furthest in the educational system have the greatest invest-
ment in SAE. Of course, some educated speakers will deliberately go against the trend
and use regional speech characteristics, while others with less education will choose to
try and suppress their regional features.

As for particular pronunciation features, the low-back vowels are historically unstable
in American English. The Don/Dawn merger is characteristic of western Pennsylvania
and the west, but also of eastern New England, where one also hears the fronted pro-
nunciation of crop with [a].There is evidence that the merger has occurred differently in
different areas, so that some may prefer Don/Dawn with [a] while others prefer it with
[0]. SAE differs from mainstream British English in that it still has [a] as the vowel of
love and does not raise it towards [v] as heard, for instance, in the Beatles’ ‘All you
need is love’. The vowel in roof, root (but not foof) alternates between [u, v], with [v]
more common in the northern US. New England preserves the [a] pronunciation in
words of the half, glass, class, and these pronunciations are sometimes heard from
educated speakers in other regions of the country. This may well be a historical con-
sequence of Webster’s Spelling Book, which offered New England pronunciations as
standard. Educated speakers in the south commonly pronounce the diphthong in five
with a weakened glide, and in many areas there is gradation in glide reduction by
environment, such as increasing reduction in the series rye, rice, ride. Marry, merry,
Mary are homophones for most SAE speakers. The vowels in unstressed final syllables
like -ed, -ness, and others vary between [1~9] even though the spelling may not indicate
it, as in the promotional rhyme ‘all in for Michigan’. The most noteworthy SAE con-
sonantal practice in contrast to other world varieties is the pronunciation of intervocalic
t with voicing, so that latter/ladder are homonyms for educated Americans. The palatal
glide /j/ remains in words like cure, music, but is frequently deleted in others like
Tuesday, coupon. Postvocalic /1/ is often vocalized by educated speakers. These differ-
ences are enough to create a distinctive American accent among world varieties of
English. Finally, SAE pronunciation has different stress patterns from British English.
SAE pronunciation tends to preserve secondary stress, and thus has more fully realized
vowels than British English in words like secretary, laboratory. SAE therefore has a
rhythm different from British and other World English varieties.

SAE grammar and lexicon do differ from those of British English and other world
varieties, but the advent of corpus linguistics has made the differences difficult to represent
in a list. Typical lexical and grammatical differences are quite familiar, such as Amer-
ican/British trunk/boot, windshield/windscreen, truck/lorry, elevator/lift, apartment/flat,
toilet/loo, traffic circle/roundabout, try to sell/flog, government is/government are, in
the hospital/in hospital, have gotten/have got, may have done so/may have done. On the
other hand, most real differences travel under the radar. For example, Americans have a
post office but do not post letters as they do in Britain; then again, Americans mail
letters and the British do not, while of course the mail exists in Britain as well as
America, at least as a noun. When Stubbs’ corpus analysis of the word surgery in
British English is replicated for American English, only two of the four possible senses
are present, ‘medical procedure’ and branch of ‘medicine’ but not ‘doctor’s office’ and
‘doctor’s office hours’ (Kretzschmar 2009: 152). Collocations are present at different
frequencies in British and American English: banks in British English often have some-
thing to do with fishing, but not so much in America (not at all in the 1960s Brown
Corpus and the 1990s Frown Corpus consulted for Kretzschmar 2009). It turns out that
even homely coordinating conjunctions like and occur at statistically significantly
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different rates in corpus analysis of British English and American English (Kretzschmar
2009: 166). Given a corpus approach, it is fair to say that every word in the language is
likely to be different in British English versus American English, and every gramma-
tical construction different as well, because every word and every construction will be
used at somewhat different rates and with somewhat different collocations in the two
varieties. Thus the problem with a list of differences: it would have to include the entire
dictionary and the entire grammar.

Some English words will never be well represented in SAE. Because SAE is an
institutional construct typically used by educated people in relatively formal circum-
stances, words from the street, including terms of abuse, common words regarding sex
and sexual behaviour, popular words of the moment, or specialized cultural terms, will
appear less often in SAE. So, too, will certain real but dispreferred grammatical con-
structions. Thus, multiple negation, ain* and many other verb forms, double modals
like might could, and regional forms like y’all, appear much less frequently in SAE
than in common everyday speech and writing. Still, a corpus approach would find that
all of these forms and constructions are indeed found, although relatively rarely, in the
speech or texts of SAE. The same is also true of the pronunciations noted above;
speakers may try to suppress marked features when they are trying to use SAE, but
they are never entirely successful and so even marked features occur at measurable
rates of occurrence in spoken SAE.

Instead of noting what people actually say and write in SAE, then, another approach
to defining SAE is to consider the lists of prescriptions in usage manuals, such as
multiple negation or aint. William Labov defined the standard in just this way (1972:
225): ‘For many generations, American school teachers have devoted themselves to
correcting a small number of nonstandard English rules to their standard equivalents,
under the impression that they were teaching logic.” In his famous essay called ‘The
logic of non-standard English’, Labov was trying to promote the idea that, when Afri-
can-American children did not produce SAE in school, they did not have a language
deficit but instead were using a different variety. Labov was right about the deficit/dif-
ference problem, but the real issue is more complex than a simple contrast between
parallel systems. Grammatical prescriptions have become an issue in elementary edu-
cation only relatively recently, as we have seen. Inclusion of prescriptive grammar in
the basic curriculum means teaching children to suppress features of their home vari-
eties in favour of an unmarked feature used in SAE. Labov’s ‘correcting a small
number of English rules to their standard equivalents’ in the school is thus a different
problem for children using different varieties, because the kinds and number of ‘cor-
rections’ needed will be different in every school. To demonstrate this point, we need
only understand that there have been a very large number of usage prescriptions pro-
posed in usage manuals, and that only a small number of prescriptions are the same
between all the manuals. Chapman (2009) conducted a survey of such prescriptions in
the usage manuals of the last century, and found that over 13,000 prescriptions had
been proposed over the years. However, more than half were found in only one usage
manual, and there were only 1,174 ‘core’ prescriptions, with core being classified as
having been mentioned in at least half of the usage manuals. This suggests that while
there are some popular usage prescriptions that might be taken to define SAE as the set
that teachers often ‘correct’, the number of them is quite small in comparison to the
number of complaints that usage mavens have levelled against speakers and writers.
Chapman found that, in the current century (2000-7), 3,785 new prescriptions had been
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proposed in usage manuals, while 1,470 previous prescriptions did not appear; and that
fewer than 20 per cent of the recent entries were ‘core’. SAE grammar is much like
SAE pronunciation, in that users of SAE actually employ their home varieties, but try
to suppress those features that they have noticed or have been taught to consider
unacceptable. Unfortunately, people who want to use SAE do not have a well-defined
set of rules, but instead must negotiate suppression of an unpredictable number of
usages proscribed by different authorities.

Conclusion

Chapman’s survey reminds us that what is really more important about SAE is the
perception that it exists, reflecting an attitude towards language and standards that
Webster originally sold to Americans and which our schools still promote today. Many
educated Americans strongly support the authority of the school and continue Web-
ster’s advocacy of SAE uniformity. However, SAE has no fixed relation to any Amer-
ican regional or social variety, other than the article of faith that, for national and moral
purposes, the standard variety of the home language of Americans ought to be taught in
school. What users of English world-wide recognize as SAE cannot be successfully
codified, phonologically, lexically or syntactically. It is not a variety that has emerged
from any particular population and then been accepted as a standard. Instead, what
users of English world-wide typically recognize as SAE more properly consists of a
selection of features of American English at the national level, such as tendencies
towards rhoticity and the preservation of secondary stress, features which emerge from
the continuing operation of the complex system of speech in America. SAE may be an
idealized institutional construct rather than a variety on the same terms as American
regional and social varieties, but that does not make it any less real as a problem to be
confronted by Americans and other speakers of English.

Suggestions for further reading

The North American volume of The Cambridge History of the English Language
(Algeo 2001) provides a good reference volume covering many aspects of American
English, as does the more recent American (and Caribbean) volume of the Mouton de
Gruyter Varieties of English (Schneider 2008).

A current textbook on American English is Wolfram and Schilling-Estes’ American
English: Dialects and Variation (1998; 2nd edition 2005), which has a strong socio-
linguistic viewpoint and less coverage than some readers may want of the history and
current status of American English. Gunnel Tottie has prepared an American English
textbook for a non-native readership, An Introduction to American English (2002). The
classic textbooks in the field are Pyles’ Words and Ways in American English (1952),
Francis’ Structure of American English (1958) and Marckwardt’s American English
(1958).

Recent American demographic changes are treated in Zelinsky (1993). The linguistic
effects on speech in local areas are best described in terms made famous in socio-
linguistics by James and Leslie Milroy: suburban social networks are characterized by
weak ties as the density and multiplexity of linguistic interactions have decreased. See
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J. Milroy (1992) and the earlier L. Milroy (1987) which describes the Belfast study in
more detail. An alternative account of language in American neighbourhoods is offered by
Labov (2001). Eckert (2000) provides an account of language relations in an American
high school.

Comprehensive recent lexicographical resources for American English can be found
in the New Oxford American Dictionary (2001) and in Upton et al. (2001). The third
edition (online) of the Oxford English Dictionary contains significantly better coverage
of North America than earlier editions.

References

Algeo, John (ed.) (2001) The Cambridge History of the English Language. Vol. 6: North America,
Cambridge: Cambridge University Press.

Bailey, Richard (1991) Images of English, Ann Arbor: University of Michigan Press.

——(2004) ‘American English: its origins and history’, in E. Finegan and J. Rickford (eds) Language
in the USA (2nd edition), Cambridge: Cambridge University Press, pp. 1-17.

Bailyn, Bernard (1986) The Peopling of British North America, New York: Vintage.

Chapman, Don (2009) ‘Lost battles and the wrong end of the canon: attrition among usage prescriptions’,
paper presented at SHEL 6, Banff.

Commager, Henry Steele (1958) ‘Noah Webster 1758-1958, schoolmaster to America’, Saturday
Review 41 (18 October): 10-12, 667 (reprinted 1962, in Noah Webster's American Spelling Book
(Classics in Education 17), New York: Teachers College, Columbia University, pp. 1-12).

Dobyns, Henry (1983) Their Number Become Thinned: Native American Population Dynamics in
Eastern North America, Knoxville: University of Tennessee Press.

Eckert, Penelope (2000) Linguistic Variation as Social Practice, Oxford: Blackwell.

Fischer, David H. (1989) Albion's Seed, Oxford: Oxford University Press.

Francis, W. Nelson (1958) Structure of American English, New York: Ronald.

Keene, Derek (2000) ‘Metropolitan Values: Migration, Mobility and Cultural Norms: London 1100-
1700°, in Laura Wright (ed.) The Development of Standard English 1300—1800, Cambridge: Cambridge
University Press, pp. 93—114.

Kretzschmar, William A., Jr (1996) ‘Foundations of American English’, in E. Schneider (ed.) Focus
on US4, Philadelphia: John Benjamins, pp. 25-50.

——(2009) The Linguistics of Speech, Cambridge: Cambridge University Press.

Kurath, Hans (1949) A Word Geography of the Eastern United States, Ann Arbor: University of
Michigan Press.

Kurath, Hans, and McDavid, Raven 1., Jr (1961) The Pronunciation of English in the Atlantic States,
Ann Arbor: University of Michigan Press (reprinted 1982, Tuscaloosa: University of Alabama
Press).

Labov, William (1972) ‘The logic of non-standard English’, in Language in the Inner City, Philadelphia:
University of Pennsylvania Press, pp. 201-40.

——(1991) “The three dialects of English’, in P. Eckert (ed.) New Ways of Analyzing Sound Change,
Orlando: Academic Press, pp. 1-44.

——(2001) Principles of Linguistic Change: Social Factors, Oxford: Blackwell.

Labov, William and Ash, Sharon (1997) ‘Understanding Birmingham’, in C. Bernstein, T. Nunnally
and R. Sabino (eds) Language Variety in the South Revisited, Tuscaloosa: University of Alabama
Press, pp. 508-73.

Labov, William, Ash, Sharon and Boberg, Charles (2005) Atlas of North American English: Phonetics,
Phonology and Sound Change, Berlin: Mouton de Gruyter.

McDavid, Raven (1958) ‘The dialects of American English’, in N. Francis (ed.) The Structure of
American English, New York: Ronald, pp. 480-543, 580-5.

111



WILLIAM A. KRETZSCHMAR, JR

Marckwardt, Albert (1958) American English, New York: Oxford University Press.

Mathews, Mitford (1931) The Beginnings of American English, Chicago: University of Chicago Press.

Milroy, James (1992) Linguistic Variation and Change, Oxford: Blackwell.

——(2000) ‘The ideology of the standard language’, in Laura Wright (ed.) The Development of
Standard English 1300-1800, Cambridge: Cambridge University Press, pp. 11-28.

Milroy, James and Milroy, Lesley (1999) Authority in Language (3rd edition), London: Routledge.

Milroy, Lesley (1987) Language and Social Networks (2nd edition), Oxford: Blackwell.

Mufwene, Salikoko (2001) The Ecology of Language Evolution, Cambridge: Cambridge University
Press.

Pyles, Thomas (1952) Words and Ways of American English, New York: Random House.

Schneider, Edgar (2007) Postcolonial English: Varieties around the World, Cambridge: Cambridge
University Press.

(ed.) (2008) Varieties of English. Vol. 2: The Americas and the Caribbean, Berlin: Mouton de
Gruyter.

Smith, Martin (1994) ‘Aboriginal depopulation in the postcontact southeast’, in C. Hudson and
C. Tesser (eds) The Forgotten Centuries: Indians and Europeans in the American South, 1521-1704,
Athens: University of Georgia Press, pp. 257-75.

Tottie, Gunnel (2002) An Introduction to American English, Oxford: Blackwell.

Upton, Clive, Kretzschmar, William A., Jr, and Konopka, Rafal (2001) Oxford Dictionary of Pronunciation
for Current English, Oxford: Oxford University Press.

Webster, Noah (1962 [1831]) Noah Webster'’s American Spelling Book (Classics in Education 17),
New York: Teachers College, Columbia University.

—(1880) The Elementary Spelling Book, New York: American Book Company.

Williams, William Carlos (1925) In the American Grain, Norfolk, CT: New Directions.

Wolfram, Walt and Schilling-Estes, Natalie (1998) American English: Dialects and Variation, Oxford:
Blackwell (2nd edition 2005).

Wright, Laura (ed.) (2000) The Development of Standard English 1300-1800, Cambridge: Cambridge
University Press.

Zelinsky, Wilbur (1993) The Cultural Geography of the United States (revised edition), Englewood
Cliffs, NJ: Prentice Hall.

112



The Englishes of Canada

Stephen Levey

Introduction

An abiding theme in much of the contemporary literature on Canadian English is that it
remains one of the least empirically documented major varieties of English (Allen
1980: 36; Clarke 1993: vii; Halford 1996: 4; Brinton and Fee 2001: 424). Frequently
depicted as a composite of British and American English speech patterns owing to the
formative influence of these varieties on its development (De Wolf 1990: 3), it is now
viewed as an autonomous national variety engaged in its own trajectory of evolution
(Bailey 1982: 152; Chambers 1991: 92; Brinton and Fee 2001: 422; Avery et al. 2006:
103). The existence of a number of publications dedicated to prescribing (or furnishing
guidance on) matters of usage such as the Canadian Oxford Dictionary (Barber 2004)
and the Guide to Canadian English Usage (Fee and McAlpine 2007) bears testimony
to its status as an endonormative variety of English. Nevertheless, perusal of the lit-
erature on Canadian English suggests that its future as an autonomous variety remains
precarious owing to the perceived trend in increasing convergence on American norms
(Chambers 1991, 2004; Woods 1999 [1979]).

In spite of a good deal of scholarly interest in the putative encroachment of con-
temporary American norms on Canadian English, fuelled in no small part by the geo-
graphical proximity of the majority of the Canadian population to the US border, much
of the evidence adduced in favour of Americanization is based on isolated phonological
or lexical items retrieved from questionnaire surveys, rather than systematic investiga-
tion of the inherent variability embedded in natural speech data. Empirical examination
of the spoken language has approached the issue of Americanization more cautiously,
noting that orientation towards American norms is habitually invoked without neces-
sarily considering the linguistic constraints and social meanings associated with variant
usage in a Canadian context (Clarke 2006; Halford 2008).

Another prevalent — but insufficiently explored — assumption about Canadian English
is the extent to which its alleged uniformity spanning a vast geographical area (Avis
1973: 62; Davison 1987: 122; Chambers 1991, 1998a; Brinton and Fee 2001: 422)
remains an accurate characterization, or the result of a ‘scholarly fiction’ (Bailey 1982:
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151). Chambers’ (1998a: 253) oft-cited claim that urban middle-class Canadian English
is virtually ‘indistinguishable from one end of the country to the other’ epitomizes the
orthodox position espousing relative homogeneity, based largely on mainland phonological
evidence (Dollinger 2008: 13-15).

Although the characterization of Canadian English as linguistically homogeneous
remains prevalent in the literature, technological advances in the study of speech are
beginning to elucidate the presence of diversity where earlier methodologies have largely
detected uniformity. Valuable evidence has emerged from the use of advanced acoustic
experimental methods, yielding more nuanced accounts of phonetic and phonological
variation in contemporary speech (see e.g. Hagiwara 20006).

Claims about the uniformity of Canadian English must be additionally tempered by
the dearth of corpus-based studies of sufficient empirical depth targeting natural speech
data. Particularly pertinent is the fact that, until recently, most of the linguistic research
on Canadian English was conducted within the framework of traditional dialectology
rather than from a sociolinguistic perspective (Chambers 1991: 90). Thanks to the recent
construction of extensive corpora of vernacular speech, the traditional and longstanding
preoccupation with investigating lexical and phonological variability is now being
steadily redressed by variationist studies of morphosyntactic and discourse features (see
e.g. Poplack 2000; Tagliamonte 2005, 2006; Poplack et al. 2006; Walker 2007). These
topics have hitherto received considerably less attention in the scholarly literature (Brinton
and Fee 2001: 431).

The utility of a variationist approach (e.g. Weinreich et al. 1968; Labov 1972) resides in
its capacity to uncover the underlying constraints on inherent variability, permitting the
degree, directionality and social embeddedness of linguistic change to be accurately ascer-
tained (Poplack and Tagliamonte 2001). In the ensuing sections, I illustrate how this
methodological framework has contributed to more refined structural characterizations
of varieties of Canadian English.

Sociohistorical context

Early migration patterns and the emergence of Canadian English

Canadian English has its roots in successive waves of migration. The early 1760s wit-
nessed an influx of migrants, mostly originating from New England colonies, who arrived
in present-day Nova Scotia and New Brunswick, many of them taking over land that
had formerly belonged to French-speaking Acadians who had been expelled by the
British government (Boberg 2008a: 146).

A significant wave of immigration was precipitated by the American Revolution,
resulting in the arrival of many thousands of Loyalists (alternatively designated ‘United
Empire Loyalists’) by 1783. Their anti-revolutionary sentiments and attendant loyalty
to the British crown inspired migrations to several regions in Canada, including Nova
Scotia, New Brunswick, the Eastern Townships of Quebec, and parts of Ontario. The
subsequent arrival of the ‘Late Loyalists’ after 1783, who came in search of free land
and British governmental aid (Dollinger 2008: 66), swelled the number of original settlers,
diversifying the existing dialectal mix which had emerged as a result of the arrival of
migrants from diverse locations including coastal New England, Vermont, New York,
New Jersey and Pennsylvania.
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The demographic constitution of this early migratory phase is claimed to have played a
pivotal role in establishing the ‘bedrock’ of Canadian speech patterns by virtue of the Foun-
der Principle, according to which speech patterns of early dominant population groups
maintain a selective advantage over those associated with later arrivals, who adapt to local
vernacular norms rather than imposing their own (Mufwene 2000: 240). This claim is
not uncontroversial, particularly in light of the fact that after the war of 1812, British gov-
ermmental policy, responding to American hostilities and fuelled by anxiety about latent
pro-American republicanism in Canada, was directed towards actively recruiting British
settlers as a mitigating measure, resulting in substantial immigration from Ireland, England
and Scotland — and the concomitant incursion of regional British speech patterns — during
the nineteenth century. The role of the founding population (as opposed to later ‘dialect
swamping’ associated with British immigration) in the formation of Canadian English is
briefly addressed below (see ‘Linguistic heterogeneity and the roots of Canadian English”).

Migration patterns in the late nineteenth and twentieth centuries

An additional migratory wave towards the end of the nineteenth century and continuing
into the twentieth century augmented the number of British immigrants in Canada, and
saw the arrival of thousands of Scottish and Irish immigrants (see Hickey, this volume),
as well as settlers from diverse European locales including Germany, Italy, Scandinavia
and the Ukraine (Chambers 1998a: 264). Post-war immigration involving Germans,
Greeks, Chinese, Portuguese, Ukrainians and Italians, in addition to other nationalities,
diversified the linguistic physiognomy of Canada’s major urban centres, and witnessed
the proliferation of second language varieties of Canadian English (Chambers 1998a:
266; and see ‘Ethnicity and linguistic variation in Canadian English’, below).

Linguistic heterogeneity and the roots of Canadian English

Although the majority of Anglophone communities in Canada have their linguistic roots in
American ancestral varieties, the extent to which transplanted British speech patterns have
intimately shaped the trajectory of Canadian English, beyond their apparent influence
on specific enclave communities, remains a contentious and unresolved issue (Dollinger
2008; Trudgill 2006). Proponents of the early entrenchment of ancestral American speech
patterns in Canada tend to minimize the linguistic impact of nineteenth-century British
immigration on the subsequent evolution of Canadian English, arguing that British
settlers arrived too late to have had any profound effect on the phonology and grammar
of early Canadian English (Avis 1973; Chambers 1998a: 262; Brinton and Fee 2001: 425;
Chambers 2008:14). Concessions are made, however, for communities where British
immigrants were founding members, such as Cape Breton in Nova Scotia, and the Ottawa
Valley and Peterborough County in Ontario, where regional British linguistic influence
is reported to endure.

Nevertheless, Loyalist-base theories of the origins of Canadian English have not been
accepted uncritically (see e.g. Scargill 1957). Trudgill (2006: 282), for example, has
foregrounded dialect mixing resulting from different combinations of American and
British input as a crucial component in the crystallization of Canadian English. Recent
work by Dollinger (2008) widens the debate by examining the role of ‘drift’ (i.e. par-
allel developments in several varieties) as well as internally generated innovations in
the emergence of Canadian English.
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Variation and change

Phonological variation and change

Canadian English: a phonologically distinctive variety?

Canadian English has been conventionally classified as belonging to the relatively
uniform North American ‘Third Dialect’ area, which also encompasses New England,
western Pennsylvania and the western United States. Research to date, however, has
identified a number of vocalic features which, if not entirely distinctive, are at least
emblematic of Canadian English.

A recently documented vowel shift that has had important ramifications regarding the
place of Canadian English within the overall taxonomy of North American dialects
concerns the retraction and lowering of /&/ in the direction of central open /a/, and the
lowering of /1/ to /e/, and /e/ to the slot occupied by /a/, as schematized in Figure 6.1
(Clarke et al. 1995: 212).

The motivation for what is now known as the Canadian Shift, reported to be spear-
headed by females (Clarke et al. 1995: 216), appears to reside in the low-back merger
(shared with a few American regional varieties) of /v/ and /o:/, resulting in homophonous
pairs such as cot and caught, don and dawn, etc.

Follow-up studies building on the seminal findings of Clarke et al. (1995) verify that
the Canadian Shift is a pan-Canadian development, at least as far as the speech of the
younger generation is concerned, although it is not necessarily advancing at the same
rate in all regions, and there is some resistance to it in areas isolated from major urban
centres (Boberg 2008b: 136-8).

Canadian Raising is another well-known feature of Canadian English, and is widely
professed to be its most distinctive trait (Chambers 1998a: 262; Brinton and Fee 2001: 426;
Boberg 2008b: 138). The term ‘Canadian Raising’ is used to describe the pronunciation

Figure 6.1 Schematization of the Canadian Shift.
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of the diphthongs /au/ and /ai/ realized with higher nuclei (approximately [av] and [a1],
with some regional variation in the articulation of the raised allophone) before voiceless
codas, resulting in contrasting vowel sounds in pairs such as house/houses and knife/knives.
Diachronic research into the origins of this phenomenon, exploiting archived dialect data-
bases, indicates that it has been entrenched in Canadian speech for well over a century,
with early indications of its existence in Ontarian speech dating from the mid nineteenth
century (Chambers 2006: 111). Opinion is divided on the nature of its precise origins:
Trudgill (2006) pursues an explanation based on the structural reallocation of variants
embedded in the primordial mix of transplanted dialects in the early history of Canadian
English, while Bailey (1982: 155) considers it to be a distinctive Canadian development.

The term ‘Canadian Raising’ has generated some confusion, leading to the erroneous
belief that the phenomenon it designates is exclusive to Canada, when it is not. Analogous
allophonic processes, not always affecting both /ai/ and /au/, are attested in non-Canadian
varieties, including Martha’s Vineyard (off the coast of Massachusetts), Michigan, North
Dakota, Minnesota, the Fens (England), as well as Tristan da Cunha and the Falkland
Islands, to name but a few locations (Moreton and Thomas 2007), although the precise
nature of the processes involved is by no means identical across all varieties.

Evidence of sporadic non-raising in contexts where raising is expected to occur was
construed in earlier studies as a harbinger of the eventual demise of Canadian Raising,
although there is little indication that it has become markedly less productive. Con-
temporary surveys reveal it to be a robust and relatively uniform feature of mainland
Canadian English (Boberg 2008b: 139), corroborating Chambers’ (2006: 115) recent
assertion that ‘it is intact and unscathed, albeit slightly altered in the phonetics of the
onset vowel for the /aw/ diphthong’.

Regional variation

The recently compiled Atlas of North American English (Labov et al. 2006) reveals a
number of salient regional divisions in Canadian English. The largest regional division
comprises an expansive area stretching from Vancouver in the west to the Anglophone
community of Montreal in the east. Atlantic Canada (including the Maritime provinces
and Newfoundland) lies outside the confines of this inland zone. Within the latter, fur-
ther divisions serve to delimit an inner core encompassing Edmonton in the north west
to Toronto in the south east (Boberg 2008b: 131). These divisions are established on
the basis of a number of coinciding phonetic isoglosses derived from acoustic mea-
surement of several vocalic variables including (but not limited to) the low-back merger
of /v/ and /o:/, the Canadian Shift, and Canadian Raising detailed above.

Within this very broad regional delimitation, further studies have yielded preliminary
evidence of a more refined picture of regional phonetic differentiation. Based on a
series of acoustic analyses of vocalic variables in the speech of undergraduate students
from across Canada, Boberg (2008b) suggests that the tripartite regional division put
forward in the Atlas of North American English can be further decomposed into six
major regions: British Columbia, the Prairies, Ontario, Quebec (Montreal), the Mar-
itimes, and Newfoundland. While corroborating the pervasiveness of certain regional
patterns described in the Atlas of North American English, such as the conditioned
merger of /a&/, /¢/ /el before intervocalic /t/ (e.g. in marry, merry and Mary), Boberg’s
(2008b: 143) study hones earlier findings by showing, for example, that the fronting of
/a:r/ (e.g. in start, dark, etc.) is one of the strongest regional indicators of Canadian

117



STEPHEN LEVEY

English, with Ontario and Atlantic Canada exhibiting more advanced values than either
the West or Quebec.

A synthesis of these findings shows that while regional phonetic differences may not
be of the same magnitude as those found within the United States or the British Isles,
subtle phonetic particularities in the English spoken in Ottawa and Toronto, and in
Calgary or Vancouver hint at some degree of regional diversity in urban speech patterns
(Boberg 2008b: 150).

The ‘Americanization’ of Canadian speech

A ubiquitous theme in sociolinguistic research on Canadian English concerns the perceived
shift from Canadian autonomy to North American heteronomy (Chambers 1991: 93),
catalysed by the putative incursion of American norms into Canadian speech. Staple
examples routinely cited in support of this scenario include the use of the /i:/ variant in
leisure as well as the use of /sk/ in schedule. The variable deletion of the palatal glide
in stressed syllables after coronals (news, tune, dew) resulting in variants such as [nu:z]
versus [nju:z], is another apparent manifestation of the same process which is report-
edly aligning Canadian speech patterns with contiguous American ones (Clarke 1993).

Yet closer inspection reveals that these promiscuous assumptions are not entirely
unproblematic. First, as Halford (2008: 26) notes, the social mechanisms by which such
features (and their underlying constraints) diffuse across national borders are little dis-
cussed beyond the commonplace, but vague, notion that the mass media may be some-
how responsible. Second, such inferences are often predicated on comparisons drawn
with some ill-defined or idealized normative variety of Canadian English. As Chambers
(1998Db: 18) points out, glideless pronunciations in words such as news and student appear
to have been majority variants in Canadian English for at least the past several decades,
suggesting that they are by no means the product of recent contact-induced change.

Even admitting that there has been a decrease in the use of glided pronunciations
over successive generations (Clarke 2006: 232), any appreciable increase in glideless
variants may simply be the product of independent parallel trends in glide deletion that
are widely attested in other varieties of English (Halford 2008). Moreover, Clarke’s
(2006) analysis of glide retention in media usage, supplemented by data culled from a
number of sociolinguistic studies, points to a complex interplay of social and linguistic
constraints governing variant choice in Canadian English. Specifically, Clarke (2006:
244) notes that within Canada, glided and glideless pronunciations may index different
social meanings for different members of the same speech community, militating against
the idea that in selecting glideless variants, Canadians are simply targeting American
English as an external prestige variety.

Lexical variation and change

Lexical borrowings from indigenous languages

One of the most evident ways in which the lexical stock of Canadian English has
diversified and expanded is by accruing new items to designate topographical and bio-
logical (flora and fauna) aspects of the environment in which it is spoken (Trudgill
2006). Borrowing from indigenous languages is one resource that has been mined in
the process of lexical expansion: kayak, anorak, husky and mukluk (a type of knee-high
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boot) come from Inuktitut, whereas chipmunk, moose and muskeg (a type of organic bog)
originate in other aboriginal (First Nations) languages such as Ojibwe and Cree (Fee
1992: 182). Toponyms such as Quebec and Canada are also claimed to be of aboriginal
provenance, with the latter often (but not incontestably) traced to Iroquoian kanata
meaning ‘settlement’ or ‘community’. Several borrowings, such as Eskimo, caribou and
toboggan, have now diffused into world-wide varieties of English (Bailey 1982: 138).

Lexical change

Lexical obsolescence and renewal have figured prominently in discussions of change in
contemporary Canadian English. A widely cited example involves variation in the terms
used to designate a ‘long upholstered seat’ (Chambers 1995: 157), encompassing forms
such as couch, chesterfield and sofa, as well as minor contenders such as davenport,
settee, lounge and divan. The term chesterfield, an erstwhile Canadian shibboleth
(Chambers 1998b:7), has been receding in the course of the past several decades to the
point where it is now principally associated with older speakers, contrasting with
couch, which is largely preferred by the younger generation.

Regional lexical variability

Notwithstanding the fact that the lexical replacement of items such as chesterfield by
couch is often mentioned as a further instance of the infiltration of American norms into
Canadian English (Chambers 1998b: 11), a recent large-scale study aimed at developing
a taxonomy of lexical differentiation in Canada established that Canadian dialect regions
‘have more in common with one another than any of them has with the United States’
(Boberg 2005: 53). Furthermore, no Canadian region appears to manifest lexical traits
that can be characterized as more distinctively ‘American’ than any other. Using sets of
related lexical items known to exhibit regional preferences (e.g. pop, soda, soft drink, etc.,
for a ‘carbonated beverage’) in order to quantify and rank regional lexical distinctiveness,
Boberg (2005) identifies six major regional divisions in Canada (mirroring the regional
taxonomy established for phonetic differentiation detailed in ‘Regional variation’
above): the West, Ontario, Montreal, New Brunswick—Nova Scotia, Prince Edward
Island and Newfoundland (Boberg 2005: 40). Montreal ranks as the most lexically
distinct region in Canada, where distinctive lexical items include #rio for a ‘sandwich-
fries-drink combo meal’, and chalet for a ‘summer cottage’ (Boberg 2005: 36). Another
region evincing a marked degree of lexical distinctiveness is Newfoundland, where lex-
ical preferences comprise exercise book for ‘notebook’ and bar for ‘candy bar’ or ‘cho-
colate bar’ (Boberg 2005: 37). Other regions bound by common historical and cultural
backgrounds, such as the prairie provinces (Alberta, Saskatchewan and Manitoba), are
less sharply demarcated from one another and, with British Columbia, constitute a
relatively uniform area characterized by minimal interregional lexical variability.

Morphosyntactic variation and change

Early approaches

The study of morphosyntactic variation in Canadian English has received substantially
less attention than either phonology or lexis (Dollinger 2008: 46). Without any national
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survey of regional differences in morphosyntactic variation (Dollinger 2008: 33), the
standard inference, based on extant information, is that there is little which is distinctive
about the morphosyntax of Canadian English either within Canada (barring certain
enclave varieties described below), or between Canadian and other varieties of English
(Brinton and Fee 2001: 431).

Much of the literature dealing with morphosyntactic features displays a marked concern
with documenting either the recessiveness of regionally circumscribed constructions
such as he complains a lot any more, where ‘positive’ any more can be semantically
glossed as ‘nowadays’ (Brinton and Fee 2001: 432), or morphological alternations in
past temporal contexts, such as she has drunk versus she has drank; preterite sneaked
versus snuck; and dived versus dove (De Wolf 1990; Chambers 1998b).

Early studies of morphosyntactic differentiation (e.g. De Wolf 1990), relying mainly
on frequency data generated by postal surveys, uncovered evidence of social and
regional variation in the use of structural variants such as have youw/have you got/
do you have? Regional and social differences in usage are also implicated in the com-
petition between sneaked/snuck and dived/dove. De Wolf (1990) discusses differences
in the social embeddedness of sneaked/snuck variation in Ottawa and Vancouver, and
observes that snuck is overwhelmingly preferred by the young in both cities. Chambers
(1998b: 23—4) documents a similar age-related change in the use of snuck, and dates
acceleration in its use to the 1940s. The rise of dove over dived, a long-standing
variable in Canadian English (Chambers 1998b: 19), has followed a similar trajec-
tory of change, which appears to have been well advanced by the 1930s (Chambers
1998b: 21).

Variationist studies of grammatical sub-systems

More recent corpus-based research on morphosyntactic variation transcends earlier approa-
ches by focusing not simply on the variants themselves, but on the broader grammatical
sub-systems in which competing forms are embedded, as well as situating variability in
a diachronic and broader cross-varietal perspective.

Two examples of morphosyntactic variation and change in Canadian English exem-
plifying longitudinal processes of grammatical reorganization concern the stative-
possessive system (1-3) (Tagliamonte 2006; Yoshizumi 2006), and deontic modality
(4-7) (Tagliamonte and D’Arcy 2007a).

We have family in Toronto and around there. (QEC/031: 1003)
And she’s got three sons. (QEC/037: 452)
I still got my feet don’t 1? (QEC/066: 899)
So it’s pretty understood on both sides what one must do to get the other’s
attention, you know. (3/D/m17)
5 Things change. And you have to change with it or you become an old lump.
(N/®/1/49)
6 We told her owner, “You’ve got fo get control of that dog. You’ve got to get a
license.” (I/®/1/49)
7 1It’s very bizarre. You just gotta go for the experience. (N/o/m/26)
(examples 1-3 cited in Yoshizumi (2006: 1);
examples 47 cited in Tagliamonte and D’Arcy (2007a: 48))

W N =
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Both Tagliamonte (2006) and Yoshizumi (2006) document the ascendancy of stative-
possessive have in Toronto English and Quebec City English respectively. The newer
variants in the stative-possessive system, have got and got, are marginal, particularly
among the younger generation. This trajectory of change diverges from British English,
which shows indications of a reduction in the frequency of possessive save in apparent-
time. Tagliamonte (2006: 317) also adduces evidence suggesting that the frequency of
possessive have in Canadian English exceeds rates in American English, a finding
which runs counter to claims in the literature that Canadian English is a conservative
variety (Chambers 1998a: 253; 1998b: 5).

Turning to deontic modal usage, research conducted by Tagliamonte and D’Arcy
(2007a) reveals that have to outranks other exponents of deontic modality in Toronto
English. Competing forms of varying antiquity, including must, the historically oldest var-
iant, and (have) got to are comparatively infrequent. Diachronic evidence of gradient
change in the modal system in Early Ontario English testifies to the early rise of Aave to,
which appears to have been inherited from precursor Loyalist speech varieties (Dollin-
ger 2006: 296). The ascendancy of modal save to in contemporary Canadian English
dovetails more generally with a North American trend characterized by the specialization
of have to across the deontic domain (Tagliamonte and D’Arcy 2007a: 72).

Discourse-pragmatic variation and change

The quotative system

In contemporary Canadian English, variation in the use of a number of competing forms
to introduce reported speech, interior monologue or non-lexicalized sounds constitutes
a vigorous area of change which has witnessed the dramatic rise of quotative be like (e.g.
she’s like, “You look really familiar’) within a relatively compressed time frame.

The evolution of be like has been carefully documented in Canadian English (Taglia-
monte and Hudson 1999; Tagliamonte and D’Arcy 2004, 2007b), revealing a remarkable
trajectory of change characterized by a fourfold increase between 1995 and 2002 alone
(Tagliamonte and D’Arcy 2004), establishing it as the primary quotative variant in the
speech of contemporary Canadian youth. (See Figure 6.2.)

Recent research by Tagliamonte and D’Arcy (2007b) confirms that be like is essen-
tially an under-40s phenomenon, with older speakers preferring the longstanding say
variant.

Discourse LIKE

Claimed to be rapidly diffusing in urban centres throughout the English-speaking world
(D’Arcy 2005; Tagliamonte 2005), the use of /ike as a discourse marker is reported to
be a ubiquitous feature of the vernacular of Canadian youth, as illustrated in (8)—(9)
(cited in D’Arcy 2007: 392):

8 Like Carrie’s like a little like out of it but /ike she’s the funniest. Like she’s a
space-cadet. (3/1/18)

9 Well you just cut out /ike a girl figure and a boy figure and then you’d cut out
like a dress or a skirt or a coat, and like you’d colour it. (N/f/75)
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Figure 6.2 Comparison of the distribution of major quotative variants used by Canadian youth, 1995 and
2002/03.
Source: After Tagliamonte and D’Arcy 2004: 502.

Popular ideologies correlating the use of /ike with juvenile inarticulacy are based on the
mistaken assumption that it is a haphazard, random insertion, or meaningless filler
(D’Arcy 2007: 386). When these ideologies are confronted with the facts of actual
usage, a more complex picture emerges: /ike is predominantly associated neither with
syntactic planning difficulties nor with lexical indecision (D’Arcy 2005), but appears to
play a role in indicating textual relations between sequentially dependent units of dis-
course (Schiffrin 1987), as well as marking focus, or the speaker’s epistemic stance
towards an utterance (D’Arcy 2008: 130).

Ground-breaking research conducted on the occurrence of /ike in Canadian English
(D’Arcy 2005) indicates that despite its evident positional mobility, its distribution is
subject to systematic syntactic constraints. It has also been demonstrated that while
younger speakers are in the vanguard with respect to frequency of use, discourse like is
by no means confined to the younger generation, and is encountered in the vernacular
of older speakers, albeit at different rates. Crucially, D’Arcy (2005) establishes that
there are systematic, incremental modifications in the use of like across successive
generations, indicating that it is a change in progress rather than an age-graded feature
exclusively propagated by the adolescent sub-section of the population.

Canadian eh

The most stereotypical discourse-pragmatic feature of Canadian English is the particle
eh (Brinton and Fee 2001: 432), as in nice day, eh? (Gold and Tremblay 2006: 249).
Qualified by some researchers as ‘a marker of both the Canadian English dialect and of
Canadian national identity’ (Gold and Tremblay 2006: 247), it has been depicted as
emblematic of Canadian speech since at least the 1950s (Avis 1967). Notwithstanding
its characterization as a quintessentially Canadian feature, e/ is also attested in Channel
Island English, New Zealand English, as well as several other varieties (Avis 1972),

122



THE ENGLISHES OF CANADA

although Gold (2008: 141) maintains that it is used more frequently and in a broader
range of contexts in Canadian English than in other English varieties.

In spite of recent claims that es continues to expand in use (Gold and Tremblay
2006), there are indications that this particle is declining in frequency in contemporary
speech, at least among the younger generation. An apparent-time analysis of the fre-
quency of utterance-final tags across different age cohorts carried out by Tagliamonte
(2006: 325) revealed that speakers below the age of 30 used e far less often than older
speakers, preferring instead the form right, and to a lesser extent, two other variants,
whatever and so, both of which appear to be on the increase.

Regional and enclave varieties

Although homogeneity is claimed to be an active force in Canadian English (Davison
1987: 122), Chambers (1991: 63) notes the existence of enclaves of other accents and
dialects in non-urban regions. Several rural and relatively isolated communities are reposi-
tories of non-standard grammatical and phonological features which are ‘by-products of
the sociolinguistically peripheral status of the speech communities in which they are
used’ (Poplack et al. 2002: 87).

Newfoundland

The union of Newfoundland with the rest of Canada was accomplished only in 1949, prior
to which time it existed as an independent British dominion. As one of the earliest British
colonies in the New World, with a settlement history stretching back several centuries,
its highly localized founder population, drawn largely from south-west England and
south-east Ireland, remained relatively homogeneous and resistant to external influence
until quite recently (Clarke 2008a). Geographical and sociocultural insularity, coupled
with economic vicissitudes discouraging substantial in-migration, and the persistence of
sparsely populated communities characterized by dense social networks, have favoured
the maintenance of linguistic remnants inherited from precursor source varieties.

Notable phonological features of Newfoundland Vemacular English include the vari-
able use of the alveolar stops [t] and [d] or the affricates [te] and [td] for the interdental
fricatives /e/ and /8/, yielding pronunciations such as tin for thin, and den for then
(Clarke 1991: 110). Other consonantal variables that are legacies of its linguistic heri-
tage, such as syllable-initial fricative voicing (e.g. fan pronounced as van and said
pronounced as zaid), a traditional feature of rural dialects in south-west England, are
now highly recessive (Clarke 2008a: 176). Divergence from extensive mainland patterns
is evidenced by the infrequency of Canadian Raising (Boberg 2008b: 151), especially
in the case of the MOUTH set, with many speakers using a raised mid-open vowel in
the PRICE and MOUTH classes regardless of the nature of the following phonological
segment (Clarke 2008a: 164).

Relic grammatical features inherited from earlier input varieties are also attested. As
in other varieties, use of these features tends to be socially stratified, with working-class
rural residents employing non-standard grammatical variants more often than members
of higher socioeconomic groups. Examples of conservative features which have their
vernacular roots in England and Ireland include the variable use of the suffix -s
throughout the present-tense paradigm to express habituality (10); the use of be to
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encode habitual and sometimes durative aspect (11); non-standard morphological exponents
of the present perfect, including the use of auxiliary be rather than Ahave (12), and the
after + VERB + ing construction (13), attested in contemporary Hiberno English, but not
restricted to ‘hot news’ functions (i.e. the representation of recent events) in Newfoundland
Vernacular English; and the use of ‘pronoun exchange’ (i.e. the use of subject personal
pronouns in non-subject positions) (14), the latter being another feature found in traditional
dialects of south-west England. Other grammatical features inherited from earlier varieties
of English include the use of the for fo construction in infinitival complements (15); and
the retention of morphological irregularities in contexts of past temporal reference (16).

10 T gets sick when I takes aspirin or anything like that
11 It bees some cold here in the winter
12 You're come again
13 T'm affer havin’ eleven rabbits eaten [by dogs] this last three months
14 T had to give dey [‘they’ = ‘oats’] to de hens, once a day
15 1 managed for to do it
16 1t riz (rose) up good
(examples 10-11 cited in Clarke 1999: 332;
examples 12—16 cited in Clarke 2008b: 495-6, 503, 505)

It is unclear whether these traits will persist into the future in view of the fact that
Newfoundland speech appears to be succumbing to assimilatory pressures exerted by
exogenous mainland norms. Clarke’s (1991) examination of quantitative trends in the
speech of the capital city, St John’s, revealed that upper-class females were converging
on supralocal norms, particularly in formal contextual styles. These shifting trends
suggest that Newfoundland English, sometimes characterized as an autonomous variety
(e.g. Chambers 1991: 92), is becoming increasingly heteronomous with respect to
mainland Canadian English.

Enclaves of African-American English in Nova Scotia

Detailed investigation of sociolinguistically isolated speech communities on the east
coast of Nova Scotia populated by the descendants of black Loyalists and refugee
former slaves who fled the United States at the end of the eighteenth and beginning of
the nineteenth centuries has furnished compelling new insights into the highly polem-
ical origins of African-American Vernacular English (AAVE) (Poplack 2000; Poplack
and Tagliamonte 2001).

These communities have retained a selective number of linguistic features which have
disappeared from more mainstream varieties, including variable past tense marking (17);
variable plural marking (18); and non-standard negation (19):

17 No. I got a few spankings when I shouldn’t have-supposed to do. And they spanke
me for that, but, nothing serious. (GYE/077/71)
(cited in Poplack 2006: 461)

18 The man had two trunks. Two trunke full of all kind of gold and silver and
everything. Two trunke, big trunks. Full of gold and silver. (ANSE/30/1323)
(cited in Poplack et al. 2000: 73)
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19 Didn’t nobody say nothing about it. (ANSE/038/523)
(cited in Howe and Walker 2000: 110)

Drawing on speech from the oldest members of these communities taken to be repre-
sentative of Early African-American English, and using the combined methods of his-
torical comparative linguistics and variationist sociolinguistics, research targeting these
communities has been instrumental in marshalling a range of evidence countering the
longstanding belief that contemporary varieties of AAVE have their genesis in an
ancestral plantation creole. An alternative explanation — and one which is supported by
a considerable amount of statistically validated evidence — maintains that characteristic
features of Early AAE are reflexes of vernacular patterns rooted in earlier varieties of
English.

A pivotal component of the Nova Scotian research enterprise centres on assiduous
comparisons of the grammatical constraints operating on select features in black vari-
eties with those found in the speech of a geographically adjacent rural British-origin
community (as well as other British-origin varieties). Systematic analysis of a series of
grammatical variables revealed that features such as zero-marked verbs in past temporal
reference contexts (see example 17 above), cited in earlier studies as evidence of the
vestigial retention of creole tense-aspect distinctions in AAVE, were constrained by a
similar array of linguistic constraints (e.g. phonological environment and verbal aspect)
operating in both black and white vernacular varieties. The detection of highly struc-
tured similarities in the underlying grammatical conditioning of exponents of core
tense-aspect categories in black and white vernacular speech, as well as robust parallels
across these enclave varieties in the rates and conditioning of variability associated with
a number of other linguistic features (Poplack 2000), has played a crucial role in
establishing the existence of genetic relationships between African-American varieties
spoken in Nova Scotia and British-origin non-standard vernaculars.

Canadian English in contact with other languages

The impact of multilingualism on Canadian English

A notable sociolinguistic characteristic of contemporary Canada is its officially bilingual
status. Following the Official Languages Acts of 1969 and 1988, Canada’s linguistic
duality is enshrined in law. According to the 2006 census, approximately 58 per cent of
the Canadians claim English as their mother tongue, with Francophone speakers con-
stituting 22 per cent of Canadian population (Statistics Canada 2007: 5). The proportion
of mother-tongue Anglophones and Francophones has fluctuated over the past decade,
primarily as a result of the steady growth in the allophone population claiming a pri-
mary language other than English or French, concomitant with increased immigration
since the mid 1980s. (See Figure 6.3.)

The relationship between English and French

According to a widely espoused assumption in the scholarly literature, English has had
an indelible influence on Canadian French. Bailey (1982: 166), for example, claims that
Canadian French has been ‘invaded by loan words, calques, and artifacts of English
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Figure 6.3 Comparison of population by mother tongue (1996-2006).
Source: Figures abstracted from Statistics Canada 2007: 5.

phonology’. Similar observations are made by Howard (2007: 8), who remarks that ‘the
use of anglicisms is one important aspect of Quebec French which gives it a quality of
a variety of French which is in some way less standard than other international vari-
eties’. Certainly, it is not difficult to enumerate examples of anglicisms in Canadian
French such as chum, fun, gang, tougher ‘tough out’, coper ‘cope’, afforder ‘afford’,
Sfirer ‘to fire’, which exhibit varying degrees of phonological integration (Poplack et al.
1988). Likewise, in the province of Quebec, where the proportion of mother-tongue
Anglophones varies markedly, ranging from 17.6 per cent in Montreal (Statistics
Canada 2007) to less than 2 per cent in Quebec City (Poplack et al. 2006: 187), claims
have been made about the receptiveness of Quebec English to French loanwords
(Brinton and Fee 2001: 438). Gallicisms reported to be on the rise in Quebec English
include dépanneur ‘corner shop’, autoroute ‘highway’, caisse/caisse populaire ‘credit
union’, poutine ‘French fries with melted cheese curds and gravy’, stage ‘apprentice-
ship/internship’ (Boberg 2005: 43; Brinton and Fee 2001: 438-9; Poplack et al. 2006:
186). Grammatical constructions such as the preference for different from in Quebec
English as opposed to the variant different than (reported to be especially frequent in
other vernacular varieties of North American English), are adduced as further evidence
of possible transfer effects from French (cf. French différent de; Chambers and Heisler
1999: 31). These examples, and others like them, are commonly invoked to qualify the
uniqueness of Quebec English, which is believed to be the result of its isolated status
within a French-speaking majority (Chambers and Heisler 1999: 46).

In spite of reports that geographical isolation and intimate contact with French are
fostering the preservation of a highly distinct variety of English in Quebec (Brinton and
Fee 2001: 425; Boberg 2005: 37), empirically accountable quantitative studies have
neither corroborated extensive influence of French on (Quebec) English, nor English on
Quebec French (see Poplack and Levey in press). Although borrowings from French
have augmented the lexical resources of Quebec English (and vice versa), claims made
in the literature about the extent of lexical borrowing and its presumed structural
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ramifications are often based on anecdotal observations or the examination of written
sources (Poplack et al. 2006). When the number of borrowings in natural speech data is
contextualized in terms of both the lexical stock of the host linguistic system and the
productivity of borrowed forms in community repertoires, their impact is greatly atte-
nuated. Thus, English-origin words represent under 1 per cent (0.83 per cent) of the
total verbal output of Canadian French speakers examined by Poplack et al. (1988: 57).
And this finding is replicated with regard to French borrowings in Quebec English:
Poplack et al. (2006: 207) report that French lexical items have infiltrated Quebec
English only to a very negligible extent, and are used with full speaker awareness.

Similarly, in spite of protracted contact between French and English, and high levels
of bilingual proficiency among many speakers — conditions which are commonly
invoked in the literature as being highly propitious to contact-induced change — evidence
of grammatical convergence between the two languages in stable bilingual contexts
remains empirically unsubstantiated (Poplack and Levey in press).

Ethnicity and linguistic variation in Canadian English

Bailey’s (1982: 165) remark that there is ‘little in Canadian English that reflects the
languages of the many thousands of non-Anglophones who have come to Canada as
immigrants’ has come under renewed scrutiny in the wake of a small number of studies
exploring ethnolectal variation in major Canadian urban centres.

Boberg (2004) investigates phonetic differentiation in the realization of vocalic vari-
ables in the speech of Montrealers with native or native-like proficiency in English drawn
from Irish, Italian and Jewish heritage backgrounds. The most salient ethnic differences
uncovered by acoustic analysis concern the system of back upgliding vowels, with /u:/
appearing further back for Italians, while /ou/ appears to be pronounced lower and
further forward for Jews (Boberg 2004: 551-2). Other ethnically affiliated differ-
ences involve allophonic conditioning of /&/ before nasals, which is higher and further
forward for Irish-heritage speakers, as well as significantly lower realization of allo-
phones of /au/ before nasal consonants for Italian-heritage speakers vis-a-vis other ethnic
groups.

Research focusing on the Chinese and Italian communities in Toronto has extended
the study of ethnolectal variation to other variables. Hoffman and Walker (in press)
explore ethnic differences in the use of a stable variable, -#/d deletion in word-final
consonant clusters (e.g. tol’ for told), as well as participation by ethnic groups in the
Canadian Shift.

Inspection of the patterning of linguistic constraints on variability in -#/d deletion
revealed contrastive effects across different groups, with first-generation Italians and
Chinese informants manifesting conditioning dissimilar to the British-descent control
group. On the other hand, while the second- and third-generation Italians and Chinese
informants fluctuated in overall rates of -#/d deletion, the linguistic conditioning of
variation was largely comparable with that of the British-descent control group. With
regard to engagement in the Canadian Shift, first-generation Chinese informants were
not found to participate in ongoing change. Retraction of /&/ by first-generation Ita-
lians, while superficially indicating participation in aspects of the Canadian Shift, may
alternatively reflect transfer effects from Italian, which has no low front vowel. By
contrast, both second- and third-generation Italians engage in the Canadian Shift, as do
younger Chinese speakers, although at comparatively lower rates.
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A synthesis of the Toronto findings suggests that language transfer effects do not
vigorously persist beyond the first generation, although Hoffman and Walker (in press)
surmise that vestiges of heritage language influence may be strategically conscripted by
younger speakers to index ethnic identity.

Conclusion

There are currently a number of lacunae in research on Canadian English. Chief among
these are the dearth of accounts dealing with the early history of Canadian English, and
the shortage of corpus-based studies of spontaneous speech data representative of dif-
ferent regional varieties.

Brinton and Fee (2001: 426) lament the paucity of diachronic studies that address the
evolution of Canadian English. In this regard, the recent construction of an electronic
corpus of pre-Confederation Canadian English (Dollinger 2008) spanning the period
1776-1849 is a valuable adjunct to existing historical resources, and sheds important
light on the basic — but as yet unresolved — issue concerning the point at which Cana-
dian English emerged as a focused variety. Many other such studies would enable
contemporary patterns of variation to be more clearly situated in a historical context,
and would help to establish appropriate diachronic baselines for comparing trajectories
of change across postcolonial Englishes. Comparative endeavours of this nature have
featured in recent investigations into the transatlantic links between varieties of English,
focusing in particular on the input of regional British and Irish dialects to the formation
of New World vernaculars in Canada and elsewhere (Clarke 1999).

From a synchronic perspective, the extension of corpus-based approaches to the ana-
lysis of a wider range of communities, both urban and rural, would broaden the existing
empirical base, and open up avenues for addressing the impact of space (as well as
other external factors such as social class, age and sex) on regional diversity. Recent
research (Tagliamonte and Denis 2008), focusing on the spatial diffusion of grammatical
changes from Toronto to outlying communities of varying sizes and degrees of remoteness,
confirms that linguistic differences between communities are intimately related to dif-
ferential rates of participation in current mainstream developments. These findings add to
a burgeoning body of evidence indicating that diversity is an integral, yet insufficiently
explored, component of the Canadian linguistic landscape.

Suggestions for further reading

Ahrens, R. and Antor, H. (eds) (2008) Focus on Canadian English, special issue of Anglistik 19 (2).
(A special edition encompassing a wide range of topics including lexical and phonological variation, as
well as topics related to language contact.)

Avery, P., D’Arcy, A. and Rice, K. (eds) (2006) Canadian English in the Global Context, special issue
of Canadian Journal of Linguistics 51 (2/3). (A special edition dedicated to Canadian English
providing an up-to-date survey; notable for the information it includes on morphosyntactic and
discourse-pragmatic variation.)

Dollinger, S. (2008) New-Dialect Formation in Canada: Evidence from the English Modal Auxiliaries,
Amsterdam: John Benjamins. (A ground-breaking study of the early history of Canadian English.)

Poplack, S. and Tagliamonte, S. (2001) Afiican American English in the Diaspora, Oxford: Blackwell.
(An exemplary study of enclave varieties conducted from a variationist perspective.)
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English in Australia

Kate Burridge

The early story of Australian English

There is a continuity in the story of Australian English back to 1788 and possibly beyond.
(Mitchell 2003: 126)

Towards the end of the eighteenth century, the population of the British Isles was around
15 million. As many as one-third of the people spoke their own Celtic languages and
little or no English. Regional diversity thrived and those who spoke English often spoke,
not the standard language, but their own dialects — and linguistic differences at this time
could be striking. This is roughly the linguistic situation, when exploration southwards
established the first English-speaking settlers in the Antipodes. For Australia, the date
coincides with the arrival of Captain Cook in 1770 and the establishment in 1788 of the
first British penal colony in Sydney (New South Wales). Isolated coastal settlements then
sprang up in Van Diemen’s Land (now Tasmania), Victoria, Queensland, South Australia
and Western Australia. The individual histories of these early colonies were all very dif-
ferent, and there were constant fluctuations and changes; nonetheless, Table 7.1 gives
some idea of the population mix in one colony in these early times (Yallop 2003: 131).
The evolution of Australian English (AusE) can best be explained through the process
of koinéization. When the contact dialects from the British Isles came together in those
early years, the blending of features produced a new compromise dialect. The original
mix comprised varieties from south-east England, Ireland and Scotland (in order of strength
of input), with London English standing out as dominant (cf. Yallop 2003 on the dis-
tribution of convict origins). Trudgill (2004) identifies a number of stages in the dia-
lect’s formation: Stage I (the speech of the first settlers, showing rudimentary levelling
and elimination of minority features); Stage II (the speech of first generation of native-born
settlers, characterized by considerable inter- and intra-speaker variability) and Stage 111
(the speech of second generation of native-born settlers, with mixing, levelling,
unmarking and reallocation producing an identifiable stable new dialect). Schneider
(2007) also proposes that there is a shared underlying process driving the formation of
the postcolonial Englishes. He identifies a sequence of five stages that characterize the
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Table 7.1 Population of New South Wales based on 1828 census figures

Type Number
Convicts 15, 668
Ex-convicts (pardoned or freed) 7, 530
Adults born free 3, 503
Adults arrived free 4, 121
Children under 12 5, 780

development of transplanted varieties such as AusE: Phase 1 (foundation — dialect mixture
and koinéization); Phase 2 (exonormative stabilization — a ‘British-plus’ identity for the
English-speaking residents); Phase 3 (nativization — the emergence of local patterns);
Phase 4 (endonormative stabilization — ‘Australian self-confidence’ and codification)
and Phase 5 (differentiation — the birth of new dialects). (See Burridge in press for a
discussion of the early processes that created AusE, particularly the survival techniques
of those linguistic features that went on to thrive in the new variety.)

AusE is remarkably homogeneous for a country that is some thirty times the size of
Britain. Its unity is the result of the original dialect mixing and levelling, and the tran-
sience of the settlers in those early years. The mobility of the population was surpris-
ingly high given the remoteness and distance of the settlements. With New South Wales
as the point of departure, travel was largely by sea, and the swift spread kept the lan-
guage uniform. Moreover, rapid pastoral expansion and numerous gold rushes all
around the continent meant that any emerging regional distinctiveness was soon diluted
by floods of new arrivals. However, as identified in the final phase of Schneider’s
model, fragmentation typically follows the period of uniformity and stability. Later in
this chapter, we look at Indigenous variation (present in earlier phases) and also the
emerging regional and ethnic dialects of AusE.

The distinctiveness of Australian English

AusE is one of the inner circle Englishes, but distinctive nonetheless from the other
native national varieties. Collins and Peters (2004) compare AusE morphosyntax with
New Zealand English and the two northern hemisphere standards and examine the case
for endonormativity; in other words, the extent to which AusE is ‘consolidating its own
norms as an independent national standard’ (2004: 608). They identify ‘small but sig-
nificant developments’ in AusE grammar that supports the notion of an Australian
Standard — justified also by a distinctive lexicon and lexical morphology (see below).
The appearance of Australian style manuals (e.g. Peters’ Cambridge Australian English
Style Guide) and markedly Australian dictionaries (e.g. The Macquarie Dictionary and
those published by Oxford University Press) have also helped to establish a distinctive
standard for Australia. No longer does the country look to British norms and standards
for linguistic guidance, as was previously the case.

Lexical features

The lexicon has incorporated little from Indigenous languages, a story often repeated in
places where English has taken roots (cf. Schneider 2007: 36). Borrowed expressions
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have been largely driven by need and include cultural terms (boomerang, corroboree,
waddy), flora and fauna (jarrah, kookaburra, mallee) and around one-third of Australia’s
place-names (cf. Dixon et al. 1992; Moore 2008).

Many eighteenth- and nineteenth-century British regionalisms thrived in Australia
and are now considered among the quintessential expressions of English ‘downunder’
(even if they no longer form part of speakers’ active vocabulary): billy ‘makeshift container
for boiling water’ (< Scotland); fossick ‘to rammage’ (< Comwall); fair dinkum ‘authentic,
genuine’ (< Derbyshire — and not, as popular belief has it, from a Cantonese expression
meaning ‘real gold’); stone the crows ‘expression of surprise’ (< London Cockney); cobber
‘mate’ (< Suffolk). The language of the original convicts (so-called ‘flash language”)
provides the source of many Australianisms: swag ‘stolen apparel’ > ‘collection of legit-
imate belongings (usually rolled in a blanket)’; /urk ‘dodge, racket’ > ‘job, occupation’.
The expression bloody (the so-called ‘great Australian adjective’) is described in Grose
(1783/1811) as ‘a favourite word used by thieves in swearing’ and remains a favourite
today. Some expressions derive from early contact with American English: squatter
‘one who settles upon land without legal title’ > ‘respectable pastoralist’; bush ‘woods,
forest’ > ‘the country as distinct from the town’; bushranger ‘woodsman’ > ‘criminal who
hides in the bush’. The influx of Americans to the goldfields from the 1850s provided
additional colloquialisms.

Vocabulary is linked to culture in obvious ways and often provides windows into a
speech community’s values and attitudes. AusE has a number of lexical items that have
no easy equivalents in national varieties elsewhere (e.g. cultural cringe ‘the feeling that
other countries are better’). Many expressions are recognizably symbolic of the Anglo-
Australian self-image, showing values such as ‘laid-backness’, fairness and community
spirit: whinge ‘to complain, gripe’; battler ‘persistent struggler against heavy odds’;
bludger ‘one who lives off the efforts of others’; she'’s apples/she’ll be right/no worries
‘everything is under control’ (note the female pronoun here, typical of male vernacular
expressions); fair-go ‘the fair treatment to which everyone is entitled’; fall poppy ‘a
high achiever or overly ambitious person who generates envy and derision’ (note, tall
poppies do not include sporting heroes); dob in ‘betray, inform against’; wet blanket
‘person dampening the ardour of others’; The Yarts ‘high brow culture such as ballet,
opera’ (cf. Seal 1999; Wierzbicka 1991, 1992).

An earmark of the AusE lexicon is the rich system of nominal derivation that pro-
duces forms like: Telly chef Brian Turner cooks a delicious grilled brekkie (The Sun,
12 February 2009). Other examples include:

barbie (barbecue); bickie (biscuit); blowie (blow fly); Chrissie (Christmas); compo
(workers’ compensation pay); cozzie (swimming costume); demo (demonstration);
garbo (garbage or rubbish collector); metho (methylated spirits); mozzie (mos-
quito); mushie (mushroom); muso (musician); pokies (poker machines or coin-
operated gambling machines); rego (car registration); rellie/rello (relative); sickie
(sick day or a day taken off work while pretending to be ill); sunnies (sunglasses);
Tassie (Tasmania); truckie (truck driver); wharfie (dockworker)

Words are shortened to one syllable (with the exception of anotherie ‘another one”) and
either -7 or -o is added. The endings have sometimes been described as diminutives; in
other words, fondling endings to indicate a positive, warm or simply friendly attitude to
something or someone. (Compare the diminutive -s ending on words like cuddles and
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pet names like Susykins.) While such endings do appear on proper names and can be
affectionate (as in Robbo, Susy), the vast majority are not — journo or polli are not
terms of endearment for journalists and politicians.

Wierzbicka (1992) describes the abbreviated words as the linguistic enactment of
Anglo-Australian values such as informality, mateship, good humour, egalitarianism
and anti-intellectualism (1992: 387). Over the years, other functions have also been
suggested (cf. Simpson 2004). None have as yet satisfactorily accounted for the dif-
ference between the -i and -o suffixes. Many -o and -i words appear in similar contexts
(e.g. occupations). There are wharfies and truckies but not wharfos and truckos; garbos
and musos but not garbies and musies. There are notable gaps. Someone who builds a
house is neither a buildo nor a buildie. Clearly, there is more to learn about this feature
of vernacular AusE.

Despite the relative regional uniformity of AusE, there are some lexical differences.
A medium-size glass of beer (approx 285 ml) in Melbourne is a pot, in Sydney a
middy, in Adelaide a schooner and in Alice Springs a fen. The guttering along the roof
is called spouting in Victoria and Tasmania, guttering elsewhere. Swimming costume is
used Australia-wide, alongside regionalisms like bathers in the southern states, swim-
mers and cozzies in New South Wales and togs in Queensland and the south-eastern
mainland. There are also expressions that appear confined to specific locations: hook
turn ‘a right-hand turn made from the left side of the road when the green light
becomes red’ (a peculiarly Melbourne driving manoeuvre). (See Bryant 1997 and more
recently Moore 2008: Ch. 12 on regional variation.)

Phonological features

Generally speaking, it is possible to classify AusE into three overall varieties — Broad,
General and Cultivated. These labels are not meant to be judgemental but simply
represent a convenient three-way division along a continuum of broadness (originally
identified by Mitchell and Delbridge 1965). More recently, Horvath (1985) has added
another category, Ethnic Broad, to encompass the Migrant Englishes (see later discussion).
The Broad variety (known colloquially as ‘Strine’) is the most distinctly AusE accent
and is the one most familiar to other English speakers because it is associated with
iconic Australian television and film personalities such as Steve Irwin (“The Crocodile
Hunter”) and Paul Hogan (‘Crocodile Dundee”).

The three varieties are distinguished largely on the basis of allophonic variation in
the vowel phonemes and the use of one variety over another is governed by a complex
of different factors, but principally education, gender identification and location (urban
versus rural). Some of these varieties are characterized by distinctive grammar as well.
For example, those falling closer to the Broad end strongly correlate with non-standard
grammatical features.

The most reliable indicators of broadness are found in the following five vowels and
these are often used to distinguish the different varieties. Table 7.2 gives some idea of
the range of variation that exists. (For a fuller account, see descriptions in Mitchell and
Delbridge 1965; Horvath 1985, 2004; Cox 2006.)

In moving from the Cultivated end to the Broad end, vowels become longer and
more drawn out. The broader varieties have ‘slower’ diphthongs (indicated here by ");
this means that the first element is longer. Diphthongs also tend to be ‘wider’; this
means that the distance between the endpoints of the diphthongs is greater.
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Table 7.2 Allophonic variation in five of the vowel phonemes of AusE

Cultivated General Broad Ethnic Broad
i/ beat [1)/[] [a1] [0'1] [o'1]
et/ bait [ex]/[e1] [a1] [A'1] [a'1]
/ou/ boat [ou/pu] [au] [a'0] [a'v]
a1/ bite [ar] [ar/o1] [01] [01]
fav/ bout [av] [&v] [&'v] [ev]

So-called ‘Ockers’ (slang for speakers of Strine) are rare these days. Many are avoiding
the Broad end of the spectrum in favour of the middle-ground General accent. This has the
advantage of being a distinctly Australian accent, but avoids the stigma that broadness
has for some people. At the same time, however, speakers are also avoiding the Cultivated
end. Put simply, talking ‘posh’ doesn’t have the same prestige it once had and Australian
reactions towards R(eceived) P(ronunciation) and the cultivated forms of AusE are now
often hostile (or amused). As in other parts of the English-speaking world, people are
trying to speak more ‘down to earth’, wishing to avoid the créme de la créme con-
notations of cultivated accents. Solidarity and ‘down-to-earthness’ are winning out over
status and the trend is very clearly towards General Australian, as evident in the accents
of international celebrities such as The Wiggles, Nicole Kidman and Kylie Minogue.
TV and radio announcers have also moved right away from the BBC-inspired accents
that used once to dominate. It is telling that when the new Managing Director of the A
(ustralian) B(roadcasting) C(orporation), Brian Johns, took over in 1995, he is quoted
as saying, ‘We don’t want an outdated accent’ (by which he would have meant the local
‘cultivated’ accents closest to RP; cf. Bradley and Bradley 2001: 275). Australianness in
an accent is not such a bad thing any more and observations like the following are dated.

the common speech of the Commonwealth of Australia represents the most brutal
maltreatment which has ever been inflicted upon the language that is the mother
tongue of the great English nations.

(William Churchill 1911: 17)

The Australian accent has frequently been described by travellers, but none have
done justice to its abominations. Many unobservant persons, shuddering through
three or four months’ experience, have left Australia saying that the people of the
island continent use the dialect of the East End of London. This is a gross injus-
tice to poor Whitechapel. Neither the coster of to-day, nor the old-time Cockney
of the days of Dickens, would be guilty of uttering the uncouth vowel sounds I
have heard habitually used by all classes in Australia.

(Valerie Desmond 1911: 15-16)

The following are some additional distinctive features of the AusE accent.

Consonants

AusE is non-rhotic; in other words, there is no post-vocalic /r/. It shows ‘linking
/t/” (beer in), as well as ‘intrusive /t/° (idea-r-of if).
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The vocalization of /l/ is extremely widespread and produced by speakers of all
accent varieties. With this change, the /I/ is pronounced much like the back
vowel /u/, possibly also rounded or labialized (milk [mruk], pickle [piku], pill
[pru]).

Commonplace are syllabic nasals and laterals (e.g. button, puddle).

The general weakening of stops is widespread in the community. Between
vowels (e.g. thirteen, city, get it), /t/ tends to be tapped and also before syllabic
/I/ and /n/ (as in petal and mitten). Final stops tend to be unreleased (e.g. bit,
bid). There is also a tendency to glottalize /t/, especially in pre-consonantal
position (e.g. not now, butler). Increasingly, fricated /t% can be heard, especially
in pre-pausal position (e.g. That s a beautiful hat [hat®]). (Cf. Tollfree 2001 on /t/
weakening.)

Yods (/j/) tend not to be dropped after coronals before /u/ (news [njuz]), although
there is considerable variation (e.g. [njud]/~[nud]). There is also coalescence of
i/, 1djl, Isjl, /zj/ to /f1, /4[], /f1, /3/ (e.g. tune, dune, assume, presume). There is
also variation ([o'sjum]~[a'fum]), although palatal versions are more likely in
unstressed syllables (educate ([ ed3okert]).

H-deletion is common in unstressed (function) words, such as him and her, but in
content words (e.g. helmet, happen) it remains stigmatized and tends to occur
more at the Broad end of the accent spectrum (more usually in male speech).
Substitution of /f/ for /0/ ([figk] for think) and /v/ for /8/ (flmava] for mother) is
more widespread than is usually acknowledged.

The four quantifying pronouns something, everything, nothing and anything
commonly show the substitution of /yk/ for /1/, especially among Broad speakers.

Vowels

There is rounding of /3/, as in bird.

Some Broad speakers produce monophthong variants for the centring diphthongs
(e.g. near /1: | and square /€:/).

The schwa vowel /o/ is realized in a range of unstressed contexts; for example,
rabblT, boxES, commA.

One of the most characteristic features of falling diphthongs in Australia is the
monophthongal [o:] pronunciation for words such as poor, moor, sure and tour).
(Note, if the [va] glide occurs, it is generally following /j/, as in cure.)

Popular claims that people can identify someone’s place of origin purely on the basis of
how s/he speaks are exaggerated. As suggested earlier, accent differences are still not
particularly striking. More likely, they are a matter of statistical tendency, with a certain
pronunciation occurring more in one place than another. For example, speakers from
Hobart and Melbourne are more likely to say graph with [&]. Sydney and Brisbane
speakers are more likely to pronounce the word with [a], and Adelaide and Perth
speakers even more likely. However, as Bradley (1991) has shown, this is complex
variation and the vowels do not occur uniformly across all words which could poten-
tially have the same vowel; for example, many speakers in Melbourne say c/e/stle but
grfajJsp and contrfa]st. The words that participate in this variation have [nasal +
obstruent] or [fricative] following the vowel and Table 7.3 gives an idea of the lexical
variation that exists between states.
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Table 7.3 Percentage of [z] in state capitals

Lexical Item Hobart Melbourne Brisbane Sydney Adelaide
GRAPH 100 70 44 30 14
CHANCE 100 40 15 100 14
DEMAND 90 22 22 50 0
DANCE 90 65 89 93 14
CASTLE 40 70 67 0 14
GRASP 10 11 11 30 0
CONTRAST 0 0 0 9 29

Source: Based on Bradley 1991.

There are complex social and stylistic factors involved here and these also vary from
city to city. The [a] variant tends to be more formal and belongs to a higher sociolect,
especially for words with [nasal + obstruent]. Those speakers who attended a private
(non-government) school are more likely to say d/a/nce and plf/ajnt and, if the situa-
tion is a more formal one, the likelihood of [a] is even greater. Everyone is likely to
sing adv/a]nce in the national anthem (‘Advance Australia Fair’), even if it is not their
normal vowel in this word or in others (Bradley 2004: 647).

It is to be expected that regional differences will become increasingly more obvious.
All it requires are three ingredients — time, physical/social distance and the processes of
linguistic change. English-speaking settlement in Australia is recent (not yet 300 years),
certainly not long in terms of language change. Yet the distances between Australian cities
are considerable and regional chauvinism, as evident in the sort of strong rivalry between
places like Sydney and Melbourne, is a major incentive for people to start highlighting
their distinctiveness linguistically. The combination of these factors will inevitably give
rise to more regional variation and the fact that there is no single prestige regional
variety of the language in the country also means that, if groups want to be defined
regionally, varieties are freer to go their separate ways. The separation of urban and rural
communities looks to be inspiring some of the richest regional diversity. Between city
and bush, there are some significant differences in terms of vocabulary, and particularly
with respect to speed and also broadness of accent. For example, people in Melbourne
tend to speak faster than those of the same socioeconomic background in surrounding
rural areas. There is also a greater proportion of Broad speakers in the bush (cf. Bradley
2004).

The following are examples of changes involving the vowel systems of capital cities
(cf. Cox and Palethorpe 2001, 2004; Bradley 2004; Horvath 2004; Clyne et al. 2006):

The vowel in words such as school and pool tends to be more rounded in Ade-
laide than in other capitals, but here too there is much overlap between regional
and social variation.

There is vowel merging underway in pre-lateral environments. Melbourne and Bris-
bane share with New Zealand a neutralization of the [€] and [&] vowels before lat-
erals. For many younger speakers, the words shell and shall are indistinguishable.
Speakers in Hobart and Sydney are showing a merger of [i] and [1], and also [u]
and [v] before laterals, with the tense vowels collapsing into the corresponding
lax vowels; hence the words deal and dill; fool and full are not distinguished.
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In Melbourne there is evidence of a lowering of the vowel in words like dress to
[] and an advancing of the vowel in words like north to a front variant of [o].
Melbourne speakers are lowering and retracting the vowel in words like trap
towards [a] (but not as far as in northern English or Scottish English).

There remains much work to be done on the emerging regional variation in AusE
pronunciation. To date, only small parts of the country have been surveyed (largely on
the eastern coast) and only a handful of regional differences have been noted.

Prosodic features

A striking prosodic feature of AusE varieties is the high rising contour on declarative
clauses, especially common in narratives and descriptions. It goes by various names,
but more usually High Rising Tone/Terminal (HRT) and Australian Questioning Into-
nation. Consider the following extract from a transcript of two teenage girls (M and B)
talking about movies. The arrow (1) in M’s speech indicates where the rising tones
have occurred.

Oh were you there last night when we were watching ... [MTV]?

[Yeah]

and inside the house there’s what’s called a panic room 1!

[mmm]

[so if] anything happens like ... there’s like if someone tries to rob them or
something, they run into the panic room 1l and lock themselves in the panic
room, it’s got like cameras all round the house, and ... no one can get into
the panic room once the door’s shut and stuff 1

And so the whole movie is about them ... being in the panic room \

Yeah but the thing is that the robbers that’ve come in I what they want is in
the panic room with the people I what they want is in the panic room I

B: oh=

SEEPE

Z

(Recorded and transcribed by Debbie de Laps, December 2007;
Burridge et al. 2009: 167-9 has the whole transcript)

Although this sort of questioning intonation is also found in North America and Britain,
it has been stereotyped (and often stigmatized) as a distinctive pattern of AusE since
the early 1960s when people first became aware of it. Although HRT is used by speak-
ers of all ages and backgrounds, it is more prevalent in younger speakers, especially teen-
age working-class females (Horvath 2004: 639). Popular image also links HRT to young
girls, and this is something that would encourage some males to move away from this
usage — cultural stereotyping is a powerful influence on linguistic behaviour.

Early accounts of this phenomenon suggest that it was a marker of insecurity. How-
ever, as researchers now point out, the intonation pattern more usually occurs in the
construction of extended turns and has a variety of functions to do with regulating
conversational interaction and politeness. ‘It elicits feedback from one’s audience, checks
to see if they understand what is being said, and secures their assent for an extended
turn at talk for the speaker’ (Guy and Vonwiller 1989: 33).

HRT appears to be on the increase. Fletcher and Loakes (2006a, 2006b), for example,
examine the conversational data of 10 and 17 (respectively) females from Melbourne
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and surrounding rural districts in the eastern state of Victoria. Their studies confirm that
uptalk is characteristic of the floor-holding intonational tunes of adolescents in south-
eastern Australia and more abundantly so than was reported in Horvath (1985). They
find little difference between rural and urban findings in this regard.

Grammatical features

This section focuses on those features that are genuinely AusE and those that are used
either more or less frequently in this as opposed to other varieties. Particularly in focus
are non-standard vernacular features. (See Szmrecsanyi and Kortmann 2009 for a dis-
cussion of grammatical structures that are common to vernaculars around the English-
speaking world.) In Australia, these attributes tend to be more prevalent in rural areas,
although it is difficult to talk about regionally defined variation in this case without
appealing to social aspects. Basically, the higher up the social scale, the closer the
speakers tend to be to the standard language; non-standard traits are more characteristic
of the lower socioeconomic classes.

Pronouns

Colloquial AusE has the plural second-person pronoun forms that have become ubi-
quitous in the English-speaking world; namely, yous and you guys (Yous'd worked
on if).

A striking feature of vernacular Australian (most notably that spoken in Tasmania) is
the appearance of gender marking on both animate and inanimate nouns (Pawley
2004). Items of food and drink, for instance, are feminine: / put ’er [ = the bottle of
beer] down that bloody quick that I blew the top off ’er. And [he] took ’er [ = leg of
lamb] in and put ’er on the plate.

As elsewhere, whom is continuing to decline in favour of who in all varieties. It is
stylistically highly marked and considered very formal.

AusE shows an overwhelming preference for oblique personal pronouns over the
nominative following than (He's bigger than me.) Preference for the accusative also
extends to pronouns preceding the gerund participle (He was angry at me scoring a
goal). These features are commonplace for standard speakers.

There are also non-standard pronoun forms more typical of vernacular varieties; for
example, them in place of demonstrative those (one of them things), me in place of
possessive my (Hes me youngest); object forms in reflexive pronouns (I thought to
meself); object forms in coordinated pronouns (Me and Fred / Fred and me are coming
too; Me and her were the last to go); us in place of me, especially after verbs of giving
and receiving (Give us a light for me pipe).

Nouns and noun phrases

A feature of vernacular AusE is the use of the adjective old ~ ol” before definite
common nouns and personal names to refer to characters that are particularly salient in
a narrative (4And on the corner was this ol’ mountain duck with some little fellas,
y’kmow; cf. Pawley 2004).

Also commonplace in the vernacular varieties are doubly marked comparatives and
superlatives (most rottenest).
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Verbs and verb phrases

AusE is showing the extended uses of the progressive that appear elsewhere; for
example, in combination with stative verbs, such as hear and think.

Widespread use of the present perfect to simple past contexts of use, where other
varieties prefer the simple past (Then she’s broken her leg; cf. Ritz and Engel 2008).

Vernacular forms of AusE show have-deletion (I @ only been there a couple of times).

The use of the ‘mandative subjunctive’ is enjoying the same revival evident in America
and Britain (/ insist that he be on time).

AusE shows an increasing use of of in place of have after (preterite) modal verb forms
could, should and would (I would of waited).

In Antipodean usage generally, only vestiges of shall usage remain, as more and more
modal will encroaches on its territory, including first-person interrogatives (Will I call a
taxi?).

AusE follows the world-wide trend for may and might to be unmarked for tense. Both
now indicate past possibility and hypothetical possibility (I think he might/may come).

Epistemic mustn t appears on the increase (he mustn’t have arrived yet ‘he can’t have
arrived yet’).

AusE mirrors trends reported elsewhere for marginal modals, sharing with American
usage a preference for do-support for have (to), need (to), dare (to) (He doesn t need to
leave).

The omission of auxiliary save in vernacular varieties has meant that both better and
gotta are showing modal-like behaviour (we better go; you gotta do if). This usage is
considered colloquial and is rarely encountered in writing.

Trends suggest a growing use of the ger-passive in writing and in speech, although it
is still considered to be more informal than the be version (He got arrested).

As elsewhere, AusE shows the ongoing regularization processes that have been affecting
strong verbs since Old English times. This levelling is particularly evident in the shift
of strong verbs over to the weak (show-showed-showed) and the collapse of the preterite
and past participle forms; in particular, past forms such as came, did and saw are being
replaced by participle forms come, done and seen (e.g. Me Mum seen it). Occasionally
the past form replaces the participle (Someone might 'a took ‘em).

Vernacular varieties show invariant past tense forms for the verb be where was is
used for all persons and for both singular and plural subjects (You was late again;
"Course they was). The use of invariant is (Things is going crook) appears to be in
decline.

Singular marking in existentials with plural subjects is widespread among all speakers,
especially in the contracted form (There's fairies at the bottom of my garden).

Speech shows an increased use of gotfen, especially in intransitive constructions
(She’s gotten really angry).

Negation

Vernacular varieties have invariant don* in place of standard doesnt ('E don’t run
away with it, y see), and also aint as an all-purpose negative auxiliary for be and have.
Double negation is commonplace in vernacular speech, especially involving inde-
terminates (I never said nothing). The use of never as a general negator in place of
auxiliary plus not is also widespread (You never opened it “You didn’t open it’).
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Interrogatives

As elsewhere, AusE speakers can pose yes—no questions by rising intonation (So, you
want to become a benthic geologist?).

Increasingly in evidence (also for standard speakers) is the invariant negative tag isn t
(You’re going home soon, isn’t it?).

Composite sentences

Relative clauses with zero marking for subjects is widespread in the vernacular (I knew
a girl @ worked in an office down the streef).

The ‘linking’ relative clause is typical of speech (/...] unless you get 88 which some
universities are not going to give those marks; cf. Reid 1997). These relatives elaborate
on a stretch of discourse, often reiterating earlier information.

Distinctive cultural and discourse features

Australians have always regarded their colloquial idiom as being a significant part of
their cultural identity. The standard language is more global in nature and many AusE
speakers see their colloquialisms, nicknames, diminutives, swearing and insults to be
important indicators of their Australianness and expressions of cherished ideals such as
friendliness, nonchalance, mateship, egalitarianism and anti-authoritarianism (Wierzbicka
1992; Seal 1999; Stollznow 2004). This attachment to the vernacular can be traced
back to the earliest settlements of English speakers. The language of convicts and free
settlers alike was largely derived from the slang and dialect vocabularies of Britain. The
‘vulgar’ language of London and the industrial Midlands, the cant of convicts, the slang
of seamen, whalers and gold-diggers contributed significantly to the linguistic melting
pot in those early years. As Edward Wakefield wrote back in 1829:

Hence, bearing in mind that our lowest class brought with it a peculiar language,
and is constantly supplied with fresh corruption, you will understand why pure
English is not, and is not likely to become, the language of the colony. This is not
a very serious evil; and I mention it only to elucidate what follows.

(Wakefield 1829: 106-7)

These sentiments were echoed in Desmond’s condemnations of AusE:

But, in addition to this lack of good-breeding and the gross mispronunciation of

common English words, the Australian interlards his conversation with large

quantities of slang, which make him frequently unintelligible to the visitor.
(Desmond 1911: 20)

In the very early days, ‘bad’ language was an important way of fitting in and avoiding
the label ‘stranger’ or ‘new chum’ (Gunn 1970: 51) and it continues to act as an in-
group solidarity marker within a shared colloquial style. Allan and Burridge (2009)
report that social swearing is the most usual type of swearing in the corpora they
examined. A function of this ‘bad language’ is clearly stylistic — to spice up what is being
said: to make it more vivid and memorable than straight-talking (or orthophemism).
The following example comes from the Australian Corpus of English (ACE).
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Don’t phone me yet as I am having both my ears transplanted to my nuts so I can
listen to you talk through your arse. (ACE S05 873)

Another, not unrelated aspect, is to display an attitude of emotional intensity towards
what is being said or referred to.

Welfare, my arsehole. (ACE F10 1953)

Intensifiers such as bloody do not always convey an attitude of exasperation or disapproval,
but may simply be a marker of excitement or exuberance. The following example
comes from the Macquarie University talkback radio corpus (Australia-wide ABC and
commercial radio stations; cf. Allan and Burridge 2009).

Did you hear about the new Irish Airways they just had they were allowed to come
into Australia for the first time. Anyway they were flying into Perth n the conning
tower there was a lotta cloud over the bloody skies n everything. N the conning
tower called up he said Irish Airways Irish Airways he said you can’t land yet
we’ll have to get you to circle round the airport so he says can you give me your
height n position please. So the little Irish bloody pilot gets up n he says I'm five
foot two n I'm sitting up the bloody front. (ART COMne2:[C5])

Though barely a taboo word in AusE, bloody still raises eyebrows in other parts of the
English-speaking world, especially when it appears in the public arena. In 2006, Tour-
ism Australia launched an international tourism campaign with a television advert
showing images of everyday Australians set against a backdrop of famous landmarks
and concluding with the ockerish Australian invitation So where the bloody hell are
you? The ad managed to get itself banned from British TV and was censored in North
America. (Cf. www.wherethebloodyhellareyou.com/)

Occasionally, expletives and taboo epithets are used so frequently that the expres-
sions are bleached of their taboo quality and lose their standard force. The following
example appears in the court case Police v. Butler (2003). The incident occurred outside
the defendant’s house at around 11.30 at night; he was intoxicated and is addressing the
police and neighbours:

What the fuck are youse doing here. My fuckin’ son had to get me out of bed.
I can’t believe youse are here. What the fuck are youse doing here?

I fuckin’ know what this is about. It’s about that fuckin’ gas bottle. They can get
fucked, I'm not paying them fucking nothing. They can get me our fuckin’ bottle
back [to the police about the neighbours].

We never had any fuckin’ trouble till youse fuckin’ moved here. Youse have
fuckin’ caused this trouble and called the fuckin’ police on me [to the neighbours].
(Police v. Butler [2003] NSWLC 2 before Heilpern J, 14 June 2002)

In such examples, speakers use obscenities where others might use like, well, you know,
and the like. This is not to suggest that such bleached swearwords are empty. Like
other discourse particles, these expressions convey subtle nuances of meaning and can
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have complex effects on utterances. Wierzbicka (2002), for example, describes the various
meanings of bloody in AusE and shows how they provide important clues to Australian
attitudes and values.

Ethnic variation within Australia

We are, after all, a microcosm of the world in its cultural diversity
(Clyne 2005: 181)

There have been additional changes to AusE that go beyond breaking free of Britain and
British norms and any discussion of the language must include mention of the bur-
geoning socially defined variation in the country. Ethnicity is a crucial part of social
identity — something that people want to demonstrate through their use of language — and
multicultural Australia is seeing a flourishing of ethnocultural varieties or ethnolects.

Background

Well before English-speakers settled in Australia, the country was already linguistically
diverse. The following shows the approximate numbers of Aboriginal dialects, languages
and language families at the time of earliest European contact.

Language families 26-29
Languages 200-250
Dialects 500-700
(Figures based on Eagleson et al. 1982: 31)

As earlier described, the first English-speaking arrivals were largely prisoners, prison
officers and their families. Free settlers came mainly from Britain and Ireland but didn’t
reach significant numbers until the mid nineteenth century. By the second half of this
century the population had started to become more diverse. The gold rushes of the
1850s and the influx of large numbers of Chinese miners introduced a significant Asian
presence for the first time. Statistics published by the Department of Immigration and
Multicultural Affairs (DIMA) give the following breakdown for notable population
groups born overseas at time of the Federation of the colonies (1901): United Kingdom
(57.7 per cent); Ireland (21.5 per cent); Germany (4.5 per cent); China (3.5 per cent);
New Zealand (3.0 per cent); Sweden (1.5 per cent). At this time the main languages (in
addition to indigenous languages) were English, Welsh, Irish Gaelic, Scots Gaelic,
German, French, Italian, Chinese and Scandinavian languages.

The introduction of the Immigration Restriction Act 1901 (excluding non-European
migrants) had a negative impact on the levels of migration to Australia. DIMA statistics
show that in 1947 only 9.8 per cent of the Australian population was born overseas.
However, with immigration programs post World War II, the trend reversed and by
1954 the proportion of the Australian population born overseas had increased to 14.3
per cent. Most significant was the rise in immigrants from countries where English was
not the first language. In 1901 the proportion of the overseas-born population from
non-English-speaking countries was 17 per cent (of 857,576); in 1947 the numbers had
risen to 20 per cent (of 744,187) and by 1954 to 44 per cent (of 1,286,466).
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In more recent times, these figures have increased dramatically, clearly spurred on by
the effects of globalization and economic development. Massive flows of people, including
tourists, migrants and refugees have produced an intermixing of people and cultures that
is unprecedented. At the time of the 2006 census, 4.4 million people (a quarter of
Australia’s population) were born overseas, with 47 per cent coming from Europe and
27 per cent from Asia. Some 80 per cent settled in major cities and, as new languages
continue to arrive, these urban centres are seeing a constant expansion of multilingualism
(Clyne 2009). This is having the effect of intensifying urban and rural differences.

Despite the multilingual and multicultural population in Australia, the pattern has
been one of ongoing language attrition and shift to English (Clyne ef al. 2001). For the
Indigenous communities, this has involved wholesale extinction of many languages.
Although around 145 of the original 200-250 languages remain today, according to the
National Indigenous Languages Survey in 2005, 19 have more than 500 speakers, 45
between 10 and 50 speakers, and 67 fewer than 10 speakers. Even the remaining robust
languages are under threat, despite vigorous efforts being made to maintain them. It has
been estimated that the number of surviving languages might decline by as much as 50
per cent, as the most critically endangered languages lose their last speakers in the next
20-30 years.

Ethnic varieties of dominant languages can become potent markers of a group’s identity,
especially in the face of language attrition (cf. Giles 1979). As each of these language
groups seeks to assert its own identity, different ethnic varieties of AusE start to take on
symbolic significance, with migrant and Aboriginal features becoming an important
means of signalling the group boundaries.

Migrant ethnolects

Horvath’s 1985 study of Sydney speech indicated that Italian and Greek teenagers were
choosing to distance themselves from the linguistic patterns of their parents, pre-
sumably because Ethnic Broad had become so highly stigmatized and these speakers
did not want to be typecast as working class and migrant. (For some time the variety
had been providing lampooning fodder for comedians; e.g. media stereotypes like Con
the Fruiterer, Effie and Wogboys.) Recent studies show that second-generation Aus-
tralians of non-English-speaking background are developing an AusE of their own,
different from the Ethnic Broad-accented English of their parents, but different also
from General AusE. Cox and Palethorpe (2006), for example, describe the features of
the new ethnolect that is used by Australian-born speakers of Lebanese background
(so-called Lebanese AusE or Lebspeak). This is variation that is not necessarily the
result of second language learning; in other words, these ethnolects cannot be described
as foreign-accented AusE — many speakers now have English as their first language.

Interestingly, work by Warren (1999) suggests that the second generation may also
adopt hyperdialectal elements of Ethnic Broad to use as an in-group code, a marker of
non-Anglo ethnicity. This variety is a kind of stylized multiethnolect, a pan-ethnic variety,
which Warren calls “Wogspeak’.

Some young people of the second generation adopt a distinctive accent and speech
patterns which distinguish them both from their parents’ values and from those of
the Anglo host culture, in their search for ‘a place to speak’.

(Warren 1999: 89)
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Aboriginal English and Aboriginal creoles

Not long after the arrival of the Europeans in Australia, there appeared pidgin varieties.
These became increasingly important for contact, not only between Aboriginal speakers
and English speakers, but also as a lingua franca between speakers of different Aboriginal
languages. In areas where these pidgin varieties stabilized, creoles evolved (the Kimber-
ley region, the Roper River area and parts of north Queensland). These various English-
based creoles have much in common, but they also show some regional differences,
depending on the Aboriginal languages represented in the community where the pidgin
originated and also influences from other pidgins and creoles brought into Australia from
the outside.

Aboriginal English (AbE) is an ethnolect that grew out of this original contact situation
and is now maintained in Indigenous Australian communities across Australia. The inter-
action between AbE and creoles is complex. The varieties range from something that is
virtually identical to Standard AusE in everything but accent (the ‘acrolect’) through to
pure creole that is so remote from Standard AusE as to be mutually unintelligible (the
‘basilect’). Midway between these two polar extremes is an array of speech varieties (or
‘mesolects’). Generally speakers are able to move along the continuum and alter their
speech to suit situation and audience.

In his description of the linguistic variation within the Aboriginal and Torres Strait
Islander speech communities, Malcolm (2004a: 668) examines the educational impli-
cations, especially the need for a better integration of these Englishes into school
learning.

Although school systems are beginning to recognize the fact that creoles and
Aboriginal English may be coherent linguistic systems, there is still a reluctance
to allow them any significant place in the development of school literacy. It is
assumed that literacy skills in St(andard) E(nglish) will be best acquired by con-
centrating only on that variety, despite research evidence of the relevance of home
language to effective learning of standard varieties.

ADE differs from AusE at all linguistic levels, including pragmatics. In accent, there is a
continuum from a ‘heavy’ or basilectal accent (close to the sound system of traditional
Aboriginal languages) to a ‘light” acrolectal accent (close to the sound system of AusE;
cf. Harkins 2000; Malcolm 2004a). Lexical differences can be striking: some words are
borrowed directly from Aboriginal languages (e.g. gubba ‘white man’); familiar-looking
English words can have quite different meanings (e.g. the future marker got to/gotta,
sorry business ‘ceremony associated with death’); some early English words are main-
tained (gammon ‘joking, pretending’, eighteenth-century cant). The opportunities for mis-
understandings are considerable; cf. Sharifian (2008) on the different meanings of sorry
in AbE and mainstream AusE. Miscommunication also arises from the differences in
communication strategies. Aboriginal speakers’ strategies for eliciting information are
far more indirect than those of Anglo-Australians; silence also has an important role in
Aboriginal communities and is frequently misinterpreted by outsiders (Eades 1994,
2000). Eades (1993, 1994, 1996) and Koch (1985) show that these differences can have
serious implications in legal cases.

The grammar of AbE has many creole-like grammatical features that are sometimes
very unEnglish-looking. There is, however, a lot of variation between speakers. The
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following examples (from Malcolm 2004b) illustrate some of the most distinctive fea-
tures. Many of them are found in other non-standard dialects; some are shared with
creoles:

Omission of prepositions where they are required in the standard (4fela going o
Back Beach “We’re going to Back Beach’). Extreme varieties close to the creole
end of the continuum also replace locative prepositions with la or longa (We
always go la ol’ town ‘We always go to the old town”).

A range of different negative constructions, many shared with other non-standard
varieties (I never see no spirits). The adverbs not and nomore commonly appear
front of the verb for general negation (Nail not float ‘“The nail doesn’t float’).
Widespread use of simplified tags such as isnt it, init, ini, ana and na. Another
tag that AbE shares with other vernaculars is ek, as in He can walk, eh?
Substitution of relative particle what for that (I got one mate what goes to a
Catholic school).

Possession marked by juxtaposition (That my Daddy car). In those varieties most
influenced by neighbouring creoles, the possessor follows the possessed and is
connected with a marker like belong (Gun belong to Hedley).

Extensive regularization of verb morphology in urban and rural varieties. The
unmarked verb is frequently used for copula and auxiliary be (I be cold). Zero
marking for third person is also usual for verbs in present tense (He get wild ‘he
gets/got wild’). As the last gloss illustrates, the verb can be unmarked for past
tense, especially if past time is already established.

Where past tense marking occurs, levelling of preterite and past participle verb
forms for strong verbs (seen, done, come, run as past tense). There are also some
irregular strong verb forms such as brang and brung. In regional and urban
areas, doubly marked past tense forms are common (camed, didnt stayed).
Occasionally the creole past tense marker bin (or been) is used (We never been la
court “We didn’t go to court’).

Varieties spoken in remote communities show evidence of the creole transitive
verb suffix -em or -im (We seeim buffalo got big horn ‘We saw a buffalo with big
horns’).

An array of non-standard adverb-forming suffixes (e.g. long-way, late-time).
Inconsistent marking for number. The plural inflection is often absent when
plurality is obvious, either from context or via some other means (7wo man in a
jeep ‘There are two men in a jeep’). Where plural does occur, irregular nouns
may be doubly marked (childrens). Occasionally the creole plural marker -mob is
used (clean water-mob ‘lots of clean water’).

In AbE discourse long loosely connected structures are the norm and there is little in
the way of subordination. Clausal markers are often absent, as in / bin go dere work (with
missing complementizer). This variety also has a type of verb-chaining construction where
two main verbs are linked (with or without conjunction) to express both an activity and
a motion that is closely associated with that activity (They go there chargin on don't
they; Nother mob go down long creek and go and drink water). Another feature of AbE
discourse is expressive word order. Especially striking is the repetition of phrases and
sentences and speech exchanges full of highly topic-oriented structures such as left-
dislocation (The policeman he heard this banging) and right-dislocation (E got lots of
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trucks an cars, toy one). While paratactic structures and expressive word order are
typical of spontaneous spoken language generally, it is the relative frequency and the
special combination of these features that make this variety different from others.

‘Americanization’ of Ausk

Given the global presence of the United States and the inevitable loosening of ties
between Britain and its former Antipodean colonies, it would be surprising if there
were not some sort of linguistic steamrolling going on. There are identifiable American
influences on teenage slang and, more generally on teenage culture; yet the impact
elsewhere on the language is minimal. Despite this, news articles, letters to the editor
and talkback calls on the radio continue to rail against ‘ugly Americanisms’ (many of
which, in fact, are not Americanisms at all). The following extracts come from the
many written complaints I have received on this matter:

I have just heard your discourse on the Americanisation of English of ABC Wide
Bay. I am one of the population who is very much against this phenomenon,
particularly on the Australian Broadcasting Corporation ... If the offenders are so
enamoured of the American language that they have to inflict these words on the
Australian listeners, they should be made redundant, emigrate to the United States
of America, and go get paid by the American Broadcasting Commission.

(Letter, 4 September 2008)

People generally seem to be quite happy to let English deteriorate into a kind of
abbreviated American juvenile dialect, but I’'m not. I’'ll continue resist incorrect
grammar and American English.

(Email, 1 March 2008)

As is always the case, such lay concerns about language usage are not based on genu-
ine linguistic worries, but reflect deeper and more general social judgements. Hostility
towards American usage is born of linguistic insecurity in the face of a cultural, poli-
tical and economic superpower; American English usage poses a threat to authentic
‘downunder English’ and is tabooed.

Conclusion

Australia, like New Zealand, has a relatively recent history of European settlement and
English language development. Yet it is already quite distinct. The different mixes of
original dialects that came in during the early years, as well as the physical separation
from other English-speaking regions, have allowed this distinctiveness to flourish.
Regional variation within Australia is still minor compared to other varieties, although
with time local differences have been increasing. The separation of urban and rural
communities currently looks to be inspiring the most notable regional diversity. Contact
with languages other than English is seeing the rise, particularly in recent years, of new
multicultural identities for AusE in the form of migrant ethnolects. Varieties of AbE
and creoles have also been adding vibrant new socially relevant dimensions to these
‘Extra-territorial Englishes’ in Australia.
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Suggestions for further reading

Australian Journal of Linguistics (2003) 23 (2). (Special issue devoted to the development of English
in Australia.)

Fritz, Clemens W.A. (2007) From English in Australia to Australian English, 1788—1900, Frankfurt
am Main: Peter Lang. (A corpus-based account of the evolution of English in Australia.)

Leitner, Gerhard (2004) Australia’s Many Voices: Ethnic Englishes, Indigenous and Migrant Lan-
guages. Policy and Education and Australia’s Many Voices: Australian English — The National
Language (two volumes), Berlin: Mouton de Gruyter. (This presents a comprehensive survey of the
Australian language habitat.)

Zion, Lawrie (2007) The Sounds of Aus, Australia: Film Finance Corporation Australia and Princess Pic-
tures. (A generally available documentary on the Australian accent, presented by comedian John Clarke.)

Macquarie Dictionary Word Map. Online. Available www.abc.net.au/wordmap (A useful online mapping
resource for lexical regionalisms.)
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The English(es) of New Zealand

Margaret Maclagan

Introduction

New Zealand English (NZE), like the other varieties of English discussed in the first
section of this Handbook, falls into Kachru’s category of ‘inner circle’ Englishes
(Kachru 1992). NZE is the youngest of the inner circle Englishes, and is unique in that
recorded evidence is available for its entire history. We are thus able to track the paths
by which the English dialects brought by the early immigrants coalesced so that
speakers born in the 1870s spoke a variety that is recognizable as NZE.

Historical background of NZ

New Zealand (NZ) is one of the most isolated countries in the world, with the closest
country, Australia, being 1,600 km away. The indigenous people of NZ, the Maori,
arrived in the country approximately 800 years ago from eastern Polynesia. The first
European whalers and sealers arrived towards the end of the eighteenth century fol-
lowed by a small steady stream of other Europeans (or Pakeha — the now widely used
Maori term).

In 1840 the Treaty of Waitangi, signed by representatives of Queen Victoria and
many Maori chiefs, gave Britain sovereignty over New Zealand; Maori ownership of
land and traditional food resources were recognized and they were accorded the rights
and privileges of British subjects. Although the treaty was not fully honoured, it still
provides the basis of Maori/Pakeha relationships today. After the signing of the Treaty
of Waitangi, the European population increased rapidly from 2,000 in 1840 to half
a million in 1881, half of whom were New Zealand born. The Europeans quickly out-
numbered Maori, whose numbers were greatly reduced by new diseases and by the use
of muskets in inter-tribal warfare. By 1900, the Maori population had decreased to
46,000 and many people thought the race was dying out. However, since then the
Maori population has gradually increased, numbering 565,329 in the 2006 census
(14.6 per cent of the total NZ population) (Statistics New Zealand 2007a).
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After 1840, the European settlers arrived in three major waves. The first wave formed
five planned settlements organized by the New Zealand Company at Wellington, Nelson,
New Plymouth, Otago and Canterbury. The next wave of immigrants arrived when gold
was discovered in Central Otago. Thousands of miners poured into Otago and West-
land, including many Irish who had been excluded by the New Zealand Company, and also
some Chinese. The third wave of settlers arrived in the 1870s, when the government
offered assisted passages. More than 100,000 people arrived through this scheme.

According to the 1871 census figures, most of the nineteenth-century immigrants to
NZ came from the British Isles, with 51 per cent coming from England, mainly from
the south east. The English migrants settled throughout the country, whereas the Irish
(22 per cent) settled mainly in Auckland and on the west coast of the South Island and
most Scots (27 per cent) went to Otago and Southland. Only 6.5 per cent were Aus-
tralian born, but this figure greatly underestimates the influence of Australia on early
NZ because there was a great deal of shipping traffic between the two countries, and
many immigrants came to NZ via Australia. Immigration in the nineteenth century
provided the melting pot in which NZE was created. Later immigration seems to have
had relatively little effect on the New Zealand language.

In the latter part of the twentieth century, Pacific Islanders were encouraged to come
to New Zealand, mainly to fill low-wage jobs. The term Pasifika is used in NZ to
describe people of Pacific origins. In the 2006 census, 7.3 per cent of New Zealanders
gave their ethnicity as one or other of the Pasifika groups. Asian immigrants also
increased sharply since 1990, making up slightly more than 5 per cent of the total NZ
population of 3,860,163 in 2006. By early in 2009, the NZ population had risen to just
over 4 million (Statistics New Zealand 2007a, 2007b, 2007c). For more detailed infor-
mation on NZ history, see Sinclair (1991) and King (2003); on the origins of early
immigrants, see Gordon et al. (2004: Chapter 3).

Development of NZE

New Zealand is unusual in having recordings of people who were born in the country
as early as the 1850s and were thus among the first generation of European people born
in NZ. These recordings were collected between 1946 and 1948 by the Mobile Disc
Recording Unit of the New Zealand Broadcasting Service and kept by Radio NZ Sound
Archives (www.soundarchives.co.nz/). They form the basis of a research project on the
Origins and Evolution of New Zealand English at the University of Canterbury
(ONZE) which has studied the development of New Zealand English (see Gordon ef al.
2004, 2007).

Speakers born in the 1850s and the early 1860s preserved the accents of their parents;
some sound Scottish or Irish. Some speakers born in the late 1860s have mixed accents
with some unusual sound combinations. Mr Malcolm Ritchie, for example, who was born
in 1866 and whose parents came from Scotland, grew up in Cromwell on the Otago
goldfields. He has Scottish features, including the aspirated [hw] pronunciation for words
like white, but also has /h/-dropping on content words. The combination of aspiration
on <wh> and /h/-dropping would not have occurred in British dialects at that time.

Characteristics of a NZ accent start to appear with speakers born in the 1870s. The
ONZE project found that there were differences between speakers who lived in towns
with mixed populations and people who lived in homogeneous settlements (Gordon et al.

153



MARGARET MACLAGAN

2004). The earliest form of the New Zealand accent is found in South Island gold-mining
towns made up of similar numbers of settlers from England, Scotland, Ireland and Aus-
tralia. In close-by places settled primarily by people from Scotland, speakers continued to
have Scottish features in their speech for several generations (see Trudgill et al. 2003).

Complaints about an emerging New Zealand accent (or ‘colonial twang’, as it was
called) are found in writings from about 1900 and commentators then (and later) fre-
quently claimed it was a transported form of the London dialect of Cockney (e.g. Wall
1951). This theory, and the later theory that New Zealand English was a variety trans-
ported from Australia, can be challenged on linguistic and demographic grounds (see
Gordon et al. 2004: Chapter 4). The view of researchers today is that the New Zealand
accent was formed within New Zealand in a relatively short space of time between
1870 and 1890.

The patterns found by the ONZE Project generally fit Trudgill’s theories of New
Dialect formation (Trudgill 2004). After an initial period of accommodation, there was
a period of great variation both within individual speakers and between speakers. The
final period of focusing occurred when the variation diminished and the eventual form
of the dialect emerged.

Trudgill also developed a determinism theory for the origins of New Zealand English
(Trudgill et al. 2000) which claims that the final outcome of the New Zealand accent
was determined not by social influences but by settlement patterns. The reason that
modern New Zealand English is most like the English of the south east of England is
because most of the early settlers came from this area, so the accent was determined by
the majority. Nevertheless, social factors affected the speed with which the accent
emerged in specific places.

The earliest references to the New Zealand accent always involved children. It is
significant that the time when the accent was developing coincided with the introduc-
tion of a national free compulsory primary education system, with the Education Act of
1877. Children from different backgrounds coming together in schools would have
accelerated new dialect development.

Description of NZE

Phonology

Consonants

The NZE consonant inventory does not differ from that of other inner circle Englishes.
Apart from a small area in the south of the South Island where there was originally a
high proportion of Scottish settlers, NZE is non-rhotic. However both linking /r/, as in
car alarm, and intrusive /t/ as law r and order occur commonly. Intrusive /r/ occurs
after the THouGHT vowel /o/, and more recently with the MmouTH diphthong, /av/. Phrases
like now and then or now is the hour, that used to be pronounced with a linking /w/, are
now often heard with an intrusive /r/, /nax an den/.

/I/ 1s relatively dark, even in word initial position. In word final position and pre-
consonantally, /I/ is regularly vocalized. Vocalized coda /I/ affects the previous vowel,
so that contrasts that are available in other positions are neutralized before /1/. DRESS
and TRAP do not contrast before /l/, so that celery and salary sound identical, as do the
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names Ellen, Alan and Helen. LOT and GOAT are not contrastive before /1/, so that dol!
and dole sound the same, and xiT and Goost are farther back before /I/ so that KiT,
FOOT, GOOSE and THOUGHT may be distinguished by vowel length if at all. It is almost
impossible to distinguish between single word productions of fill, full, fool and fall
in NZE.

Intervocalic /t/ may be flapped in words like butter or phrases like got it. Final plosives
can be glottally reinforced, but intervocalic voiceless plosives are not usually replaced
by a glottal stop. TH-fronting, whereby /6/ and /0/ are realized as /f/ and /v/, is common
among children and becoming more common among young adults, as is tr-affrication,
whereby /tr/, /dt/, and /str/ become affricated, so that tree is [t[1i], dream is [d31im] and
street is [[tiit]. However, the labio-dental /1/, [v], that is common in Britain is not heard
in NZ. NZE is an /h/-full variety of English, pronouncing /h/ in all content words (except
some from French, like honour), including words like herb where American English
speakers usually do not sound the /h/.

Vowels

The NZE accent is carried mainly by the vowels. Early complaints about the ‘colonial
twang’ focused particularly on the diphthongs MouTH and prick, followed quickly by Face
and coar. NZE has diphthong shift and glide weakening in these diphthongs (Wells
1982), so that prICE is usually realized as [as] or [oe] in a broader accent, FACE as [ae] or
[pe] in a broader accent, and GoAT as [ow] or [er] in a broader accent. MOUTH is losing its
rounded second element, especially in closed syllables like loud, so that it is usually
realized as [&9] or [€a] in broader NZE. The broader versions of these diphthongs are
socially stigmatized and avoided especially by higher social class women.

Figure 8.1 shows the F1-F2 vowel space for ten NZ males and ten NZ females born
around 1970. As in Australian English, the NURSE vowel /3/, is raised and rounded in
NZE, almost approaching [6], START /a/ and sTRUT /a/ are distinguished by length, both
being open and front of central [e], and GoosE is central [&] except before /1/.

However, the short front vowels are very different from those of Australian English.
The most distinctive of the front vowels is the kit vowel, /1/, which is centralized and
lowered especially by the women. The most common pronunciation for kit is [9], with
[2] or even more open versions being heard from broader NZE speakers. The Aus-
tralian and NZ pronunciations of the kiT vowel contrast greatly, with the phrase fish and
chips being stereotypical. New Zealanders are caricatured as saying fush and chups and
Australians, feesh and cheeps. press and TRaP have raised over the development of
NZE (Gordon et al. 2004) and, unlike the current trend in Australian English, both
continue to raise. For the women in Figure 8.1, pDRrESs is almost as high as FLEECE, and
the two vowels are no longer always distinguished by length (Maclagan and Hay
2007). FLEECE is, however, becoming more diphthongized. For some speakers in the
ONZE corpora, DREss is now higher and more front than FLEECE and has become the
high front vowel.

GOOsE has centralized and THOUGHT /o/ has raised so that THOUGHT is the high back
vowel for NZE. In addition, THOUGHT usually has an off-glide so that it is realized as
[09], especially in open syllables as in door, flaw, but also in closed syllables like
fawed.

The other distinguishing feature of the NZE vowel system is the ongoing merger of
the NEAR /io/ and sQUARE diphthongs /ea/. Most younger New Zealanders pronounce both
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Figure 8.1 NZE vowel plots in Hz for 10 males and 10 females, born between 1970 and 1980.
Source: Maclagan and Hay 2007: 8.

diphthongs with a high start, effectively merging on NEarR. Some older speakers, espe-
cially women, use a more open start, and effectively merge the two diphthongs on
SQUARE (Gordon and Maclagan 2001).

Syntax

It used to be believed that New Zealand syntax was indistinguishable from British
English syntax. More recent studies suggest that this is not the case. The differences,
however, are not categorical. Bauer states that ‘it is usually the case that New Zealand
English has the same constructions as British English, but uses them slightly differ-
ently, giving preference to different options’ (1994: 399). Non-standard variation found
in other mainstream English varieties can also be found in New Zealand syntax — we
seen it, I done it, he rung the bell, they come here yesterday. Some of these forms are
very common indeed, with young speakers in the ONZE corpus using rung rather than
rang 50 per cent of the time for the simple past tense.

Bauer (1994: 400) lists differences between New Zealand English syntax and British
syntax. These include a preference for didnt used to rather than used not to; a slight ten-
dency to prefer singular concord with collective nouns; the use of will rather than shall in
phrases like Will I shut the door; the transitive use of some verbs — they farewelled their
friends, we protested the decision. Other examples include non-epistemic must in a nega-
tive sentence: The bus mustn't be on time today (‘the bus is running late’), and the use of
anymore with positive interrogatives: Do they brew beer in Timaru anymore? NZE uses
have in cases where the simple past could be expected. This feature has been noticed for
some time, as the following quote illustrates: ‘Sanctions have been imposed by the UN
thirteen years ago’ (Radio New Zealand News 12/79 — from Bauer 1989). It is becoming
more prominent, especially in police bulletins or descriptions of criminal investigations.
New Zealanders use an ‘intrusive have’ in descriptions of things that didn’t happen, as in
‘If I had have put it away properly, I wouldn’t be in this mess now’ and young people are
often criticized for writing should of instead of should have as in I should of done it earlier.
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Some American usages can be heard in New Zealand. These include gotten for got,
Sunday through Wednesday, we work on the weekend and the deletion of and in numbers
over 100.

Non-standard NZE can include the plural yous: what are yous doing tomorrow? and
the use of she as a neutral pronoun: she’ll be right, though this is usually in a few
stereotyped phrases. The use of plural pronouns they, them as gender-neutral terms with
singular nouns is increasing, in writing as well as speech.

Lexis

Most of the vocabulary used in NZE is common to English world-wide. Deverson (2000)
estimates that only 5 per cent of NZE vocabulary is restricted to NZ. When Britain and
the US have different terms for the same item, NZE often uses the British term. People
wear jerseys rather than sweaters (though sweatshirts are common), two weeks are called a
fortnight and cars run on petrol (if cars run on gas it’s usually LPG — liquid petroleum
gas). However, American terms are used as well as British terms. Cars have British
bonnets and boots, but American mufflers, and there are American trucks and station
wagons on NZ roads rather than British lorries and estate cars. Both lift and elevator
or torch and flashlight are heard together with the pronunciation of lieutenant with loo
in the first syllable and schedule with /sk/. Many items are shared with Australia, especially
farming terms such as the bush, paddock, creek and the ubiquitous mate. Visitors often
remark on the use of diminutives in -ie: prezzie for present, cardie for cardigan, pozzie
for position.

The most distinctive feature of NZE vocabulary is the use of words borrowed from
Maori. Many Maori words are used in newspapers without any gloss, to the initial
confusion of visitors. Hui (meeting), tangi (funeral), marae (meeting place), waka
(canoe), kaumatua (elder), whakapapa (genealogy), whanau (family) and iwi (tribe) to
give a few examples, no longer need to be glossed for the general NZ public and kia
ora is a common greeting, even among non-Maori. Maori does not have a plural affix,
and the convention within NZ is not to put ‘s’ on Maori plurals, as with ‘non-Maori’ in
the previous sentence. Vowel length is phonemic in Maori, and is usually marked with
a macron over the vowel, Maori, in Maori texts, but the usual convention is not to use
macrons in English texts if the word is commonly used in NZE.

Discourse

The two notable features of NZE discourse are the use of High Rising Terminal into-
nation contours (HRTs) and the pragmatic particle es. Non-New Zealanders can find it
confusing if their question is answered with a statement with rising intonation. If the
response to the question ‘Where’s the nearest gas station?’ is ‘There’s a garage down
the road and round the corner?’ where 1 indicates a rising pitch, the questioner is likely
to decide that the local doesn’t actually know the answer and go off to ask someone
else. Groups of HRTs often occur at the start of a narrative, presumably when the nar-
rator is making sure that they have the listener’s attention, and again round the resolu-
tion and evaluation. They seem to be a way of establishing rapport with the listener
(see Holmes 1990). Initially it was noticed that young women were the most prolific
users of HRTs, but HRTs are now used by both men and women of all ages. HRTs
seem to be a particular feature of spoken Maori English.
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The pragmatic particle e/ is also a particular feature of Maori English speech, but it
is used to some degree by many speakers of NZE. One possible origin is the all-purpose
Maori tag question ne. NZ linguists tend to spell the particle ek, as in this chapter, but
most young New Zealanders spell it ay or aye. A current anti-smoking advertisement,
particularly aimed at young Maori, for example, includes the line ‘Not a good look, aye.’

Social and regional variation

There is a popular myth that New Zealand is a classless society. However, linguistic
research has shown clear social stratification in New Zealand English (e.g. Maclagan et al.
1999). Social class variation is mainly carried by the closing diphthongs MOUTH, PRICE, FACE
and Goat with people from the higher social groups avoiding the broader versions. In
the past, higher-class New Zealand speakers used variants nearer to (but not the same
as) British received pronunciation; lower-class speakers diverged strongly from RP. In
more recent times the association with RP has been lost and social class variation is also
represented in other ways such as use of a flapped ‘t’ in letter, th-fronting, affrication of
/tr/ or /dr/. Lower-class NZE is also marked by the use of non-standard syntax.

Lay people insist that there is clear regional variation in New Zealand, but so far
(apart from in Southland) linguists have not found evidence of this. There are a few
words associated with different regions: on the west coast of the South Island, for
example, a grey woollen shirt worn in the bush is a lammy, and a miner’s lunch is his
crib. The name for ‘h’ is haitch. In the South Island a small strawberry container is a
pottle or a punnet — in the North Island it is a chip. A rough unpaved road in the North
Island is a metal road; in the South Island it is a gravel road or a shingle road.

There is only one distinctive regional dialect area in New Zealand, Southland in the
south of the South Island of NZ, an area where the Scottish immigrant population has
left its mark on pronunciation and lexis. NZE is non-rhotic but the Southland dialect is
marked by variable rhoticity. Older rural speakers, especially men, may be rhotic after a
range of vowels, but younger speakers usually only use post-vocalic /t/ after the NURSE
vowel, as in work, and sometimes after letfER as in butter. Southlanders follow Scottish
usage and say the cat wants fed or the plant needs watered. Older terms like ashet for a
serving plate, sulky for a child’s pushchair or soldering-bolt for soldering iron are
seldom heard today but Southlanders, still lux their carpets (from the brand name
Electrolux), have super heaters rather than water heaters and eat Belgian (a type of
luncheon sausage). The general NZ term for a holiday home is bach (from a bachelor’s
shack); in Southland they are known as cribs.

Laurie and Winifred Bauer studied names for playground games and found that the
country could be split into three dialect regions. The clearest example was the chasing
game, which was figgy in the Northern region, fag in the Central region and tig in the
Southern region (Bauer and Bauer 2002).

The Maori language

The Maori language is an Eastern Polynesian language, very closely related to Tahitian
and the languages of the Cook Islands. Although there were various regional dialects in
the nineteenth century, they were all mutually intelligible. Some few effects of these
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earlier dialects still linger but the comparative lack of variation in the Maori language
around the country has been an advantage in the current revitalization efforts.

Until the end of the nineteenth century, all Maori spoke the Maori language. By the
mid twentieth century, most Maori still spoke Maori, and most would have been bilin-
gual in Maori and English. Maori was still passed on within the home and actively used
on the marae, the tribal meeting place. Between 1950 and 1980, the majority of Maori
moved from rural areas to live in cities (see Pool 1991) and connections with the home
marae were lost. There was a dramatic shift to using English. Over a remarkably short
time, the Maori language came close to being lost, with most young Maori in 1980
speaking only English. Benton (1991) carried out surveys in the 1970s and found that
there were only approximately 60,000 fluent speakers of Maori, and most of them were
middle-aged or elderly. Few children were being raised as speakers of the language.

These findings stimulated local efforts at language revitalization, with the best known
being the kohanga reo (language nest) movement, where preschool children are taught by
elders in a Maori-only environment. Kura kaupapa Maori (Maori immersion primary
schools) soon followed and it is now possible for children to complete their entire educa-
tion, including tertiary education, in the Maori language, though numbers decrease once
children reach secondary school. Programmes were also devised for adult learners, and the
number of people who claim to be able to speak ‘some’ Maori is now increasing, though
the number who can hold a fluent conversation has actually remained static over the last
two census periods (Bauer 2008). In the 2006 census, 131,613 people, or 23.7 per cent
of the Maori population, indicated that they could hold a conversation about everyday
topics. This rose to almost half (48.7 per cent) of people aged 65 or over and fell to
16 per cent of people aged under 15 years (Statistics New Zealand 2007b: 5).

Maori was established as an official language of New Zealand by the Maori Language
Act (1987) which also set up the Maori Language Commission, Te Taura Whiri i te Reo
Maori. One of the Commission’s major operational principles for expanding Maori voca-
bulary is that new words should not be borrowings from English. See Harlow (1993) on
attitudes towards adding new lexical items to the Maori language.

Maori has influenced the vocabulary of NZE as discussed above. There were two major
waves of borrowing, when Europeans first came to NZ and borrowed names for natural
features such as trees and birds, and then more recently since the 1980s, when borrowings
include numerous social-cultural items such as those listed above under lexis (Macalister
2006). Maori has not influenced the pronunciation or grammar of NZE. Its other major
influence, however, is in discourse with the pragmatic particle ek, described above, and
a probable influence on the rhythm of NZE. Maori is described as mora-timed (Bauer 1981)
with each short vowel and its preceding consonant taking approximately the same time
interval. Inner circle Englishes are stress-timed with stressed syllables occurring at approxi-
mately equal time intervals. Outer circle Englishes like Singapore or Indian English are
considerably more syllable-timed than most inner circle Englishes. NZE is less syllable-
timed than Singapore or Indian English, but more syllable-timed than British English (Warren
1998). For more information on the Maori language see Bauer (1993) and Harlow (2007).

Maori English

Maori English is the fastest growing variety of NZE. Although comments about Maori
English have been made since the 1960s, less than twenty years ago Benton (1991:
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195) noted that ‘the evidence for the existence of Maori English as a distinct and
stable ... variety of New Zealand English is at best tentative and ambiguous’. The main
reason for the ongoing difficulties in adequately describing Maori English is that its
features are all shared with mainstream NZE; it is the proportion of features rather than
the specific features that identifies it. Maori English as described in the 1960s was
usually spoken by people whose first language was Maori, and its phonology and
grammar were clearly affected by features from that language. Most speakers of Maori
English today are not fluent speakers of Maori, with many having minimal knowledge
of the language. Maori comprise most of the speakers of Maori English, but non-Maori
who live and/or work with Maori often speak it also. It is a solidarity marker and is
sometimes called ‘bro talk’ (King 1999).

Maori English has few distinctive syntactic features, except, perhaps, a relatively
high proportion of non-standard features such as past participles for past tense (e.g.
come for came). Phonologically, Maori English is marked by very fronted Goose
vowels, by monophthongization of diphthongs, especially FACE and GoAT, stopping and/
or affrication of /6/ and /8/ and devoicing of final /z/. There is increasing rhoticity,
especially with the NURSE vowel, and a lack of linking and intrusive-/r/. Maori English
speakers tend to use high numbers of HRTs and of the pragmatic particles y know and
eh? Their rhythm is considerably more syllable-timed than more mainstream NZE
speakers (Szakay 2008) and they use kinship terms like bro, cos (cousin) and sis.

Just as lexical borrowing from English into Maori is currently rejected, so there is a
tacit rejection of code-switching between English and Maori for young speakers. Older
speakers, who are secure in their Maori language, code-switch freely, but younger ones
do not. Older speakers will say ‘But everybody worked ... even nga kuia [the old women]’
(Szaszy et al. 1993: 19), using Maori words with appropriate articles in English sen-
tences or vice versa ‘Ko matau te generation i mohio ki tenei kupu ki te “aroha” [We
were the generation which knew this word “love”]” (ibid.: 28). English words can be given
Maori endings as in ‘kia xray-ngia taku turi [to have my knee x-rayed]’ (ibid.: 106)
where an English verb has been given a Maori passive ending, or there is switching
between the languages as in ‘Very seldom ka haere ki te kanikani [did I go to dances]’
(ibid.: 36).

However, young people freely translate English syntactic constructions to create struc-
tures that would not be used by fluent Maori speakers (Harlow and McLellan 2008). For
more information on Maori English, see Holmes (2005) and Maclagan et al. (2008).

Pasifika English

In the 2006 census, 7.3 per cent of the population (281,377 people) identified them-
selves as belonging to the Pacific nations that are usually grouped together as Pasifika.
Of these Pasifika peoples, 67 per cent live in the Auckland region. Samoans form the
largest group, followed, in descending order, by people from the Cook Islands, Tonga,
Niue, Fiji, Tokelau and Tuvalu. The older generations usually speak their original lan-
guage, but many of the younger generations do not. Some researchers consider that a
distinct Pasifika variety of NZE is developing; others regard it as a variety of Maori
English. Little research has yet been done on Pasifika English, though Stark (2008)
found that Samoan, Tongan and Niuean speakers patterned together in terms of front
vowel pronunciation, as did NZ Maori and Cook Islands Maori speakers. Pasifika
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words like Palagi (a white or non-Polynesian person), lava-lava (wrap-around skirt
worn by both men and women), faro (a root vegetable, used like potato) and umu (an
earth oven like a Maori hangi) are now well accepted into NZE and would not need to
be glossed in a newspaper.

Written NZE

For many novels written by New Zealanders, it is the content rather than the language
that is distinctively New Zealand. Place-names (such as Auckland or Wellington) or
distinctive flora (such as cabbage trees or kauri) or fauna (birds such as tui, kiwi or
kakapo) immediately mark a written text as coming from or referring to NZ, as does the
use of NZ experiences such as going flatting (moving away from the family home into
shared accommodation) or the great OF (overseas experience), both of which are rites
of passage for young New Zealanders. Maori authenticity can be similarly added by
using Maori concepts. In 7u (2004) Patricia Grace uses very few Maori words, but the
main character constantly longs to go home to be under his mountain — when Maori
introduce themselves, they always name the mountain and river with which their iwi
(tribe) affiliates. All these features add to the authenticity of a work from the perspective
of NZ readers, as in the following example from The Burning Boy where the place-names
are fictitious (Gee 1990: 54):

South through Darwood, past the meat-works, round two sides of Schwass’s berry
farm. The road ran straight through pea fields, then followed the curving south
shore of the inlet. She saw plover in the fields and black-backed gulls and herons
on the mudflats. Tar-seal gave way to metal. She drove up a valley in low hills,
leaving dust as fluffy as whipped egg-whites behind her. John Toft’s orchard lay
at the head of the valley. Beyond it the road stopped. A padlocked gate and a clay
forestry track went into pines.

By contrast, using the names of the two main islands without an article immediately
marks the text as inauthentic to NZ readers. Phrases like he went to North Island or
they lived in South Island can sometimes be found in novels not written by New
Zealanders. When they are used as nouns, the two islands always take the definite
article — the North Island and the South Island (also known as the Mainland, again with
the article); they can only be used without the article adjectivally — North Island towns
or South Island wineries.

Sometimes Maori English is represented in novels. In Encounter (Hilliard 1971)
Paul, who is not Maori, is with a group of Maori in a pub:

Paul knew things were not going his way. He said, ‘Can’t we just leave it at that
then. Can I buy yous all a beer?’

‘Why did you say yous all?’

‘Look, are you having a drink or not?’

‘Is it because you think that’s a Maori way of talking? Are we supposed to fall in
love with you because you suddenly start talking Maori English like we do —
or like you suppose we do?’

(1971: 276)
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In Once Were Warriors (1990) Alan Duff’s main characters, who live in a very rough
state housing area, do not know Maori, so that Beth is initially angry when speeches
are made in Maori at her daughter’s funeral.

Beth not understanding. Not the language, not their insistence that she bring her
child home [to the tribal marae] for proper farewell. Beth half resenting the male
elders, their privileged position, their secret language that only they and a few
others knew.

(1990: 120)

All the major characters talk Maori English, with the proportion of non-standard features
often representing the degree of drunkenness.

Fear on the associate’s face. Real fear. Like he’s walked into a nightmare and
only just realised it. Nig feeling sorry for him, Okay lettem fight, the scared fulla
agreein. The Brown givinim a wicked smile: Thas cool, man. Make it in half an
hour; give my boys time ta warm up. Chuckling at the scared dude. C’mon, boys.
pulling his three dogs away. Y’c’n have ya suppa in half an hour. Laughing.
(1990: 144)

The most distinctive feature of written NZE is the use of Maori words and phrases.
Modern novels usually reflect the current prohibition on code-switching. In Potiki,
Patricia Grace (1986) uses Maori terms for the whare nui (meeting house), the whare
kai (dining room) and urupa (cemetery) and the recurring theme is that the people were
not pohara (poor), but even the children do not code-switch. In Whale Rider, Witi
Thimaera (2003) uses Maori words which are now part of general NZE usage within
English sentences as in ““Kia ora” she breathed as she gave me a hongi [touching noses
in greeting]’ (2003: 78), but Nanny Flowers uses either English or Maori: ‘Enough of
the loving! You and me are working girls! Haere mai! [come here] Kia tere! [hurry up]’
(2003: 78). Koro addresses the whale totally in Maori. At first his words are glossed,
“Then, in the wind and the rain, Koro Apinana had approached the whale. “E te Tipua,”
he had called, “tena koe” [greetings, Supernatural Being]. Kua tae mai koe ki te mate?
Ara, ki te ora.” There had been no reply to his question: ‘Have you come to die or to
live?” (2003: 113) but later no explanation is given.

With a sudden heave and suck of sand the whale gained its equilibrium. Its eyes

opened, and Koro Apirana saw the mana [prestige] and the wisdom of the ages

shining like a sacred flame. The moko [tattoo] of the whale too seemed alive with

unholy fire.

Ka ora tatou? [Are we all well?]

“E te tipua,” Koro Apirana said. “Ae, ka ora tatou [yes we are well]. Haere atu

koe ki te moana. [Go to the sea]. Me huri koe ki te Ao o Tangaroa [Go to the world

of Tangaroa (the god of the sea)].” The tractors began to pull the whale round.
(2003: 119)

This section has necessarily been selective rather than comprehensive. However it does
demonstrate the different ways in which a distinct NZ voice can be heard in literature.
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Suggestions for further reading

Bavuer, L. (1994) ‘English in New Zealand’, in Robert Burchfield (ed.) English in Britain and Overseas:
Origins and Development (Volume 5 of The Cambridge History of the English language), Cambridge:
Cambridge University Press. (This (see pp. 382—429) provides a good overview of NZE.)

Gordon, E, Campbell, L., Hay, J., Maclagan, M., Sudbury, A. and Trudgill, P. (2004) New Zealand
English: Its Origins and Evolution, Cambridge: Cambridge University Press. (This provides a full
account of the history and development of NZE, including a summary of early research on the
variety.)

Hay, J., Maclagan, M. and Gordon, E. (2008) New Zealand English, Edinburgh: Edinburgh University
Press. (This book is designed for a more general readership and provides a thorough overview of
the current state of NZE together with a chapter on its origins and development. It also contains an
annotated bibliography.)

For current details on the Maori language see Statistics New Zealand 2007b. The official statistics
website is www.stats.govt.nz/. For a careful evaluation of the current health of the Maori language,
see Bauer 2008.
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The development of the English
language in India

Joybrato Mukherjee

Introduction

Over the past 400 years, the English language — once transplanted to the Indian sub-
continent as the language of the British colonizers — has developed into an integral part
of the linguistic repertoire of India, with the pull towards English growing even stronger
in the post-independence period. This process has been marked by the emergence of a
distinctly Indian variety of English which fulfils a wide range of communicative functions
in present-day India and which is a significant vehicle for Indian identity-construction
for a relatively small but substantial and increasing part of the population. In fact, even
according to conservative estimates the educated variety of Standard Indian English is
used competently and regularly by c. 35 to 50 million Indians today — which makes Indian
English the third largest variety of English world-wide in terms of numbers of speakers,
outnumbered only by British and American English. The present chapter describes the
development of English in India by (a) sketching out the various stages of the diachronic
development of English in India from the early seventeenth century to the twenty-first
century, (b) systematizing the characteristic features of present-day Indian English from
a synchronic perspective, and (c) pointing out some prospects for future research.

Diachronic development: English in India 1600-2010

Describing the formation of Indian English: an evolutionary model

The development of a new variety of English in the Indian context is in many regards a
prototypical example of the emergence of what Kachru (1985a) has labelled institution-
alized second-language varieties, i.e. varieties of English in postcolonial settings which
are based on educated speakers’ use of English as an additional language for a wide
range of institutionalized contexts (e.g. in administration, in the education system, in
newspapers). In the following, the process of institutionalization will therefore be
described along the lines of Schneider’s (2003, 2007) dynamic model of the evolution
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of postcolonial Englishes — a model that is intended to capture the essentially uniform
pattern of variety formation world-wide. The model is, in essence, based on two inter-
related factors: (1) changing identity-constructions, and (2) changing interactions between
two strands of population, namely the settlers (STL) and the indigenous population (IDG).
The fundamental idea that combines the two factors is the following one: the more
intense the contact and interaction between the local population and the colonizers
becomes, the stronger is the effect on the sociocultural identity-construction of the two
groups, which ultimately leads to the establishment of a new hybrid identity manifest-
ing itself in a new variety of English: the IDG and STL ““strands” of development ...
are interwoven like twisted threads’ (Schneider 2003: 242). The two factors are held
responsible for a universal evolutionary pattern in the formation of New Englishes
consisting of five identifiable (but overlapping) stages (cf. Schneider, this volume):

Phase I — Foundation: In this initial phase, the English language is transported to a
new (colonial) territory.

Phase Il — Exonormative stabilization: There is a growing number of English settlers/
speakers in the new territory, but the language standards and norms are still determined
by the input variety and are, thus, usually oriented towards British English.

Phase Il — Nativization: The English language becomes an integral part of the local
linguistic repertoire as there is a steady increase in the number of competent bilingual
L2 speakers of English from the indigenous population.

Phase IV — Endonormative stabilization: After independence, English may be retained
as a/an (co-)official language and a medium of communication for a more or less
wide range of intra-national contexts (e.g. administration and the press, academia and
education); in this phase a new variety of English emerges with generally accepted
local standards and norms.

Phase V — Differentiation: Once a New English variety has become endonormatively
stabilized, it may develop a wide range of regional and social dialects.

It has been shown in several applications of the model to the Indian context (cf.
Mukherjee 2007; Schneider 2007) that the story of English in India over the past four
centuries can indeed be told along the lines of phases I to IV, as will be shown in the
following sections.

Foundation phase

The first Englishman to actually use English in India was Father Thomas Stephens, who
came to India in 1579. The letters he sent home from Goa can be seen as the first items
of ‘Anglo—Indian literature’ (cf. Ward and Waller 1916: 331). In 1600, a Royal Charter
was granted to the East India Company, which led to the establishment of trade centres,
and to a steadily growing influx of English merchants. They began to interact both with
the Moghul emperors of various Indian states and with local Indians for reasons of
trade. Besides trade, British missions were set up, their educational facilities attracting
Indians who were also taught English in the missionary schools. Later, the British army
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also attracted many Indian soldiers (with a high proportion of Sikhs, a small religious
minority based in Punjab). In the army, too, the English language spread quickly from
the STL strand to the IDG strand. In spite of such pockets of early interaction between
the two strands, however, for the first 150 years or so, the British colonizers and their
descendants certainly continued to feel entirely British, while the local population
regarded English as a clearly foreign language. In the mid eighteenth century, it became
clear, however, that the British colonial rule would be in place for a longer period of
time — and with it, the English language. The use of English in India, thus, became
‘stabilized’, but still ‘exonormatively’, i.e. on grounds of external (British) standards.

Exonormative stabilization

In the eighteenth century, the Moghul Empire in India gradually declined, resulting in a
century-long struggle for mastery over India, fought between the British, the French,
the Hindu Marathas and the Muslim leaders in the north and south of India. Britain
became more and more engaged in the rivalries and conflicts on the subcontinent and
established footholds in various coastal areas, especially on the west coast (the Bombay
area) and the east coast (in Bengal). The victory of the British forces in the Battle of
Plassey in 1757 marks the beginning of the British Empire in India as it established
British administrative and political power over the provinces of Bengal and Bihar, the
starting point for the colonization of the entire subcontinent over the next decades. The
Regulating Act (1773), turning the East India Company into a British administrative
body, and the East India Bill (1784), passing the control of the East India Company
from the British parliament to Her Majesty’s government, indicated the consolidation of
British supremacy over India. One could thus view the second half of the eighteenth
century as the beginning of the second phase in the evolution of Indian English, i.e. its
exonormative stabilization.

Both the STL strand and the IDG strand were now fully aware that British presence in
India was not to be a transient phenomenon and that, accordingly, the language of the new
power would stay and become increasingly important: in the early nineteenth century,
Britain controlled almost the entirety of India, either by direct rule or by setting up
protectorates over Indian vassal states that were ruled by Indian princes. The growth of
British power made more and more British people come to India. From the beginning
of the nineteenth century onwards, many more missionaries arrived, spreading the English
language among Indians, and many more Indians enrolled in the British-Indian army.
Naturally, in this phase a range of local Indian words were absorbed by the English
language that referred to items unique to the Indian context (e.g. curry, bamboo,
mango, veranda). Despite the influx of Indianisms in the English language in India, the
standards and norms of the English language in general — as it was used in the STL
strand and taught to the IDG strand — remained British and, thus, exonormatively set.

In the late eighteenth and early nineteenth century, a relatively small but influential
group among Indians became interested in Western and English education, culture and
sciences. This was complemented by a growing interest among British linguists, phi-
losophers and scientists in Indian traditions and expertise in their respective fields of
research. Against this background, the colonial administration had to decide on what
kind of language-educational policy to follow in India: should Indians be taught pri-
marily in their local languages, or should there be an education system with English as
the medium of instruction? While the Orientalists suggested that education for Indians
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should focus on Indian languages, literature and culture, the Anglicists viewed the English
language as the more appropriate medium of instruction for two reasons: (1) English
language and culture were regarded as more valuable than Indian languages (including
Sanskrit); (2) the establishment of a bilingual elite among the Indians would help the
British to stabilize their position as the supreme power over the subcontinent. In his
famous Minute on Indian Education (1835), Thomas Macaulay made a strong plea for
an English-medium education system for a new ‘class of persons, Indian in blood and
colour, but English in taste, in opinions, in morals, and in intellect’. Macaulay’s ideas
were officially accepted by the colonial administration so that soon afterwards an English-
medium school system, especially designed for the education of the growing class of
Indians to be appointed as members of the Indian civil service, was established. English
became the sole language of instruction in secondary schools and also in the first uni-
versities in India, which were founded in Bombay (today: Mumbai), Calcutta (today:
Kolkata) and Madras (today: Chennai).

Nativization

Macaulay’s (1835) Minute on Indian Education marks the first step towards the beginning
of nativization of the English language in India. It is in this phase that both the STL
strand and the IDG strand construct a new identity and that the two strands become more
and more intertwined in the process of the changing identity-construction. However, the
creation of a new local identity — feasible as it may be — is not (yet) reflected in all spheres
of the linguistic, social and political reality.

As for the IDG strand, English and European literature and culture infiltrated the Indian
intelligentsia through the English-medium education system. What Macauley and others
had not taken into account was that an ‘Anglicist’ education would also mean that
Indians became familiar with Western ideas and ideals like democracy, enlightenment
and self-determination, fuelling the struggle for independence (cf. Nehru 1946: 319).

In fact, a major factor in creating a pan-Indian freedom movement in the nineteenth
century was the English language itself: against the background of the multilingual setting
of India with its more than 600 local languages, the English language provided a welcome
all-Indian communicative device that made it possible for Indian intellectuals from all
over the subcontinent to jointly agitate against British rule and, thus, to form an all-Indian
political identity. The growing acceptance of — and the increasingly positive attitude
towards — the English language in India has a lot to do with the fact the ‘English language
contributed substantially in achieving national integration’ (Rao 2003: 1).

Meanwhile, for the British people in India the subcontinent turned into a more and
more Anglophone territory, making them feel less alien and — positively as well as
negatively — at home in India. Thus, in the mid nineteenth century the STL strand and
the IDG strand began to become intertwined: a local English-based identity emerged
both among British settlers and among Indian locals, and the English language entered
a long and tumultuous process of nativization, lasting for more than a century and
marked by various political key events that intensified the ongoing nativization, the two
most significant events being (a) the Great Revolt of 1857/8, triggered by the mutiny of
the Indian army in Meerut and soon becoming a popular rebellion, and the final victory
of the British army; (b) the proclamation of Queen Victoria as Empress of India in
1877, with an almost omnipotent Viceroy representing the British crown in India and
reigning as an absolute monarch.
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Sociolinguistically, these events firmly (re-)confirmed the status of English as the
language of power and dominance. More British people came to India, and India turned
from a colony inter alia to perhaps the most central part — the ‘Jewel’” — of the British
Empire, with the British colonial power in turn viewing itself as an integral part of
Indian politics and, more importantly, Indian identity.

From the mid eighteenth century onwards, a growing number of permanent residents
of British origin came to stay in India, and many more Indians of the upper class and
the higher middle class learned English — the only language that would guarantee
access to, for example, highly estimated university education in England and to the
Indian civil service in India. It is in this very period that the English language in India,
at least as it was used by well-educated IDG users, began to change slowly but gradu-
ally towards a variety in its own right, marked not only by heavy lexical borrowing but
also by phraseological and grammatical innovations (i.e. forms not found in the British
English input variety, e.g. England-returned, blessings-message) and phonological changes
(e.g. monophthongization of diphthongs such as /e1/ and /ov/): thus, the late nineteenth
century marks the beginning of the emergence of ‘educated’ Indian English, i.e. a
standardizing form of Indian English.

The process of nativization of English in India did not stop when India became inde-
pendent in 1947. On the contrary, it may be viewed as a historical irony that the Con-
stitution of the Republic of India, which was passed by the Constituent Assembly in
1949 and came into effect in 1950, had been written in English. Although the English
language is not listed among the 18 official national and regional languages in the
Indian Constitution, it is only the original English version of the Constitution that is
legally binding even today (cf. Basu 1999: 391). However, since provisions were made in
the Constitution for a replacement of English by Hindi (the mother tongue of approxi-
mately 35 per cent of the population of India) for all official purposes after 15 years, one
could have expected that nativization would have stopped at some point after independence
and that, as in some other former British colonies, the English language would have
entered a process of fossilization or even ‘de-nativization’. However, this has not hap-
pened. Rather, the English language has been transformed into an endonormatively
stabilized variety of English in the post-independence period.

Endonormative stabilization

For a variety of English to enter the stage of endonormative stabilization there must be
some sort of inner agreement in a speech community on the status and the usefulness of
the English language. Thus, endonormative stabilization is usually a stage that can only
be reached at some point after independence, as it is only then that the status and range
of use of English can be (re-)negotiated without the interference from a colonial power.

It is difficult to pinpoint the precise beginning of this phase in the development of Eng-
lish in India. According to Schneider (2003, 2007), an ‘Event X’ — i.e. ‘some excep-
tional, quasi-catastrophic political event’ (Schneider 2003: 250) — usually marks the
acceptance of an independent English-based identity, the transformation of English from
a foreign to an indigenous language and, thus, the final emancipation from the histor-
ical input variety. It seems that the political events of the 1960s played a crucial role in
this context. This was the time when according to the Indian Constitution English was
to be replaced by Hindi altogether. The early 1960s were marked by an unprecedented
escalation in the lingering conflict between northern parts of India, where Hindi was
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propagated as the only national language, and the southern parts, where many people
forcefully rejected the idea of Hindi as the only national language because it was a non-
native language for them. The language riots of the 1960s could be regarded as a language-
political type of ‘Event X’, because they made the political parties readjust their stance
on language policy and ensure the continuing use of the English language in India: the
Official Language Act, passed in 1963 and amended in 1967, laid down that English con-
tinued to be used for official purposes alongside Hindi, and in 1976 official language rules
were formulated to specify the various official communication situations at federal and state
level in which Hindi and/or English were to be used. In the field of English language
teaching, a compromise was found between Hindi-only proponents and supporters of
English as the only official language of the Union, namely the three-language formula:
according to this formula, Hindi, English and a regional language are taught in every state
(cf. Biswas 2004). In states with Hindi as the regional mother tongue, a south Indian
regional language is taught. Despite major problems and shortcomings, this formula has
been at the heart of language policy in India in the education system over the past four
decades (cf. Krishnaswami and Sriraman 1995). From the 1960s onwards, neither the status
of English as the second official language of India (often labelled as associate additional
language or associate official language, cf. Mehrotra 1998: 7) nor the wide range of
communicative functions fulfilled by English has been under serious attack. On the
contrary, the English language has steadily gained ground over the last forty years. From
the 1960s onwards, the situation of the English language in India has, thus, been marked
by features and factors typical of the emergence of an endonormatively stabilized variety:

English has been retained in a wide range of communication situations, including
administration and politics, education and academia, the press and book publications,
and it has been increasingly used as a pan-Indian link language (cf. Mehrotra
1998: 7ft.).

Additionally, the English language serves as the only official language in various
contexts even at the federal level (most notably as the language of the Supreme
Court) and as one of the official principal languages of four states and union
territories (i.e. Chandigarh, Meghalaya, Mizoram, Pondicherry).

Many Indian writers have adopted the English language as their communicative
vehicle, including the highly esteemed and award-winning works of authors such
as Upamanyu Chatterjee, Bharati Mukherjee, Arundhati Roy and Salman Rush-
die. This has led Rushdie (1997: x) to the conclusion that ‘““Indo-Anglian” lit-
erature represents perhaps the most valuable contribution India has yet made to
the world of books.’

English has undergone a process of structural nativization, ‘understood as the
emergence of locally characteristic linguistic patterns’ (Schneider 2007: 5f.). These
patternings lead to deviations from the input variety of British English at the
levels of pronunciation, lexis, grammar and style, and they have been increas-
ingly accepted as features of a non-native variety of English in its own right, for
which various labels have been coined, e.g. Indian Varieties of English (IVE) and
Educated Indian English (EIE). The most commonly used (and most neutral)
label is Indian English (IndE). The linguistic features on the various levels of
description of the educated variant of Indian English will be summarized below.
On grounds of the emerging acceptance of a local variety of English, attempts
have been made to describe the Indian variety of English systematically and
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empirically, including, for example, Kachru’s (1983) qualitative work on the
Indianization of English, which has exerted an enormous influence on the
description of all second-language varieties of English, and a growing body of
quantitative analyses on the basis of large and computerized corpora of Indian
English (cf. e.g. Shastri 1992; Mukherjee and Hoffmann 2006; Schilk 2006).
There have also been early attempts to codify the most salient features of Indian
English pronunciation, lexis and grammar, most remarkably in Nihalani e al.’s
(1979) handbook of usage and pronunciation, of which a more recent second
edition is also available (cf. Nihalani et al. 2004). In this context, there is also a
growing awareness that English language teaching in India can no longer be
based on the fiction of a British English target model, but should focus on the
educated local variant of English (compare, for example, Nihalani et al.’s (1979:
228) suggestion for an Indian Recommended Pronunciation (IRP) as a ‘model to
be prescribed for speakers of English in India’).

Although Indian English can thus be viewed as a largely endonormatively stabilized
variety in its own right, the present-day situation is also characterized by some rem-
nants of the nativization phase. For example, one can still find many exponents of what
Kachru (2005) has repeatedly labelled linguistic schizophrenia, i.e. the fact that many
competent Indian users of English accept English as an integral part of their linguistic
repertoire but at the same time reject the local variant of English at hand once they
become aware of the differences between British and Indian English. In this context,
the persistence of a ‘complaint tradition’, i.e. the ‘stereotypical statement by con-
servative language observers that linguistic usage keeps deteriorating’ (Schneider 2007:
50), should not go unmentioned (cf. e.g. D’souza 1997).

Differentiation?

There is general agreement that present-day Indian English has not entered the stage of
differentiation (cf. Schilk 2006; Mukherjee 2007; Schneider 2007), since we cannot
observe a systematic and widespread social and regional diversification of the new
variety into stable and distinctive subvarieties as, for example, can be found in present-
day American English. In fact, it may well be that differentiation is a stage that is
bound to postcolonial settings in which English becomes the dominant first language of
the majority of the population and does not remain an additional or second language for
most speakers. This said, it needs to be stressed that English language use in India is
marked by some degree of internal variation — but the variation is related to a much
larger extent to different levels of language competence (i.e. to a cline of bilingualism,
cf. Kachru 1983) and to the influence of different first languages (i.e. L1 interference)
rather than to social and regional variables per se.

Synchronic manifestations: characteristic features of present-day
Indian English

Having sketched out the historical development of the English language in the socio-
cultural context of India from the seventeenth to the twenty-first century, some of the
most salient local features that have emerged over the past centuries and that are
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characteristic of Indian English today will be summarized in the following. As in the
diachronic synopsis in the preceding section, the focus will be on the standard and
educated variant of Indian English as it is used by competent and regular users of
English with an English-medium educational background. Before the features of present-
day Standard Indian English are described, brief mention should be made of the two
major factors that lead to variation within English usage in India and Indian English,
namely the level of competence and the interference from regional L1s.

As in many other postcolonial contexts in which institutionalized second-language
varieties of English have emerged, in India, too, only a relatively small part of the popu-
lation in urban areas, from the upper and middle classes and with access to English-
medium schools and universities, use the educated standard variant of English — it is
this variant that is usually referred to as Indian English. It is useful to use the term
acrolect, which is borrowed from creole studies, to refer to this ‘high’ variety linked to
the top of the social and educational scale (as is done, for example, by Fernando (1989)
in the Sri Lankan context). Many more people with different backgrounds of class and
education have a markedly lower level of competence and proficiency in English and,
thus, use different kinds of substandard varieties of English, which can be subsumed
under the category of mesolects. The bottom of the gradient of competence is repre-
sented by a wide range of reduced and pidginized forms of English, so-called basilects,
for which different labels have been used, e.g. Baboo English, Broken English, Butler
English and Kitchen English (cf. Hosali 2008). Hosali (2000) provides a good synopsis
of the reduced morphology and syntax of Butler English, understood as a pidgin Eng-
lish spoken, inter alia, by uneducated tourist guides all over India, market women
selling goods to foreign tourists and local staff members from rural areas working in
hotels, households and recreation centres. For example, in Butler English, articles,
auxiliary verbs, prepositions and pronouns are very often omitted.

The most important factor that leads to variation within the educated variant of Indian
English as the standard acrolectal variety is the regional background of the individual
speaker and, linked to it, his/her specific first language. As Indian English is a largely
non-native variety and, thus, typically a speaker’s additional second (or third) language,
there may be transfer effects from his/her first language on to English, either due to
general features of certain language families (e.g. Indo-European languages in the north
vs Dravidian languages in the south) or due to specific language features of individual
Indian languages (e.g. Hindi vs Tamil). Regional differences are most prominent at the
level of pronunciation; Gargesh (2008) provides a succinct overview of them. For example,
while the vowel in foot is usually realized with a weakly rounded [v] in Indian English,
in some regions in north India (e.g. Bengal, Orissa, Rajasthan and Uttar Pradesh) it is
also frequently produced as a long back [u:].

Features of Standard Indian English

In the following, the focus will be on Standard Indian English. What follows is an
overview of some of the most salient local features and patternings at the various lin-
guistic levels of analysis that can be routinely found in the acrolectal usage of educated
Indian users all over the subcontinent.

Most innovations in Indian English and deviations from British English (BrE) can be
found in vocabulary, and Nihalani et al.’s (1979/2004) dictionary documents many lexical
items that are peculiar to Indian English. There are many loanwords that have been
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taken over from local languages, e.g. bandh (BrE strike), challan (BrE bank receipt),
coolie (BrE porter, luggage-carrier), crore (BrtE 10 million), goonda (BrE hooligan),
lakh (BrE 100,000), mela (BrE crowd) and swadeshi (BrE of one’s own country).
Indian speakers have also created new lexical items and compounds made up of Eng-
lish material, as it were, e.g. batch-mate (BrE class-mate), beer-bottle (BtE bottle of beer),
to by-heart (BrE to learn by heart), inskirt (BrE petticoat), to off/on (BrE to switch off/
on), to prepone (BrE to bring forward in time), schoolgoer (BrE pupil/student), shoe-
bite (BrE blister). Lexical items that belong to the lexicon shared by Indian English and
other varieties of English may be used in different ways in Indian English, both gram-
matically (e.g. both is admissible with the negative form of the verb in Indian English)
and semantically (e.g. the use of boy for BrE butler). Some lexical items that have an
archaic flavour in British English (e.g. thrice) are still used much more frequently in
Indian English.

Indian English also deviates from native varieties at the morphological level, for
example by extending the use of the suffix -ee (e.g. affectee, awardee, recruitee), the
prefix de- (e.g. de-confirm, de-friend, de-recognize) and the zero-derivation of new verbs
(e.g. airline, public, slogan).

Unlike vocabulary and word-formation, syntax tends to be quite stable in language
change in general and in the emergence of varieties of English in particular (cf. Schneider
2000: 209). There are, however, some areas in which speakers of Indian English tend to
deviate from British English grammar, for example with regard to article usage (e.g.
BrE a piece of chalk — IndE also a chalk), invariant tag questions and question tags (e.g.
He has left, hasn't he? — IndE also He has left, isn't it?/ ... , no?), the use of pro-
gressive forms with stative verbs (e.g. BrE 7 simply don t understand — IndE also I am
simply not understanding) and the position of adverbs (e.g. BrE I always drink coffee
— IndE also Always I drink coffee).

Recent corpus-based studies reveal that there are also innovations and new trends at
the lexis—grammar interface in Indian English; however, the resulting differences
between Indian English and British English usually are quantitative in nature and can
thus only be described by analysing large amounts of natural data as included in large
machine-readable text corpora. Schilk (2006), for example, shows by comparing var-
ious 1-million-word corpora of British and Indian English that particular collocations
are very common in Indian English but untypical of British English (e.g. the word
strings illicit liquor, illicit den and illicit liquor den). Olavarria de Ersson and Shaw
(2003) and Mukherjee and Hoffmann (2006) use large web-derived newspaper corpora
to describe differences between British and Indian English at the level of verb com-
plementation, e.g. the use of so-called new ditransitives in Indian English (e.g. gift,
inform and put in the double-object construction as in she informed him the time).
Another interesting phenomenon at the lexis—grammar interface is the formation of new
prepositional verbs such as approach to, comprise of, discuss about, order for and visit
to, all of which are attested in the 1-million-word Indian component of the International
Corpus of English (ICE), but not in the British component of ICE.

It should be noted that many of the innovations mentioned above, e.g. the extension
of existing morphological rules of word-formation to new lexical items and the emer-
gence of new ditransitive verbs and new prepositional verbs are not caused by L1
interference. Rather, they are triggered by what has been labelled nativized semantico-
structural analogy in earlier work (cf. Mukherjee and Hoffmann 2006: 166f.). For exam-
ple, Indian English speakers draw an analogy between the semantics of the combination
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of the prefix de- and the verbs stabilize (leading to de-stabilize with the opposite
meaning of stabilize) and confirm, licensing new verbs such as de-confirm (with the
opposite meaning of confirm). With regard to new ditransitives, Indian users of English
draw an analogy between the ditransitive meaning of established ditransitive verbs such
as give on the one hand and the similar semantics of gifi on the other, which makes
Indian speakers use the same complementation pattern (i.e. gift someone something).
Similarly, new prepositional verbs can be viewed to be licensed by semantic and col-
locational patterns that already exist in the English language, as in the following
example: IndE discuss about (verb) < BrE talk about (verb) as a semantic template;
discussion (noun) about as a collocational template (cf. Mukherjee 2009). Generally
speaking, then, nativized semantico-structural analogy is a process by means of which
non-native speakers of English as a second language introduce new forms and struc-
tures into the English language on grounds of semantic and formal templates that
already exist in the English language system. These cases provide ample testimony to
the fact that Indian English is a potentially norm-developing variety and that new forms
and structures are often based on inherently creative and structurally innovative pro-
cesses which are guided by an inner logic and not necessarily triggered by interference.

Perhaps the most transparent structural innovations of Indian English can be found in
pronunciation because the phonological speech characteristics of an Indian speaker of
English, typically embedded in a syllable-timed rhythm with the full realization of all
stressed and unstressed syllables, are immediately apparent (cf. Shastri 1992: 263). For
example, there is a very strong general tendency in Indian English to monophthongize
diphthongs like /er/ and /av/ (e.g. late, home), to merge the two consonants /3/ and /f/
into /[/ (e.g. casual, division), and to replace the dental fricatives /e/ and /d/ with /#/ and
/d/ (e.g. think, this). Local features at the level of pronunciation can often be traced
back to the influence exerted by the speaker’s indigenous first language.

At the level of style, too, there are innovations in Indian English which cannot be
found in the historical input variety. A very prominent example is the characteristic and
culture-specific use of English in the discourse of matrimonial advertisements — a text-
type which does not exist in Britain and other speech communities with English as a
dominant native language.

Present-day Indian English as a semi-autonomous variety

Present-day Indian English is largely endonormatively stabilized, but some features of
ongoing nativization can still be detected (especially the typical complaint tradition and
the widespread linguistic schizophrenia, see above). What is more, while historically the
English language has been subject to a process of acculturation and localization in the
Indian context (resulting in structural nativization), today many users of English in India
view a high competence in English not only as a key to upward social mobility within
India, but also as a major vehicle to get access to international job markets (e.g. the United
States). This international perspective in using English, which can also be found in var-
ious other Asian Englishes, has led Bolton (2008: 11) to hypothesize that the globali-
zation of Asian industries and workforce might result in a ‘reorientation of linguistic
performance away from localized, intranational norms towards a “native-like” perfor-
mance’. In fact, one could argue that the centrifugal forces that move Indian English
further away from native Englishes, on the one hand, and centripetal forces that keep
the norms of Indian English close to native Englishes for the sake of international
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intelligibility, on the other, are in a state of equilibrium, determining a steady state of pro-
gressive forces of language change and conservative forces of (native) norm persistence
(cf. Mukherjee 2007).

It is in this context of the present steady-state situation of Indian English that the
concept of Indian English as a semi-autonomous variety seems to be very appropriate.
The notion of semi-autonomy captures three aspects of Indian English which have been
pointed out repeatedly in a multitude of studies and which have, thus, been referred to
in the description of Indian English in the preceding sections:

Indian English is a variety based on — and including — the ‘common core’ (cf.
Quirk et al. 1985: 16), which has been largely set by native speakers of English
and which is not subject to spontaneous language change (e.g. inventory of
function words, the core vocabulary and the core grammar of English).

Indian English is an ‘interference variety’ (Quirk et al. 1972: 26), since many lin-
guistic peculiarities that are characteristic of Indian English are based on inter-
ferences from Indian speakers’ first languages (e.g. certain phoneme replacements
and the trend towards syllable-timed rhythm).

Indian English is a ‘norm-developing’ variety (Kachru 1985b: 17), characterized by
a wide range of linguistic innovations, peculiarities and deviations from other vari-
eties which have developed autonomously within Indian English and are not trig-
gered by interference (e.g. the extension of morphological rules of word-formation
and the emergence of new ditransitive verbs).

The creative function of Indian English

When assessing the degree to which the English language has become a tool for Indian
identity-construction, it is of particular importance to take into account the increasing
body of fiction in English written by Indian writers (see above). While it is true that
Indian authors undeniably tend to write for an international audience (cf. Paul 2003:
362) and may thus be oriented towards exonormative standards (set by the largely
native readership) to a much larger extent than the average Indian English speaker, the
increasing acceptance of English as a means of literary creativity nevertheless indicates
that English is no longer viewed as a foreign language by many writers — it is actively
adopted as an appropriate vehicle for the literary encoding of genuinely Indian cultural
experience and story-telling. The creative force and success of Indian authors over the
past few decades has proven right the prediction of the famous Indian author Raja Rao
(1938: vii) who, more than seventy years ago, envisaged the emergence of a distinctly
Indian ‘method of expression ... which will someday prove to be as distinctive and
colourful as the Irish or the American’.

Conclusion and avenues for future research

In the present chapter, the historical development of English in India has been descri-
bed from the beginnings of the colonization of the subcontinent to the postcolonial
setting in which a new and endonormatively stabilized variety of English in its own
right has emerged. It is marked by structural nativization at all linguistic levels, a wide
range of communicative functions and an increasing acceptance as a vehicle for Indian
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identity-construction, culminating in a growing and rich body of Indian English fiction
writing. Some of the most salient linguistic features of the educated variant of present-
day Indian English have been described by giving examples from the areas of pro-
nunciation, morphology and word-formation, lexicogrammar and syntax. Although
there is a cline of competence and proficiency across users of English in India and a
range of different L1 influences on Indian English, the acrolectal standard form of
Indian English remains a relatively homogeneous variety of English.

In future research, the advent of large and machine-readable corpora of Indian Eng-
lish will certainly trigger off many more corpus-based quantitative studies, especially in
those areas in which innovations in new Englishes are not of a categorial kind but
manifest themselves in changing preferences and different frequencies of usage (e.g. in
verb complementation). Apart from the empirical description of the formal features of
English and the functions of English in the speech community, more research into
speaker attitudes, issues of standardization and questions of norm development is
needed. This is of particular importance for a wide range of practical fields of applica-
tion, e.g. the production of new Indian English dictionaries and grammars and the
design of socioculturally appropriate curricula for English language teaching in India.

Finally, more attention should be paid to the potential role of Indian English as a new
lead variety for smaller neighbouring varieties in South Asia. Leitner (1992) hypothesizes
that institutionalized second language varieties like Singapore English and Indian English
may take the same path as Australian English and develop into emergent epicentres, i.e.
reference varieties for their individual regions. In this context, both corpus-linguistic
methods and sociolinguistic data should be utilized to provide a comprehensive picture of
how individual second language varieties influence each other in postcolonial settings and
to assess the epicentre hypothesis.
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Sri Lankan Englishes

Dushyanthi Mendis and Harshana Rambukwella

Introduction

English in Sri Lanka dates back to British colonization at the beginning of the nineteenth
century. In 1802, Sri Lanka, then known as Ceylon, was declared a Crown Colony with
English as its official language. Although Sri Lanka gained independence from the British
in 1948, English continued to function as the country’s de facto official language until
1956, when Sinhala became the sole official language under the terms of the Official
Language Act No. 33. Official recognition was not accorded to English again until
1987, when it was included in the chapter on language in the Constitution of Sri Lanka.

Attempting a description of English as it is used and spoken in Sri Lanka today is
challenging because of the many complexities involved in terms of speakers, status and
functions, dialectal variation and recognition and acceptance. As observed by Meyler
(2007: x—xi):

Even within a small country like Sri Lanka, and even within the relatively tiny
English-speaking community, there are several sub-varieties of Sri Lankan Eng-
lish. Sinhalese, Tamils, Muslims and Burghers speak different varieties; Chris-
tians, Buddhists, Hindus and Muslims have their own vocabularies; the older
generation speak a different language from the younger generation; and the
wealthy Colombo elite (who tend to speak English as their first language) speak a
different variety from the wider community (who are more likely to learn it as a
second language).

In terms of speakers/users, Meyler makes an important observation here which has
been consistently emphasized in the literature on Sri Lankan English (SLE) by reputed
Sri Lankan scholars and academics, but which is often ignored or not clearly under-
stood in descriptions that label SLE as a second-language variety — i.e. that English is
used and spoken both as a first language and as a second/third language in Sri Lanka.
In order to be both accurate and valid, any description of SLE as a regional variety
must acknowledge and address the complexities arising from this contextual situation.
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Second, there appears to be considerable confusion about the position of the English
language in Sri Lanka in terms of status and policy. Several recent publications have
reported that English is an official language in Sri Lanka, perhaps because of its strong
presence, particularly in the nation’s capital, in matters of official and state administra-
tion, in education and in the media. However, English is not an official language in Sri
Lanka. The country’s Constitution accords that status to only Sinhala and Tamil. Article
18 (3) in Chapter IV of the Constitution states that ‘English shall be the link language’.
While no elaboration follows as to what English is supposed to link, one can assume
that, given the history of a 30-year conflict between the predominantly Sinhala-speaking
majority and sections of the Tamil-speaking minority, English was chosen as a neutral
medium of communication between the two communities.

In terms of use and functions, however, English in Sri Lanka is far more than a mere
‘link’. It is still pervasive in many areas of officialdom, it is the language used in Sri
Lanka’s Supreme Court, it has a strong presence in the media and in advertising, it is
making a comeback in the country’s education system, and it is the undisputed lan-
guage of choice in the private business and commercial sectors. In other words, its
hegemonic grip on the country is still very evident.

Given the often contradictory tensions between description and use, and status and
function, it is not surprising that definitions of SLE and its speakers have tended to be
vague or simplistic, and often skirt a discussion of the complexities that have influenced
and shaped the language into what it is today. Adding to the difficulties encountered in
attempting a linguistic and functional description are the widely disparate attitudes pre-
valent about and towards SLE, ranging from outright rejection of its existence, through
ambivalence, to the active encouragement of its use and institutionalization in education.

As in many other postcolonial nations, Sri Lanka too has a well-developed literary
tradition in English. Tracing the trajectory of its development from the early twentieth
century to the present reveals some of the attitudes of rejection, ambivalence and
acceptance mentioned above expressed through choices of language, context and char-
acter. This demonstrates that to many of its speakers/users, SLE is not by any means a
neutral code, but one that is vested with a meaning and symbolism that operates at
many different conscious and subconscious levels.

In this chapter, we will attempt to deal with each of these complexities as compre-
hensively as possible. We will problematize hitherto unchallenged assumptions about
SLE, discuss the findings and implications of recent empirical linguistic studies, and
point to the difficulty of pigeon-holing an emergent and still-evolving code in order to
make it fit into externally imposed models or typologies. Most multilingual South
Asian societies were linguistically diverse and complex entities before the introduction
of English and its imposition as the language of power and governance; today, in each
of these entities, unique ethnic and cultural factors, both in conjunction and in opposi-
tion, have contributed to postcolonial frameworks that may have several commonalities
but are also sufficiently diverse to resist easy categorization.

Speakers of Sri Lankan English

By 1940, as noted by C. Fernando (1996), English-speaking Sri Lankans, many of whom
had completed their tertiary education in England, occupied leading positions in the
government, in education and in the judiciary. In one of the earliest discussions on the
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English language in Sri Lanka (1943), Passé observes, ‘The small percentage of edu-
cated Ceylonese are “English educated”; they know English and for the most part they
know it well’ (Passé 1979: 16). By the middle of the twentieth century, therefore, a
small but nevertheless significant minority of Sri Lankans for whom English was the
first or at least the more dominant language was established in Sri Lanka.

The argument that English is still spoken as a first language in Sri Lanka today is
based on several factors — method of acquisition, environment of acquisition and domains
of use (most importantly, the home), level of proficiency, and the primary language of
choice in interpersonal communication. Kandiah (1979: 86-7), referring to speakers of
English who use it on a daily basis, notes that:

The English that these habitual users of Lankan English ‘pick up’ in this very
natural way as the first language of their thought, action and experience in these
spheres would, in its spoken form be Lankan, not ‘Standard English’.

Perhaps the most compelling argument for the existence of English as a first language
in Sri Lanka comes from the country’s Burgher community. The Burghers, who are of
Eurasian descent, represent about 0.2 per cent of Sri Lanka’s population. According to
Roberts et al. (1989), English had become the mother tongue of many Burgher families
as early as in the 1840s. C. Fernando (1996) reports that in the 1940s and 1950s the
Burghers still regarded English as their mother tongue. More recently, Rajapakse
(2008) cites interview data in which each of her Burgher informants (of three different
age groups, representing three generations) unequivocally identified English as their
mother tongue.

For a majority of speakers in Sri Lanka, however, English is a second or third language,
used primarily for functional purposes. Also, all speakers of SLE today are bilingual,
and some are trilingual (Kandiah 1981a; Gunesekera 2005; Meyler 2007). This wide-
spread multilingualism should be placed in context beside the fact that, in Sri Lanka,
the English language has been in close contact with Sinhala and Tamil for over two
hundred years. This in turn has resulted in the evolution of linguistic features that make
SLE distinct from its original input variety — i.e. British English — and continues to exert
an influence in areas such as phonology, syntax, grammar and the lexicon.

The status and functions of English in Sri Lanka

Administration

The confusion that exists in relation to the constitutional status of English in Sri
Lanka warrants some discussion. Article 22 of the Constitution, titled ‘Languages of
Administration’ states:

(2) In any area where Sinhala is used as the language of administration, a person
other than an official acting in his official capacity shall be entitled:
a to receive communications from, and to communicate and transact business
with, any official in his official capacity, in either Tamil or English;
b if the law recognizes his right to inspect or to obtain copies of or extracts
from any official register, record, publication or other document, to obtain a
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copy of, or an extract from such register, record, publication or other document,
or a translation thereof, as the case may be, in either Tamil or English;
¢ where a document is executed by any official for the purpose of being issued to
him, to obtain such document or a translation thereof, in either Tamil or English;
(3) In any area where Tamil is used as the language of administration, a person other
than an official acting in his official capacity shall be entitled to exercise the
rights, and to obtain the services, referred to in sub paragraphs (a), (b) and (c) of
paragraph (2) of this Article, in Sinhala or English.

In many respects, Article 22 stands in contrast to Article 18, which merely states that
Sinhala and Tamil are the official languages and that English is the link language in Sri
Lanka. First, Article 22 elaborates and spells out the functions of English as Article 18 (3)
does not. Second, and perhaps more importantly, Article 22 accords English parity of
status with Tamil and Sinhala as a language of administration under certain circumstances.
It allows for the right of official communication and the obtaining of official documents in
English in an area of the country where a language o