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This is an introduction to abstract algebra. It is anticipated that the students have studied
calculus and probably linear algebra. However, these are primarily mathematical ma-
turity prerequisites; subject matter from calculus and linear algebra appears mostly in
illustrative examples and exercises.

As in previous editions of the text, my aim remains to teach students as much about
groups, rings, and fields as I can in a first course. For many students, abstract algebra is
their first extended exposure to an axiomatic treatment of mathematics. Recognizing this,
I have included extensive explanations concerning what we are trying to accomplish,
how we are trying to do it, and why we choose these methods. Mastery of this text
constitutes a firm foundation for more specialized work in algebra, and also provides
valuable experience for any further axiomatic study of mathematics.

Changes from the Sixth Edition

The amount of preliminary material had increased from one lesson in the first edition
to four lessons in the sixth edition. My personal preference is to spend less time before
getting to algebra; therefore, I spend little time on preliminaries. Much of it is review for
many students, and spending four lessons on it may result in their not allowing sufficient
time in their schedules to handle the course when new material arises. Accordingly, in
this edition, I have reverted to just one preliminary lesson on sets and relations, leaving
other topics to be reviewed when needed. A summary of matrices now appears in the
Appendix.

The first two editions consisted of short, consecutively numbered sections, many of
which could be covered in a single lesson. I have reverted to that design to avoid the
cumbersome and intimidating triple numbering of definitions, theorems examples, etc.
In response to suggestions by reviewers, the order of presentation has been changed so

vii



viii

Instructor’s Preface

that the basic material on groups, rings, and fields that would normally be covered in a
one-semester course appears first, before the more-advanced group theory. Section 1 is
a new introduction, attempting to provide some feeling for the nature of the study.

In response to several requests, | have included the material on homology groups
in topology that appeared in the first two editions. Computation of homology groups
strengthens students’ understanding of factor groups. The material is easily accessible;
after Sections 0 through 15, one need only read about free abelian groups, in Section 38
through Theorem 38.5, as preparation. To make room for the homology groups, I have
omitted the discussion of automata, binary linear codes, and additional algebraic struc-
tures that appeared in the sixth edition.

I have also included a few exercises asking students to give a one- or two-sentence
synopsis of a proof in the text. Before the first such exercise, I give an example to show
what I expect.

Some Features Retained

I continue to break down most exercise sets into parts consisting of computations, con-
cepts, and theory. Answers to odd-numbered exercises not requesting a proof again
appear at the back of the text. However, in response to suggestions, I am supplying the
answers to parts a), ¢), €), g), and i) only of my 10-part true—false exercises.

The excellent historical notes by Victor Katz are, of course, retained. Also, a manual
containing complete solutions for all the exercises, including solutions asking for proofs,
is available for the instructor from the publisher.

A dependence chart with section numbers appears in the front matter as an aid in
making a syllabus.

Acknowledgments

T am very grateful to those who have reviewed the text or who have sent me suggestions
and corrections. I am especially indebted to George M. Bergman, who used the sixth
edition and made note of typographical and other errors, which he sent to me along
with a great many other valuable suggestions for improvement. I really appreciate this
voluntary review, which must have involved a large expenditure of time on his part.

I also wish to express my appreciation to William Hoffman, Julie LaChance, and
Cindy Cody of Addison-Wesley for their help with this project. Finally, I was most
fortunate to have John Probst and the staff at TechBooks handling the production of the
text from my manuscript. They produced the most error-free pages I have experienced,
and courteously helped me with a technical problem I had while preparing the solutions
manual.

Suggestions for New Instructors of Algebra

Those who have taught algebra several times have discovered the difficulties and devel-
oped their own solutions. The comments I make here are not for them.

This course is an abrupt change from the typical undergraduate calculus for the
students. A graduate-style lecture presentation, writing out definitions and proofs on the
board for most of the class time, will not work with most students. I have found it best
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to spend at least the first half of each class period answering questions on homework,
trying to get a volunteer to give a proof requested in an exercise, and generally checking
to see if they seem to understand the material assigned for that class. Typically, I spent
only about the last 20 minutes of my 50-minute time talking about new ideas for the next
class, and giving at least one proof. From a practical point of view, it is a waste of time
to try to write on the board all the definitions and proofs. They are in the text.

I suggest that at least half of the assigned exercises consist of the computational
ones. Students are used to doing computations in calculus. Although there are many
exercises asking for proofs that we would love to assign, I recommend that you assign
at most two or three such exercises, and try to get someone to explain how each proof is
performed in the next class. I do think students should be asked to do at least one proof
in each assignment.

Students face a barrage of definitions and theorems, something they have never
encountered before. They are not used to mastering this type of material. Grades on tests
that seem reasonable to us, requesting a few definitions and proofs, are apt to be low and
depressing for most students. My recommendation for handling this problem appears in
my article, Happy Abstract Algebra Classes, in the November 2001 issue of the MAA
FocCUs.

At URI, we have only a single semester undergraduate course in abstract algebra.
Our semesters are quite short, consisting of about 42 50-minute classes. When I taught
the course, I gave three 50-minute tests in class, leaving about 38 classes for which the
student was given an assignment. I always covered the material in Sections 0-11, 13-15,
18-23, 26, 27, and 29-32, which is a total of 27 sections. Of course, I spent more than
one class on several of the sections, but I usually had time to cover about two more;
sometimes I included Sections 16 and 17. (There is no point in doing Section 16 unless
you do Section 17, or will be doing Section 36 later.) I often covered Section 25, and
sometimes Section 12 (see the Dependence Chart). The job is to keep students from
becoming discouraged in the first few weeks of the course.



This course may well require a different approach than those you used in previous math-
ematics courses. You may have become accustomed to working a homework problem by
turning back in the text to find a similar problem, and then just changing some numbers.
That may work with a few problems in this text, but it will not work for most of them.
This is a subject in which understanding becomes all important, and where problems
should not be tackled without first studying the text.

Let me make some suggestions on studying the text. Notice that the text bristles
with definitions, theorems, corollaries, and examples. The definitions are crucial. We
must agree on terminology to make any progress. Sometimes a definition is followed
by an example that illustrates the concept. Examples are probably the most important
aids in studying the text. Pay attention to the examples. I suggest you skip the proofs
of the theorems on your first reading of a section, unless you are really “gung-ho” on
proofs. You should read the statement of the theorem and try to understand just what it
means. Often, a theorem is followed by an example that illustrates it, a great aid in really
understanding what the theorem says.

In summary, on your first reading of a section, I suggest you concentrate on what
information the section gives, and on gaining a real understanding of it. If you do not
understand what the statement of a theorem means, it will probably be meaningless for
you to read the proof.

Proofs are very basic to mathematics. After you feel you understand the information
given in a section, you should read and try to understand at least some of the proofs.
Proofs of corollaries are usually the easiest ones, for they often follow very directly from
the theorem. Quite a lot of the exercises under the “Theory” heading ask for a proof. Try
not to be discouraged at the outset. It takes a bit of practice and experience. Proofs in
algebra can be more difficult than proofs in geometry and calculus, for there are usually
no suggestive pictures that you can draw. Often, a proof falls out easily if you happen to
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look at just the right expression. Of course, it is hopeless to devise a proof if you do not
really understand what it is that you are trying to prove. For example, if an exercise asks
you to show that given thing is a member of a certain set, you must know the defining
criterion to be a member of that set, and then show that your given thing satisfies that
criterion.

There are several aids for your study at the back of the text. Of course, you will
discover the answers to odd-numbered problems not requesting a proof. If you run into a
notation such as Z, that you do not understand, look in the list of notations that appears
after the bibliography. If you run into terminology like inner automorphism that you do
not understand, look in the Index for the first page where the term occurs.

In summary, although an understanding of the subject is important in every mathe-
matics course, it is really crucial to your performance in this course. May you findita
rewarding experience.

Narragansett, RI JB.E
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SETS AND RELATIONS

On Definitions, and the Notion of a Set

Many students do not realize the great importance of definitions to mathematics. This
importance stems from the need for mathematicians to communicate with each other.
If two people are trying to communicate about some subject, they must have the same
understanding of its technical terms. However, there is an important structural weakness.

It is impossible to define every concept.

Suppose, for example, we define the term set as “A set is a well-defined collection of
objects.” One naturally asks what is meant by a collection. We could define it as “A
collection is an aggregate of things.” What, then, is an aggregate? Now our language
is finite, so after some time we will run out of new words to use and have to repeat
some words already examined. The definition is then circular and obviously worthless.
Mathematicians realize that there must be some undefined or primitive concept with
which to start. At the moment, they have agreed that sef shall be such a primitive concept.
We shall not define ser, but shall just hope that when such expressions as “the set of all
real numbers” or “the set of all members of the United States Senate” are used, people’s
various ideas of what is meant are sufficiently similar to make communication feasible.
‘We summarize briefly some of the things we shall simply assume about sets.

1. A set S is made up of elements, and if a is one of these elements, we shall
denote this factby a € S.

2. There is exactly one set with no elements. It is the empty set and is denoted
by @.

3. We may describe a set either by giving a characterizing property of the
elements, such as “the set of all members of the United States Senate,” or by
listing the elements. The standard way to describe a set by listing elements is
to enclose the designations of the elements, separated by commas, in braces,
for example, {1, 2, 15}. If a set is described by a characterizing property P(x)
of its elements x, the brace notation {x | P(x)} is also often used, and is read
“the set of all x such that the statement P(x) about x is true.” Thus

{2, 4, 6, 8} = {x | x is an even whole positive number < 8}
={2x|x=1,2,3,4}

The notation {x [ P(x)} is often called “set-builder notation.”

4. A setis well defined, meaning that if S is a set and a is some object, then
either a is definitely in S, denoted by a € S, or a is definitely not in S, denoted
by a ¢ S. Thus, we should never say, “Consider the set S of some positive
numbers,” for it is not definite whether 2 € S or 2 ¢ S. On the other hand, we

1
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can consider the set T of all prime positive integers. Every positive integer is
definitely either prime or not prime. Thus 5 € T and 14 ¢ T. It may be hard to
actually determine whether an object is in a set. For example, as this book
goes to press it is probably unknown whether 20" 4 1isin T. However,
2*) 1 1 is certainly either prime or not prime.

Tt is not feasible for this text to push the definition of everything we use all the way
back to the concept of a set. For example, we will never define the number 7 in terms of
a set. -

Every definition is an if and only if type of statement.

With this understanding, definitions are often stated with the only if suppressed, but it
is always to be understood as part of the definition. Thus we may define an isosceles
triangle as follows: “A triangle is isosceles if it has two sides of equal length,” when we
really mean that a triangle is isosceles if and only if it has two sides of equal length.

Tn our text, we have to define many terms. We use specifically labeled and numbered
definitions for the main algebraic concepts with which we are concerned. To avoid an
overwhelming quantity of such labels and numberings, we define many terms within the
body of the text and exercises using boldface type.

Boldface Convention
A term printed in boldface in a sentence is being defined by that sentence.

Do not feel that you have to memorize a definition word for word. The important
thing is to understand the concept, so that you can define precisely the same concept
in your own words. Thus the definition “An isosceles triangle is one having two equal
sides” is perfectly correct. Of course, we had to delay stating our boldface convention
until we had finished using boldface in the preceding discussion of sefs, because we do
not define a set!

In this section, we do define some familiar concepts as sets, both for illustration and
for review of the concepts. First we give a few definitions and some notation.

A set B is a subset of a set A, denotedby B Aor A D B, if every element of B is in
A. The notations B C A or A D B will be used for B € A but B #* A. | |

- Note that according to this definition, for any set A, A itself and & are both subsets of A.

If A is any set, then A is the improper subset of A. Any other subset of A is a proper
subset of A. [ ]
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Let S ={1,2,3). This set S has a total of eight subsets, namely @, {1}, {2}, {3},
{1,2},{1,3},{2,3}, and {1, 2, 3. A

Let A and B be sets. The set A x B ={(a,b)|a € A and b € B} is the Cartesian
product of A and B. [}

If A={1,2,3}and B = {3, 4}, then we have
Ax B={(1,3),1,4),2,3),2,4),3,3), 3,4} A

Throughout this text, much work will be done involving familiar sets of numbers.
Let us take care of notation for these sets once and for all.
7Z 1s the set of all integers (that is, whole numbers: positive, negative, and zero).

Qis the set of all rational numbers (that is, numbers that can be expressed as quotients
m/n of integers, where n # 0).

R is the set of all real numbers.

Z*,Q7, and R are the sets of positive members of Z, @, and R, respectively.

C is the set of all complex numbers.

Z*, Q*, R*, and C* are the sets of nonzero members of Z, Q, R, and C, respectively.

The set R x R is the familiar Euclidean plane that we use in first-semester calculus to
draw graphs of functions. A

Relations Between Sets

We introduce the notion of an element a of set A being related to an element b of set B,
which we might denote by a .72 b. The notation a .72 b exhibits the elements ¢ and b in
left-to-right order, just as the notation (a, ) for an element in A x B. This leads us to
the following definition of a relation .72 as a set.

A relation between sets A and B is a subset .72 of A x B. We read (a, b) € 72 as “a is
related to b” and write a /2 b. [ |

(Equality Relation) There is one familiar relation between a set and itself that we
consider every set S mentioned in this text to possess: namely, the equality relation =
defined on a set S by

= is the subset {(x, x)|x € S}of § x §.
Thus for any x € S, we have x = x, but if x and y are different elements of S, then
(x,y) ¢ = and we write x # y. A

‘We will refer to any relation between a set S and itself, as in the preceding example,
as arelation on S.

The graph of the function f where f(x) = x’ forall x € R, is the sybset {(x, x*) | x € R}
of R x R. Thus it is a relation on R. The function is completely determined by its graph.
A
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The preceding example suggests that rather than define a “function” y = fx)to
be a “rule” that assigns to each x € R exactly one y € R, we can easily describe itasa
certain type of subset of R x R, that is, as a type of relation. We free ourselves from R
and deal with any sets X and Y.

A function ¢ mapping X into Y is a relation between X and Y with the property that
each x € X appears as the first member of exactly one ordered pair (x, ¥y)in ¢. Such a
function is also called a map or mapping of X into Y. We write ¢ : X — Y and express
(x,¥) € ¢ by ¢(x) = y. The domain of ¢ is the set X and the set Y is the codomain of
¢. The range of ¢ is ¢[X] = {op(x) | x € X}. |

We can view the addition of real numbers as a function + : (R x R) — R, thatis, as a
mapping of R x R into R. For example, the action of +on(2,3) € R x R is given in
function notation by +((2, 3)) = 5. In set notation we write ((2, 3), 5) € +. Of course
our familiar notationis 2 + 3 = 5. A

Cardinality

The number of elements in a set X is the cardinality of X and is often denoted by | X].
For example, we have [{2,5, 7}| = 3. Tt will be important for us to know whether two sets
have the same cardinality. If both sets are finite there is no problem; we can simply count
the elements in each set. But do Z, Q, and R have the same cardinality? To convince
ourselves that two sets X and ¥ have the same cardinality, we try to exhibit a pairing of
each x in X with only one y in Y in such a way that each element of Y is also used only
once in this pairing. For the sets X = {2, 5, 7}and Y = {2, !, #}, the pairing

27 S5<«# T<!

shows they have the same cardinality. Notice that we could also exhibit this pairing as
{2, M. 65,8, 7, 1)} which, as a subset of X x Y, is a relation between X and Y. The
pairing

1 2 3 4 5 6 7 8 9 10

R S S N S S
2 -3 3 -4 4 -5

shows that the sets Z and Z* have the same cardinality. Such a pairing, showing that
sets X and Y have the same cardinality, is a special type of relation <> between X and
Y called a one-to-one correspondence. Since each element x of X appears precisely
once in this relation, we can regard this one-to-one correspondence as a function with
domain X. The range of the function is ¥ because each y in Y also appears in some
pairing x <> y. We formalize this discussion in a definition.

*A function ¢ : X — Y is one to one if ¢(x;) = ¢(x2) only when x; = x; (see Exer-
cise 37). The function ¢ is onto Y if the range of ¢ is Y. |

* We should mention another terminology, used by the disciples of N. Bourbaki, in case you encounter it
elsewhere. In Bourbaki’s terminology, a one-to-one map is an injection, an onto map is a surjection, and a
map that is both one to one and onto is a bijection.
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If asubset of X x Y is a one-to-one function ¢ mapping X onto Y, theneachx € X
appears as the first member of exactly one ordered pair in ¢ and also each y € Y appears
as the second member of exactly one ordered pair in ¢. Thus if we interchange the first
and second members of all ordered pairs (x, y)in ¢ to obtain a set of ordered pairs (y, x),
we get a subset of ¥ x X, which gives a one-to-one function mapping ¥ onto X. This
function is called the inverse function of ¢, and is denoted by ¢~!. Summarizing, if
¢ maps X one to one onto ¥ and ¢(x) = y, then ¢! maps Y one to one onto X, and

¢\ () = x.

Twosets X and ¥ have the same cardinality if there exists a one-to-one function mapping
X onto Y, that is, if there exists a one-to-one correspondence between X and Y. |

The function f : R — R where f(x) = x is not one to one because f(2) = f(—2) =4
but2 7 —2. Also, itis not onto R because the range is the proper subset of all nonnegative
numbers in R. However, g : R — R defined by g(x) = x? is both one to one and onto
R. A

We showed that Z and Z T have the same cardinality. We denote this cardinal number
by Ry, so that |Z| = |ZT| = Ry. It is fascinating that a proper subset of an infinite set
may have the same number of elements as the whole set; an infinite set can be defined
as a set having this property.

We naturally wonder whether all infinite sets have the same cardinality as the set Z.
A set has cardinality Ry if and only if all of its elements could be listed in an infinite row,
so that we could “number them” using Z*. Figure 0.15 indicates that this is possible
for the set Q. The square array of fractions extends infinitely to the right and infinitely
downward, and contains all members of Q. We have shown a string winding its way
through this array. Imagine the fractions to be glued to this string. Taking the beginning
of the string and pulling to the left in the direction of the arrow, the string straightens
out and all elements of Q appear on it in an infinite row as O, %, —%, 1, -1, % ... Thus
|Q| = R also.

Sl D e b

0.15 Figure
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Ifthe set S = {x € R|0 < x < 1} has cardinality R, all its elements could be listed
as unending decimals in a column extending infinitely downward, perhaps as

0.3659663426 - - -
0.7103958453 - - -
0.0358493553 - - -
0.9968452214 - - -

We now argue that any such array must omit some number in S. Surely S contains a
number r having as its nth digit after the decimal point a number different from 0, from 9,
and from the nth digit of the nth number in this list. For example,  might start 5637 --.
The 5 rather than 3 after the decimal point shows r cannot be the first number in §
listed in the array shown. The 6 rather than 1 in the second digit shows r cannot be the
second number listed, and so on. Because we could make this argument with any list,
we see that S has too many elements to be paired with those in Z*. Exercise 15 indicates
that R has the same number of elements as S. We just denote the cardinality of R by
|R|. Exercise 19 indicates that there are infinitely many different cardinal numbers even
greater than |R|.

Partitions and Equivalence Relations

Sets are disjoint if no two of them have any element in common. Later we will have
occasion to break up a set having an algebraic structure (e.g., a notion of addition) into
disjoint subsets that become elements in a related algebraic structure. We conclude this
section with a study of such breakups, or partitions of sets.

A partition of a set S is a collection of nonempty subsets of S such that every element
of § is in exactly one of the subsets. The subsets are the cells of the partition. |

When discussing a partition of a set S, we denote by X the cell containing the element
xof S.

Splitting Z™ into the subset of even positive integers (those divisible by 2) and the subset
of odd positive integers (those leaving a remainder of 1 when divided by 2), we obtain
a partition of Z* into two cells. For example, we can write

14=1{2.4,6,8,10,12,14,16,18, ---}.

We could also partition Z* into three cells, one consisting of the positive integers
divisible by 3, another containing all positive integers leaving a remainder of 1 when di-
vided by 3, and the last containing positive integers leaving a remainder of 2 when

divided by 3.
Generalizing, for each positive integer n, we can partition Z* into n cells according
to whether the remainder is 0, 1,2, --- , n — 1 when a positive integer is divided by #.

These cells are the residue classes modulo 7 in Z*. Exercise 35 asks us to display these
partitions for the cases n = 2, 3, and 5. A
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Each partition of a set S yields a relation .72 on § in a natural way: namely, for
x,y € §,let x .72 y if and only if x and y are in the same cell of the partition. In set
notation, we would write x .72 y as (x, y) € .72 (see Definition 0.7). A bit of thought
shows that this relation .72 on S satisfies the three properties of an equivalence relation
in the following definition.

An equivalence relation .72 on a set S is one that satisfies these three properties for all
x,y,z€S.

1. (Reflexive) x .72 x.
2. (Symmetric) If x /2 y, then y .72 x.
3. (Transitive) If x .72 y and y 2 z then x /2 z. u

To illustrate why the relation .2 corresponding to a partition of S satisfies the
symmetric condition in the definition, we need only observe that if y is in the same cell
as x (that is, if x .2 y), then x is in the same cell as y (that is, y .72 x). We leave the
similar observations to verify the reflexive and transitive properties to Exercise 28.

For any nonempty set S, the equality relation = defined by the subset {(x, x)|x € S} of
S x § is an equivalence relation. A

(Congruence Modulo ) Letn € Z*. The equivalence relation on Z* corresponding
to the partition of Z ' into residue classes modulo n, discussed in Example 0.17, is
congruence modulo 7. It is sometimes denoted by =,. Rather than write a =,b, we
usually write @ = b (mod n), read, “a is congruent to b modulo #.” For example, we
have 15 = 27 (mod 4) because both 15 and 27 have remainder 3 when dividedby 4. A

Let a relation .72 on the set Z be defined by n .72 m if and only if nm > 0, and let us

determine whether /2 is an equivalence relation.
Reflexive a .72 a, because a? > O foralla € Z.

Symmetric Ifa .7 b, thenab > 0,s0 ba > 0 and b A2 a.

Transitive Ifa.72band b.72 ¢, thenab > 0 and be > 0. Thus ab?c =ach? > 0.
If we knew b? > 0, we could deduce ac > 0 whence a .72 ¢. We have to examine the
case b = 0 separately. A moment of thought shows that —3 .72 0 and 0.7 5, but we do
not have —3 .72 5. Thus the relation .#2 is not transitive, and hence is not an equivalence
relation. A

We observed above that a partition yields a natural equivalence relation. We now
show that an equivalence relation on a set yields a natural partition of the set. The theorem
that follows states both results for reference.

(Equivalence Relations and Partitions) Let S be a nonempty set and let ~ be an
equivalence relation on S. Then ~ yields a partition of S, where

a={xeS|x~al
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Also, each partition of S gives rise to an equivalence relation ~ on S where a ~ b if and
only if @ and b are in the same cell of the partition.

Proof We must show that the different cellsa@ = {x € S|x ~a}fora e Sdogivea partition
of S, so that every element of S is in some cell and so that ifaeh, thena =D>b. Let
a € S. Then a € a by the reflexive condition (1), so a is in at least one cell.
Suppose now that a were in a cell b also. We need to show that @ = b as sets; this
will show that a cannot be in more than one cell. There is a standard way to show that
two sets are the same:

Show that each set is a subset of the other.

We show that@ € b.Letx € a. Thenx ~ a.Buta € b,soa ~ b. Then, by the transitive
condition (3), x ~ b, so x € b. Thus @ € b. Now we show that b Ca.Lety € b.Then
y ~b.Buta € b,soa ~ b and, by symmetry (2), b ~ a. Then by transitivity (3), y ~ a,
s0 y € a. Hence b C a also, s0 b = a and our proof is complete. *

Each cell in the partition arising from an equivalence relation is an equivalence
class.

EXERCISES 0

In Exercises 1 through 4, describe the set by listing its elements.
1. xeR|x*=3) 2. meZ|m>=3}
3. {m € Z | mn = 60 for some n € Z} 4. {m € Z|m* —m < 115}

In Exercises 5 through 10, decide whether the object described is indeed a set (is well defined). Give an alternate
description of each set.

5. {n € Z" | n is a large number }
. {neZ|n? <0}
. {neZ|39<n3<57}

. {x € Q| x is almost an integer}

o 0 N A

. {x € Q|x may be written with denominator greater than 100}
10. {x € Q| x may be written with positive denominator less than 4}
11. List the elements in {a, b, ¢} x {1, 2, c}.

12. Let A = {1,2,3} and B = {2, 4, 6}. For each relation between A and B given as a subset of A x B, decide
whether it is a function mapping A into B. If it is a function, decide whether it is one to one and whether it is

onto B.

a. {(1,4),2,4),G3, 6)} b. {(1,4),(2,6),(, 4H}
c. {(1,6).(1,2), 1, 4H} d. {(2,2),(1,6), (3, 4}
e. {(1,6),(2,6), (3, 6)} f. {(1,2),(2,6), (2, 4}

13. Tllustrate geometrically that two line segments AB and CD of different length have the same number of points
by indicating in Fig. 0.23 what point y of C D might be paired with point x of AB.
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15.
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0.23 Figure

Recall thatfora, b € R and a < b, the closed interval [a, b] in R is defined by [a, b] = {x e R|a < x < b}.
Show that the given intervals have the same cardinality by giving a formula for a one-to-one function f mapping
the first interval onto the second.

a. [0, 1] and [0, 2} b. [1, 3] and [5, 25] ¢. [a, b] and [¢, d]

Show that § = {x € R|0 < x < 1} has the same cardinality as R. [Hinf: Find an elementary function of
calculus that maps an interval one to one onto R, and then translate and scale appropriately to make the domain
the set S.]

For any set A, we denote by 7 (A) the collection of all subsets of A. For example, if A = {a, b, ¢, d}, then
{a,b,d} € 7°(A). The set 7°(A) is the power set of A. Exercises 16 through 19 deal with the notion of the power
set of a set A.

16.

17.

18.

19.

20.

21.

22,

List the elements of the power set of the given set and give the cardinality of the power set.
a. g b. {a} ¢. {a, b} d. {a,b,c}

Let A be a finite set, and let |A| = 5. Based on the preceding exercise, make a conjecture about the value of
|”(A)]. Then try to prove your conjecture.

For any set A, finite or infinite, let B# be the set of all functions mapping A into the set B = {0, 1}. Show that
the cardinality of B# is the same as the cardinality of the set Z”(A). [Hint: Each element of B* determines a
subset of A in a natural way.]

Show that the power set of a set A, finite or infinite, has too many elements to be able to be put in a one-to-one
correspondence with A. Explain why this intuitively means that there are an infinite number of infinite cardinal
numbers. [Hint: Imagine a one-to-one function ¢ mapping A into &°(A) to be given. Show that ¢ cannot be
onto &”(A) by considering, for each x € A, whether x € ¢(x) and using this idea to define a subset S of A that
is not in the range of ¢.] Is the set of everything a logically acceptable concept? Why or why not?

Let A = {1,2} and let B = {3, 4, 5}.

a. Ilustrate, using A and B, why we consider that 2 + 3 = 5. Use similar reasoning with sets of your own
choice to decide what you would consider to be the value of

i 34+ K, i, Rg + K.
b. Tlustrate why we consider that 2 - 3 = 6 by plotting the points of A x B in the plane R x R. Use similar
reasoning with a figure in the text to decide what you would consider to be the value of & - Ry.

How many numbers in the interval 0 < x <1 can be expressed in the form ##, where each # is a digit
0,1,2,3,---,9? How many are there of the form .##H##? Following this idea, and Exercise 15, decide what
you would consider to be the value of 10™. How about 12™ and 2%0?

Continuing the idea in the preceding exercise and using Exercises 18 and 19, use exponential notation to fill in
the three blanks to give a list of five cardinal numbers, each of which is greater than the preceding one.

Ro. IR,

s s
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In Exercises 23 through 27, find the number of different partitions of a set having the given number of elements.

23.
26.
28.

1 element 24, 2 elements 25. 3 clements
4 elements 27. 5 elements
Consider a partition of a set S. The paragraph following Definition (.18 explained why the relation

x .72 v if and only if x and y are in the same cell

satisfies the symmetric condition for an equivalence relation. Write similar explanations of why the reflexive
and transitive properties are also satisifed.

In Exercises 29 through 34, determine whether the given relation is an equivalence relation on the set. Describe the
partition arising from each equivalence relation.

29.
31.
33.
34.
3s.

36.

37.

n.ZeminZifnm >0 30, x A yinRifx >y
x .2 yinRif [x] = |y 32. x AZyinRif[x —y[ <3
n .78 min Z* if n and m have the same number of digits in the usual base ten notation

n .92 m in Z*+ if n and m have the same final digit in the usual base ten notation

Using setnotation of the form {#, #, #, - - -} for an infinite set, write the residue classes modulo z in Z* discussed
in Example 0.17 for the indicated value of n.

an=2 b.n=3 c.n=2>5

Let n € Z+ and let ~ be defined on Z by r ~ s if and only if 7 — s is divisible by n, that is, if and only if
r —s = nq for some g € Z.

a. Show that ~ is an equivalence relation on Z. (It is called “congruence modulo »” just as it was for Z*t. See
part b.)

b. Show that, when restricted to the subset Z* of Z, this ~ is ihe equivalence relation, congruence modulo n,
of Example 0.20.

¢. The cells of this partition of Z are residue classes modulo n in Z. Repeat Exercise 35 for the residue classes
modulo in Z rather than in Z* using the notation {- - -, #, #, #, - - -} for these infinite sets.

Students often misunderstand the concept of a one-to-one function (mapping). I think I know the reason. You
see, a mapping ¢ : A — B has a direction associated with it, from A to B. It seems reasonable to expect a
one-to-one mapping simply to be a mapping that carries one point of A into one point of B, in the direction
indicated by the arrow. But of course, every mapping of A into B does this, and Definition 0.12 did not say
that at all. With this unfortunate situation in mind, make as good a pedagogical case as you can for calling the
functions described in Definition 0.12 two-to-two functions instead. (Unfortunately, it is almost impossible to
get widely used terminology changed.)
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INTRODUCTION AND EXAMPLES

In this section, we attempt to give you a little idea of the nature of abstract algebra.
We are all familiar with addition and multiplication of real numbers. Both addition
and multiplication combine two numbers to obtain one number. For example, addition
combines 2 and 3 to obtain 5. We consider addition and multiplication to be binary
operations. In this text, we abstract this notion, and examine sets in which we have one
or more binary operations. We think of a binary operation on a set as giving an algebra
on the set, and we are interested in the strucrural properties of that algebra. To illustrate
what we mean by a structural property with our familiar set R of real numbers, note
that the equation x + x = g has a solution x in R for each a € R, namely, x = a/2.
However, the corresponding multiplicative equation x - x = a does not have a solution
in R if ¢ < 0. Thus, R with addition has a different algebraic structure than R with
multiplication.

Sometimes two different sets with what we naturally regard as very different binary
operations turn out to have the same algebraic structure. For example, we will see in
Section 3 that the set R with addition has the same algebraic structure as the set R™ of
positive real numbers with multiplication!

This section is designed to get you thinking about such things informally. We will
make everything precise in Sections 2 and 3. We now turn to some examples. Multipli-
cation of complex numbers of magnitude 1 provides us with several examples that will
be useful and illuminating in our work. We start with a review of complex numbers and
their multiplication.

11
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1.1 Figure

Complex Numbers

A real number can be visualized geometrically as a point on a line that we often regard
as an x-axis. A complex number can be regarded as a point in the Euclidean plane, as
shown in Fig. 1.1. Note that we label the vertical axis as the yi-axis rather than just the
y-axis, and label the point one unit above the origin with i rather than 1. The point with
Cartesian coordinates (a, b) is labeled a + bi in Fig. 1.1. The set C of complex numbers
is defined by

C={a+bila,beR}

We consider R to be a subset of the complex numbers by identifying a real number r
with the complex number » + 0i. For example, we write 3 + 0i as 3and —7 4 0i as —7
and 0 + 0i as 0. Similarly, we write 0 + 17 as and 0 + s7 as si.

Complex numbers were developed after the development of real numbers. The
complex number i was invented to provide a solution to the guadratic equation ¥ =-1,
so we require that

iZ=—1. D

Unfortunately, i has been called an imaginary number, and this terminology has led
generations of students to view the complex numbers with more skepticism than the real
numbers. Actually, all numbers, such as 1, 3, 7, -3 , and i are inventions of our minds.
There is no physical entity that is the number 1. If there were, it would surely be in a
place of honor in some great scientific museum, and past it would file a steady stream of
mathematicians, gazing at 1 in wonder and awe. A basic goal of this text is to show how
we can invent solutions of polynomial equations when the coefficients of the polynomial
may not even be real numbers!

Multiplication of Complex Numbers

The product (a + bi)(c +di) is defined in the way it must be if we are to enjoy the
familiar properties of real arithmetic and require that i2 = —1, in accord with Eq. (1).
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Namely, we see that we want to have

(a + bi)(c + di) = ac + adi + bci + bdi*
ac + adi 4 bci + bd(—1)
(ac — bd) + (ad + bo)i.

Consequently, we define multiplication of z; = a 4+ bcand z; = c 4 di as

2122 = (a 4+ bi)(¢c + di) = (ac — bd) + (ad + bo)i, (#3)

which is of the form r + si with r = ac — bd and s = ad + bc. It is routine to check
that the usual properties z1z; = z221. 21(2223) = (Z1z2)z3 and z1(z2 + 23) = 2122 + 2123
all hold for all z;, 22, z3 € C.

Compute (2 — 5i)(8 + 3i).
We don’t memorize Eq. (2), but rather we compute the product as we did to motivate
that equation. We have

2—=5)8+3i)=1646i —40i + 15 =31 — 34i. A

To establish the geometric meaning of complex multiplication, we first define the abso-
lute value |a + bi| of a + bi by

la + bi| = va? + b 3)

This absolute value is a nonnegative real number and is the distance from a + bi to the
origin in Fig. 1.1. We can now describe a complex number 7 in the polar-coordinate form

7z = |z|(cos 6 + i sinh), 4

where ¢ is the angle measured counterclockwise from the x-axis to the vector from 0 to
z, as shown in Fig. 1.3. A famous formula due to Leonard Euler states that

e’ = cos@ +isiné.
Euler’s Formula

We ask you to derive Euler’s formula formally from the power series expansions for
%, cos# and sin 8 in Exercise 41. Using this formula, we can express z in Eq. (4) as

Vi

z=|z|(cos 8 + isin O)
Pzl sinf &————————

I
. I
- |
I
L i - 1
0 L |z] cos @

1.3 Figure
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z = |z]e'?. Let us set

6 i6y

71 = lzile and 22 = l2zle

and compute their product in this form, assuming that the usual laws of exponentiation
hold with complex number exponents. We obtain

2120 = |21]€ |22le™® = |z1]lzale’ @)

= |z1||z2|[cos(B1 + 62) + i sin(fy + 62)]. &)

Note that Eq. 5 concludes in the polar form of Eq. 4 where |zi22| = |z1]lz2| and the
polar angle 6 for z1z; is the sum & = 8, + #,. Thus, geometrically, we multiply complex
numbers by multiplying their absolute values and adding their polar angles, as shown
in Fig. 1.4. Exercise 39 indicates how this can be derived via trigonometric identities
without recourse to Euler’s formula and assumptions about complex exponentiation.

1%

L) \91 Iy x <\\\\7T/2 !

_ - —> X
2 1 0 1 2 0 1

1.4 Figure 1.5 Figure

Note that i has polar angle 7/2 and absolute value 1, as shown in Fig. 1.5. Thus i 2
has polar angle 2(r/2) = 7 and |1 - 1| = 1,50 thati> = —1.

Find all solutions in C of the equation z* = i.

Writing the equation z? = i in polar form and using Eq. (5), we obtain
z]*(cos 26 4 i sin20) = 1(0 + i).

Thus |z|2 = 1, so |z| = 1. The angle 8 for z must satisfy cos 20 = 0 and sin20 = 1.
Consequently, 26 = (77/2) + n(2m), s0 6 = (x /&) + n7 for an integer n. The values of
n yielding values 6 where 0 < 6 < 2 are 0 and 1, yielding 6 = 7 /4 or 6 = 57 /4. Our
solutions are

1 osn—{—'s' T and 1 S5n+,, o
=1 cos — in — n = 08 — n—
21 2 i 1 2 c ) isi 2

1 -1
71=—=10+10) and 3= —(1+1). A
1= 5 2= 5 )

or
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Find all solutions of z* = —16.

As in Example 1.6 we write the equation in polar form, obtaining
|z]*(cos 40 + i sin40) = 16(—1 + 0i).

Consequently, |z|* = 16, so |z] = 2 while cos 40 = —1 and sin46 = 0. We find that
46 = +n(2w), so 0 = (7 /4) + n(x/2) for integers n. The different values of 6 ob-
tained where 0 < @ < 27 are 7/4, 37 /4, 57 /4, and 7 /4. Thus one solution of z* =
—161s

2(005% +isin%) = 2(% 4 %z) = V21 +0).

In a similar way, we find three more solutions,
V2(=1+1),  N2(=1-i). and V201 —i). A

The last two examples illustrate that we can find solutions of an equation 7" = a + bi
by writing the equation in polar form. There will always be n solutions, provided that
a + bi # 0. Exercises 16 through 21 ask you to solve equations of this type.

We will not use addition or division of complex numbers, but we probably should
mention that addition is given by

(a+biy+(c+diy=(a+c)+ b+ d). 6)
and division of a + bi by nonzero ¢ + di can be performed using the device

a+bi a+bi c—di (ac+bd)+ (bc—ad)
c+di c+di c—di 2+ 42
ac+bd bc—ad.

—— + .

c2+d? r+d?

(7

Algebra on Circles

Let U ={z € C| |z| = 1}, so that U is the circle in the Euclidean plane with center at
the origin and radius 1, as shown in Fig. 1.8. The relation |z1z2| = ]z1]|z2| shows that
the product of two numbers in U is again a number in U; we say that U is closed under
multiplication. Thus, we can view multiplication in U as providing algebra on the circle
in Fig. 1.8.

As illustrated in Fig. 1.8, we associate with each z = cosf +isinf in U a real
number § € R that lies in the half-open interval where 0 < § < 2x. This half-open
interval is usually denoted by [0, 27), but we prefer to denote it by R,, for reasons
that will be apparent later. Recall that the angle associated with the product z;z> of two
complex numbers is the sum 6, + 65 of the associated angles. Of course if 6; + 6, > 2m
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1.8 Figure

then the angle in Ry, associated with z;2> is 61 + 6, — 2. This gives us an addition
modulo 27 on R,,,. We denote this addition here by +25.

InRgﬂ,wehave%”-hﬂ-‘%:T_Zn:%ﬂ. N

There was nothing special about the number 27 that enabled us to define addition on
the half-open interval R>, . We can use any half-openinterval R, = {x e R|0 < x < cl.

InRa3, we have 16 423 19 = 35 — 23 = 12.InRg 5, wehave 6 +3.5 8=14-85=5.5.
A

~

Now complex number multiplication on the circle U where |z| = 1 and addition
modulo 277 on R,, have the same algebraic properties. We have the natural one-to-one
correspondence z <> 0 betweenz € U and 6 € R, indicated in Fig. 1.8. Moreover, we
deliberately defined 4+, so that

if 716, and z < 6, then z1-22 < (01 +2r 02). ®)

isomorphism

The relation (8) shows that if we rename each z € U by its corresponding angle 0
shown in Fig. 1.8, then the product of two elements in U is renamed by the sum of the
angles for those two elements. Thus U with complex number multiplication and R,
with addition modulo 277 must have the same algebraic properties. They differ only in the
names of the elements and the names of the operations. Such a one-to-one correspondence
satisfying the relation (8) is called an isomorphism. Names of elements and names of
binary operations are not important in abstract algebra; we are interested in algebraic
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properties. We illustrate what we mean by saying that the algebraic properties of U and
of Ry, are the same.

In U there is exactly one element e such that ¢ - z = z for all z € U, namely, e = 1.
The element 0 in Ry, that corresponds to 1 € U is the only element e in R, such that
e+ x = x forall x € Ry, A

The equation z - z - z - z = 1 in U has exactly four solutions, namely, 1, i, —1, and —i.
Now 1 € U and 0 € Ry, correspond, and the equation x 42, X 427 X +2, x = 0in Ry,
has exactly four solutions, namely, 0, 7 /2, 7, and 37 /2, which, of course, correspond
to 1, i, —1, and —i, respectively. A

Because our circle U hasradius 1, it has circumference 27t and the radian measure of
an angle # is equal to the length of the arc the angle subtends. If we pick up our half-open
interval R, put the 0 in the interval down on the 1 on the x-axis and wind it around the
circle U counterclockwise, it will reach all the way back to 1. Moreover, each number
in the interval will fall on the point of the circle having that number as the value of the
central angle # shown in Fig. 1.8. This shows that we could also think of addition on
R, as being computed by adding lengths of subtended arcs counterclockwise, starting
at z = 1, and subtracting 27 if the sum of the lengths is 277 or greater.

If we think of addition on a circle in terms of adding lengths of arcs from a starting
point P on the circle and proceeding counterclockwise, we can use a circle of radius
2, which has circumference 4, just as well as a circle of radius 1. We can take our
half-open interval Ry, and wrap it around counterclockwise, starting at P; it will just
cover the whole circle. Addition of arcs lengths gives us a notion of algebra for points on
this circle of radius 2, which is surely isomorphic to Ry, with addition +4,. However,
if we take as the circle |z| = 2 in Fig. 1.8, multiplication of complex numbers does not
give us an algebra on this circle. The relation |z;z2] = |z1]]z2| shows that the product of
two such complex numbers has absolute value 4 rather than 2. Thus complex number
multiplication is not closed on this circle. b

The preceding paragraphs indicate that a little geometry can sometimes be of help
in abstract algebra. We can use geometry to convince ourselves that Ry, and Ry, are
isomorphic. Simply stretch out the interval R, uniformly to cover the interval R4, or,
if you prefer, use a magnifier of power 2. Thus we set up the one-to-one correspondence
a <> 2a between a € Ry, and 2a € Ry, The relation (8) for isomorphism becomes

if a<2a and b < 2b then (a4 b) < (2a +4; 2D). 9)
isomorphism

This is obvious if a + b <27x. If a + b = 27 + ¢, then 2a + 2b = 47 + 2¢, and the
final pairing in the displayed relation becomes ¢ <> 2¢, which is true.

X 4z X +47 ¥ +47 x = 0in Ry, has exactly four solutions, namely, 0, 7, 27, and 37,
which are two times the solutions found for the analogous equation in R;, in Exam-
ple 1.12. A
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There is nothing special about the numbers 27 and 47 in the previous argument.
Surely, R, with +, is isomorphic to Ry with +, for all ¢, d € RT. We need only pair
x € R, with (d/c)x € Ry.

Roots of Unity

The elements of the set U, = {z € C|z" = 1} are called the n' roots of unity. Using the
technique of Examples 1.6 and 1.7, we see that the elements of this set are the numbers

2 2
cos(m—n)+isin<nz—n> for m=0,1,2,---,n—1.
n n

They all have absolute value 1, so U, C U.If welet £ = cos 27” + i sin 27”, then these
n' roots of unity can be written as

1:§O’§l’§2’§.3,”.’§n—1. (10)

Because " = 1, these n powers of ¢ are closed under multiplication. For example, with
n = 10, we have

4.64.8:;.14:{10;4:1';.4:@.4' -

Thus we see that we can compute ¢ ¢/ by computing i +,j, viewing i and j as clements
of R,,.

LetZ, =1{0,1,2,3,---,n— 1}. Wesee that Z,, C R, and clearly addition modulo
n is closed on Z,,.

The solution of the equation x +5 =3 in Zg is x = 6, because 5 +36 =11 —8 =3.
A

If we rename each of the n™ roots of unity in (10) by its exponent, we use for names
all the elements of Z,. This gives a one-to-one correspondence between U, and Z,.
Clearly,

if ¢i<i and ¢/ < j, then (¢'-¢9) <> (i +a ). an

isomorphism

Thus U, with complex number multiplication and 7., with addition +, have the same
algebraic properties.

Tt can be shown that there is an isomorphism of Uy with Zg in which ¢ = ¢'*"/® < 5.
Under this isomorphism, we must then have (?=¢-C < 5+s5=2 A

Exercise 35 asks you to continue the computation in Example 1.15, finding the
elements of Zg to which each of the remaining six elements of Ug correspond.
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& EXERCISES 1

In Exercises 1 through 9 compute the given arithmetic expression and give the answer in the form a + bi for
a,beR.

L3 2, i* 3.5

4, (—i)*® 5. @4 —-i)5+30) 6. 8+2i)3—1)

7. 234 +1i)+ (6 50) 8. (1+i) 9. (1 — i)’ (Use the binomial theorem.)
10. Find |3 — 4i]. 11. Find |6 + 4i].
In Exercises 12 through 15 write the given complex number z in the polar form |z|(p + ¢i) where |p 4+ gi| = 1.
12. 3— 4 13. -1+ 14, 12+ 5i 15. -3 +45i
In Exercises 16 through 21, find all solutions in C of the given equation.

16. 74 =1 17. z* = -1 18. 2 = -8 19. 22 = -27i
20. 6 =1 21, 2 = —64
In Exercises 22 through 27, compute the given expression using the indicated modular addition.
22. 10+ 16 23. 84196 24, 20.5 +,5 19.3
25. 141 26. & 4, & 27. 2v2+ 5 3v2

28. Explain why the expression 5 4 8 in Rg makes no sense.

In Exercises 29 through 34, find all solutions x of the given equation.

29, x +157 = 3in7Z;;s 30. x 45, %1 = %inRzﬂ
3l. x+7x=3in7Z, R.x+7x+7x=5inZ,
3B, x4+px=2inZp 34, x +ix+ax+4x=0in7Zy

35. Example 1.15 asserts that there is an isomorphism of Uy with Zg in which ¢ = '™/ « 5 and ¢? < 2. Find
the element of Zg that corresponds to each of the remaining six elements ™ in Uz for m =0,3,4,5, 6,
and 7.

36. There is an isomorphism of U; with Z; in which ¢ = ¢/®*/? « 4. Find the element in Z; to which ¢™ must
correspond form =0, 2, 3,4, 5, and 6.

37. Why can there be no isomorphism of Uy with Zg in which ¢ = ¢®/® corresponds to 47

38. Derive the formulas
sin(a + b) = sina cos b + cosa sinb
and

cos{a + b) = cosacosb — sina sinb
by using Euler’s formula and computing e'“e’®.
39. Letz; = |zi|(cos 6 + i sin6;) and zo = |z2|(cos B2 + i sinB,). Use the trigonometric identities in Exercise 38
to derive 7122 = |z1]]z2|[cos(6; + 02) + 1 sin(6; + 65)].
40. a. Derive a formula for cos 36 in terms of sin 6 and cos 8 using Euler’s formula.

b. Derive the formula cos 30 = 4 cos® 6§ — 3 cos 8 from part (a) and the identity sin® 6 + cos? 6 = 1. (We will
have use for this identity in Section 32.)
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41. Recall the power series expansions

C_ g x2 x3 x4 %"
e = +X+—2—!+—3—!+Z+"'+H+"',
x3 % 7 ) 2n—1
=x— T 4. 1y~ . and
sinx = x 3'—I—5‘ 7!—{— +(—1) =1 an
x2 )C4 6 2n
COSx=1—ET+Z?—’6—!+"'+(—1) (2n)!+

from calculus. Derive Buler’s formula e'® = cos@ 4 i sin6 formally from these three series expansions.

2.1 Definition

BINARY OPERATIONS

Suppose that we are visitors to a strange civilization in a strange world and are observing
one of the creatures of this world drilling a class of fellow creatures in addition of
numbers. Suppose also that we have not been told that the class is learning to add, but
were just placed as observers in the room where this was going on. We are asked to give a
report on exactly what happens. The teacher makes noises that sound to us approximately
like gloop, poyt. The class responds with bimz. The teacher then gives ompt, gaft, and the
class responds with poyt. What are they doing? We cannot report that they are adding
numbers, for we do not even know that the sounds are representing numbers. Of course,
we do realize that there is communication going on. All we can say with any certainty is
that these creatures know some rule, so that when certain pairs of things are designated
in their language, one after another, like gloop, poyt, they are able to agree on a response,
bimt. This same procedure goes on in addition drill in our first grade classes where a
teacher may say four, seven, and the class responds with eleven.

In our attempt to analyze addition and multiplication of numbers, we are thus led to
the idea that addition is basically just a rule that people learn, enabling them to associate,
with two numbers in a given order, some number as the answer. Multiplication is also
such a rule, but a different rule. Note finally that in playing this game with students,
teachers have to be a little careful of what two things they give to the class. If a first
grade teacher suddenly inserts en, sky, the class will be very confused. The rule is only
defined for pairs of things from some specified set.

Definitions and Examples

As mathematicians, let us attempt to collect the core of these basic ideas in a useful
definition, generalizing the notions of addition and multiplication of numbers. As we
remarked in Section 0, we do not attempt to define a set. However, we can attempt to
be somewhat mathematically precise, and we describe our generalizations as functions
(see Definition 0.10 and Example 0.11) rather than as rules. Recall from Definition 0.4
that for any set S, the set § x S consists of all ordered pairs (a, b) for elements a and b
of S.

A binary operation * on a set S is a function mapping S x S into S. For each (a, b) €
§ x S, we will denote the element *((a, b)) of S by a * b. | ]
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Intuitively, we may regard a binary operation x on § as assigning, to each ordered
pair (a, b) of elements of S, an element a * b of . We proceed with examples.

Our usual addition + is a binary operation on the set R. Our usual multiplication - is a
different binary operation on R. In this example, we could replace R by any of the sets
C,Z,Rt,or Z+. A

Note that we require a binary operation on a set S to be defined for every ordered
pair (a, b) of elements from S.

Let M(R) be the set of all matrices’ with real entries. The usual matrix addition + is not
a binary operation on this set since A 4+ B is not defined for an ordered pair (A, B) of
matrices having different numbers of rows or of columns. A

Sometimes a binary operation on S provides a binary operation on a subset H of S
also. We make a formal definition. ~

Let % be a binary operation on § and let H be a subset of S. The subset H is closed
under * if for all a, b € H we also have a * b € H. In this case, the binary operation on
H given by restricting * to H is the induced operation of x on H. |

By our very definition of a binary operation * on S, the set S is closed under *, but
a subset may not be, as the following example shows.

Our usual addition 4 on the set R of real numbers does not induce a binary operation
on the set R* of nonzero real numbers because 2 € R* and —2 e R*, but 2 4+ (-2) =0
and 0 ¢ R*, Thus R* is not closed under . A

In our text, we will often have occasion to decide whether a subset H of S is closed
under a binary operation * on S. To arrive at a correct conclusion, we have fo know what
it means for an element to be in H, and to use this fact. Students have trouble here. Be
sure you understand the next example.

Let + and - be the usuval binary operations of addition and multiplication on the set
7, and let H = {n*|n € ZT}. Determine whether H is closed under (a) addition and
(b) multiplication.

For part (a), we need only observe that 12 = 1and2? = 4arein H,butthat1 +4 = 5
and 5 ¢ H. Thus H is not closed under addition.

For part (b), suppose that r € H and s € H. Using what it means for » and s to be

in H, we see that there must be integers # and m in Z*1 such that r = n? and s = m2.

Consequently, rs = n’m? = (nm)?. By the characterization of elements in H and the

fact that nm € Z, this means that rs € H, so H is closed under multiplication. A

T Most students of abstract algebra have studied linear algebra and are familiar with matrices and matrix
operations. For the benefit of those students, examples involving matrices are often given. The reader who is
not familiar with matrices can either skip all references to them or turn to the Appendix at the back of the text,
where there is a short summary.
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2.7 Example Let F be the set of all real-valued functions f having as domain the set R of real numbers.
We are familiar from calculus with the binary operations +, —, -, and o on F. Namely,
for each ordered pair ( f, g) of functions in F, we define foreachx € R

f+gby(f+gx)= f(x)+g(x) addition,
f—gby(f —g)Xx)= f(x)—g(x) subtraction,
f-gby (f-g)x)= fx)gx) multiplication,

and
fogby (fog)x)= f(glx) composition.

All four of these functions are again real valued with domain R, so F is closed under all
four operations +, —, -, and o. A

The binary operations described in the examples above are very familiar to you.
In this text, we want to abstract basic structural concepts from our familiar algebra.
To emphasize this concept of abstraction from the familiar, we should illustrate these
structural concepts with unfamiliar examples. We presented the binary operations of
complex number multiplication on U and U, addition 4, on Z,, and addition 4+, on R,
in Section 1.

The most important method of describing a particular binary operation  on a given
set is to characterize the element a * b assigned to each pair (a, b) by some property
defined in terms of ¢ and b.

2.8 Example On Z*, we define a binary operation * by a * b equals the smaller of a and b, or the
common value ifa = b. Thus 2% 11 =2;15 % 10 = 10; and 3 % 3 = 3. A

2.9 Example On Z*, we define a binary operation ' by a ' b = a. Thus 2 *3=2,25%10 =25,
and 5%’ 5 =5. A

2.10 Example On Z*, we define a binary operation " by a " b = (a * b) + 2, where x is defined in
Example 2.8. Thus 4 +” 7 = 6;25 %" 9 = 11; and 6 ¥ 6 = 8. A

It may seem that these examples are of no importance, but consider for a moment.
Suppose we go into a store to buy a large, delicious chocolate bar. Suppose we see two
identical bars side by side, the wrapper of one stamped $1.67 and the wrapper of the
other stamped $1.79. Of course we pick up the one stamped $1.67. Our knowledge of
which one we want depends on the fact that at some time we learned the binary operation
x of Example 2.8. It is a very important operation. Likewise, the binary operation *" of
Example 2.9 is defined using our ability to distinguish order. Think what a problem we
would have if we tried to put on our shoes first, and then our socks! Thus we should
not be hasty about dismissing some binary operation as being of little significance. Of
course, our usual operations of addition and multiplication of numbers have a practical
importance well known to us.

Examples 2.8 and 2.9 were chosen to demonstrate that a binary operation may or
may not depend on the order of the given pair. Thus in Example 2.8, a x b = b * a for
alla, b € Z*', and in Example 2.9 this is not the case, for 5 %' 7 = 5 but 7 *5=7.
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A binary operation * on a set S is commutative if (and only if) @ * » = b x a for all
a,bes. [ |

As was pointed out in Section 0, it is customary in mathematics to omit the words
and only if from a definition. Definitions are always understood to be if and only if
statements. Theorems are not always if and only if statements, and no such convention
is ever used for theorems. '

Now suppose we wish to consider an expression of the form a % b * c. A binary
operation * enables us to combine only two elements, and here we have three. The obvious
attempts to combine the three elements are to form either (a * b) * c or a * (b * ¢). With
* defined as in Example 2.8, (2% 5) * 9 is computed by 2«5 =2 and then 2 * 9 = 2,
Likewise, 2 % (5% 9) is computed by 5«9 =5and then 2% 5 = 2. Hence 2 % 5) % 9 =
2% (5 % 9), and it is not hard to see that for this *,

(axbyxc=ax(bxc),
so there is no ambiguity in writing a * b * c. But for *” of Example 2.10,
2x"5%"9=4%"9=6,
while
25" (5" =2+"7=4,
Thus (a #” b) %" ¢ need not equal a *” (b %" ¢), and an expression a " b x” ¢ may be
ambiguous.
A binary operation on a set S is associativeif (a x b) xc = a = (b x ¢) foralla, b, c € S.
|

It can be shown that if = is associative, then longer expressions such as a * b *
¢ * d are not ambiguous. Parentheses may be inserted in any fashion for purposes of
computation; the final results of two such computations will be the same.

Composition of functions mapping R into R was reviewed in Example 2.7. For any
set S and any functions f and g mapping S into S, we similarly define the composition
f o g of g followed by f as the function mapping S into S such that (f o g)(x) = f(g(x))
for all x € S. Some of the most important binary operations we consider are defined
using composition of functions. It is important to know that this composition is always
associative whenever it is defined.

(Associativity of Composition) Let Sbeasetandlet f, g, and A be functions mapping
Sinto S.Then fo(goh)=(fog)oh.

To show these two functions are equal, we must show that they give the same assignment
to each x € S. Computing we find that

(f o(gom)(x) = f(g o h)x)) = f(gh(x)))
and
((fog)oh)x)=(fog)h(x))= f(gh(x))),
so the same element f(g(h(x))) of S is indeed obtained. 2
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As an example of using Theorem 2.13 to save work, recall that it is a fairly painful
exercise in summation notation to show that multiplication of n X n matrices is an
associative binary operation. If, in a linear algebra course, we first show that there
is a one-to-one correspondence between matrices and linear transformations and that
multiplication of matrices corresponds to the composition of the linear transformations
(functions), we obtain this associativity at once from Theorem 2.13.

Tables

For a finite set, a binary operation on the set can be defined by means of a table in which
the elements of the set are listed across the top as heads of columns and at the left side
as heads of rows. We always require that the elements of the set be listed as heads across
the top in the same order as heads down the left side. The next example illustrates the
use of a table to define a binary operation.

Table 2.15 defines the binary operation * on § = {a, b, ¢} by the following rule:

(ith entry on the left) x (jth entry on the top)
= (entry in the ith row and jth column of the table body).

Thus a « b = ¢ and b * @ = a, SO * is not commutative. A

We can easily see that a binary operation defined by a table is commutative if and
only if the entries in the table are symmetric with respect 1o the diagonal that starts at
the upper left corner of the table and terminates at the lower right corner.

Complete Table 2.17 so that x is a commutative binary operation on the set S =
{a, b, c,d}.

From Table 2.17, we see that b * a = d. For * to be commutative, we must havea x b =
d also. Thus we place d in the appropriate square defining a x b, which is located
symmetrically across the diagonal in Table 2.18 from the square defining b x a. We
obtain the rest of Table 2.18 in this fashion to give our solution. A

Some Words of Warning

Classroom experience shows the chaos that may result if a student is given a set and
asked to define some binary operation on it. Remember that in an attempt to define a
binary operation * on a set S we must be sure that

1. exactly one element is assigned to each possible ordered pair of elements of S,

2. for each ordered pair of elements of S, the element assigned to it is again in S.

Regarding Condition 1, a student will often make an attempt that assigns an element
of S to “most” ordered pairs, but for a few pairs, determines no element. In this event,
% is not everywhere defined on S. It may also happen that for some pairs, the at-
tempt could assign any of several elements of S, that is, there is ambiguity. In any case
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of ambiguity, * is not well defined. If Condition 2 is violated, then § is not closed
under .

Following are several illustrations of attempts to define binary operations on sets.
Some of them are worthless. The symbol * is used for the attempted operation in all
these examples.

On Q, leta * b = a/b. Here * is not everywhere defined on Q, for no rational number is
assigned by this rule to the pair (2, 0). A

On Qt, let a * b = a/b. Here both Conditions 1 and 2 are satisfied, and * is a binary
operation on Q7. A

On Z7, let a % b = a/b. Here Condition 2 fails, for 1 % 3 is not in Z*. Thus * is not a
binary operation on 7T, since Z7 is not closed under *. A

Let F be the set of all real-valued functions with domain R as in Example 2.7. Suppose
we “define” * to give the usual quotient of f by g, that is, f * g = h, where h(x) =
f(x)/g(x). Here Condition 2 is violated, for the functions in F' were to be defined for
all real numbers, and for some g € F, g(x) will be zero for some values of x in R and
h(x) would not be defined at those numbers in R. For example, if f(x) = cosx and
g(x) = x2, then h(0) is undefined, so i ¢ F. A

Let F be as in Example 2.22 and let f x g = h, where A is the function greater than
both f and g. This “definition” is completely worthless. In the first place, we have not
defined what it means for one function to be greater than another. Even if we had, any
sensible definition would result in there being many functions greater than both f and
g, and x would still be not well defined. A

Let S be a set consisting of 20 people, no two of whom are of the same height. Define
% by a * b = ¢, where c is the tallest person among the 20 in S. This is a perfectly good
binary operation on the set, although not a particularly interesting one. A

Let S be as in Example 2.24 and let a x b = ¢, where c¢ is the shortest person in § who
is taller than both a and b. This = is not everywhere defined, since if either a or b is the
tallest person in the set, a * b is not determined. A

& EXERCISES 2

Computations

Exercises 1 through 4 concern the binary operation * defined on § = {a, b, c, d, e} by means of Table 2.26.

1. Compute b xd, ¢ x ¢, and [(a * c) x e] x a.

2. Compute (a * b) * ¢ and a * (b * ¢). Can you say on the basis of this computations whether * is associative?

3. Compute (b x d) x ¢ and b x (d x ¢). Can you say on the basis of this computation whether * is associative?
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2.26 Table 2.27 Table 2.28 Table
*lal|lblc|d]|e *lalblc|d *la|b|c|d
alal|lblc|b|d alal|lb|c ala|b|c|d
b|l|b|clalel|c blb|d c b|lblal|c|d
clcialb|b|a clclal|d|b cjecldlcld
d b d d|d a d
eld|b al|ld|c

4. Is * commutative? Why?
5. Complete Table 2.27 so as to define a commutative binary operation * on S=1{a,b,c d}.
6. Table 2.28 can be completed to define an associative binary operation * on § = {a, b, ¢, d}. Assume this is
possible and compute the missing entries.
In Exercises 7 through 11, determine whether the binary operation * defined is commutative and whether * is
associative.
7. x defined on Z by lettinga xb=a — b
8. x defined on Q by lettinga xb =ab +1
9, x defined on Q by letting @ x b = ab/2
10. * defined on Z* by letting a % b = 2%
11.  defined on Z* by letting a * b = a®

12. Let S be a set having exactly one element. How many different binary operations can be defined on S? Answer
the question if S has exactly 2 elements; exactly 3 clements; exactly n elements.

13. How many different commutative binary operations can be defined on a set of 2 elements? on a set of 3
elements? on a set of n elements?

Concepts

In Exercises 14 through 16, correct the definition of the italicized term without reference to the text, if correction
is needed, so that it is in a form acceptable for publication.

14. A binary operation * is commutative if and only if a ¥ b = b * a.

15. A binary operation = on a set § is associative if and only if, for all a,b,c€ S, we have
(bxcyxa=>bx(cxa).

16. A subset H of a set S is closed under a binary operation * on S if and only if (a * b) € H foralla, b € S.
In Exercises 17 through 22, determine whether the definition of % does give a binary operation on the set. In the

event that * is not a binary operation, state whether Condition 1, Condition 2, or both of these conditions on page 24
are violated.

17. On Z*, define * by lettinga xb =a — b.

18. On Z*, define by letting a * b = a”.

19. On R, define * by lettinga xb =a — b.

20. On Z*, define * by letting a * b = ¢, where c is the smallest integer greater than both a and b.
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21. On Z™*, define * by letting a % b = ¢, where c is at least 5 more than a + b.
22. On Z™*, define * by letting @ x b = ¢, where c is the largest integer less than the product of a and b.

23. Let H be the subset of M,(R) consisting of all matrices of the form [Z _2] fora, b € R. Is H closed under
a matrix addition? b matrix multiplication?
24. Mark each of the following true or false.

a. If = is any binary operation on any set S, thena xa = a foralla € §.

b. If % is any commutative binary operation on any set S, then @ * (b *¢) = (b *c¢) xa for all a, b,
cedS.

¢. If xis any associative binary operation on any set S, thena * (b *x ¢) = (b x¢) xaforalla, b, c € S.
d. The only binary operations of any importance are those defined on sets of numbers.

€. A binary operation * on a set S is commutative if there exist a, b € S suchthata xb =b * a.

f. Every binary operation defined on a set having exactly one element is both commutative and
associative.

g. A binary operation on a set § assigns at least one element of S to each ordered pair of elements
of S.

h. A binary operation on a set S assigns at most one element of S to each ordered pair of elements of
S.

i. A binary operation on a set S assigns exactly one element of S to each ordered pair of elements
of §.

j- A binary operation on a set S may assign more than one element of S to some ordered pair of
elements of S.

25. Give a set different from any of those described in the examples of the text and not a set of numbers. Define
two different binary operations * and x' on this set. Be sure that your set is well defined.

Theory

26. Prove that if x is an associative and commutative binary operation on a set S, then
(axb)x(cxd)=[(d*xc)xa]l*b
foralla, b, c,d € S. Assume the associative law only for triples as in the definition, that is, assume only
(xxy)rz=x%(y*2)
forallx,y,z € S.

In Exercises 27 and 28, either prove the statement or give a counterexample.
27. Every binary operation on a set consisting of a single element in both commutative and associative.

28. Bvery commutative binary operation on a set having just two elements is associative.

Let F be the set of all real-valued functions having as domain the set R of all real numbers. Example 2.7 defined
the binary operations 4+, —, -, and o on F. In Exercises 29 through 35, either prove the given statement or give a
counterexample.

29. Function addition + on F is associative.

30. Function subtraction — on F is commutative
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Function subtraction — on F is associative.
Function multiplication - on F is commutative.
Function multiplication - on F is associative.
Function composition o on F is commutative.

If % and «’ are any two binary operations on a set S, then
ax(b¥c)=(axb)* (a*c) forall a,b,c€S.

Suppose that * is an associative binary operation on a set S. Let H ={a € § la*x =xx*aforall x € S}.
Show that H is closed under *. (We think of H as consisting of all elements of S that commute with every
elementin S.)

. Suppose that  is an associative and commutative binary operation on a set S.Showthat H = {a € S{axa = a)}
is closed under *. (The elements of H are idempotents of the binary operation *.)

IsoMoRrPHIC BINARY STRUCTURES

Compare Table 3.1 for the binary operation  on the set § = {a, b, ¢} with Table 3.2 for
the binary operation *’ on the set 7' = {#, §, &}.

Notice that if, in Table 3.1, we replace all occurrences of a by #, every b by $, and
every ¢ by & using the one-to-one correspondence

a<# b<$ ce &

we obtain precisely Table 3.2. The two tables differ only in the symbols (or names)
denoting the elements and the symbols * and «' for the operations. If we rewrite Table 3.3
with elements in the order v, x, z, we obtain Table 3.4. (Here we did not set up any one-
one-correpondence; we just listed the same elements in different order outside the heavy
bars of the table.) Replacing, in Table 3.1, all occurrences of a by y, every b by x, and
every ¢ by z using the one-to-one correspondence

a<y bex c<zZ

we obtain Table 3.4. We think of Tables 3.1, 3.2, 3.3, and 3.4 as being structurally alike.
These four tables differ only in the names (or symbols) for their elements and in the
order that those elements are listed as heads in the tables. However, Table 3.5 for binary
operation % and Table 3.6 for binary operation % on the set § = {a, b, c} are structurally
different from each-other and from Table 3.1. In Table 3.1, each element appears three
times in the body of the table, while the body of Table 3.5 contains the single element b.
In Table 3.6, for all s € S we get the same value ¢ for s % 5 along the upper-left to lower-
right diagonal, while we get three different values in Table 3.1. Thus Tables 3.1 through
3.6 give just three structurally different binary operations on a set of three elements,
provided we disregard the names of the clements and the order in which they appear as
heads in the tables.

The situation we have just discussed is somewhat akin to children in France and in
Germany learning the operation of addition on the set Z*. The children have different
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3.1 Table 3.2 Table 3.3 Table
x|a|b|c ¥ | #]8 | & . | x|y z
alclalb # 1 &1 #1153 x x|yl z
bla|b]lc $ 1 #|3%|& y | ylz|=x
clblc|a &|$ | & | # x|y

3.4 Table 3.5 Table 3.6 Table
1y | x|z ¥la|b|c ¥la|b)c
y Z |y |=x al|lbib|b alclalb
x | yix]z b|b|b b blb|cla
z x|z |y c|b|b|b cla|b|c

names (un, deux, trois, - - - versus ein, zweli, drei - - -) for the numbers, but they are learning
the same binary structure. (In this case, they are also using the same symbols for the
numbers, so their addition tables would appear the same if they list the numbers in the
same order.)

We are interested in studying the different types of structures that binary operations
can provide on sets having the same number of elements, as typified by Tables 3.4, 3.5,
and 3.6. Let us consider a binary algebraic structure’ (S, *) to be a set S together with
a binary operation * on S. In order for two such binary structures (S, %) and (§’, *') to
be structurally alike in the sense we have described, we would have to have a one-to-one
correspondence between the elements x of S and the elements x’ of " such that

if x< x' and <y, then xxy <o x' %y §))
y

A one-to-one correspondence exists if the sets S and S’ have the same number of
elements. It is customary to describe a one-to-one correspondence by giving a one-
to-one function ¢ mapping S onto S’ (see Definition 0.12). For such a function ¢, we
regard the equation ¢(x) = x’ as reading the one-to-one pairing x <> x in left-to-right
order. In terms of ¢, the final <> correspondence in (1), which asserts the algebraic
structure in S’ is the same as in S, can be expressed as

P(x * y) = ¢p(x) * d(y).

Such, a function showing that two algebraic systems are structurally alike is known as
an isomorphism. We give a formal definition.

Let (S, %) and (S, ') be binary algebraic structures. An isomorphism of S with §' is a
one-to-one function ¢ mapping § onto S’ such that
P(x xy) =¢(y)« ¢(y) forallx,y € S.
homomorphism property

@)

 Remember that boldface type indicates that a term is being defined.
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If such a map ¢ exists, then S and S’ are isomorphic binary structures, which we
denote by § =~ §’, omitting the * and *' from the notation. ]

You may wonder why we labeled the displayed condition in Definition 3.7 the ho-
momorphism property rather than the isomorphism property. The notion of isomorphism
includes the idea of one-to-one correspondence, which appeared in the definition via the
words one-to-one and onto before the display. In Chapter 13, we will discuss the rela-
tion between S and S’ when ¢ : S — S’ satisfies the displayed homomorphism property,
but ¢ is not necessarily one to one; ¢ is then called a homomorphism rather than an
isomorphism.

It is apparent that in Section 1, we showed that the binary structures (U, -) and
(R., +.) are isomorphic for all ¢ € R*. Also, (U, -} and (Z,, +,)} are isomorphic for
eachn € ZT.

Exercise 27 asks us to show that for a collection of binary algebraic structures, the
relation ~ in Definition 3.7 is an equivalence relation on the collection. Our discussion
leading to the preceding definition shows that the binary structures defined by Tables 3.1
through 3.4 are in the same equivalence class, while those given by Tables 3.5 and 3.6 are
in different equivalence classes. We proceed to discuss how to try to determine whether
binary structures are isomorphic.

How to Show That Binary Structures Are Isomorphic

We now give an outline showing how to proceed from Definition 3.7 to show that two
binary structures (S, ) and (S’, ) are isomorphic.

Step 1 Define the function ¢ that gives the isomorphism of S with S’. Now this
means that we have to describe, in some fashion, what ¢(s) is to be forevery s € §S.

Step 2 Show that ¢ is a one-to-one function. That is, suppose that ¢(x) = ¢(y)
in S and deduce from this that x = y in .

Step3 Show that ¢ is onto S'. That is, suppose that 5" € S’ is given and show that
there does exist s € S such that ¢(s) = 5.

Step4 Show that ¢(x x y) = ¢p(x) ¥ ¢(y) for all x, y € S. This is just a question
of computation. Compute both sides of the equation and see whether they are the
same.

Let us show that the binary structure (R, +) with operation the usual addition is isomor-
phic to the structure (R™, -) where - is the usual multiplication.

Step1 We have to somehow convert an operation of addition to multiplication.
Recall from a?+¢ = (¢®)(a°) that addition of exponents corresponds to
multiplication of two quantities. Thus we try defining ¢ : R — R* by
¢(x) = e* for x € R. Note that ¢* > Oforall x € R, so indeed,

o(x) € RT.

Step 2 If ¢(x) = ¢(y), then e* = ¢”. Taking the natural logarithm, we see that

x =y, s0 ¢ is indeed one to one.
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Step3 Ifr € R, thenIn(r) € R and ¢(Inr) = €™ " = r. Thus ¢ is onto R*.

Step4 Forx,y € R,wehave ¢p(x +y) =™ =& - &¥ = ¢p(x) - ¢(y). Thus we
see that ¢ is indeed an isomorphism. A

~—

Let 27 = {2n |n € Z}, so that 2Z is the set of all even integers, positive, negative, and
zero. We claim that (Z, +) is isomorphic to {2Z, +), where + is the usual addition. This
will give an example of a binary structure (Z, +) that is actually isomorphic to a structure
consisting of a proper subset under the induced operation, in contrast to Example 3.8,
where the operations were totally different.

Step 1 The obvious function ¢ : Z — 2Z to try is given by ¢(n) = 2n forn € Z.
Step 2 If ¢(m) = ¢(n), then 2m = 2n so m = n. Thus ¢ is one to one.

Step3 Ifn € 27Z, thenn is even son = 2m form = n/2 € Z. Hence
¢(m) = 2(n/2) = n so ¢ is onto 2Z.

Step4 Letm,n € Z. The equation
¢(m +n) =2(m +n) =2m +2n = ¢(m) + ¢(n)
then shows that ¢ is an isomorphism. A

How to Show That Binary Structures Are Not Isomorphic

We now turn to the reverse question, namely:

How do we demonstrate that two binary structures (S, ) and {S’, ') are not

isomorphic, if this is the case?

This would mean that there is no one-to-one function ¢ from S onto S’ with the property
o(x * y) = ¢p(x) %" ¢(y) for all x, y € S. In general, it is clearly not feasible to try every
possible one-to-one function mapping S onto S’ and test whether it has this property,
except in the case where there are no such functions. This is the case precisely when S
and S’ do not have the same cardinality. (See Definition 0.13.)

The binary structures (@, +) and (R, +) are not isomorphic because Q has cardinality K¢
while |R] # 8. (See the discussion following Example 0.13.) Note that it is not enough
to say that QQ is a proper subset of R. Example 3.9 shows that a proper subset with the
induced operation can indeed be isomorphic to the entire binary structure. A

A structural property of a binary structure is one that must be shared by any
isomorphic structure. It is not concerned with names or some other nonstructural char-
acteristics of the elements. For example, the binary structures defined by Tables 3.1 and
3.2 are isomorphic, although the elements are totally different. Also, a structural prop-
erty is not concerned with what we consider to be the “name” of the binary operation.
Example 3.8 showed that a binary structure whose operation is our usual addition can be
isomorphic to one whose operation is our usual multiplication. The number of elements
in the set S is a structural property of (S, *).
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In the event that there are one-to-one mappings of S onto S’, we usually show that
(S, %) is not isomorphic to (S, ') (if this is the case) by showing that one has
some structural property that the other does not possess.

The sets Z and Z* both have cardinality Ry, and there are lots of one-to-one functions
mapping Z onto Z*. However, the binary structures (Z,-) and {Z™, -), where - is the
usual multiplication, are not isomorphic. In (Z, -) there are two elements x such that
x - x = x, namely, 0 and 1. However, in (Z7, ), there is only the single element 1.~ A

We list a few examples of possible structural properties and nonstructural properties
of a binary structure (S, ) to get you thinking along the right line.

Possible Structural Properties Possible Nonstructural Properties
1. The set has 4 elements. a. The number 4 is an element.

2. The operation is commutative. b. The operation is called “addition.”
3.xxx =xforallx € S. c. The elements of S are matrices.

4. The equation a x x = b has a d. S is a subset of C.

solution x in S foralla, b € S.

We introduced the algebraic notions of commutativity and associativity in Section 2.
One other structural notion that will be of interest to us is illustrated by Table 3.3,
where for the binary operation #” on the set {x, y, z}, wehave x ¥ u=u+"x=u
for all choices possible choices, x, y, and z for u. Thus x plays the same role as 0 in
(R, +) where 0+ u = u + 0 = u for all u € R, and the same role as 1 in (R, -) where
1-u=u-1=uforall u € R. Because Tables 3.1 and 3.2 give structures isomorphic
to the one in Table 3.3, they must exhibit an element with a similar property. We see that
bsu = u % b = u for all elements » appearing in Table 3.1 and that $ ' u = u ¥’ $ = u
for all elements u in Table 3.2. We give a formal definition of this structural notion and
prove a little theorem.

Let (S, %) be a binary structure. An element e of S is an identity element for * if
exs=s*e—=ysforalsesS. [ ]

(Uniqueness of Identity Element) A binary structure (S, ) has at most one identity
element. That is, if there is an identity element, it is unique.

Proceeding in the standard way to show uniqueness, suppose that both ¢ and é are ele-
ments of S serving as identity elements. We let them compete with each other. Regarding
e as an identity element, we must have e * ¢ = €. However, regarding € as an identity
clement, we must have e * & = e. We thus obtain ¢ = ¢, showing that an identity element
must be unique. *
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If you now have a good grasp of the notion of isomorphic binary structures, it
should be evident that having an identity element for * is indeed a structural property of
a structure (S, *). However, we know from experience that many readers will be unable
to see the forest because of all the trees that have appeared. For them, we now supply a
careful proof, skipping along to touch those trees that are involved.

Suppose (S, *) has an identity element ¢ for . If ¢ : § — §’is an isomorphism of (S, *)
with (§’, #), then ¢(e) is an identity element for the binary operation %’ on §.

Lets’ € . Wemustshow that ¢(e) ¥’ s = s’ %’ ¢(e) = s'. Because ¢ is an isomorphism,
it is a one-to-one map of S onto S’. In particular, there exists s € S such that ¢(s) = s'.
Now e is an identity element for * so that we know that e x s = 5 * e = 5. Because ¢ is
a function, we then obtain

Plexs) = @(s xe) = P(s).

Using Definition 3.7 of an isomorphism, we can rewrite this as

ple) ¥ ¢(s) = ¢(s) x ple) = p(s).

Remembering that we chose s € § such that ¢(s) = s', we obtain the desired relation
ple) ¥ s =5 ¥ ¢d(e) = 5. L 2

We conclude with three more examples showing via structural properties that cer-
tain binary structures are not isomorphic. In the exercises we ask you to show, as in
Theorem 3.14, that the properties we use to distinguish the structures in these examples
are indeed structural. That is, they must be shared by any isomorphic structure.

We show that the binary structures (Q, +) and (Z, +) under the usual addition are not
isomorphic. (Both @ and Z have cardinality Ry, so there are lots of one-to-one functions
mapping @ onto Z.) The equation x + x = ¢ has a solution x for all ¢ € , but this is
not the case in Z. For example, the equation x 4+ x = 3 has no solution in Z. We have
exhibited a structural property that distinguishes these two structures. A

The binary structures (C, ) and (R, -} under the usual multiplication are not isomorphic.
(Tt can be shown that C and R have the same cardinality.) The equation x - x = c has a
solution x for all ¢ € C, but x - x = —1 has no solution in R. A

The binary structure (M>(R), -) of 2 x 2real matrices with the usual matrix multiplication
isnotisomorphic to (R, -) with the usual number multiplication. (It can be shown that both
sets have cardinality |R|.) Multiplication of numbers is commutative, but multiplication
of matrices is not. A
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# EXERCISES 3

In all the exercises, - is the usual addition on the set where it is specified, and - is the usual multiplication.

Computations

1. What three things must we check to determine whether a function ¢: S — §’ is an isomorphism of a binary

structure (S, *) with (S, %')?

In Exercises 2 through 10, determine whether the given map ¢ is an isomorphism of the first binary structure with
the second. (See Exercise 1.) If it is not an isomorphism, why not?

2.

10.

R BN

(Z, +) with {Z, +) where ¢p(n) = —n forn € Z

7, +) with (Z, +) where ¢(n) = 2nforn € Z

Z, +) with (Z, +) where ¢(n) =n + 1 forn € Z

Q, +) with (Q, +) where ¢(x) = x/2forx € Q

Q, -) with (Q, -) where ¢p(x) = x* forx € Q

(R, -) with (R, -) where ¢(x) = x° forx € R

(M>(R), -y with (R, -) where ¢(A) is the determinant of matrix A
(M (R), -) with (R, -) where ¢(A) is the determinant of matrix A
(R, 4+) with (R*, ) where ¢(r) = 0.5 forr € R

(
(
(
(

In Exercises 11 through 15, let F be the set of all functions f mapping R into R that have derivatives of all orders.
Follow the instructions for Exercises 2 through 10.

11.
12.
13.
14.
15.
1e.

17.

18.

(F, +) with (F, +) where ¢(f) = f, the derivative of f
(F, +) with (R, +) where ¢(f) = f'(0)

(F, +) with (F, +) where ¢(f)(x) = fg f(®Hdt

(F, +) with (F, +) where ¢(f)(x) = [y f(1)dr]

(F, ) with (F, -) where ¢(f)(x) = x - f(x)

The map ¢ : Z — Z defined by ¢(n) = n + 1 for n € Z is one to one and onto Z. Give the definition of a
binary operation * on Z such that ¢ is an isomorphism mapping

a. {Z,+) onto (Z, *), b. (Z, *) onto (Z, +).
In each case, give the identity element for * on Z.

The map ¢ : Z — Z defined by ¢(n) =n+1 for n € Z is one to one and onto Z. Give the definition of a
binary operation * on Z such that ¢ is an isomorphism mapping

a. (Z,-) onto (Z, *), b. (Z, *) onto (Z, -).
In each case, give the identity element for * on Z.

The map ¢ : Q — Q defined by ¢(x) = 3x — 1 for x € Q is one to one and onto Q. Give the definition of a
binary operation * on Q such that ¢ is an isomorphism mapping

a. (Q, +) onto (Q, ), b. (Q, *) onto {Q, +).

In each case, give the identity element for * on Q.
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19. The map ¢ : Q@ — Q defined by ¢(x) = 3x — 1 for x € Q is one to one and onto Q. Give the definition of a
binary operation * on € such that ¢ is an isomorphism mapping

a. (Q, ) onto (Q, %), b. (Q, ) onto (Q, -).

In each case, give the identity element for * on Q.

Concepts

20. The displayed homomorphism condition for an isomorphism ¢ in Definition 3.7 is sometimes summarized
by saying, “¢ must commute with the binary operation(s).” Explain how that condition can be viewed in this
manner.

In Exercises 21 and 22, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.
21. A function ¢ : S — S’ is an isomorphism if and only if ¢(a * b) = ¢(a) " ¢(b).

22. Let x be a binary operation on a set S. An element ¢ of S with the property s xe = s = e x 5 is an identity
element for x for all s € S.

Proof Synopsis

A good test of your understanding of a proof is your ability to give a one or two sentence synopsis of it, explaining
the idea of the proof without all the details and computations. Note that we said “sentence” and not “equation.”
From now on, some of our exercise sets may contain one or two problems asking for a synopsis of a proof in the
text. It should rarely exceed three sentences. We should illustrate for you what we mean by a synopsis. Here is our
one-sentence synopsis of Theorem 3.14. Read the statement of the theorem now, and then our synopsis.

Representing an element of S” as ¢(s) for some s € S, use the homomorphism property
of ¢ to carry the computation of ¢(e) " ¢(s) back to a computation in S.
That is the kind of explanation that one mathematician might give another if asked, “How does the proof go?”

We did not make the computation or explain why we could represent an element of S’ as ¢(s). To supply every
detail would result in a completely written proof. We just gave the guts of the argument in our synopsis.

23. Give a proof synopsis of Theorem 3.13.

Theory

24. An identity element for a binary operation * as described by Definition 3.12 is sometimes referred to as “a
two-sided identity element.” Using complete sentences, give analogous definitions for

a. aleft identity element e; for %, and b. a right identity element e for x.

Theorem 3.13 shows that if a two-sided identity element for * exists, it is unique. Is the same true for a one-sided
identity element you just defined? If so, prove it. If not, give a counterexample (S, *) for a finite set S and find
the first place where the proof of Theorem 3.13 breaks down.

25. Continuing the ideas of Exercise 24 can a binary structure have a left identity element ¢; and a right identity
element eg where e; # eg? If so, give an example, using an operation on a finite set S. If not, prove that it is
impossible.
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26.

27.

28.
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Recall thatif f : A — B is aone-to-one function mapping A onto B, then f~!(b)is the unique a € A such that
fa) = b. Prove thatif ¢ : 5 — $' is an isomorphism of (S, %) with (S, ¥, then ¢~ is an isomorphism of
(7, ') with (S, *).

Prove thatif ¢ : S — §'is anisomorphism of (S, x) with (§',«'yand ¥ : & — §” is anisomorphism of (87, ')
with (§”, "), then the composite function ¥ o ¢ is an isomorphism of (S, x) with (8", *).

Prove that the relation ~ of being isomorphic, described in Definition 3.7, is an equivalence relation on any set

of binary structures. You may simply quote the results you were asked to prove in the preceding two exercises at
appropriate places in your proof.

In Exercises 29 through 32, give a careful proof for a skeptic that the indicated property of a binary structure (S, %)
is indeed a structural property. (In Theorem 3.14, we did this for the property, “There is an identity element for #.7)

29.
30.
31.
32.
33.

34.

The operation * is conumutative.
The operation * is associative.
For each ¢ € S, the equation x * x = ¢ has a solution x in S.

There exists an element b in S such that b % b = b.

Let H be the subset of M>(R) consisting of all matrices of the form [a b] for a, b € R. Exercise 23 of

b a
Section 2 shows that H is closed under both matrix addition and matrix multiplication.
a. Show that (C, +) is isomorphic to (H, +).

b. Show that (C, -) is isomorphic to (H, -).

(We say that H is a matrix representation of the complex numbers C.)

There are 16 possible binary structures on the set {a, b} of two elements. How many nonisomorphic (that is,
structurally different) structures are there among these 167 Phrased more precisely in terms of the isomorphism
equivalence relation 2 on this set of 16 structures, how many equivalence classes are there? Write down one
structure from each equivalence class. [Hint: Interchanging a and b everywhere in a table and then rewriting
the table with elements listed in the original order does not always yicld a table different from the one we
started with. ]

Grours

Let us continue the analysis of our past experience with algebra. Once we had mastered
the computational problems of addition and multiplication of numbers, we were ready
to apply these binary operations to the solution of problems. Often problems lead to
equations involving some unknown number x, which is to be determined. The simplest
equations are the linear ones of the forms a 4+ x = b for the operation of addition, and
ax = b for multiplication. The additive linear equation always has a numerical solution,
and so has the multiplicative one, provided a # 0. Indeed, the need for solutions of
additive linear equations such as 5 +x = 2 is a very good motivation for the negative
numbers. Similarly, the need for rational numbers is shown by equations such as 2x = 3.

It is desirable for us to be able to solve linear equations involving our binary opera-
tions. This is not possible for every binary operation, however. For example, the equation
a % x = a has no solution in S = {a, b, c} for the operation x of Example 2.14. Let us
abstract from familiar algebra those properties of addition that enable us to solve the
equation5 +x =2 in 7. We must not refer to subtraction, for we are concerned with the
solution phrased in terms of a single binary operation, in this case addition. The steps in
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the solution are as follows:

S+x =2, given,
—54+(54+x)=-5+2, adding—>5,
(=545 +x=-5+42, associative law,

04+x=-54+2, compuiing—5+35,

x = =542, property of 0,
x = =3, computing — 5 + 2.

Strictly speaking, we have not shown here that —3 is a solution, but rather thatitis the only
possibility for a solution. To show that —3 is a solution, one merely computes 5 + (—3).
A similar analysis could be made for the equation 2x = 3 in the rational numbers with
the operation of multiplication:

2x = 3, given,
%(2x) = %(3), multiplying by % -
(% Sx = %3, associative law,
1-x =13, computing 32,

x =13, property of 1,

[NETIVS I Y |

, computing 13.

We can now see what properties a set S and a binary operation % on S would have to
have to permit imitation of this procedure for an equation a * x = b fora, b € S. Basic
to the procedure is the existence of an element e in S with the property that e x x = x
for all x € S. For our additive example, 0 played the role of e, and 1 played the role for
our multiplicative example. Then we need an element ¢’ in S that has the property that
a’ * a = e. For our additive example with ¢ = 5, —5 played the role of @’, and % played
the role for our multiplicative example with @ = 2. Finally we need the associative law.
The remainder is just computation. A similar analysis shows that in order to solve the
equation x * a = b (remember that a % x need not equal x * a), we would like to have an
element e in S such thatx * ¢ = x forall x € S and ana’in S such thata * a’ = e. With
all of these properties of * on S, we could be sure of being able to solve linear equations.
Thus we need an associative binary structure (S, *) with an identity element e such that
for each a € S, there exists @’ € S such that a x a’ = a’ x a = e. This is precisely the
notion of a group, which we now define.

Definition and Examples

Rather than describe a group using terms defined in Sections 2 and 3 as we did at the end
of the preceding paragraph, we give a self-contained definition. This enables a person
who picks up this text to discover what a group is without having to look up more terms.

A group (G, %) is a set G, closed under a binary operation *, such that the following
axioms are satisfied:
Z:Foralla,b,c e G, wehave

(axb)yxc=ax*(bxc). associativity of x
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%, There is an element ¢ in G such that for all x € G,

exx =xxe=x. identity element ¢ for x

% Corresponding to each a € G, there is an element a’ in G such that

axad =a xa—=e. inversea ofa | |

We easily see that (U, -) and (U,, -) are groups. Multiplication of complex numbers is
associative and both U and U, contain 1, which is an identity for multiplication. For
¢'® € U, the computation

619 _ez(Zn—e) — eZm =1

shows that every element of U has an inverse. For z € U,, the computation

shows that every element of U, has an inverse. Thus (U, -y and (U,, -) are groups.
Because (R, +.) is isomorphic to (U, -), we see that (Rc, +) is a group for all ¢ € R*.
Similarly, the fact that (Z,, +,) is isomorphic to (U,, -) shows that {Z,, +,) is a group
foralln € Z™. A

We point out now that we will sometimes be sloppy in notation. Rather than use
the binary structure notation (G, *) constantly, we often refer to a group G, with the
understanding that there is of course a binary operation on the set G. In the event that
clarity demands that we specify an operation * on G, we use the phrase “the group G

# HisTorRICAL NOTE

here are three historical roots of the develop-

ment of abstract group theory evident in the
mathematical literature of the nineteenth century:
the theory of algebraic equations, number theory,
and geometry. All three of these areas used group-
theoretic methods of reasoning, although the meth-
ods were considerably more explicit in the first area
than in the other two.

One of the central themes of geometry in the
nineteenth century was the search for invariants
under various types of geometric transformations.

Gradually attention became focused on the trans-
formations themselves, which in many cases can be
thought of as elements of groups.

In number theory, already in the eighteenth cen-
tury Leonhard Euler had considered the remainders
on division of powers a” by a fixed prime p. These
remainders have “group” properties. Similarly,

Carl F. Gauss, in his Disquisitiones Arithmeti-
cae (1800), dealt extensively with quadratic forms
ax® + 2bxy + cy?, and in particular showed that
equivalence classes of these forms under compo-
sition possessed what amounted to group proper-
ties.

Finally, the theory of algebraic equations pro-
vided the most explicit prefiguring of the group con-
cept. Joseph-Louis Lagrange (1736-1813) in fact
initiated the study of permutations of the roots of an
equation as a tool for solving it. These permutations,
of course, were ultimately considered as elements
of a group.

It was Walter von Dyck (1856-1934) and
Heinrich Weber (1842-1913) who in 1882 were
able independently to combine the three historical
roots and give clear definitions of the notion of an
abstract group.
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under *.” For example, we may refer to the groups Z, Q, and R under addition rather
than write the more tedious (Z, +), (Q, +), and (R, +). However, we feel free to refer
to the group Zg without specifying the operation. -

A group G is abelian if its binary operation is commutative. |

2 HistoricAaL NOTE

Commutative groups are called abelian in honor
of the Norwegian mathematician Niels Henrik
Abel (1802-1829). Abel was interested in the ques-
tion of solvability of polynomial equations. In a pa-
per written in 1828, he proved that if all the roots
of such an equation can be expressed as rational
functions f, g, ...,k of one of them, say x, and
if for any two of these roots, f(x) and g(x), the
relation f(g(x)) = g(f(x)) always holds, then the
equation is solvable by radicals. Abel showed that
each of these functions in fact permutes the roots of
the equation; hence, these functions are elements
of the group of permutations of the roots. It was
this property of commutativity in these permuta-
tion groups associated with solvable equations that
led Camille Jordan in his 1870 treatise on alge-
bra to name such groups abelian; the name since

then has been applied to commutative groups in
general.

Abel was attracted to mathematics as a teenager
and soon surpassed all his teachers in Norway. He
finally received a government travel grant to study
elsewhere in 1825 and proceeded to Berlin, where
he befriended August Crelle, the founder of the most
influential German mathematical journal. Abel con-
tributed numerous papers to Crelle’s Journal during
the next several years, including many in the field
of elliptic functions, whose theory he created vir-
tually single-handedly. Abel returned to Norway in
1827 with no position and an abundance of debts.
He nevertheless continued to write brilliant papers,
but died of tuberculosis at the age of 26, two days
before Crelle succeeded in finding a university po-
sition for him in Berlin.

4.4 Example

4.5 Example

4.6 Example

4.7 Example

4.8 Example

Let us give some examples of some sets with binary operations that give groups and
also of some that do not give groups.

The set Z* under addition is not a group. There is no identity element for +in Zt. A

The set of all nonnegative integers (including 0) under addition is still not a group. There
is an identity element O, but no inverse for 2. A

The familiar additive properties of integers and of rational, real, and complex numbers
show that Z, Q, R, and C under addition are abelian groups. A

The set Z* under muliiplication is nor a group. There is an identity 1, but no inverse
of 3. A

The familiar multiplicative properties of rational, real, and complex numbers show that
the sets Q7 and R™ of positive numbers and the sets Q*, R*, and C* of nonzero numbers
under multiplication are abelian groups. A
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The set of all real-valued functions with domain R under function addition is a group.
This group is abelian. A

(Linear Algebra) Those who have studied vector spaces should note that the axioms
for a vector space V pertaining just to vector addition can be summarized by asserting
that V under vector addition is an abelian group. A

The set M,,,(R) of all m x n matrices under matrix addition is a group. The m x n
matrix with all entries 0 is the identity matrix. This group is abelian. A

The set M, (R) of all n x n matrices under matrix multiplication is not a group. The
n x n matrix with all entries O has no inverse. A

Show that the subset S of M, (R) consisting of all invertible n x n matrices under matrix
multiplication is a group.

We start by showing that S is closed under matrix multiplication. Let A and B be in S,
so that both A~! and B~ existand AA~! = BB~! = I,. Then

(ABYB~'A™Yy = ABB ™ HAT = ALLAT =11,

so that A B is invertible and consequently is also in S.

Since matrix multiplication is associative and I, acts as the identity element, and
since each element of § has an inverse by definition of S, we see that S is indeed a group.
This group is nof commutative. It is our first example of a nonabelian group. A

The group of invertible n x n matrices described in the preceding example is of
fundamental importance in linear algebra. It is the general linear group of degree 1,
and is usually denoted by G L(n, R). Those of you who have studied linear algebra know
that a matrix A in GL(n, R) gives rise to an invertible linear transformation 7' : R"* —
R, defined by T(x) = Ax, and that conversely, every invertible linear transformation
of R” into itself is defined in this fashion by some matrix in GL(n, R). Also, matrix
multiplication corresponds to composition of linear transformations. Thus all invertible
linear transformations of R” into itself form a group under function composition; this
group is usually denoted by GL(R"). Of course, GL(n,R) ~ GL({R").

Let * be defined on Qt by a % b = ab/2. Then

b b
(a*b)*c:a—*c=2,
2 4
and likewise
b
a*(b*c):a*—cz_abc.
2 4

Thus * is associative. Computation shows that
2xa=ax2=a

for all @ € QF, so 2 is an identity element for *. Finally,
4 4
a*%x — = —*a =2,
a a

0 a’ = 4/a is an inverse for a. Hence Q7 with the operation x is a group. A
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Elementary Properties of Groups -

As we proceed to prove our first theorem about groups, we must use Definition 4.1, which
is the only thing we know about groups at the moment. The proof of a second theorem
can employ both Definition 4.1 and the first theorem; the proof of a third theorem can
use the definition and the first two theorems, and so on.

Our first theorem will establish cancellation laws. In real arithmetic, we know that
2a = 2b implies that ¢ = b. We need only divide both sides of the equation 2a = 2b
by 2, or equivalently, multiply both sides by % which is the multiplicative inverse of 2.
We parrot this proof to establish cancellation laws for any group. Note that we will also
use the associative law.

If G is a group with binary operation %, then the left and right cancellation laws
hold in G, thatis, a x b = a * ¢ implies b = ¢, and b * a = ¢ * g implies b = ¢ for all
a,b,cedq.

Suppose a * b = a * c. Then by %, there exists a’, and

a' x(axb)=a x(axc).
By the associative law,

(@ xa)xb=(a xa)*c.
By the definition of ¢’ in %5, a4’ *a = e, so

exb=exc.
By the definition of ¢ in &,
b=c.

Similarly, from b % @ = ¢ % a one can deduce that » = ¢ upon multiplication on the right
by a’ and use of the axioms for a group. *

Our next proof can make use of Theorem 4.15. We show that a “linear equation” in
a group has a unique solution. Recall that we chose our group properties to allow us to
find solutions of such equations.

If G is a group with binary operation *, and if g and b are any elements of G, then the
linear equations @ * x = b and y * a = b have unique solutions x and y in G.

First we show the existence of ar least one solution by just computing that a’ * b is a
solution of a * x = b. Note that

ax(a xb)=(a+xa’)xb, associative law,
=exb, definition of a’,
= b, property of e.

Thus x = a’ % b is a solution of a * x = b. In a similar fashion, y = b x a’ is a solution
of yxa =b.
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To show uniqueness of y, we use the standard method of assuming that we have
two solutions, y; and y;, so that y; ka = b and y, xa = b. Then y, xa = y; * a, and
by Theorem 4.15, y; = y,. The uniqueness of x follows similarly. *

Of course, to prove the uniqueness in the last theorem, we could have followed the
procedure we used in motivating the definition of a group, showing that if a * x = b,
then x = a’ = b. However, we chose to illusirate the standard way to prove an object is
unique; namely, suppose you have two such objects, and then prove they must be the
same. Note that the solutions x = @’ % b and y = b * a’ need not be the same unless * is
commutative.

Because a group is a special type of binary structure, we know from Theorem 3.13
that the identity e in a group is unique. We state this again as part of the next theorem
for easy reference.

In a group G with binary operation #, there is only one element ¢ in G such that
exX =X%x€e=2Xx
for all x € G. Likewise for each a € G, there is only one element a’ in G such that
adxa=axa =e.
In summary, the identity element and inverse of each element are unique in a group.

Theorem 3.13 shows that an identity element for any binary structure is unique. No use
of the group axioms was required to show this.

Turning to the uniqueness of an inverse, suppose that a € G has inverses a’ and a”
sothata’ xa =a*a’' =eanda”’ xa =a+a” = e. Then

axad' =axad =e

and, by Theorem 4.15,
a// — a/’
so the inverse of a in a group 1s unique. *
Note that in a group G, we have

(axbyx (W' xa)=axbxb)xad =(@*e)xa =axa =e.

This equation and Theorem 4.17 show that »” % a’ is the unique inverse of a * b.
That is, (a * b)Y = b’ % a’. We state this as a corollary.

Let G be a group. Foralla, b € G, we have (a xb) =b"*a’.

For your information, we remark that binary algebraic structures with weaker axioms
than those for a group have also been studied quite extensively. Of these weaker structures,
the semigroup, a set with an associative binary operation, has perbaps had the most
attention. A monoid is a semigroup that has an identity element for the binary operation.
Note that every group is both a semigroup and a monoid.
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Finally, it is possible to give axioms for a group (G, ) that seem at first glance to
be weaker, namely:

1. The binary operation * on G is associative.
2. There exists a left identity element ¢ in G such that e x x = x forall x € G.

3. Foreacha € G, there exists a left inverse a’ in G such thata’ x a = e.

From this one-sided definition, one can prove that the left identity element is also a right
identity element, and a left inverse is also a right inverse for the same element. Thus
these axioms should not be called weaker, since they result in exactly the same structures
being called groups. It is conceivable that it might be easier in some cases to check these
left axioms than to check our two-sided axioms. Of course, by symmetry it is clear that
there are also right axioms for a group.

Finite Groups and Group Tables

All our examples after Example 4.2 have been of infinite groups, that is, groups where
the set G has an infinite number of elements. We turn to finite groups, starting with the
smallest finite sets.

Since a group has to have at least one element, namely, the identity, a minimal set that
might give rise to a group is a one-element set {e}. The only possible binary operation =
on {e} is defined by e x ¢ = e. The three group axioms hold. The identity element is
always its own inverse in every group.

Let us try to put a group structure on a set of two elements. Since one of the elements
must play the role of identity element, we may as well let the set be {e, a}. Let us attempt
to find a table for a binary operation % on {e, a} that gives a group structure on {e, a}.
When giving a table for a group operation, we shall always list the identity first, as in
the following table.

Since e is to be the identity, so
exxX =x%e=2Xx

for all x € {e, a}, we are forced to fill in the table as follows, if * is to give a group:

’_\

* e a
e e a
a a

Also, a must have an inverse a’ such that

axa =d xa=e.
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In our case, ¢’ must be either e or a. Since a’ = e obviously does not work, we must
have a’ = a, so we have to complete the table as follows:

* e a
e € a
a a €

All the group axioms are now satisfied, except possibly the associative property. Check-
ing associativity on a case-by-case basis from a table defining an operation can be a
very tedious process. However, we know that Z» = {0, 1} under addition modulo 2 is
a group, and by our arguments, its table must be the one above with e replaced by 0
and a by 1. Thus the associative property must be satisfied for our table containing e
and a.

With this example as background, we should be able to list some necessary conditions
that a table giving a binary operation on a finite set must satisfy for the operation to give
a group structure on the set. There must be one element of the set, which we may as well
denote by e, that acts as the identity element. The condition e * x = x means that the row
of the table opposite e at the extreme left must contain exactly the elements appearing
across the very top of the table in the same order. Similarly, the condition x * ¢ = x
means that the column of the table under e at the very top must contain exactly the
elements appearing at the extreme left in the same order. The fact that every element a
has a right and a left inverse means that in the row having a at the extreme left, the
element e must appear, and in the column under a at the very top, the e must appear.
Thus e must appear in each row and in each column. We can do even better than this,
however. By Theorem 4.16, not only the equations a * x = e and y * @ = ¢ have unique
solutions, but also the equations a x x = b and y * a = b. By a similar argument, this
means that each element b of the group must appear once and only once in each row and
each colurnrn of the table.

Suppose conversely that a table for a binary operation on a finite set is such that
there is an element acting as identity and that in each row and each column, each element
of the set appears exactly once. Then it can be seen that the structure is a group structure
if and only if the associative law holds. If a binary operation * is given by a table,
the associative law is usually messy to check. If the operation * is defined by some
characterizing property of a * b, the associative law is often easy to check. Fortun?tﬂy,
this second case turns out to be the one usually encountered.

We saw that there was essentially only one group of two elements in the sense that
if the elements are denoted by e and a with the identity element e appearing first, the
table must be shown in Table 4.19. Suppose that a set has three elements. As before, we
may as well let the set be {e, a, b}. For e to be an identity element, a binary operation
% on this set has to have a table of the form shown in Table 4.20. This leaves four
places to be filled in. You can quickly see that Table 4.20 must be completed as shown
in Table 4.21 if each row and each column are to contain each element exactly once.
Because there was only one way to complete the table and Z; = {0, 1, 2} under addition
modulo 3 is a group, the associative property must hold for our table containing e, a,
and b.
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Now suppose that G’ is any other group of three elements and imagine a table for G’
with identity element appearing first. Since our filling out of the table for G = {e, a, b}
could be done in only one way, we see that if we take the table for G’ and rename the
identity e, the next element listed a, and the last element b, the resulting table for G’
must be the same as the one we had for G. As explained in Section 3, this renaming
gives an isomorphism of the group G’ with the group G. Definition 3.7 defined the
notion of isomorphism and of isomorphic binary structures. Groups are just certain
types of binary structures, so the same definition pertains to them. Thus our work above
can be summarized by saying that all groups with a single element are isomorphic, all
groups with just two elements are isomorphic, and all groups with just three elements are
isomorphic. We use the phrase up to isomorphism to express this identification using the
equivalence relation ~~. Thus we may say, “There is only one group of three elemenis,
up to isomorphism.”

4.19 Table 4.20 Table 4.21 Table
* 1 e | a * e | a | b * e | a | b
e | e | a e e | a | b e e | a b
ajlaje a a a a b e
b e a

# EXERCISES 4

Computations

In Exercises 1 through 6, determine whether the binary operation * gives a group structure on the given set. If no
group results, give the first axiom in the order &, %, & from Definition 4.1 that does not hold.

S0 N AN U A W N =

. Let * be defined on Z by letting a * & = ab.

. Let * be defined on 2Z = {2n |n € Z} by lettinga x b = a + b.

. Let % be defined on R* by letting a * b = v/ab.

. Let x be defined on (@ by letting a x b = ab.

. Let * be defined on the set R* of nonzero real numbers by letting a x b = a/b.
. Let * be defined on C by letting a x b = {ab|.

. Give an example of an abelian group G where G has exactly 1000 elements.

. We can also consider multiplication -, modulo n in Z,. For example, 5 -7 6 = 2 in Z5 because 5- 6 =30 =

4(7) 4 2. The set {1, 3, 5, 7} with multiplication -3 modulo 8 is a group. Give the table for this group.

. Show that the group (U, -} is not isomorphic to either (R, +) or {R*, -). (All three groups have cardinality |R].)
10.

Let n be a positive integer and let nZ = {nm | m € Z}.

a. Show that (nZ, +) is a group.
b. Show that (nZ, +) >~ (Z, +).
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In Exercises 11 through 18, determine whether the given set of matrices under the specified operation, matrix
addition or multiplication, is a group. Recall that a diagonal matrix is a square matrix whose only nonzero entries
lie on the main diagonal, from the upper left to the lower right corner. An upper-triangular matrix is a square
matrix with only zero entries below the main diagonal. Associated with each n x n matrix A is a number called
the determinant of A, denoted by det(A). If A and B are both n x n matrices, then det(AB) = det(A) det(B). Also,
det(Z,) = 1 and A is invertible if and only if det(A) # 0.

11.
12.
13.
14.
15.
16.
17.
18.
19.

20.

21.

All n x n diagonal matrices under matrix addition.

All n x n diagonal matrices under matrix multiplication.

All n x n diagonal matrices with no zero diagonal entry under matrix multiplication.

All n x n diagonal matrices with all diagonal entries 1 or —1 under matrix multiplication.
All 7 x n upper-triangular matrices under matrix multiplication.

All n x n upper-triangular matrices under matrix addition.

All n x n upper-triangular matrices with determinant 1 under matrix multiplication.

All n x n matrices with determinant either 1 or —1 under matrix multiplication.

Let S be the set of all real numbers except —1. Define * on § by

axb=a-+b+ab.

a. Show that * gives a binary operation on §.
b. Show that (S, %) is a group.
c. Find the solution of the equation 2 x *3 = 71in S.

This exercise shows that there are two nonisomorphic group structures on a set of 4 elements.

Let the setbe {e, a, b, ¢}, with e the identity element for the group operation. A group table would then have
to start in the manner shown in Table 4.22. The square indicated by the question mark cannot be filled in with
a. Tt must be filled in either with the identity element e or with an element different from both e and a. In this
latter case, it is no loss of generality to assume that this element is b. If this square is filled in with e, the table
can then be completed in two ways to give a group. Find these two tables. (You need not check the associative
law.) If this square is filled in with b, then the table can only be completed in one way to give a group. Find this
table. (Again, you need not check the associative law.) Of the three tables you now have, two give isomorphic
groups. Determine which two tables these are, and give the one-to-one onto renaming function which is an
isomorphism.

a. Are all groups of 4 elements commutative?

b. Which table gives a group isomorphic to the group Us, so that we know the binary operation defined by the
table is associative?

¢. Show that the group given by one of the other tables is structurally the same as the group in Exercise 14 for
one particular value of n, so that we know that the operation defined by that table is associative also.

According to Exercise 12 of Section 2, there are 16 possible binary operations on a set of 2 elements. How
many of these give a structure of a group? How many of the 19,683 possible binary operations on a set of
3 elements give a group structure?

Concepts

22.

Consider our axioms %, %, and %, for a group. We gave them in the order %% %;. Conceivable other
orders to state the axioms are % %%, %95, 5G9 %, 9%, and %% % Of these six possible
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orders, exactly three are acceptable for a definition. Which orders are not acceptable, and why? (Remember
this. Most instructors ask the student to define a group on at least one test.)

4.22 Table

*x|lelal|b|c

elelal|b|c

alal?
b|b
c|ec

23. The following “definitions” of a group are taken verbatim, including spelling and punctuation, from papers of
students who wrote a bit too quickly and carelessly. Criticize them.

a.

¢

&

A group G is a set of elements together with a binary operation * such that the following conditions are
satisfied

* 1S associative
There exists ¢ € G such that

exx = x x e = x = identity.

For every a € G there exists an @’ (inverse) such that

A group is a set G such that

The operation on G is associative.

there is an identity element (e) in G.

for every a € G, there is an a’ (inverse for each element)
A group is a set with a binary operation such

the binary operation is defined

an inverse exists

an identity element exists

A set G is called a group over the binery operation * such that foralla, b € G
Binary operation x* is associative under addition

there exist an element {e} such that

axe=exa=e
Fore every element a there exists an element a’ such that

axa =a xa=e

24. Give a table for a binary operation on the set {e, a, b} of three elements satisfying axioms % and & for a
group but not axiom &.

25. Mark each of the following true or false.

a. A group may have more than one identity element.
b. Any two groups of three elements are isomorphic.
¢. In a group, each linear equation has a solution.
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d. The proper attitude toward a definition is to memorize it so that you can reproduce it word for word
as in the text.

e. Any definition a person gives for a group is correct provided that everything that is a group by that
person’s definition is also a group by the definition in the text.

f. Any definition a person gives for a group is correct provided he or she can show that everything
that satisfies the definition satisfies the one in the text and conversely.

g. Every finite group of at most three elements is abelian.

h. An equation of the form a * x x b = ¢ always has a unique solution in a group.

i. The empty set can be considered a group.

j- Bvery group is a binary algebraic structure.

Proof synopsis

We give an example of a proof synopsis. Here is a one-sentence synopsis of the proof that the inverse of an element
a in a group {G, %) is unique.

Assuming that g % @' = ¢ and a * a” = e, apply the left cancellation law to the equationa *a' =axa’.

Note that we said “the left cancellation law” and not “Theorem 4.15.” We always suppose that our synopsis was
given as an explanation given during a conversation at lunch, with no reference to text numbering and as little

notation as is practical.

26. Give a one-sentence synopsis of the proof of the left cancellation law in Theorem 4.15.

27. Give at most a two-sentence synopsis of the proof in Theorem 4.16 that an equation ax = b has a unique
solution in a group.

Theory

28. From our intuitive grasp of the notion of isomorphic groups, it should be clear thatif ¢ : G — G’ is a group
isomorphism, then ¢(e) is the identity ¢’ of G’. Recall that Theorem 3.14 gave a proof of this for isomorphic
binary structures (S, *) and (§', ). Of course, this covers the case of groups.

Tt should also be intuitively clear that if @ and @' are inverse pairs in G, then ¢(a) and ¢(a’) are inverse pairs
in @, that is, that ¢(a) = ¢(a’). Give a careful proof of this for a skeptic who can’t see the forest for all the

trees.
29. Show that if G is a finite group with identity e and with an even number of elements, then there is a # e inG
such thata xa = e.
30. Let R* be the set of all real numbers except 0. Define * on R* by letting a x b = |alb.
a. Show that * gives an associative binary operation on R*.
b. Show that there is a left identity for % and a right inverse for each element in R*.
c. Is R* with this binary operation a group?
d. Explain the significance of this exercise.
31. If « is a binary operation on a set S, an element x of § is an idempotent for * if x  x = x. Prove that a group
has exactly one idempotent element. (You may use any theorems proved so far in the text.)

32. Show that every group G with identity e and such that x x x = e for all x € G is abelian. [Hint: Consider
(axb)x(axb)]



33.

34.

35.

36.
37.
38.

39.

40.

41.
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Let G be an abelian group and let ¢”" = c*c*--- % ¢ for n factors ¢, where ¢ € G and n € Z*. Give a
mathematical induction proof that (a * b)" = (@) = (b") foralla, b € G.

Let G be a group with a finite number of elements. Show that for any a € G, there exists an n € Z™ such that
a" = e. See Exercise 33 for the meaning of 4. [Hint: Consider e, a, a%, a3, ..., a™, where m is the number
of elements in G, and use the cancellation laws.]

Show that if (a * b)* = a® % b* for @ and b in a group G, then a * b = b * a. See Exercise 33 for the meaning
of a.

Let Gbeagroup andleta, b € G. Show that (a xb) =a' *x b’ ifandonlyifaxb =b xa.
Let G be a group and suppose that a x b x ¢ = e fora, b, ¢ € G. Show that b * ¢ x a = e also.

Prove that a set G, together with a binary operation % on G satisfying the left axioms 1, 2, and 3 given on
page 43, is a group.

Prove that a nonempty set G, together with an associative binary operation * on G such that
axx =band y*a = b have solutions in G for all a, b € G,

is a group. [Hint: Use Exercise 38.]
Let (G, -) be a group. Consider the binary operation * on the set G defined by

axb=b-a

fora, b € G. Show that (G, %) is a group and that (G, %) is actually isomorphic to (G, -). [Hint: Consider the
map ¢ with ¢(a) = a’ fora € G.]

Let G be a group and let g be one fixed element of G. Show that the map i,, such that i,(x) = gxg'forx € G,
is an isomorphism of G with itself.

SUBGROUPS

Notation and Terminology

It is time to explain some conventional notation and terminology used in group theory.
Algebraists as a rule do not use a special symbol x to denote a binary operation different
from the usual addition and multiplication. They stick with the conventional additive or
multiplicative notation and even call the operation addition or multiplication, depending
on the symbol used. The symbol for addition is, of course, +, and usually multiplication
is denoted by juxtaposition without a dot, if no confusion results. Thus in place of the
notation a *x b, we shall be using either a 4+ & to be read “the sum of ¢ and b,” or ab
to be read “the product of a and b.” There is a sort of unwritten agreement that the
symbol + should be used only to designate commutative operations. Algebraists feel
very uncomfortable when they see a + b # b + a. For this reason, when developing our
theory in a general situation where the operation may or may not be commutative, we
shall always use multiplicative notation.

Algebraists frequently use the symbol 0 to denote an additive identity element and
the symbol 1 to denote a multiplicative identity element, even though they may not be
actually denoting the integers 0 and 1. Of course, if they are also talking about numbers
at the same time, so that confusion would result, symbols such as e or u are used as



50 Part1

5.1 Table
1 | al| b
1 1 |al]|b
al|lai}b 1
a

5.2 Table
+ 0 a b
0 0 a b
b | 0
b 0 a
5.3 Definition
5.4 Definition

Groups and Subgroups

identity elements. Thus a table for a group of three elements might be one like Table 5.1
or, since such a group is commutative, the table might look like Table 5.2. In general
situations we shall continue to use e to denote the identity element of a group.

It is customary to denote the inverse of an element a in a group by a~"! in multi-
plicative notation and by —a in additive notation. From now on, we shall be using these
notations in place of the symbol a’.

Let n be a positive integer. If 4 is an element of a group G, written multiplicatively,
we denote the product aaa . . . a for n factors a by a". We let a® be the identity element
¢, and denote the product a~'a"la~1...a! for n factors by a™". It is easy to see that
our usual law of exponents, a™a" = a™"" form, n € Z,holds. Form, n € 77T, itis clear.
We illustrate another type of case by an example:

a%a’ = a'ataaaaa = a‘l(cfla)aaaa = a 'eaaaa = a”N(ea)aaa

=a laaaa = (aﬁla)aaa = eaaa = (ea)aa = aaa = a’.
In additive notation, we denote a -+ a +a + - -- + a for n summands by na, denote
(—a) + (—a) + (=a) + - - - + (—a) for n summands by —na, and let Oa be the identity
clement. Be careful: In the notation na, the number n is in Z, not in G. One reason
we prefer to present group theory using multiplicative notation, even if G is abelian,
is the confusion caused by regarding n as being in G in this notation na. No one ever
misinterprets the n when it appears in an exponent.

Let us explain one more term that is used so often it merits a special definition.

If G is a group, then the order |G| of G is the number of elements in G. (Recall from
Section 0 that, for any set S, |S| is the cardinality of S.) |

Subsets and Subgroups

You may have noticed that we sometimes have had groups contained within larger
groups. For example, the group Z under addition is contained within the group Q under
addition, which in turn is contained in the group R under addition. When we view the
group (Z, +) as contained in the group (R, +), it is very important to notice that the
operation + on integers n and m as elements of (Z, +) produces the same elementr + m
as would result if you were to think of n and m as elements in (R, +). Thus we should
not regard the group (Q7, -) as contained in (R, +), even though Q7 is contained in R as
a set. In this instance, 2 - 3 = 6 in (Q™, -), while 2 + 3 = 5 in (R, 4). We are requiring
not only that the set of one group be a subset of the set of the other, but also that the
group operation on the subset be the induced operation that assigns the same element
to each ordered pair from this subset as is assigned by the group operation on the whole
set.

If a subset H of a group G is closed under the binary operation of G and if H with the
induced operation from G is itself a group, then H is a subgroup of G. We shall let
H < G or G > H denote that H is a subgroupof G,and H < Gor G > H shall mean
H<GbutH #G. [ ]
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Thus (Z, +) < (R, +) but {Q™, -} is not a subgroup of (R, +), even though as sets,
Q™ c R.Every group G has as subgroups G itself and {e}, where ¢ is the identity element
of G.

If G is a group, then the subgroup consisting of G itself is the improper subgroup of G.
All other subgroups are proper subgroups. The subgroup {e} is the trivial subgroup
of G. All other subgroups are nontrivial. [ |

We turn to some illustrations.

Let R* be the additive group of all n-component row vectors with real number entries.
The subset consisting of all of these vectors having O as entry in the first component is
a subgroup of R". A

Q™ under multiplication is a proper subgroup of R* under multiplication. A

The nth roots of unity in C form a subgroup U, of the group C* of nonzero complex
numbers under multiplication. A

There are two different types of group structures of order 4 (see Exercise 20 of Section 4).
We describe them by their group tables (Tables 5.10 and 5.11). The group V is the Klein
4-group, and the notation V comes from the German word Vier for four. The group
74 is isomorphic to the group Uy = {1, i, —1, —i} of fourth roots of unity under multi-
plication.

The only nontrivial proper subgroup of Z4is {0,2}. Note that {0, 3} is not a subgroup
of Zg4, since {0, 3} is nor closed under +. For example, 3 +3 =2, and 2 ¢ {0, 3}.
However, the group V has three nontrivial proper subgroups, {e, a}, {e, b}, and {e, c}.
Here {e, a, b} is not a subgroup, since {e, a, b} is not closed under the operation of V

because ab = ¢, and ¢ ¢ {e, a, b}. A
5.10 Table 5.11 Table
Z4I 4+ O 1 2 3 1% e a b c
0jo0j1(2]3 elelalnle
1{1]2{3]0 alalelecld
2123101 blblclela
31310112 clcl|blalje

It is often useful to draw a subgroup diagram of the subgroups of a group. In such
a diagram, a line running downward from a group G to a group H means that H is a
subgroup of G. Thus the larger group is placed nearer the top of the diagram. Figure 5.12
contains the subgroup diagrams for the groups Z4 and V of Example 5.9.
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Note that if H < G and a € H, then by Theorem 4.16, the equation ax = a must
have a unique solution, namely the identity element of H. But this equation can also
be viewed as one in G, and we see that this unique solution must also be the identity
element e of G. A similar argument then applied to the equation ax = e, viewed in both
H and G, shows that the inverse a~! of a in G is also the inverse of a in the subgroup H.

{0, 2} {e, a} {e, b} {e, ¢}

{0}
(a) (b)

5.12 Figure (a) Subgroup diagram for Z,. (b) Subgroup diagram for V.

Let F be the group of all real-valued functions with domain R under addition. The
subset of F consisting of those functions that are continuous is a subgroup of F, for
the sum of continuous functions is continuous, the function f where f(x) = 0 for all
x is continuous and is the additive identity element, and if f is continuous, then — f is
continuous. A

It is convenient to have routine steps for determining whether a subset of a group G
is a subgroup of G. Example 5.13 indicates such a routine, and in the next theorem, we
demonstrate carefully its validity. While more compact criteria are available, involving
only one condition, we prefer this more transparent theorem for a first course.

A subset H of a group G is a subgroup of G if and only if

1. H is closed under the binary operation of G,
2. the identity element ¢ of G isin H,
3. foralla € H itistrue thata™' € H also.

The fact that if H < G then Conditions 1, 2, and 3 must hold follows at once from the
definition of a subgroup and from the remarks preceding Example 5.13.

Conversely, suppose H is a subset of a group G such that Conditions 1,2, and 3 hold.
By 2 we have at once that % is satisfied. Also %; is satisfied by 3. It remains to check
the associative axiom, %,. But surely for all @, b, ¢ € H it s true that (ab)c = a(bc) in
H, for we may actually view this as an equation in G, where the associative law holds.
Hence H < G. L 4

Let F be as in Example 5.13. The subset of F consisting of those functions that are
differentiable is a subgroup of F, for the sum of differentiable functions is differentiable,
the constant function 0 is differentiable, and if f is differentiable, then — f is differen-
tiable. A
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Recall from linear algebra that every square matrix A has associated with it a number
det(A) called its determinant, and that A is invertible if and only if det(A) # 0.If A and B
are square matrices of the same size, then it can be shown that det(A B) = det(A) - det(B).
Let G be the multiplicative group of all invertible n x n matrices with entries in C and
let T be the subset of G consisting of those matrices with determinant 1. The equation
det(AB) = det(A) - det(B) shows that T is closed under matrix multiplication. Recall
that the identity matrix 7, has determinant 1. From the equation det(A) - det(A~hH) =
det(AA™Y) = det(l,) = 1, we see that if det(4) = 1, then det(A~") = 1. Theorem 5.14
then shows that T is a subgroup of G. A

Cyclic Subgroups

Let us see how large a subgroup H of Z;; would have to be if it contains 3. It would have
to contain the identity element O and 3 + 3, which is 6. Then it has to contain 6 + 3,
which is 9. Note that the inverse of 3 is 9 and the inverse of 6 is 6. It is easily checked
that H = {0, 3, 6, 9} is a subgroup of Zy;, and it is the smallest subgroup containing 3.

Let us imitate this reasoning in a general situation. As we remarked before, for
a general argument we always use multiplicative notation. Let G be a group and let
a € G. A subgroup of G containing a must, by Theorem 5.14, contain a”, the result
of computing products of @ and itself for n factors for every positive integer n. These
positive integral powers of a do give a set closed under multiplication. It is possible,
however, that the inverse of a is not in this set. Of course, a subgroup containing ¢ must
also contain ™!, and, in general, it must contain a =™ for all m € Z*. It must contain the
identity element e = a°. Summarizing, a subgroup of G containing the element a must
contain all elements a™ (or na for additive groups) for all n € Z. That is, a subgroup
containing a must contain {a"|n € Z}. Observe that these powers a” of a need not be
distinct. For example, in the group V of Example 5.9,

2 -
a =e, a3=a, a4=e, alza, and so on.

‘We have almost proved the next theorem.

Let G be a group and leta € G. Then
H={d"|neZ)

is a subgroup of G and is the smallest’ subgroup of G that contains a, that is, every
subgroup containing a contains H.

T We may find occasion to distinguish between the terms minimal and smallest as applied to subsets of a set §
that have some property. A subset H of S is minimal with respect to the property if H has the property, and
no subset K C H, K # H, has the property. If H has the property and H < K for every subset K with the
property, then H is the smallest subset with the property. There may be many minimal subsets, but there can
be only one smallest subset. To illustrate, {e, a}, {e, b}, and {e, c} are all minimal nontrivial subgroups of the
group V. (See Fig. 5.12.) However, V contains no smallest nontrivial subgroup.
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We check the three conditions given in Theorem 5.14 for a subset of a group to give a
subgroup. Since a”a® = @’ forr, s € Z, we see that the product in G of two clements
of H is again in H. Thus H is closed under the group operation of G. Also a’=e,so
ec H,andfora” € H,a™ € H anda "a” = e. Hence all the conditions are satisfied,
and H < G.

Our arguments prior to the statement of the theorem showed that any subgroup of
G containing a must contain H, so H is the smallest subgroup of G containing a. *

Let G be a group and let a € G. Then the subgroup {a" |n € Z} of G, characterized
in Theorem 5.17, is called the cyclic subgroup of G generated by a, and denoted
by (a). |

An element a of a group G generates G and is a generator for G if (a) = G. A group
G is eyelic if there is some element ¢ in G that generates G. | |

Let Z4 and V be the groups of Example 5.9. Then Z4 is cyclic and both 1 and 3 are
generators, that is,

(1) = (3) = Zy.

However, V is not cyclic, for (a), (b}, and {c) are proper subgroups of two elements. Of
course, (e} is the trivial subgroup of one element. A

The group Z under addition is a cyclic group. Both 1 and —1 are generators for this
group, and they are the only generators. Also, for n € Z*, the group Z, under addition
modulo # is cyclic. If n > 1, then both 1 and n — 1 are generators, but there may be
others. A

Consider the group Z under addition. Let us find (3). Here the notation is additive, and
(3) must contain

3, 34+43=6, 3+343=9, and so on,
0, -3 —-34-3=-6, —3+-34+-3=-9, andsoon

In other words, the cyclic subgroup generated by 3 consists of all multiples of 3, positive,
negative, and zero. We denote this subgroup by 3Z as well as (3). In a similar way, we
shall let nZ be the cyclic subgroup () of Z. Note that 6Z < 3Z. A

For each positive integer 7, let U, be the multiplicative group of the nth roots of unity
in C. These elements of U, can be represented geometrically by equally spaced points
on a circle about the origin, as illustrated in Fig. 5.24. The heavy point represents the
number

2 L. 2
{ =c0o8s — +1ism—.
n n
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The geometric interpretation of multiplication of complex numbers, explained in Sec-
tion 1, shows at once that as ¢ is raised to powers, it works its way counterclockwise
around the circle, landing on each of the elements of U, in turn. Thus U,, under multi-
plication is a cyclic group, and ¢ is a generator. The group U, is the cyclic subgroup ()

of the group U of all complex numbers z, where |z| = 1, under multiplication. A
vi
J
§3
- e
I
¢
» X
etc. 0 i
5.24 Figure

# EXERCISES 5

Computations

In Exercises 1 through 6, determine whether the given subset of the complex numbers is a subgroup of the group
C of complex numbers under addition.

1. R 2. QF 3. 7Z
4. The set iR of pure imaginary numbers including 0
5. The set 7 Q of rational multiples of 7 6. Theset (7" |n € Z}

7. Which of the sets in Exercises 1 through 6 are subgroups of the group C* of nonzero complex numbers under
multiplication?

In Exercises 8 through 13, determine whether the given set of invertible n x n matrices with real number entries is
a subgroup of GL(n, R).
8. The n x n matrices with determinant 2
9. The diagonal n x n matrices with no zeros on the diagonal
10. The upper-triangular n x n matrices with no zeros on the diagonal
11. The n x » matrices with determinant —1
12. The n x n matrices with determinant —1 or 1

13. The set of all n x n matrices A such that (AT)A = I,. [These matrices are called orthogonal. Recall that A7,
the transpose of A, is the matrix whose jth column is the jth row of A for 1 < j < n, and that the transpose
operation has the property (AB)T = (BT)(AT).]
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Let F be the set of all real-valued functions with domain R and let F be the subset of F consisting of those functions
that have a nonzero value at every point in R. In Exercises 14 through 19, determine whether the given subset of F
with the induced operation is (a) a subgroup of the group F under addition, (b) a subgroup of the group F under
multiplication.

14. The subset F

15. The subset of all f € F such that f(1) =0
16. The subset of all f € F such that f(1) =1
17. The subset of all f € F such that f(0) = 1
18. The subset of all f € F such that f(0) = —
19. The subset of all constant functions in F.

20. Nine groups are given below. Give a complete list of all subgroup relations, of the form G; < G, that exist
between these given groups G, Ga, - - -, Go.
G1 = Z under addition
G2 127 under addition
= Q" under multiplication
G4 = R under addition
Gs = R™ under multiplication
G¢ = {n" | n € Z} under multiplication
G7 = 3Z under addition
Gy = the set of all integral multiples of 6 under addition
Gy = {6" | n € Z} under multiplication

21. Write at least 5 elements of each of the following cyclic groups.
a. 257 under addition
b. {(%)” | n € Z} under multiplication
¢. {7"|n € Z} under multiplication

In Exercises 22 through 25, describe all the elements in the cyclic subgroup of GL(2, R) generated by the given
2 x 2 matrix.

0 -1 11 30 0 -2
2|05 = o 1] 2[5 9] .| 5 3]

26. Which of the following groups are cyclic? For each cyclic group, list all the generators of the group.

Gi=(Z,+) G,=(Q+) G3=(Q", ) Gs=(6Z +)
Gs = {6" | n € Z} under multiplication
Ge = {a + b\/2|a, b € Z) under addition

In Exercises 27 through 35, find the order of the cyclic subgroup of the given group generated by the indicated
element.

27. The subgroup of Z, generated by 3

28. The subgroup of V generated by ¢ (see Table 5.11)

29. The subgroup of Us generated by cos Z +isin 2—

47r

30. The subgroup of Us generated by cos = + i sin ?

31. The subgroup of Uy generated by cos 3 4+ isin 3—”
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The subgroup of Uy generated by cos ST” +isin 577

57

33. The subgroup of the multiplicative group G of invertible 4 x 4 matrices generated by
[0 0 1 0]
0 0 0 1
1 000
|0 1 0 0]
34. The subgroup of the multiplicative group G of invertible 4 x 4 matrices generated by
[0 0 0 1]
0010
1 0 00
(0 1 0 0]
35. The subgroup of the multiplicative group G of invertible 4 x 4 matrices generated by
0 1 0 0]
0 0 0 1
0 010
|1 0 0 0]
36. a. Complete Table 5.25 to give the group Zg of 6 elements.
b. Compute the subgroups (0), (1}, (2}, (3), (4), and (5) of the group Z¢ given in part ().
¢. Which elements are generators for the group Zg of part (a)?
d. Give the subgroup diagram for the part (b) subgroups of Zs. (We will see later that these are all the subgroups
of ZG )
5.25 Table
Ze: + |01 31415
010112 4
11112 4 0
2 ]2
3403
414
515
Concepts

In Exercises 37 and 38, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.

37. A subgroup of a group G is a subset H of G that contains the identity element e of G and also contains the

38.
39.

inverse of each of its elements.
A group G is cyclic if and only if there exists a € G such that G = {a" |n € Z}.
Mark each of the following true or false.

a. The associative law holds in every group.
b. There may be a group in which the cancellation law fails.
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. Every group is a subgroup of itself.

. BEvery group has exactly two improper subgroups.

. In every cyclic group, every element is a generator.

. A cyclic group has a unique generator.

. Every set of numbers that is a group under addition is also a group under multiplication.
. A subgroup may be defined as a subset of a group.

i. Z4 is a cyclic group.

EgS em © B0

j. Every subset of every group is a subgroup under the induced operation.

Show by means of ar example that it is possible for the quadratic cquation x? = e to have more than two
solutions in some group G with identity e.

Theory

In Exercises 41 and 42, let ¢ : G — G’ be an isomorphism of a group (G, *) with a group (G, ¥"). Write out a
proof to convince a skeptic of the intuitively clear statement.

41.

42.
43.

4.

45.

46.
47.

48.

49.
50.

51,

52.

53.

If H is a subgroup of G, then ¢[H] = {¢(h)| h € H} is a subgroup of G'. That is, an isomorphism carries
subgroups into subgroups.

If G is cyclic, then G’ is cyclic.
Show that if H and K are subgroups of an abelian group G, then

{hk|h € H and k € K}

is a subgroup of G.

Find the flaw in the following argument: “Condition 2 of Theorem 5.14 is redundant, since it can be derived
from 1 and 3, forleta € H. Thena™! € H by 3,and by 1, aa™! = e is an element of H, proving 2.”

Show that a nonempty subset H of a group G is a subgroup of G if and only if ab~! € H foralla,b € H.
(This is one of the more compact criteria referred to prior to Theorem 5.14)

Prove that a cyclic group with only one generator can have at most 2 elements.

Prove that if G is an abelian group, written multiplicatively, with identity element e, then all elements x of G
satisfying the equation x*> = e form a subgroup H of G.

Repeat Exercise 47 for the general situation of the set H of all solutions x of the equation x* = e for a fixed
integer n > 1 in an abelian group G with identity e.

Show that if @ € G, where G is a finite group with identity e, then there exists n € Z" such thata”" = e.

Let a nonempty finite subset H of a group G be closed under the binary operation of G. Show that H is a
subgroup of G.

Let G be a group and let a be one fixed element of G. Show that
H, = {x € G|xa = ax}

is a subgroup of G.

Generalizing Exercise 51, let S be any subset of a group G.

a. Show that Hg = {x € G| xs = sx forall s € S} is a subgroup of G.

b. In reference to part (a), the subgroup Hg is the center of G. Show that Hg is an abelian group.

Let H be a subgroup of a group G. For a,b € G, let a ~ b if and only if ab~! € H. Show that ~ is an
equivalence relation on G.
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54. For sets H and K, we define the intersection # N K by

HNK={x|xe Handx € K}.

Show thatif H < Gand K < G, then H N K < G. (Remember: < denotes “is a subgroup of,” not “is a subset

of.”)

55. Prove that every cyclic group is abelian.

56. Let G beagroupandlet G, = {g" | g € G}. Under what hypothesis about G can we show that G, is a subgroup

of G?

57. Show that a group with no proper nontrivial subgroups is cyclic.

6.1 Theorem
Proof

CycLic Groups
Recall the following facts and notations from Section 5. If G is a group and a € G, then
H={a"|neZ}
is a subgroup of G (Theorem 5.17). This group is the cyclic subgroup (a) of G generated
by a. Also, given a group G and an element a in G, if
G={d"|nel}

then a is a generator of G and the group G = (a) is cyclic. We introduce one new bit of
terminology. Let a be an element of a group G. If the cyclic subgroup {(a) of G is finite,
then the order of a is the order |(a)| of this cyclic subgroup. Otherwise, we say that a
is of infinite order. We will see in this section that if a € G is of finite order m, then m
is the smallest positive integer such that a™ = e.

The first goal of this section is to describe all cyclic groups and all subgroups of
cyclic groups. This is not an idle exercise. We will see later that cyclic groups serve
as building blocks for all sufficiently small abelian groups, in particular, for all finite
abelian groups. Cyclic groups are fundamental to the understanding of groups.

Elementary Properties of Cyclic Groups

We start with a demonstration that cyclic groups are abelian.

Every cyclic group is abelian.
Let G be a cyclic group and let a be a generator of G so that
G={a)={da"|neZ)
If g1 and g, are any two elements of G, there exist integers » and s such that g, = a”
and g, = ¢°. Then

+s — 45+

gisx=dd =d a™ =ad'a = g8,

so G 1is abelian. 2

We shall continue to use multiplicative notation for our general work on cyclic
groups, even though they are abelian.
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The division algorithm that follows is a seemingly trivial, but very fundamental tool
for the study of cyclic groups.

r n
n>0,4g>0— I I —+—
—m 0 m 2m am (g + Dm
¥ n
n<Oq<0—+—-’[}——- % : : :
gm  (g+ Dm - 0 m 2m

6.2 Figure

6.3 Division Algorithm for Z If m is a positive integer and n is any integer, then there exist unique integers ¢

and r such that
n=mq-+r and 0<r<m.

Proof We give an intuitive diagrammatic explanation, using Fig. 6.2. On the real x-axis of
analytic geometry, mark off the multiples of m and the position of n. Now n falls either
on a multiple gm of m and r can be taken as 0, or n falls between two multiples of m.
If the latter is the case, let gm be the first multiple of m to the left of n. Then r is as
shown in Fig. 6.2. Note that 0 < r < m. Uniqueness of g and r follows since if » is not
a multiple of m so that we can take r = 0, then there is a unique multiple gm of m to the
left of n and at distance less than m from n, as illustrated in Fig. 6.2. 4

In the notation of the division algorithm, we regard ¢ as the quotient and r as the
nonnegative remainder when » is divided by m.

6.4 Example Find the quotient ¢ and remainder » when 38 is divided by 7 according to the division

algorithm.

Solution  The positive multiples of 7 are 7, 14, 21, 28, 35, 42, - - - . Choosing the multiple to leave
a nonnegative remainder less than 7, we write

38=354+3=7(5)+3

so the quotient is ¢ = 5 and the remainder is r = 3. A

6.5 Example Find the quotient ¢ and remainder » when —38 is divided by 7 according to the division

algorithm.

Solution  The negative multiples of 7 are —7, —14, —21, —28, —35, —42, - - .. Choosing the mul-
tiple to leave a nonnegative remainder less than 7, we write

-38=-424+4=7(—-6)+4
so the quotient is ¢ = —6 and the remainder is r = 4. A

We will use the division algorithm to show that a subgroup H of a cyclic group G
is also cyclic. Think for a moment what we will have to do to prove this. We will have to
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use the definition of a cyclic group since we have proved little about cyclic groups yet.
That is, we will have to use the fact that G has a generating element . We must then
exhibit, in terms of this generator a, some generator ¢ = a™ for H in order to show that
H is cyclic. There is really only one natural choice for the power m of a to try. Can you
guess what it is before you read the proof of the theorem?

A subgroup of a cyclic group is cyclic.

Let G be a cyclic group generated by a and let H be a subgroup of G. If H = {e}, then
H = () is cyclic. If H # {e}, then a" € H for some n € Z*. Let m be the smallest
integer in Z" such that a™ € H.

We claim that ¢ = a™ generates H; that is,

We must show that every b € H is a power of ¢. Since b € H and H < G, we have
b = a" for some n. Find ¢ and r such that

n=mq+r for O<r<m
in accord with the division algorithm. Then
a" =a™ = (@"a’,
SO
a =@ 1a".
Now since a” € H, a™ € H, and H is a group, both (¢™)~¢ and a” are in H. Thus
@ a" e H; that is, a €H.

Since m was the smallest positive integer such that ™ € H and 0 < r < m, we must
have r = 0. Thus n = gm and

b=da" =@ =c,
so b is a power of c. L 4

As noted in Examples 5.21 and 5.22, Z under addition is cyclic and for a positive
integer 7, the set nZ of all multiples of # is a subgroup of Z under addition, the cyclic
subgroup generated by n. Theorem 6.6 shows that these cyclic subgroups are the only
subgroups of Z under addition. We state this as a corollary.

The subgroups of Z under addition are precisely the groups nZ under addition forn € Z.

This corollary gives us an elegant way to define the greatest common divisor of
two positive integers r and s. Exercise 45 shows that H = {nr +ms|n,m € Z} is a
subgroup of the group Z under addition. Thus H must be cyclic and have a generator d,
which we may choose to be positive.
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Let r and s be two positive integers. The positive generator d of the cyclic group
H={nr+ms|nmelZ}

under addition is the greatest common divisor (abbreviated ged) of r and 5. We write
d = ged(r, s). ]

Note from the definition that d is a divisor of both r and s since both r = 1r + Os
and s = Or 4 1s are in H. Since d € H, we can write

d =nr +ms

for some integers 7 and m. We see that every integer dividing both » and s divides the
right-hand side of the equation, and hence must be a divisor of d also. Thus d must
be the largest number dividing both 7 and s; this accounts for the name given to d in
Definition 6.8.

Find the gcd of 42 and 72.

The positive divisors of 42 are 1, 2,3,6,7, 14, 21, and 42. The positive divisors of 72
are 1,2, 3, 4, 6, 8,9, 12, 18, 24, 36, and 72. The greatest common divisor is 6. Note
that 6 = (3)(72) + (—5)(42). There is an algorithm for expressing the greatest common
divisor d of r and s in the form d = nr + ms, but we will not need to make use of it
here. A

Two positive integers are relatively prime if their ged is 1. For example, 12 and 25
are relatively prime. Note that they have no prime factors in common. In our discussion
of subgroups of cyclic groups, we will need to know the following:

If r and s are relatively prime and if r divides sm, then » mustdivide m. (@)

Let’s prove this. If r and s are relatively prime, then we may write
1 =ar+bs for some a,belZ.
Multiplying by m, we obtain
m = arm + bsm.

Now r divides both arm and bsm since r divides sm. Thus r is a divisor of the right-hand
side of this equation, so » must divide m.

The Structure of Cyclic Groups

We can now describe all cyclic groups, up to an isomorphism.
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6.10 Theorem Let G be acyclic group with generator a. If the order of G is infinite, then G is isomorphic
to (Z, +). If G has finite order n, then G is isomorphic to (Z,, +,).

Proof Case I For all positive integers m, a™ # e. In this case we claim that no two
distinct exponents 4 and k can give equal elements a” and a* of G.
Suppose that a” = a* and say & > k. Then

contrary to our Case I assumption. Hence every element of G can be
expressed as a™ for a unique m € Z. The map ¢ : G — Z given by
¢(a') =i is thus well defined, one to one, and onto Z. Also,

d@a’) = p@t) =i+ j = o)+ ola’),

so the homomorphism property is satisfied and ¢ is an isomorphism.

Case Il 4" = e for some positive integer m. Let n be the smallest positive
integer such thata” = e. If s € Zand s = ng +r for 0 <r < n, then
a’=a™" = (@")a" =ea" =a". AsinCase 1,if0 < k < h < n and
a"=a*, thena"* =eand 0 < h — k < n, contradicting our choice of
n. Thus the elements

=ead a0

are all distinct and comprise all elements of G. The map ¥ : G — Z,
given by Y(@)=ifori=0,1,2,---,n — 11is thus well defined, one to
one, and onto Z,. Because a” = e, we see that a'a’ = a* where
k=1i+4, j. Thus

Y(a'a)) =i+, j =¥(@)+, v(a),

s0 the homomorphism property is satisfied and 1 is an isomorphism.
*

n—1 1
0

6.11 Figure 6.12 Figure

6.13 Example Motivated by our work with U,,, it is nice to visualize the elements e = a°, a', a?, - - -,
a"~! of acyclic group of order  as being distributed evenly on a circle (see Fig. 6.11). The
element a” is located 4 of these equal units counterclockwise along the circle, measured
from the bottom where e = a? is located. To multiply a” and a* diagrammatically, we
start from a” and go k additional units around counterclockwise. To see arithmetically
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where we end up, find ¢ and  such that
h+k=nqg+r for 0<r <n.
The ng takes us all the way around the circle g times, and we then windup ata”. A

Figure 6.12 is essentially the same as Fig. 6.11 but with the points labeled with the
exponents on the generator. The operation on these exponents is addition modulo n.

Subgroups of Finite Cyclic Groups

We have completed our description of cyclic groups and turn to their subgroups. Corollary
6.7 gives us complete information about subgroups of infinite cyclic groups. Let us give
the basic theorem regarding generators of subgroups for the finite cyclic groups.

Let G be a cyclic group with n elements and generated by a. Let b € G and let b = a”.
Then b generates a cyclic subgroup H of G containing n/d elements, where d is the
greatest common divisor of n and s. Also, (a”) = {a’) if and only if ged(s, n) = ged(t, n).

That b generates a cyclic subgroup H of G is known from Theorem 5.17. We need show
only that H has n/d elements. Following the argument of Case II of Theorem 6.10, we
sec that H has as many elements as the smallest positive power m of b that gives the
identity. Now b = a°, and b™ = ¢ if and only if (a*)" = e, or if and only if n divides
ms. What is the smallest positive integer m such that n divides ms? Let d be the ged of
n and s. Then there exists integers u# and v such that

d =un+vs.
Since d divides both n and s, we may write
1=ulm/d)+v(s/d)

where both n/d and s/d are integers. This last equation shows that n/d and s/d are
relatively prime, for any integer dividing both of them must also divide 1. We wish to
find the smallest positive m such that

ms m(s/d). .

— = ———— IS an integer.

n (n/d)
From the boxed division property (1), we conclude that n/d must divide m, so the
smallest such m is n/d. Thus the order of H isn/d.

Taking for the moment Z, as a model for a cyclic group of order n, we see thatif d is

a divisor of #, then the cyclic subgroup {d) of Z, had n/d elements, and contains all the
positive integers m less than n such that ged(m, n) = d. Thus there is only one subgroup
of Z, of order n/d. Taken with the preceding paragraph, this shows at once that if
a is a generator of the cyclic group G, then (a*) = (a’) if and only if ged(s, n) =
ged(z, n). L 2

For an example using additive notation, consider Zi», with the generator a = 1. Since
the greatest common divisor of 3 and 12 is 3, 3 = 3 - 1 generates a subgroup of 13—2 =4
elements, namely

(3y=1{0,3,6,9}.
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Since the ged of 8 and 12 is 4, 8 generates a subgroup of 14—2 = 3 elements, namely,
(8) = {0, 4, 8}.

Since the ged of 12 and 5 is 1, 5 generates a subgroup of % = 12 elements; that is, 5 is
a generator of the whole group Zi5. A

The following corollary follows immediately from Theorem 6.14.

6.16 Corollary  If a is a generator of a finite cyclic group G of order n, then the other generators of G
are the elements of the form a”, where r is relatively prime to 7.

6.17 Example Let us find all subgroups of Zs and give their subgroup diagram. All subgroups are
cyclic. By Corollary 6.16, the elements 1, 5, 7, 11, 13, and 17 are all generators of Zg.
Starting with 2,

(2) =1{0,2,4,6,8,10, 12, 14, 16}.

is of order 9 and has as generators elements of the form s2, where £ is relatively prime
to 9, namely, h = 1,2,4,5,7, and 8, so h2 = 2,4, 8, 10, 14, and 16. The element 6 of
(2) generates {0, 6, 12}, and 12 also is a generator of this subgroup.

‘We have thus far found all subgroups generated by 0, 1, 2, 4,5, 6, 7, 8, 10, 11, 12,
13, 14, 16, and 17. This leaves just 3, 9, and 15 to consider.

(3) =1{0,3,6,9, 12, 15},

and 15 also generates this group of order 6, since 15 = 5 - 3, and the ged of 5 and 6 is 1.
Finally,

(9) =109}
The subgroup diagram for these subgroups of Zg is given in Fig. 6.18.

N
AN
N

6.18 Figure  Subgroup diagram for Z5.

This example is straightforward; we are afraid we wrote it out in such detail that it
may look complicated. The exercises give some practice along these lines. A
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# EXERCISES 6

Computations

In Exercises 1 through 4, find the quotient and remainder, according to the division algorithm, when » is divided
by m.

1. n=42,m =9 2.n=—-42,m=9
3.7’1:—50,7}’1:8 4,n=50’m:8

In Exercises 5 through 7, find the greatest common divisor of the two integers.

5. 32 and 24 6. 48 and 88 7. 360 and 420
Tn Exercises 8 through 11, find the number of generators of a cyclic group having the given order.
8.5 9. 8 10. 12 11. 60

An isomorphism of a group with itself is an automorphism of the group. In Exercises 12 through 16, find the
number of automorphisms of the given group.
[Hint: Make use of Exercise 44. What must be the image of a generator under an automorphism?]

12. Z, 13. Zs 14. Zs 15. Z 16. Z);

In Exercises 17 through 21, find the number of elements in the indicated cyclic group.

17. The cyclic subgroup of Zs, generated by 25

18. The cyclic subgroup of Z4, generated by 30

19. The cyclic subgroup (i) of the group C* of nonzero complex numbers under multiplication
20. The cyclic subgroup of the group C* of Exercise 19 generated by (1 + 1) /N2

21. The cyclic subgroup of the group C* of Exercise 19 generated by 1+

In Exercises 22 through 24, find all subgroups of the given group, and draw the subgroup diagram for the subgroups.

22. Zi» 23. Zss 24. Zg

In Exercises 25 through 29, find all orders of subgroups of the given group.

25. Zs 26. Zg 27. Zyy 28. Zx 29. Zy;
Concepts

In Exercises 30 and 31, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.

30. An clement a of a group G has order n € Z" if and only if " = e.
31. The greatest common divisor of two positive integers is the largest positive integer that divides both of them.
32. Mark each of the following true or false.

a. Every cyclic group is abelian.

b. Every abelian group is cyclic.
¢. @ under addition is a cyclic group.

d. Every element of every cyclic group generates the group.

e. There is at least one abelian group of every finite order >0.
f. Every group of order <4 is cyclic.
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g. All generators of Zyq are prime numbers.

h. If G and G’ are groups, then G N G’ is a group.

i. If H and X are subgroups of a group G, then H N K is a group.

j- Every cyclic group of order >2 has at least two distinct generators.

In Exercises 33 through 37, either give an example of a group with the property described, or explain why no
example exists.

33. A finite group that is not cyclic

34. An infinite group that is not cyclic

35. A cyclic group having only one generator

36. Aninfinite cyclic group having four generators

37. A finite cyclic group having four generators

The generators of the cyclic multiplicative group U, of all nth roots of unity in C are the primitive nth roots of
unity. In Exercises 38 through 41, find the primitive nth roots of unity for the given value of n.

38.n=4
39.n=6

40. n =8

41. n =12
Proof Synopsis

42. Give a one-sentence synopsis of the proof of Theorem 6.1.

43. Give at most a three-sentence synopsis of the proof of Theorem 6.6.

Theory

44. Let G be a cyclic group with generator a, and let G’ be a group isomorphic to G. If ¢ : G — G’ is an
isomorphism, show that, for every x € G, ¢(x) is completely determined by the value ¢(a). That is, if ¢ :
G — G and ¥ : G — G’ are two isomophisms such that ¢(a) = ¥ (a), then ¢(x) = Y (x) forall x € G.

45. Let r and s be positive integers. Show that {nr + ms | n, m € Z} is a subgroup of Z.
46. Let a and b be elements of a group G. Show that if ab has finite order 7, then ba also has order n.
47. Let r and s be positive integers.

‘a, Define the least common multiple of r and s as a generator of a certain cyclic group.

b. Under what condition is the least common multiple of r and s their product, rs?

¢. Generalizing part (b), show that the product of the greatest common divisor and of the least common multiple
of rand sisrs.

48. Show that a group that has only a finite number of subgroups must be a finite group.

49. Show by a counterexample that the following “converse” of Theorem 6.6 is not a theorem: “If a group G is
such that every proper subgroup is cyclic, then G is cyclic.”

50. Let G be a group and suppose a € G generates a cyclic subgroup of order 2 and is the unigue such element.
Show that ax = xa for all x € G. [Hint: Consider (xax~!)%.]

51. Let p and g be distinct prime numbers. Find the number of generators of the cyclic group Z,,.
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52.
53.

54.
55.
56.

Part I

Groups and Subgroups

Let p be a prime number. Find the number of generators of the cyclic group Z,-, where r is an integer > 1.

Show that in a finite cyclic group G of order n, written multiplicatively, the equation x™ = e has exactly m
solutions x in G for each positive integer m that divides n.

With reference to Exercise 53, what is the situation if 1 < m < n and m does not divide n?

Show that Z, has no proper nontrivial subgroups if p is a prime number.

Let G be an abelian group and let H and K be finite cyclic subgroups with |H| =7 and |K| = s.

a. Show that if 7 and s are relatively prime, then G contains a cyclic subgroup of order rs.
b. Generalizing part (a), show that G contains a cyclic subgroup of order the least common multiple of r and s.

7.1 Example

7.2 Example

GENERATING SETS AND CAYLEY DIGRAPHS

Let G be a group, and leta € G. We have described the cyclic subgroup {(a) of G, which
is the smallest subgroup of G that contains the element a. Suppose we want to find as
small a subgroup as possible that contains both a and b for another element b in G. By
Theorem 5.17, we see that any subgroup containing ¢ and b must contain a” and b™ for
allm. n € 7, and consequently must contain all finite products of such powers of a and b.
For example, such an expression might be a>b*a~?b*a’. Note that we cannot “simplify”
this expression by writing first all powers of a followed by the powers of b, since G may
not be abelian. However, products of such expressions are again expressions of the same
type. Furthermore, ¢ = a® and the inverse of such an expression is again of the same
type. For example, the inverse of a?b*a—b%a® is a™ b~2a*b~*a~2. By Theorem 5.14,
this shows that all such products of integral powers of a and b form a subgroup of G,
which surely must be the smallest subgroup containing both a and b. We call a and b
generators of this subgroup. If this subgroup should be all of G, then we say that {a, b}
generates G. Of course, there is nothing sacred about taking justtwoelementsa, b € G.
We could have made similar arguments for three, four, or any number of elements of G,
as long as we take only finite products of their integral powers.

The Klein 4-group V = {e, a, b, ¢} of Example 5.9 is generated by {a, b} since ab = c¢.
Itis also generated by {a, ¢}, {b, ¢}, and {a, b, c}. If a group G is generated by a subset S,
then every subset of G containing § generates G. A

The group Zg is generated by {1} and {5}. It is also generated by {2, 3}since2+3 =35,
so that any subgroup containing 2 and 3 must contain 5 and must therefore be Zg. It is
also generated by {3, 4}, {2, 3,4}, {1, 3}, and {3, 5}, but it is not generated by {2,4}
since (2) = {0, 2, 4} contains 2 and 4. A

We have given an intuitive explanation of the subgroup of a group G generated by
a subset of G. What follows is a detailed exposition of the same idea approached in
another way, namely via intersections of subgroups. After we get an intuitive grasp of
a concept, it is nice to try to write it up as neatly as possible. We give a set-theoretic
definition and generalize a theorem that was in Exercise 54 of Section 5.



7.3 Definition

7.4 Theorem

Proof

7.5 Definition

7.6 Theorem

Proof
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Let {S; |i € I} beacollection of sets. Here / may be any set of indices. The intersection
Nicr S; of the sets S; is the set of all elements that are in all the sets S;; that is,

DISi ={x|x € S;foralli e I}.
1€

If 7 is finite, I = {1, 2, ..., n}, we may denote M;¢; S; by
SSNSN---NS,. [}

The intersection of some subgroups H; of a group G for i € I is again a subgroup of G.

Let us show closure. Let a € Mje; H; and b € N;;H;, sothat a € H; for all i € I and
be H;foralli € I. Thenab € H; foralli € I, since H; is a group. Thus ab € M;c H;.
Since H; is a subgroup for all i € I, we have e € H; for all i € I, and hence
e € Nier H;.
Finally, for a € N;c;H;, we have a € H; for alli € I, so aleH foralliel,
which implies that a=! € M7 H;. *

Let G be a group and let a; € G for i € I. There is at least one subgroup of G
containing all the elements a; for i € I, namely G is itself. Theorem 7.4 assures us that
if we take the intersection of all subgroups of G containing all g; fori € I, we will obtain
a subgroup H of G. This subgroup H is the smallest subgroup of G containing all the
a; fori € I.

Let G be a group and let a; € G for i € I. The smallest subgroup of G containing
{a; | i € I} is the subgroup generated by {¢; |i € I}. If this subgroup is all of G, then
{a; |i € I} generates G and the g; are generators of G. If there is a finite set {g; |i € I}
that generates G, then G is finitely generated. |

Note that this definition is consistent with our previous definition of a generator for
a cyclic group. Note also that the statement a is a generator of G may mean either that
G = {a) or that a is a member of a subset of G that generates G. The context in which
the statement is made should indicate which is intended. Our next theorem gives the
structural insight into the subgroup of G generated by {a; | i € I} that we discussed for
two generators before Example 7.1.

If Gisagroupanda; € G fori € I, then the subgroup H of G generated by {a; [i € I}
has as elements precisely those elements of G that are finite products of integral powers
of the a;, where powers of a fixed ¢; may occur several times in the product.

Let K denote the set of all finite products of integral powers of the a;. Then K € H.
We need only observe that K is a subgroup and then, since H is the smallest subgroup
containing a; for i € I, we will be done. Observe that a product of elements in K is
again in K. Since (a;)° = e, we have ¢ € K. For every element k in K, if we form from
the product giving k a new product with the order of the a; reversed and the opposite
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7.7 Example
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sign on all exponents, we have k~!, which is thus in K. For example,

[(@)} (@)@ "] = @) (@) @)™,

which is again in K. *

Cayley Digraphs

For each generating set S of a finite group G, there is a directed graph representing the
group in terms of the generators in S. The term directed graph is usually abbreviated as
digraph. These visual representations of groups were devised by Cayley, and are also
referred to as Cayley diagrams in the literature.

Intuitively, a digraph consists of a finite number of points, called vertices of the
digraph, and some arcs (each witha direction denoted by an arrowhead) joining vertices.
In a digraph for a group G using a generating set S we have one vertex, represented by
a dot, for each element of G. Each generator in § is denoted by one type of arc. We
could use different colors for different arc types in pencil and paperwork. Since different
colors are not available in our text, we use different style arcs, like solid, dashed, and
dotted, to denote different generators. Thus if § = {a, b, ¢} we might denote

aby ———, bby ———»—-—-, and cby - R .

With this notation, an occurrence of xe——>———ey in a Cayley digraph means that
xa = y. Thatis, traveling an arc in the direction of the arrow indicates that multiplication
of the group element at the start of the arc on the right by the generator corresponding
to that type of arc yields the group element at the end of the arc. Of course, since
we are in a group, we know immediately that ya~! = x. Thus traveling an arc in the
direction opposite to the arrow corresponds to multiplication on the right by the inverse
of the corresponding generator. If a generator in § is its own inverse, it is customary to
denote this by omitting the arrowhead from the arc, rather than using a double arrow.
For example, if b> = e, we might denote b by — - —————-.

Both of the digraphs shown in Fig. 7.8 represent the group Z¢ with generating set § = {1}.
Neither the length and shape of an arc nor the angle between arcs has any significance.
A

® (®)

7.8 Figure Two digraphs for Zs with S = {1} using —
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(2) ®

7.9 Figure Two digraphs for Z¢ with § = {2, 3} using —— and — - — P

7.10 Example Both of the digraphs shown in Fig. 7.9 represent the group Z¢ with generating set § =
{2, 3}. Since 3 is its own inverse, there is no arrowhead on the dashed arcs representing 3.
Notice how different these Cayley diagrams look from those in Fig. 7.8 for the same
group. The difference is due to the different choice for the set of generators. A

Every digraph for a group must satisfy these four properties for the reasons indicated.

Property Reason
1. The digraph is connected, that is, Every equation gx = A has a solution
we can get from any vertex g to in a group.

any vertex i by traveling along
consecutive arcs, starting at g and

ending at A.

2. At most one arc goes from a vertex The solution of gx = £ is unique.
g to a vertex h.

3. Each vertex g has exactly one arc For g € G and each generator b we
of each type starting at g, and one can compute gb, and (gb~')b = g.
of each type ending at g.

4. If two different sequences of arc If gg = h and gr = h, then uqg =
types starting from vertex g lead ug 'h =ur.

to the same vertex £, then those
same sequences of arc types starting
from any vertex u will lead to

the same vertex v.

It can be shown that, conversely, every digraph satisfying these four properties is a Cayley
digraph for some group. Due to the symmetry of such a digraph, we can choose labels
like a, b, ¢ for the various arc types, name any vertex e to represent the identity, and
name each other vertex by a product of arc labels and their inverses that we can travel
to attain that vertex starting from the one that we named e. Some finite groups were first
constructed (found) using digraphs.
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7.12 Example

e a
d s
AN , N ’
~ 4 AN b 7
ab
a’b a’b
7 N e N
// \\ // \\
a3 112

(@) (b
7.11 Figure

A digraph satisfying the four properties on page 71 is shown in Fig. 7.11 (a). To obtain
Fig. 7.11 (b), we selected the labels

————and ———————. ,
a

named a vertex e, and then named the other vertices as shown. We have a group
le,a,a?, a® b,ab,a’b,a’b} of eight elements. Note that the vertex that we named
ab could equally well be named ba~", the vertex that we named a” could be named at,
etc. It is not hard to compute products of elements in this group. To compute (a’b)(a’b),
we just start at the vertex labeled a’b and then travel in succession two solid arcs and
one dashed arc, arriving at the vertex a, so (a*b)(a’b) = a. In this fashion, we could
write out the table for this eight-element group. A

# EXERCISES 7

Computations

In Exercises 1 through 6, list the elements of the subgroup generated by the given subset.

1. The subset {2, 3} of Zy, 2. The subset {4, 6} of Z,

3. The subset {8, 10} of Z3 4. The subset {12, 30} of Z3s

5. The subset {12,42} of Z 6. The subset {18, 24,39} of Z
7. For the group described in Example 7.12 compute these products, using Fig. 7.11(b).

a. (a*h)a’

b. (ab)(a*b) c. b(a’b)

[4 a
—
e?——qa // \
i i / N
i \
: | b\ /c
| |
| |
bé——d¢ -
d f

(a) (b) (©
7.13 Figure
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In Exercises 8 through 10, give the table for the group having the indicated digraph. In each digraph, take e as
identity element. List the identity e first in your table, and list the remaining elements alphabetically, so that
your answers will be easy to check.

8.
9.
10.

The digraph in Fig. 7.13(a)
The digraph in Fig. 7.13(b)
The digraph in Fig. 7.13(c)

Concepts

11.
12.

13.
14.

13.

16.
17.

18.

How can we tell from a Cayley digraph whether or not the corresponding group is commutative?

Referring to Exercise 11, determine whether the group corresponding to the Cayley digraph in Fig. 7.11(b) is
commutative.

Is it obvious from a Cayley digraph of a group whether or not the group is cyclic? [Hint: Look at Fig. 7.9(b).]

The large outside triangle in Fig. 7.9(b) exhibits the cyclic subgroup {0, 2, 4} of Z¢. Does the smaller inside
triangle similarly exhibit a cyclic subgroup of Zs? Why or why not?

The generating set S = {1, 2} for Zs contains more generators than necessary, since 1 is a generator for the
group. Nevertheless, we can draw a Cayley digraph for Zg with this generating set S. Draw such a Cayley
digraph.

Draw a Cayley digraph for Zg taking as generating set S = {2, 5}.

A relation on a set § of generators of a group G is an equation that equates some product of generators and
their inverses to the identity e of G. For example, if § = {a, b} and G is commutative so that ab = ba, then
one relation is aba™'b~! = e. If, moreover, b is its own inverse, then another relation is b? = e.

a. Explain how we can find some relations on S from a Cayley digraph of G.

b. Find three relations on the set § = {a, b} of generators for the group described by Fig. 7.11(b).

Draw digraphs of the two possible structurally different groups of order 4, taking as small a generating set as
possible in each case. You need not label vertices.

Theory

19.

Show that for n > 3, there exists a nonabelian group with 2n elements that is generated by two elements of
order 2.
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and Direct Products

Section 8 Groups of Permutations

Section 9  Orbits, Cycles, and the Alternating Groups

Section 10  Cosets and the Theorem of Lagrange

Section 11  Direct Products and Finitely Generated Abelian Groups
Section 12 "Plane Isometries

GROUPS OF PERMUTATIONS

We have seen examples of groups of numbers, like the groups Z, Q, and R under
addition. We have also introduced groups of matrices, like the group GL(2, R). Each
element A of GL(2, R) yields a transformation of the plane R? into itself; namely, if we
regard X as a 2-component column vector, then AX is also a 2-component column vector.
The group GL(2, R) is typical of many of the most useful groups in that its elements
act on things to transform them. Often, an action produced by a group element can be
regarded as a function, and the binary operation of the group can be regarded as function
composition. In this section, we construct some finite groups whose elements, called
permutations, act on finite sets. These groups will provide us with examples of finite
nonabelian groups. We shall show that any finite group is structurally the same as some
group of permutations. Unfortunately, this result, which sounds very powerful, does not
turn out to be particularly useful to us.

Youmay be familiar with the notion of a permutation of a set as arearrangement of the
elements of the set. Thus for the set {1, 2, 3,4, 5}, a rearrangement of the elements could
be given schematically as in Fig. 8.1, resulting in the new arrangement {4, 2, 5, 3, 1}.
Let us think of this schematic diagram in Fig. 8.1 as a function mapping of each element
listed in the left column into a single (not necessarily different) element from the same
set listed at the right. Thus 1 is carried into 4, 2 is mapped into 2, and so on. Furthermore,
to be a permutation of the set, this mapping must be such that each element appears in
the right column once and only once. For example, the diagram in Fig. 8.2 does not give
a permutation, for 3 appears twice while 1 does not appear at all in the right column. We
now define a permutation to be such a mapping.

t Section 12 is not used in the remainder of the text.

75
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8.3 Definition

8.4 Example

Permutations, Cosets, and Direct Products

1—4 1-3
22 22
3—5 354
4—3 4—5
5—1 53

8.1 Figure 8.2 Figure

A permutation of a set A is a function ¢ : A — A thatis both one to oncand onto. W

Permutation Groups

We now show that function composition o is a binary operation on the collection of all
permutations of a set A. We call this operation permutation multiplication. Let A be a
set, and let o and 7 be permutations of A so that o and t are both one-to-one functions
mapping A onto A. The composite function o o T defined schematically by

ASASA,

gives a mapping of A into A. Rather than keep the symbol o for permutation multiplica-
tion, we will denote o o 7 by the juxtaposition o 7, as we have done for general groups.
Now o7 will be a permutation if it is one to one and onto A. Remember that the action
of T on A must be read in right-to-left order: first apply T and then o . Let us show that
ot is one to one. If

(o1)a1) = (o) (a2),
then
o(r(a) = o(t(a)),

and since o is given to be one to one, we know that t{a;) = t(az). But then, since t is
one to one, this gives a; = a,. Hence o7 is one to one. To show that ot is onto A, let
a € A. Since o is onto A, there exists ¢’ € A such that o(a’) = a. Since 7 is onto A,
there exists @’ € A such that T(a”) = @’. Thus

a=o(d)=o(t(a") = (c7)d"),

so o7 is onto A.

Suppose that
A=1{1,2,3,4,5}

and that o is the permutation given by Fig. 8.1. We write o in a more standard notation,
changing the columns to rows in parentheses and omitting the arrows, as

{123 45
°=\4 2 5 3 1)
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# HistoricaL NOTE

One of the earliest recorded studies of permu-
tations occurs in the Sefer Yetsirah, or Book
of Creation, written by an unknown Jewish author
sometime before the eighth century. The author was
interested in counting the various ways in which
the letters of the Hebrew alphabet can be arranged.
The question was in some sense a mystical one.
It was believed that the letters had magical pow-
ers; therefore, suitable arrangements could subju-
gate the forces of nature. The actual text of the
Sefer Yetsirah is very sparse: “Two letters build
two words, three build six words, four build 24
words, five build 120, six build 720, seven build
5040.” Interestingly enough, the idea of counting
the arrangements of the letters of the alphabet also
occurred in Islamic mathematics in the eighth and
ninth centuries. By the thirteenth century, in both
the Islamic and Hebrew cultures, the abstract idea
of a permutation had taken root so that both Abu-1-*

Abbas ibn al-Banna (1256-1321), a mathematician
from Marrakech in what is now Morocco, and Levi
ben Gerson, a French rabbi, philosopher, and math-
ematician, were able to give rigorous proofs that the
number of permutations of any set of n elements is
n!, as well as prove various results about counting
combinations.

Levi and his predecessors, however, were con-
cerned with permutations as simply arrangements of
a given finite set. It was the search for solutions of
polynomial equations that led Lagrange and others
in the late eighteenth century to think of permuta-
tions as functions from a finite set to itself, the set
being that of the roots of a given equation. And it
was Augustin-Louis Cauchy (1789-1857) who de-
veloped in detail the basic theorems of permutation
theory and who introduced the standard notation
used in this text.

so that (1) =4, 6(2) = 2, and so on. Let

Then

2 3 45

1
(”:(4 2 53

2345)

1
’=<35421

123 45 (12345
3542 1)7\5 13 2 4)

For example, multiplying in right-to-left order,
()=o) =003)=5.

A

We now show that the collection of all permutations of a nonempty set A forms a
group under this permutation multiplication.

8.5 Theorem

is a group under permutation multiplication.

Proof

s0 S is closed under permutation multiplication.
Now permutation multiplication is defined as function composition, and in Section 2,
we showed that function composition is associative. Hence % is satisfied.
The permutation ¢ such that i(a@) = a, for all a € A acts as identity. Therefore & is

satisfied.

Let A be a nonempty set, and let S4 be the collection of all permutations of A. Then Sy

‘We have shown that composition of two permutations of A yields a permutation of A,
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8.6 Definition

8.7 Example

Permutations, Cosets, and Direct Products

For a permutation o, the inverse function, o1, is the permutation that reverses the
direction of the mapping o, thatis, o ~'(a) is the element a’ of A suchthata = o(a’). The
existence of exactly one such element @’ is a consequence of the fact that, as a function,
o is both one to one and onto. For each a € A we have

a)=a=0(a) =00 (@) = (00~ )@)
and also
wah)=d =07 (a) =0 '(0@) = (7 o)),
so that o ~to and oo ! are both the permutation ¢. Thus G3 is satisfied. *

Warning: Some texts compute a product o u of permutations in left-to-right order, so
that (o w)(a) = (o (@)). Thus the permutation they get for o is the one we would get
by computing o . Exercise 51 asks us to check in two ways that we still get a group.
If you refer to another text on this material, be sure to check its order for permutation
multiplication.

There was nothing in our definition of a permutation to require that the set A be
finite. However, most of our examples of permutation groups will be concerned with
permutations of finite sets. Note that the structure of the group S4 is concerned only
with the number of elements in the set A, and not what the elements in A are. If sets A and
B have the same cardinality, then S, =~ Sp. To define an isomorphism ¢ : S4 — Sp, we
let f: A — B be a one-to-one function mapping A onto B, which establishes that A and
B have the same cardinality. For o € S4, we let ¢(o) be the permutation & € Sp such that
5(f(a)) = f(o(a)) for all a € A. To illustrate this for A = {1,2,3}and B = {#, $, %}
and the function f: A — B defined as

fy=4# [f@=3% fB="%

123y, (%S %
32 1)\ \% s %)

We simply rename the elements of A in our two-row notation by elements in B using
the renaming function £, thus renaming elements of S4 to be those of Sp. We can take
{1,2,3,--+,n} to be a prototype for a finite set A of n elements.

¢ maps

Let A be the finite set {1, 2, - - -, n}. The group of all permutations of A is the symmetric
group on 7 letters, and is denoted by S,.. |

Note that S, has n! elements, where
n!'=nn—Dmn—2)---G)(2)(1).

Two Important Examples

Aninteresting example for us is the group S3 of 3! = 6 elements. Let the set A be {1,2,3}.
We list the permutations of A and assign to each a subscripted Greek letter for a name.
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The reasons for the choice of names will be clear later. Let

1 2 3 1 2 3
p°=(1 2 3)’ ’““:(1 3 2)’
1 2 3 1 2 3
"1:(2 3 1)’ “2:<3 2 1)’
1 23 1 2 3
p2=(3 1 2)’ “3:<2 1 3>'
8.8 Table
Po | P | P2 K1 M2 | M3
Po Po | P | P2 | K1 | H2 | U3
01 P | P2 | Po | K3 | Mt | K2
P2 P2 Lo P1 M2 | M3 | M
K | M | M2 | M3 ] Po | O1 | P2
Mo | M2 | K3 | M1 | P2 Po | P1
M3 | K3 | K1 | K2 | o1 P2 | Po

The multiplication table for S3 is shown in Table 8.8. Note that this group is not abelian!
We have seen that any group of at most 4 elements is abelian. Later we will see that
a group of 5 elements is also abelian. Thus S5 has minimum order for any nonabelian
group. A

There is a natural correspondence between the elements of 3 in Example 8.7 and the
ways in which two copies of an equilateral triangle with vertices 1, 2, and 3 (see Fig. 8.9
can be placed, one covering the other with vertices on top of vertices. For this reason,
S5 is also the group D; of symmetries of an equilateral triangle. Naively, we used p;
for rotations and u; for mirror images in bisectors of angles. The notation D3 stands for
the third dihedral group. The nth dihedral group D, is the group of symmetries of the
regular n-gon. See Exercise 44.1

Note that we can consider the elements of Sz to act on the triangle in Fig. 8.9. See
the discussion at the start of this section.

Let us form the dihedral group D4 of permutations corresponding to the ways that two
copies of a square with vertices 1, 2, 3, and 4 can be placed, one covering the other with
vertices on top of vertices (see Fig. 8.11). Dy will then be the group of symmetries
of the square. It is also called the octic group. Again, we choose seemingly arbitrary

 Many people denote the nth dihedral group by Dy, rather than by D), since the order of the group is 2n.
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4 3 notation that we shall explain later. Naively, we are using p; for rotations, u; for mirror
images in perpendicular bisectors of sides, and §; for diagonal flips. There are eight
permutations involved here. Let

(1 2 3 4 (1 2 3 4
PP=11 2 3 4) =12 1 4 3)
1 2
. 1 2 3 4 1 2 3 4
8.11 Figure — —
g pl—(z 3 4 1)’ “2_(4 ) 1)’
(1 2 3 4 5 = 1 2 3 4
PP=13 4 1 2) 1=\3 2 1 4)°
(123 4 s (1234
=14 1 2 3) 2=\1 4 3 2)°
8.12 Table
oo | o | o2 | o3l M| 2 i 81| &2
oo | ool ot | o2 | o3 {2t 81| &
P1 P1 P2 P3 Lo 81 8 Mo My
o2 | o2 | ps o | oL | B2 M1 | B2 B
e oo oSl & |
My || S M2y b1 | po | P2 P P
My | o | B | 1| B2 | P2 | Po | P1| PR3
S | & b | & | | O3] PO | P2
& & | a2 | & Hy | P3 P1 P2 | Po
D4\
{Pos P25 115 12} {pg> £1> P2, P3} {Po/ﬁz31 5}
{oos 11} {00 o} {Po Po» 82}

8.13 Figure  Subgroup diagram for Dy.
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The table for D, is given in Table 8.12. Note that Dy, is again nonabelian. This group
is simply beautiful. It will provide us with nice examples for many concepts we will
introduce in group theory. Look at the lovely symmetries in that table! Finally, we give
in Fig. 8.13 the subgroup diagram for the subgroups of Dy4. Look at the lovely symmetries
in that diagram! A

Cayley’s Theorem

Look at any group table in the text. Note how each row of the table gives a permutation
of the set of elements of the group, as listed at the top of the table. Similarly, each column
of the table gives a permutation of the group set, as listed at the left of the table. In view
of these observations, it is not surprising that at least every finite group G is isomorphic
to a subgroup of the group S¢ of all permutations of G. The same is true for infinite
groups; Cayley’s theorem states that every group is isomorphic to some group consisting
of permutations under permutation multiplication. This is a nice and intriguing result,
and is a classic of group theory. At first glance, the theorem might seem to be a tool to
answer all questions about groups. What it really shows is the generality of groups of
permutations. Examining subgroups of all permutation groups S, for sets A of all sizes
would be a tremendous task. Cayley’s theorem does show that if a counterexample exists
to some conjecture we have made about groups, then some group of permutations will
provide the counterexample.

We now proceed to the proof of Cayley’s theorem, starting with a definition and

then a lemma that is important in its own right.

¢ HISTORICAL NOTE

Arthur Cayley (1821-1895) gave an abstract-
sounding definition of a group in a paper of
1854: “A set of symbols, 1, «, 8, - - -, all of them
different and such that the product of any two of
them (no matter in what order) or the product of
any one of them into itself, belongs to the set, is
said to be a group.” He then proceeded to define a
group table and note that every line and column of
the table “will contain all the symbols 1, &, B, ---.”
Cayley’s symbols, however, always represented op-
erations on sets; it does not seem that he was aware
of any other kind of group. He noted, for instance,
that the four matrix operations 1, @ = inversion,
B = transposition, and y = «af, form, abstractly,
the non-cyclic group of four elements. In any case,
his definition went unnoticed for a quarter of a
century.

This paper of 1854 was one of about 300 written
during the 14 years Cayley was practicing law, being

unable to find a suitable teaching post. In 1863, he
finally became a professor at Cambridge. In 1878,
he returned to the theory of groups by publishing
four papers, in one of which he stated Theorem 8.16
of this text; his “proof” was simply to notice from
the group table that multiplication by any group el-
ement permuted the group elements. However, he
wrote, “this does not in any wise show that the best
or the easiest mode of treating the general problem
[of finding all groups of a given order] is thus to
regard it as a problem of [permutations]. It scems
clear that the better course is to consider the general
problem in itself.”

The papers of 1878, unlike the earlier one,
found a receptive audience; in fact, they were an
important influence on Walter Van Dyck’s 1882 ax-
iomatic definition of an abstract group, the defini-
tion that led to the development of abstract group
theory.
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8.14 Definition

8.15 Lemma

Proof

8.16 Theorem

Proof

Permutations, Cosets, and Direct Products

Let f : A — B be a function and let H be a subset of A. The image of H under f is
{f(h)|h € H} and is denoted by f[H]. [ ]

Let G and G’ be groups and let ¢ : G — G’ be a one-to-one function such that ¢(xy) =
¢(x)¢p(y)forall x, y € G. Then ¢[G]is asubgroup of G’ and ¢ provides an isomorphism
of G with ¢[G].

We show the conditions for a subgroup given in Theorem 8.14 are satisfied by ¢[G].
Let x/, v € ¢[G]. Then there exist x, y € G such that ¢(x) = x" and ¢(y) = y'. By
hypothesis, ¢(xy) = ¢(x)¢p(y) = x'y’, showing that x'y’ € ¢[G]. We have shown that
¢[G] is closed under the operation of G'.

Let ¢’ be the identity of G'. Then

e'ple) = le) = Pplee) = pe)g(e).

Cancellation in G’ shows that ¢’ = ¢(e) so e’ € ¢[G].
For x’ € ¢[G] where x’ = ¢(x), we have

¢ =¢e) = dplxx ) = p()p(x ™) = X'p(xH),

which shows that x’~' = ¢(x ') € ¢[G). This completes the demonstration that ¢[G]

is a subgroup of G'.
That ¢ provides an isomorphism of G with ¢[G] now follows at once because ¢
provides a one-to-one map of G onto ¢[G] such that ¢(xy) = ¢(x)p(y) forallx,y € G.
L 4

(Cayley’s Theorem) Every group is isomorphic to a group of permutations.

Let G be a group. We show that G is isomorphic to a subgroup of S¢. By Lemma 8.15, we
need only to define a one-to-one function ¢ : G — S suchthatg(xy) = ¢(x)@(y)forall
x,v € G.Forx € G,letA, : G — G bedefined by A,(g) = xg forall g € G. (We think
of A, as performing left multiplication by x.) The equation A, (x7le)y = x(x~"¢) = ¢ for
all ¢ € G shows that A, maps G onto G. If A,(a) = A(b), then xa = xb 80 a = b by
cancellation. Thus X, is also one to one, and is a permutation of G. We now define
¢ : G — Sg by defining ¢p(x) = A, forallx € G.

To show that ¢ is one to one, suppose that ¢(x) = ¢(y). Then A, = A, as functions
mapping G into G. In particular A,(¢) = A,(e), so xe = ye and x = y. Thus ¢ is one to
one. It only remains to show that ¢(xy) = ¢(x)¢(y), thatis, that &, = A, Ay. Now forany
g € G, we have A,,(g) = (xy)g. Permutation multiplication is function composition, so
(xry)(@) = A (Ay(8)) = Ax(yg) = x(yg). Thus by associativity, Ay, = AgAy. *

For the proof of the theorem, we could have considered equally well the permutations
px of G defined by

ox(g) = gx

for g € G.(We can think of p, as meaning right multiplication by x.) Exercise 52 shows
that these permutations form a subgroup of S¢, again isomorphic to G, but provided by
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amap i : G — Sg defined by

w(x) = py1.

8.17 Definition The map ¢ in the proof of Theorem 8.16 is the left regular representation of G, and
the map w in the preceding comment is the right regular representation of G. |

8.18 Example Let us compute the left regular representation of the group given by the group table,
Table 8.19. By “compute” we mean give the elements for the left regular representation
and the group table. Here the elements are

e a b e a b e a b
Ae:(e a b)’ A“:<a b e)’ and Ab:(b e a)'

The table for this representation is just like the original table with x renamed A,, as seen
in Table 8.20. For example,

e a b\fe a b e a b
)\a}\b_(a b e><b e a>_<e a b>_)\e' A

8.19 Table 8.20 Table
e|lalb he | Ao | Ay
elelalb e | Ao | Aa | A
a|bje he | Ae | 2 |2,
b €] a Ao | A | Ao | s

For a finite group given by a group table, p, is the permutation of the elements
corresponding to their order in the column under a at the very top, and A, is the permu-
tation corresponding to the order of the elements in the row opposite a at the extreme
left. The notations p, and A, were chosen to suggest right and left multiplication by a,
respectively.

# EXERCISES 8

Computation

In Exercises 1 through 5, compute the indicated product involving the following permutations in S:
(1 2 3 4 5 6 (1 2 3 4 5 6 (1 2 3 4 5 6
T3 14562 TT\241365) HT\524316)

1. 70 2. %o 3. uo? 4. 0727 5 o 1o

In Exercises 6 through 9, compute the expressions shown for the permutations o, t and p defined prior to Exercise 1.

6. |(0)] 7. {72 8. o100 9, plo
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Partition the following collection of groups into subcollections of isomorphic groups. Here a * superscript means
all nonzero elements of the set.

7Z under addition S

Zs R* under multiplication
Zs R* under multiplication
Se Q* under multiplication

17Z under addition ~ C* under multiplication
Q under addition The subgroup (7} of R* under multiplication

37 under addition ~ The subgroup G of S5 generated by (; 2 Z ‘1‘ g)

R under addition

Let Abeasetandlet o € Su. Forafixed a € A, the set

Opo = {O—”(a) |n e Z}

is the orbit of ¢ under o. In Exercises 11 through 13, find the orbit of 1 under the permutation defined prior to

Exercise 1.
11. o 12. 7 13.
14. InTable 8.8, we used pg, 01, 02, i1, K2, i3 as the names of the 6 elements of 5. Some authors use the notations

15.
16.
17.
18.

19.

20.

21.

e, p, P2, &, pd, p*¢ for these elements, where their € is our identity po, their p is our p;, and their ¢ is our ;.
Verify geometrically that their six expressions do give all of S3.

With reference to Exercise 14, give a similar alternative labeling for the 8 elements of Dy in Table 8.12.
Find the number of elements in the set {o € Sy | 0(3) = 3}.

Find the number of elements in the set {o € S5|0(2) = 5}.

Consider the group $3 of Example 8.7

a. Find the cyclic subgroups (p1). (02}, and (i) of Ss.
b. Find all subgroups, proper and improper, of S3 and give the subgroup diagram for them.

Verify that the subgroup diagram for D, shown in Fig. 8.13 is correct by finding all (cyclic) subgroups generated
by one element, then all subgroups generated by two elements, etc.

Give the multiplication table for the cyclic subgroup of S5 generated by
(1 2 3 45
P=\2 4 5 1 3)

There will be six elements. Let them be o, p?, p°, %, p,and p¥ = p%. Is this group isomorphic to S3?

a. Verify that the six matrices
1 00 010 0 0 1 1 00 0 0 1] |0 10
o1 0/.,/]0 0 1|,]t 0 0f,|0 0 1],]0 1 O},|1 0 O
0 01 1 0 0 010 01 0y (1 0O 0 01
form a group under matrix multiplication. [Hint: Don’t try to compute all products of these matrices. Instead,
1
think how the column vector | 2 | is transformed by multiplying it on the left by each of the matrices.]
3

b. What group discussed in this section is isomorphic to this group of six matrices?
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(a) (®) ©

] ]

(Consider this part to continue infinitely to the left and right.)
(d)

8.21 Figure
22, After working Exercise 21, write down eight matrices that form a group under matrix multiplication that is
isomorphic to Dy.

In this section we discussed the group of symmetries of an equilateral triangle and of a square. In Exercises 23
through 26, give a group that we have discussed in the text that is isomorphic to the group of symmetries of the
indicated figure. You may want to label some special points on the figure, write some permutations corresponding
to symmetries, and compute some products of permutations.

23. The figure in Fig. 8.21 (a) 24. The figure in Fig. 8.21 (b)

25. The figure in Fig. 8.21 (¢) 26. The figure in Fig. 8.21 (d)

27. Compute the left regular representation of Z,. Compute the right regular representation of S5 using the notation
of Example 8.7.

Concepts

In Exercises 28 and 29, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.

28. A permutation of a set S is a one-to-one map from S to S.

29. The left regular representation of a group G is the map of G into Sg whose value at g € G is the permutation
of G that carries each x € G into gx.

In Exercises 30 through 34, determine whether the given function is a permutation of R.
30. fi:R— Rdefinedby filx) =x+1

31. 5 : R — Rdefined by fo(x) = x?

32. f;: R — Rdefined by f3(x) = —x°

33. fi:R — Rdefined by fy(x) =¢*

34. f5: R — Rdefined by fs(x) =x* — x> — 2x

35. Mark each of the following true or false.

a. Every permutation is a one-to-one function.

b. Every function is a permutation if and only if it is one to one.
c¢. Every function from a finite set onto itself must be one to one.
d. Every group G is isomorphic to a subgroup of Sg.
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__ e. Bvery subgroup of an abelian group is abelian.

f. Every element of a group generates a cyclic subgroup of the group.
__ g. The symmetric group Sio has 10 elements.

__ h. The symmetric group S3 is cyclic.

i. S, is not cyclic for any n.

j- Every group is isomorphic to some group of permutations.

36. Show by an example that every proper subgroup of a nonabelian group may be abelian.

37. Let A be a nonempty set. What type of algebraic stracture mentioned previously in the text is given by the set
of all functions mapping A into itself under function composition?

38. Indicate schematically a Cayley digraph for D, using a generating set consisting of a rotation through 27 /n
radians and a reflection (mirror image). See Exercise 44.

Proof Synopsis

39. Give a two-sentence synopsis of the proof of Cayley’s theorem.

Theory

In Exercises 40 through 43, let A be a set, B a subset of A, and let b be one particular element of B. Determine
whether the given set is sure to be a subgroup of S4 under the induced operation. Here 0 [B] = {o(x) | x € B}.

40. {oc € Sxlo(b) =b} 41. {o € Salo(b) € B}

42. {c € S4|o[B] € B} 43. {0 € S4lo[B] = B}

44. In analogy with Examples 8.7 and 8.10, consider a regular plane n-gon forn > 3. Each way that two copies of
such an n-gon can be placed, with one covering the other, corresponds to a certain permutation of the vertices.
The set of these permutations in a group, the nth dihedral group D,,, under permutation multiplication. Find

the order of this group D,,. Argue geometrically that this group has a subgroup having just half as many elements
as the whole group has.

45. Consider a cube that exactly fills a certain cubical box. As in Examples 8.7 and 8.10, the ways in which the
cube can be placed into the box correspond to a certain group of permutations of the vertices of the cube. This
group is the group of rigid motions (or rotations) of the cube. (It should not be confused with the group of
symmetries of the figure, which will be discussed in the exercises of Section 12.) How many elements does this
group have? Argue geometrically that this group has at least three different subgroups of order 4 and at least
four different subgroups of order 3.

46. Show that S, is a nonabelian group for n > 3.

47. Strengthening Exercise 46, show that if n > 3, then the only element of o of S, satisfying oy = yo for all
y € S, is o = , the identity permutation.

48. Orbits were defined before Exercise 11. Leta, b € A and o € S4. Show that if O, , and O, have an element
in common, then O, ;, = Op ;.

49. If A is a set, then a subgroup H of S4 is transitive on A if for each a, b € A there exists o € H such that
o(a) = b. Show that if A is a nonempty finite set, then there exists a finite cyclic subgroup H of S4 with
|H| = |A] that is transitive on A.

50. Referring to the definition before Exercise 11 and to Exercisc 49, show that for o € Sy, (o) is transitive on A
if and only if O, , = A for some a € A.

51. (See the warning on page 78). Let G be a group with binary operation *. Let G’ be the same set as G, and
define a binary operation ' on G’ by x ' y = y = x forallx, y € G'.

a. (Intuitive argument that G’ under #’ is a group.) Suppose the front wall of your class room were made
of transparent glass, and that all possible products a b = ¢ and all possible instances a * (b % c) =
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(a = b) = ¢ of the associative property for G under * were written on the wall with a magic marker. What
would a person see when looking at the other side of the wall from the next room in front of yours?

b. Show from the mathematical definition of %’ that G’ is a group under *’.

52. Let G be a group. Prove that the permutations p, : G — G, where p,{(x) = xa fora € G and x € G, do form
a group isomorphic to G.

53. A permutation matrix is one that can be obtained from an identity matrix by reordering its rows. If P is an
n X n permutation matrix and A is any n x n matrix and C = P A, then C can be obtained from A by making
precisely the same reordering of the rows of A as the reordering of the rows which produced P from I,.

a. Show that every finite group of order n is isomorphic to a group consisting of n x n permutation matrices
under matrix multiplication.

b. For each of the four elements ¢, a, b, and ¢ in the Table 5.11 for the group V, give a specific 4 x 4 matrix
that corresponds to it under such an isomorphism.

9.1 Definition

9.2 Example

9.3 Example

Solution

Ogrsits, CYCLES, AND THE ALTERNATING GROUPS
Orbits

Each permutation o of a set A determines a natural partition of A into cells with the
property that a, b € A are in the same cell if and only if b = 0"(a) for some n € Z. We
establish this partition using an appropriate equivalence relation:

Fora,b € A, leta ~ bif and only if b = o"(a) for some n € Z. a1
We now check that ~ defined by Condition (1) is indeed an equivalence relation.

Reflexive Clearly a ~ a since a = 1(a) = o°(a).

Symumetric If a ~ b, then b = ¢”(a) for some n € Z. But then a = ¢ 7*(b)
and —n € Z,s0 b ~ a.

Transitive Supposea ~ bandb ~ ¢,thenb = ¢"(a) and c = o™ (b) for some
n, m € Z. Substituting, we find that ¢ = c™(c"(a)) = """ (a),
soa ~c.

Let o be a permutation of a set A. The equivalence classes in A determined by the
equivalence relation (1) are the orbits of . ||

Since the identity permutation ¢ of A leaves each element of A fixed, the orbits of ¢ are
the one-element subsets of A. A

Find the orbits of the permutation

Q
I
TN
W =
el ]
N W
~
W
O\
n
[\SINo]
N—

in Sg.
To find the orbit containing 1, we apply o repeatedly, obtaining symbolically

15335635153536315353 ...
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9.5 Figure

Permutations, Cosets, and Direct Products

Since o~ would simply reverse the directions of the arrows in this chain, we see that
the orbit containing 1 is {1, 3, 6}. We now choose an integer from 1 to 8 not in {1, 3, 6},
say 2, and similarly find that the orbit containing 2 is {2, 8}. Finally, we find that the
orbit containing 4 is {4, 7, 5}. Since these three orbits include all integers from 1to 8,
we see that the complete list of orbits of o is

{1,3,6}, 12,8}, {4,577} A

Cycles

For the remainder of this section, we consider just permutations of a finite set A of n
elements. We may as well suppose that A = {1, 2, 3, - - -, n} and that we are dealing with
elements of the symmetric group Sy.

Refer back to Example 9.3. The orbits of

1 23 45 6 7 38
“:(38674152> @
are indicated graphically in Fig. 9.4. That is, o acts on each integer from 1 to 8 on
one of the circles by carrying it into the next integer on the circle traveled counter-
clockwise, in the direction of the arrows. For example, the leftmost circle indicates that

o(1)=3,0(3) =6, and o (6) = 1. Figure 9.4 is a nice way to visualize the structure of
the permutation .

8

9.4 Figure

Each individual circle in Fig. 9.4 also defines, by itself, a permutation in Ss. For
example, the leftmost circle corresponds to the permutation

_(12345678) 3)
H=\3 26451738

that acts on 1, 3, and 6 just as o does, but leaves the remaining integers 2, 4, 5,7, and 8
fixed. In summary, u has one three-element orbit {1, 3, 6} and five one-element orbits
{21, {4}, {5}, {7}, and {8}. Such a permutation, described graphically by a single circle,
is called a cycle (for circle). We consider the identity permutation to be a cycle since it

can be represented by a circle having only the integer 1, as shown in Fig. 9.5. We now
define the term cycle in a mathematically precise way.



9.6 Definition

9.7 Example

9.8 Theorem
Proof
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A permutation o € S, is a eycle if it has at most one orbit containing more than one
element. The length of a cycle is the number of elements in its largest orbit. |

To avoid the cumbersome notation, as in Eq. (3), for a cycle, we introduce a single-row
cyclic notation. In cyclic notation, the cycle in Eq. (3) becomes

w=(,3,6).

We understand by this notation that y carries the first number 1 into the second number 3,
the second number 3 into the next number 6, etc., until finally the last number 6 is carried
into the first number 1. An integer not appearing in this notation for y is understood to
be left fixed by ji. Of course, the set on which u acts, whichis {1, 2, 3,4, 5, 6,7, 8} in
our example, must be made clear by the context.

Working within Ss, we see that

1 2 3 4 5
(1,3,5,4>=(3 23 4).
Observe that
1,3,5,4=3,54,1)=(,4,1,3)=4,1,3,5). A

Of course, since cycles are special types of permutations, they can be multiplied just
as any two permutations. The product of two cycles need not again be a cycle, however.

Using cyclic notation, we see that the permutation ¢ in Eq. (2) can be written as a
product of cycles:

1 23 45 6 7 8
Gz( S 6 7 4 1 5 2>=(1,3,6)(2,8)(4,7,5). @

These cycles are disjoint, meaning that any integer is moved by at most one of these
cycles; thus no one number appears in the notations of two different cycles. Equation (4)
exhibits o in terms of its orbits, and is a one-line description of Fig. 9.4. Every permu-
tation in S, can be expressed in a similar fashion as a product of the disjoint cycles
corresponding to its orbits. We state this as a theorem and write out the proof.

Every permutation o of a finite set is a product of disjoint cycles.

Let By, By, - - -, B, be the orbits of o, and let u; be the cycle defined by

o) forx € B;

pilx) = {x otherwise.
Clearly 0 = i3 - - - . Since the equivalence-class orbits By, By, - - -, B, being dis-
tinct equivalence classes, are disjoint, the cycles p1, w2, - - -, i, are disjoint also. *

While permutation multiplication in general is not commutative, it is readily seen
that multiplication of disjoint cycles is commutative. Since the orbits of a permutation
are unique, the representation of a permutation as a product of disjoint cycles, none of
which is the identity permutation, is unique up to the order of the factors.
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Consider the permutation
1 2 3 4 5 6
6 5 2 4 3 1)°
Let us write it as a product of disjoint cycles. First, 1 is moved to 6 and then 6 to 1, giving

the cycle (1, 6). Then 2 is moved to 5, which is moved to 3, which is moved to 2, or
(2, 5, 3). This takes care of all elements but 4, which is left fixed. Thus

1 23 4 56
<6 52 43 1)—(1,6>(2,5,3),

Multiplication of disjoint cycles is commutative, so the order of the factors (1, 6) and
(2, 5, 3) is not important. A

You should practice multiplying permutations in cyclic notation where the cycles
may or may not be disjoint. We give an example and provide further practice in Exerciscs
7 through 9.

Consider the cycles (1,4,5,6) and (2,1,5) in S. Multiplying, we find that

1 23 456
(1,4,5,6)(2,1»5>:<6 4 3 5 2 1)

and
1 2 3 4 5 6
(2,1,5)1,4,5,6) = (4 13 2 6 5).
Neither of these permutations is a cycle. A
Even and Odd Permutations
It seems reasonable that every reordering of the sequence 1, 2, ..., n can be achieved

by repeated interchange of positions of pairs of numbers. We discuss this a bit more
formally.

A cycle of length 2 is a transposition. |

Thus a transposition leaves all elements but two fixed, and maps each of these onto
the other. A computation shows that

(a1, a3, -+, an) = (a1, ax)(ay, ap—1) - - - (a1, az)(ay, az).

Therefore any cycle is a product of transpositions. We then have the following as a
corollary to Theorem 9.8.

Any permutation of a finite set of at least two elements is a product of transpositions.

Naively, this corollary just states that any rearrangement of n objects can be achieved
by successively interchanging pairs of them.
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Following the remarks prior to the corollary, we see that (1, 6) (2, 5, 3) is the product
(1, 6) (2, 3) (2, 5) of transpositions. A

In S, for n > 2, the identity permutation is the product (1, 2) (1, 2) of transpositions.
A

We have seen that every permutation of a finite set with at least two elements is a
product of transpositions. The transpositions may not be disjoint, and a representation
of the permutation in this way is not unique. For example, we can always insert at the
beginning the transposition (1, 2) twice, because (1, 2) (1, 2) is the identity permutation.
What is true is that the number of transpositions used to represent a given permutation
must either always be even or always be odd. This is an important fact. We will give
two proofs. The first uses a property of determinants from linear algebra. The second
involves counting orbits and was suggested by David M. Bloom.

No permutation in S, can be expressed both as a product of an even number of transpo-
sitions and as a product of an odd number of transpositions.

We remarked in Section 8 that S; >~ Sp if A and B have the same cardinality. We
work with permutations of the n rows of the # x n identity matrix [,, rather than of the
numbers 1, 2, .. ., n. The identity matrix has determinant 1. Interchanging any two rows
of a square matrix changes the sign of the determinant. Let C be a matrix obtained by a
permutation o of the rows of I,,. If C could be obtained from I, by both an even number
and an odd number of transpositions of rows, its determinant would have to be both 1
and —1, which is impossible. Thus o cannot be expressed both as a product of an even
number and an odd number of transpositions.

Leto € S, andlet T = (i, j) be a transposition in S,,. We claim that the number of orbits
of o and of 7o differ by 1.

Case I Suppose i and j are in different orbits of o. Write o as a product of
disjoint cycles, the first of which contains j and the second of which
contains i, symbolized by the two circles in Fig. 9.16. We may write the
product of these two cycles symbolically as

(b, j, X, X, xX)a, i, x, x)

where the symbols x denote possible other elements in these orbits.

9.16 Figure
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Computing the product of the first three cycles in to = (i, j)o, we
obtain

(i, b, j, x, X, xNa, i, X, X) = (a, j, X, X, X, b, i, X, X).

The original 2 orbits have been joined to form just one in 7o as
symbolized in Fig. 9.16. Exercise 28 asks us to repeat the computation
to show that the same thing happens if either one or both of i and j
should be only element of their orbit in o

Case II  Suppose i and j are in the same orbit of 0. We can then write o as a
product of disjoint cycles with the first cycle of the form

(a,i, x, %, X, b, j, %, %)

shown symbolically by the circle in Fig. 9.17. Computing the product of
the first two cycles in to = (i, j)o, we obtain

G, )a, i, %, X, X, b, j, x, x) =(a, j, x, x)(b, i, X, X, X).

The original single orbit has been split into two as symbolized in
Fig.9.17.

We have shown that the number of orbits of To differs from the number of
orbits of o by 1. The identity permutation ¢ has n orbits, because each element is
the only member of its orbit. Now the number of orbits of a given permutation
o € S, differs from » by either an even or an odd number, but not both. Thus it is
impossible to write

O =TiT2T3 " Tyl

where the 7, are transpositions in two ways, once with m even and once with m
odd. A 4

A permutation of a finite set is even or odd according to whether it can be expressed
as a product of an even number of transpositions or the product of an odd number of
transpositions, respectively. |

The identity permutation ¢ in S, is an even permutation since we have ¢ = (1, 2)(1, 2).
If n = 1 so that we cannot form this product, we define ¢ to be even. On the other hand,
the permutation (1, 4, 5, 6) (2, 1, 5) in Sg can be written as

(1,4,5,6)2,1,5) = (1,6)(1, 51, 4)2,5)2, 1)

which has five transpositions, so this is an odd permutation. A

The Alternating Groups

We claim that forn > 2, the number of even permutations in S, is the same as the number
of odd permutation; that is, S, is split equally and both numbers are (n!)/2. To show this,
let A, be the set of even permutations in S, and let B, be the set of odd permutations
for n > 2. We proceed to define a one-to-one function from A, onto Bj,. This is exactly
what is needed to show that A, and B, have the same number of elements.
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Let 7 be any fixed transposition in .S,; it exists since n > 2. We may as well suppose
that T = (1, 2). We define a function

M A, — B,
by
Ao) =10,

thatis,o € A, ismappedinto (1, 2)o by A.. Observe that since o is even, the permutation
(1, 2)0 can be expressed as a product of a (1 + even number), or odd number, of
transpositions, so (1, 2)o isindeed in B,,.If foro and pt in A, itistrue that A, (o) = A, (1),
then

(1,2 = (1. 2,
and since S, is a group, we have o = p. Thus A; is a one-to-one function. Finally,
t=(1,2)=7"",
soif p € B,, then
o € Ay,
and
At p) =1t p) = p.

Thus X, is onto B,. Hence the number of elements in A, is the same as the number in
B, since there is a one-to-one correspondence between the elements of the sets.

Note that the product of two even permutations is again even. Also since n > 2, §,
has the transposition (1, 2) and ¢ = (1, 2)(1, 2) is an even permutation. Finally, note that
if o is expressed as a product of transpositions, the product of the same transpositions
taken in just the opposite order is o ~!. Thus if o is an even permutation, o ~! must also
be even. Referring to Theorem 5.14, we see that we have proved the following statement.

If n > 2, then the collection of all even permutations of {1, 2, 3, - - -, n} forms a subgroup
of order n!/2 of the symmetric group S,,.

The subgroup of S, consisting of the even permutations of # letters is the alternating
group A, on n letters. n

Both S, and A, are very important groups. Cayley’s theorem shows that every finite
group G is structurally identical to some subgroup of S, for n = |G|. It can be shown
that there are no formulas involving just radicals for solution of polynomial equations
of degree n for n > 5. This fact is actually due to the structure of A,, surprising as that
may seem!
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# EXERCISES 9

Computations

In Exercises 1 through 6, find all orbits of the given permutation.

1 1 2 3 4 5 6 2 1 23 45 6 7 8
*\5 1 3 6 2 4 ‘\5 6 2 4 8 3 1 7
1 2 3 45 6 78
. . 7. wh =
3. (2 35 1 4 6 8 7) 4. 0 :Z — Zwhereo(n)=n+1
5 0:7Z— Zwhereo(n)=n+2 6. 0 :7Z — Zwhereo(n)=n—73

In Exercises 7 through 9, compute the indicated product of cycles that are permutations of {1,2,3,4,5,6,7, 8.
7. (1,4,5X7,8)2,5,7 8. (1,3,2,7)4.8,6)
9. (1,2)4,7, 82, 1)7,2,8,1,5)

In Exercises 10 through 12, express the permutation of {1,2,3,4,5,6,7, 8} as a product of disjoint cycles, and
then as a product of transpositions.

6 7 8

2 5 7

1 2345678 11_<1234
10'(826374 1> 36 41

5
12.(123456;8)

oo h

31 4 7 25 6

13. Recall that element @ of a group G with identity element e has order r > 0 if @ = e and no smaller positive
power of a is the identity. Consider the group Ss.

a. What is the order of the cycle (1, 4,5, 7)?

b. State a theorem suggested by part (a).

¢. What is the order of 0 = (4, 5)(2,3,7)?of r = (1,4)(3,5,7, 8)?
d

. Find the order of each of the permutations given in Exercises 10 through 12 by looking at its decomposition
into a product of disjoint cycles.

e. State a theorem suggested by parts (¢) and (d). [Hint: The important words you are looking for are least
common multiple.}

In Exercises 14 through 18, find the maximum possible order for an element of S, for the given value of n.

14. n=5 15. n=6 16. n =7 17. n =10 18. n=15

19. Figure 9.22 shows a Cayley digraph for the alternating group A4 using the generating set S = {(1,2, 3),
(1, 2)(3, 4)}. Continue labeling the other nine vertices with the elements of Ay, expressed as a product of
disjoint cycles.

Concepts

In Exercises 20 through 22, correct the definition of the italicized term without reference to the text, if correction
is needed, so that it is in a form acceptable for publication.

20. For a permutation o of a set A, an orbit of ¢ is a nonempty minimal subset of A thatis mapped onto itself by o
21. A cycle is a permutation having only one orbit.

22. The alternating group is the group of all even permutations.
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(1,2)3,4)

9.22 Figure

23. Mark each of the following true or false.

a. Every permutation is a cycle.
b. Every cycle is a permutation.

¢. The definition of even and odd permutations could have been given equally well before Theo-
rem 9.15.

d. Every nontrivial subgroup H of Sy containing some odd permutation contains a transposition.
e. As has 120 elements.

f. S, is not cyclic for any n > 1.

g

h

. A; is a commutative group.

. §7 is isomorphic to the subgroup of all those elements of Sy that leave the number 8 fixed.
i. §7 is isomorphic to the subgroup of all those elements of Sg that leave the number 5 fixed.
j- The odd permutations in Sg form a subgroup of Ss.

24. Which of the permutations in S; of Example 8.7 are even permutations? Give the table for the alternating group
As.

Proof Synopsis
25. Give a one-sentence synopsis of Proof 1 of Theorem 9.15.

26. Give a two-sentence synopsis of Proof 2 of Theorem 9.15.

Theory
27. Prove the following about S, if n > 3.

a. Every permutation in S, can be written as a product of at most n — 1 transpositions.
b. Every permutation in §,, that is not a cycle can be written as a product of at most n — 2 transpositions.

¢. Every odd permutation in S, can be written as a product of 2n + 3 transpositions, and every even permutation
as a product of 2n 4 8 transpositions.
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28.

29.

30.

31,

32.

33.

34,
35.

36.

37.
38.

39.
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a. Draw a figure like Fig. 9.16 to illustrate that if i and j are in different orbits of o and o(i) =i, then the
number of orbits of (i, j)o is one less than the number of orbits of o.

b. Repeat part (a) if o(j) = j also.
Show that for every subgroup H of S, for n > 2, either all the permutations in H are even or exactly half of
them are even.

Let ¢ be a permutation of a set A. We shall say “c moves a € A” if o(a) # a. I A is a finite set, how many
elements are moved by a cycle o € S4 of length n?

Let A be an infinite set. Let H be the set of all o € S, such that the number of elements moved by o (see
Exercise 30) is finite. Show that H is a subgroup of S,,.

Let A be an infinite set. Let K be the set of all o € S, that move (see Exercise 30) at most 50 elements of A.
Is K a subgroup of S4? Why?

Consider S, for a fixed n > 2 and let o be a fixed odd permutation. Show that every odd permutation in S, is
a product of o and some permutation in A,.

Show that if ¢ is a cycle of odd length, then o2 is a cycle.
Following the line of thought opened by Exercise 34, complete the following with a condition involving n and
r so that the resulting statement is a theorem:

If o is a cycle of length a1, then ¢ is also a cycle if and only if . ..
Let G be a group and let a be a fixed element of G. Show that the map 1, : G — G, given by A.(g) = ag for
g € G, is a permutation of the set G.
Referring to Exercise 36, show that H = {A, | a € G} is a subgroup of Sg, the group of all permutations of G.

Referring to Exercise 49 of Section 8, show that H of Exercise 37 is transitive on the set G. [Hint: This is an
immediate corollary of one of the theorems in Section 4.]

Show that S, is generated by {(1,2),(1,2,3,---,n)}. [Hint: Show that as r varies, (1,2,3,---,n)(1,2)
(1,2,3,---,n)"" gives all the transpositions (1, 2), (2, 3),(3,4), -+, (n — 1, n), (n, 1). Then show that any
transposition is a product of some of these transpositions and use Corollary 9.12]

CosETS AND THE THEOREM OF LAGRANGE

You may have noticed that the order of a subgroup H of a finite group G seems always
to be a divisor of the order of G. This is the theorem of Lagrange. We shall prove it by
exhibiting a partition of G into cells, all having the same size as H. Thus if there are r
such cells, we will have

r(order of H) = (order of G)

from which the theorem follows immediately. The cells in the partition will be called
cosets of H, and they are important in their own right. In Section 14, we will see that if
H satisfies a certain property, then each coset can be regarded as an element of a group
in a very natural way. We give some indication of such coser groups in this section to
help you develop a feel for the topic.

Cosets

Let H be a subgroup of a group G, which may be of finite or infinite order. We exhibit
two partitions of G by defining two equivalence relations, ~r and ~g on G.
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Let H be a subgroup of G. Let the relation ~; be defined on G by
a~phb if and only if a’'beH.
Let ~x be defined by
a~gb ifandonlyif ab~!eH.
Then ~; and ~% are both equivalence relations on G.

We show that ~; is an equivalence relation, and leave the proof for ~z to Exercise 26.
When reading the proof, notice how we must constantly make use of the fact that H is
a subgroup of G.

Reflexive Leta € G.Thena 'a = eande € H since H is a subgroup. Thus
a~ a.

Symmetric  Supposea ~; b.Thena~'b € H.Since H isasubgroup, (a~'b)~!
isin H and (@~'b)"! = b la,sob laisin H and b ~ a.

Transitive Leta ~; bandb ~; c.Thena 'b € Hand b~ !c € H. Since H
is a subgroup, (@~ 1b)(b~'c) = a~lcisin H,s0a ~| c. *

The equivalence relation ~; in Theorem 10.1 defines a partition of G, as described
in Theorem 0.22. Let’s see what the cells in this partition look like. Suppose a € G. The
cell containing a consists of all x € G suchthata ~; x, whichmeans allx € G such that
a~'x € H.Nowa~'x € H if and only if a~'x = & for some h € H, or equivalently, if
andonlyifx = ah forsomeh € H.Thereforethe cell containinga is {ah | h € H}, which
we denote by a H. If we go through the same reasoning for the equivalence relation ~¢
defined by H, we find the cell in this partition containing @ € G is Ha = {ha |h € H}.
Since G need not be abelian, we have no reason to expect aH and Ha to be the same
subset of G. We give a formal definition.

Let H be a subgroup of a group G. The subset aH = {ah|h € H} of G is the left
coset of H containing a, while the subset Ha = {ha |h € H} is the right coset of H
containing a. |

Exhibit the left cosets and the right cosets of the subgroup 3Z of Z.
Our notation here is additive, so the left coset of 3Z containing m is m + 37Z. Taking
m = 0, we see that

3Z:{"'5_91_65—37033!679$”'}

is itself one of its left cosets, the coset containing 0. To find another left coset, we select
an element of Z not in 3Z, say 1, and find the left coset containing it. We have

14+3Z=1{--,—8 -5 -2,1,4,7,10,--}.

These two left cosets, 3Z and 1 + 3%, do not yet exhaust Z. For example, 2 is in neither
of them. The left coset containing 2 is

2432Z=4{--,-7,—4,-1,2,5,8,11,---}.
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It is clear that these three left cosets we have found do exhaust Z, so they constitute the
partition of Z into left cosets of 3Z.

Since 7Z is abelian, the left coset m + 37 and the right coset 3Z + m are the same,
so the partition of Z into right cosets is the same. A

We observe two things from Example 10.3.

For a subgroup H of an abelian group G, the partition of G into left cosets of H
and the partition into right cosets are the same.

Also, looking back at Examples 0.17 and 0.20, we see that the equivalence relation ~x
for the subgroup nZ of Z is the same as the relation of congruence modulo z. Recall that
h = k (mod n) in Z if h — k is divisible by n. This is the same as saying that # + (—k) is
in nZ, which is relation ~x of Theorem 10.1 in additive notation. Thus the partition of
7 into cosets of nZ is the partition of Z into residue classes modulo #. For that reason,
we often refer to the cells of this partition as cosets modulo nZ. Note that we do not have
to specify left or right cosets since they are the same for this abelian group Z.

The group Z is abelian. Find the partition of Zg into cosets of the subgroup H = {0, 3}.

One coset is {0, 3} itself. The coset containing 1 is 1+ {0, 3} = {1, 4}. The coset con-
taining 2 is 2 4 {0, 3} = {2, 5}. Since {0, 3}, {1, 4}, and {2, 5} exhaust all of Zg, these
are all the cosets. A

We point out a fascinating thing that we will develop in detail in Section 14. Referring
back to Example 10.4, Table 10.5 gives the binary operation for Zs but with elements
listed in the order they appear in the cosets {0, 3}, {1, 4}, (2, 5}. We shaded the table
according to these cosets.

Suppose we denote these cosets by LT(light), MD(medium), and DK(dark) accord-
ing to their shading. Table 10.5 then defines a binary operation on these shadings, as
shown in Table 10.6. Note that if we replace LT by 0, MD by 1, and DK by 2 in Table 10.6,
we obtain the table for Zs. Thus the table of shadings forms a group! We will see in

10.5 Table 10.6 Table

LT | MD | DK

LT LT | MD | DK

MD | MD | DK | LT

DK | DK | LT | MD
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Section 14 that for a partition of an abelian group into cosets of a subgroup, reordering
the group table according to the elements in the cosets always gives rise to such a coset

group.

Table 10.8 again shows Table 8.8 for the symmetric group S3 on three letters. Let H be
the subgroup {11} = {po, t1} of Ss. Find the partitions of S into left cosets of H, and
the partition into right cosets of H.

For the partition into left cosets, we have

H = {po, p1},
piH = {p1p0, priar} = {p1, 13},
p2H = {p2p0, 2111} = {p2, 2}

The partition into right cosets is

H = {po, p1},
Hpi = {pop1, pip1} = {p1, ual,
Hpy = {pop2, t102} = {02, i3}

The partition into left cosets of H is different from the partition into right cosets. For
example, the left coset containing o is {p;, 3}, while the right coset containing p; is
{pi, 12}. This does not surprise us since the group S3 is not abelian. A

Referring to Example 10.7, Table 10.9 gives permutation multiplication in S3. The
elements are listed in the order they appear in the left cosets {pp, 1}, {p1, u3}, {02, 12}
found in that example. Again, we have shaded the table light, medium, and dark according
to the coset to which the element belongs. Note the difference between this table and
Table 10.5. This time, the body of the table does not split up into 2 x 2 blocks opposite
and under the shaded cosets at the left and the top, as in Table 10.5 and we don’t get a
coset group. The product of a light element and a dark one may be either dark or medium.

Table 10.8 is shaded according to the two left cosets of the subgroup (p1) =
{po, p1, p2} of S5. These are also the two right cosets, even though S5 is not abelian.

10.8 Table 10.9 Table

Po | PL | P2 | Hi | M2 #3 Po

Po | Po | P1 | P2 [ Hy | #2 | H3

P1 | O1 | P2 | Po | M3} Hy {1k
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From Table 10.8 it is clear that we do have a coset group isomorphic to Z; in this case.
We will see in Section 14 that the left cosets of a subgroup H of a group G give rise to
a coset group precisely when the partition of G into left cosets of H is the same as the
partition into right cosets of H. In such a case, we may simply speak of the cosets of H,
omitting the adjective left or right. We discuss coset groups in detail in Section 14, but
we think it will be easier for you to understand them then if you experiment a bit with
them now. Some of the exercises in this section are designed for such experimentation.

The Theorem of Lagrange

Let H be a subgroup of a group G. We claim that every left coset and every right coset
of H have the same number of elements as H. We show this by exhibiting a one-fo-one
map of H onto aleft coset gH of H for a fixed element g of G. If H is of finite order, this
will show that g H has the same number of elements as H. If H is infinite, the existence
of such a map is taken as the definition for equality of the size of H and the size of gH.
(See Definition 0.13.)

Our choice for a one-to-one map ¢ : H — gH is the natural one. Let ¢(h) = gh
for each h € H. This map is onto g H by the definition of gH as {gh | h € H}. To show
that it is one to one, suppose that ¢(h;) = ¢(hy) for hy and ho in H. Then ghy = gh»
and by the cancellation law in the group G, we have h; = h». Thus ¢ is one to one.

Of course, a similar one-to-one map of H onto the right coset H g can be construcied.
(See Exercise 27.) We summarize as follows:

Every coset (left or right) of a subgroup H of a group G has the same number of
elements as H.

We can now prove the theorem of Lagrange.

(Theorem of Lagrange) Let H be a subgroup of a finite group G. Then the order of
H is a divisor of the order of G.

Let n be the order of G, and let H have order m. The preceding boxed statement shows
that every coset of H also has m elements. Let r be the number of cells in the partition
of G into left cosets of H. Then n = rm, so m is indeed a divisor of 7. *

Note that this elegant and important theorem comes from the simple counting of
cosets and the number of elements in each coset. Never underestimate results that count
something! We continue to derive consequences of Theorem 10.10, which should be
regarded as a counting theorem.

Every group of prime order is cyclic.

Let G be of prime order p, and let a be an element of G different from the identity. Then
the cyclic subgroup (a) of G generated by a has at least two elements, a and e. But by
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Theorem 10.10, the order m > 2 of (a) must divide the prime p. Thus we must have
m = p and {a) = G, so G is cyclic. 4

Since every cyclic group of order p is isomorphic to Z,, we see that there is only
one group structure, up to isomorphism, of a given prime order p. Now doesn’t this
elegant result follow easily from the theorem of Lagrange, a counting theorem? Never
underestimate a theorem that counts something. Proving the preceding corollary is a
favorite examination question.

The order of an element of a finite group divides the order of the group.

Remembering that the order of an element is the same as the order of the cyclic subgroup
generated by the element, we see that this theorem follows directly from Theorem 10.10.
.

Let H be a subgroup of a group G. The number of left cosets of H in G is the index
(G:H)of HinG. ]

The index (G : H) just defined may be finite or infinite. If G is finite, then obviously
(G : H) is finite and (G : H) = |G|/|H|, since every coset of H contains [ H | elements.
Exercise 35 shows the index (G : H) could be equally well defined as the number of right
cosets of H in G. We state a basic theorem concerning indices of subgroups, and leave
the proof to the exercises (see Exercise 38).

Suppose H and K are subgroups of a group G such that K < H < G, and suppose
(H : K)and (G : H) are both finite. Then (G : K) is finite, and (G : K) = (G : H)(H : K).

Theorem 10.10 shows that if there is a subgroup H of a finite group G, then the
order of H divides the order of G. Is the converse true? That is, if G is a group of order
n, and m divides n, is there always a subgroup of order m? We will see in the next section
that this is true for abelian groups. However, A4 can be shown to have no subgroup of
order 6, which gives a counterexample for nonabelian groups.

# EXERCISES 10

Computations

1. Find all cosets of the subgroup 4Z of Z.

NN R W N

. Find all cosets of the subgroup 4Z of 2Z.

. Find all cosets of the subgroup (2) of Z>.

. Find all cosets of the subgroup (4) of Z».

. Find all cosets of the subgroup (18) of Zs.

. Find all left cosets of the subgroup {pg, i,} of the group D4 given by Table 8.12.

. Repeat the preceding exercise, but find the right cosets this time. Are they the same as the left cosets?
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10.
11.

12.
13.
14.
15.
16.
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. Rewrite Table 8.12 in the order exhibited by the left cosets in Exercise 6. Do you seem to get a coset group of

order 47 If so, is it isomorphic to Zg or to the Klein 4-group V?
Repeat Exercise 6 for the subgroup {00, 02} of Dy.
Repeat the preceding exercise, but find the right cosets this time. Are they the same as the left coset?

Rewrite Table 8.12 in the order exhibited by the left cosets in Exercise 9. Do you seem to get a coset group of
order 4? If so, is it isomorphic to Z4 or to the Klein 4-group V'?

Find the index of (3) in the group Za4.

Find the index of () in the group S3, using the notation of Example 10.7
Find the index of {1>) in the group D4 given in Table 8.12

Leto = (1,2, 5,4)(2,3) in Ss. Find the index of (o) in Ss.

Let i = (1,2, 4,5)(3, 6) in S. Find the index of {x) in Se.

Concepts

In Exercises 17 and 18, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.

17.
18.
19.

Let G be a group and let H C G. The left coset of H containing a is aH = {ah | h € H}.
Let G be a group and let H < G. The index of H in G is the number of right cosets of H in G.
Mark each of the following true or false.

a. Every subgroup of every group has left cosets.
The number of left cosets of a subgroup of a finite group divides the order of the group.

Every group of prime order is abelian.

b.

c.

d. One cannot have left cosets of a finite subgroup of an infinite group.
___ e A subgroup of a group is a left coset of itself.

f. Only subgroups of finite groups can have left cosets.

g.

h.

A, isofindex 2 in S, forn > 1.
The theorem of Lagrange is a nice result.
i. Every finite group contains an element of every order that divides the order of the group.

j. Every finite cyclic group contains an element of every order that divides the order of the group.

In Exercises 20 through 24, give an example of the desired subgroup and group if possible. If impossible, say why
it is impossible.

20.
21.
22,
23.
24.

A subgroup of an abelian group G whose left cosets and right cosets give different partitions of G
A subgroup of a group G whose left cosets give a partition of G into just one cell

A subgroup of a group of order 6 whose left cosets give a partition of the group into 6 cells

A subgroup of a group of order 6 whose left cosets give a partition of the group into 12 cells

A subgroup of a group of order 6 whose left cosets give a partition of the group into 4 cells

Proof Synopsis

25.

Give a one-sentence synopsis of the proof of Theorem 10.10.

Theory

26.

Prove that the relation ~5 of Theorem 10.1 is an equivalence relation.

27. Let H be a subgroup of a group G and let g € G. Define a one-to-one map of H onto Hg. Prove that your map

is one to one and is onto Hg.



28.

29.
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Let H be a subgroup of a group G such that g 'hg € H forall g € G and all h € H. Show that every left coset
g H is the same as the right coset Hg.

Let H be a subgroup of a group G. Prove that if the partition of G into left cosets of H is the same as the
partition into right cosets of H, then g~'hg € H forall g € G and all h € H. (Note that this is the converse of
Exercise 28.)

Let H be a subgroup of a group G and let a, b € G. In Exercises 30 through 33 prove the statement or give a
counterexample.

30.
31.
32.
33.
34.

35.

36.

37.

38.

39.
40.
41.

42.

43.

4.

IfaH = bH, then Ha = Hb.

If Heo = Hb,thenb € Ha.

IfaH = bH, then Ha~' = Hb™L.
IfaH = bH, then a’H = b*H.

Let G be a group of order pq, where p and g are prime numbers. Show that every proper subgroup of G is
cyclic.

Show that there are the same number of left as right cosets of a subgroup H of a group G; that is, exhibit
a one-to-one map of the collection of left cosets onto the collection of right cosets. (Note that this result is
obvious by counting for finite groups. Your proof must hold for any group.)

Exercise 29 of Section 4 showed that every finite group of even order 2n contains an element of order 2. Using
the theorem of Lagrange, show that if # is odd, then an abelian group of order 2n contains precisely one element
of order 2.

Show that a group with at least two elements but with no proper nontrivial subgroups must be finite and of
prime order.

Prove Theorem 10.14 [Hint: Let {a; H|i = 1, - -+, r} be the collection of distinct left cosets of H in G and

{b;K|j=1,---,s}be the collection of distinct left cosets of K in H. Show that
{@bpKli=1,---,rij=1-,5}

is the collection of distinct left cosets of K in G.]

Show that if H is a subgroup of index 2 in a finite group G, then every left coset of H is also a right coset of H.

Show that if a group G with identity e has finite order n, then ¢" = e foralla € G.

Show that every left coset of the subgroup Z of the additive group of real numbers contains exactly one element
xsuchthat0 < x < 1.

Show that the function sine assigns the same value to each element of any fixed left coset of the subgroup (27)
of the additive group R of real numbers. (Thus sine induces a well-defined function on the set of cosets; the
value of the function on a coset is obtained when we choose an element x of the coset and compute sin x.)

Let H and K be subgroups of a group G. Define ~ on G by a ~ b if and only if a = hbk for some h € H and

some k € K.

a. Prove that ~ is an equivalence relation on G.

b. Describe the elements in the equivalence class containing a € G. (These equivalence classes are called
double cosets.)

Let S4 be the group of all permutations of the set A, and let ¢ be one particular element of A.

a. Show that {¢ € S, [o(c) = ¢} is a subgroup S, of S4.

b. Letd # c be another particular element of A. Is S, ; = {0 € S4 | o(¢) = d} a subgroup of S,? Why or why
not?

¢. Characterize the set S, 4 of part (b) in terms of the subgroup S, . of part (a).
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45. Show that a finite cyclic group of order n has exactly one subgroup of each order d dividing #, and that these
are all the subgroups it has.

46.

47.

The Euler phi-function is defined for positive integers n by ¢(n) = s, where s is the number of positive integers

less than or equal to # that are relatively prime to n. Use Exercise 45 to show that

n=> ¢,

dln

the sum being taken over all positive integers d dividing ». [Hint: Note that the number of generators of Z; is
¢{(d) by Corollary 6.16.]

Let G be a finite group. Show that if for each positive integer m the number of solutions x of the equation

x™ = e in G is at most m, then G is cyclic. [Hint: Use Theorem 10.12 and Exercise 46 to show that G must
contain an element of order n = |G]|.]

11.1 Definition

DIirecT PRODUCTS AND FINITELY GENERATED ABELIAN GROUPS
Direct Products

Let us take a moment to review our present stockpile of groups. Starting with finite
groups, we have the cyclic group Z,, the symmetric group S,, and the alternating group
A, for each positive integer rn. We also have the dihedral groups D, of Section 8, and the
Klein 4-group V. Of course we know that subgroups of these groups exist. Turning to
infinite groups, we have groups consisting of sets of numbers under the usual addition or
multiplication, as, for example, Z, R, and C under addition, and their nonzero elements
under multiplication. We have the group U of complex numbers of magnitude 1 under
multiplication, which is isomorphic to each of the groups R, under addition modulo c,
where ¢ € RT. We also have the group S, of all permutations of an infinite set A, as
well as various groups formed from matrices.

One purpose of this section is to show a way to use known groups as building blocks
to form more groups. The Klein 4-group will be recovered in this way from the cyclic
groups. Employing this procedure with the cyclic groups gives us a large class of abelian
groups that can be shown to include all possible structure types for a finite abelian group.
We start by generalizing Definition 0.4.

The Cartesian product of sets S, S, .-+, S, is the set of all ordered n-tuples
(a1, a2, ---,0a,), where a; € S; fori =1,2,-.-,n. The Cartesian product is denoted
by either

S xS x---x§,

or by

fs .
i=1

We could also define the Cartesian product of an infinite number of sets, but the
definition is considerably more sophisticated and we shall not need it.

Now let Gy, G, -+, G, be groups, and let us use multiplicative notation for all
the group operations. Regarding the G; as sets, we can form [];_; G;. Let us show that
we can make [[i_, G, into a group by means of a binary operation of multiplication by
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components. Note again that we are being sloppy when we use the same notation for a
group as for the set of elements of the group.

Let Gy, Gy, - -+, G, be groups. For (ay, a, -+, a,) and (b1, by, -+, by) in [[._; Gi,
define (ay, as, -+ -, ay)(b1, ba, - -+, by) to be the element (a1by, azbs, - -+, a,b,). Then
[Ti-, G: is a group, the direct product of the groups G;, under this binary operation.

Note that since a; € G;, b; € G;, and G; is a group, we have g;b; € G;. Thus the defi-
nition of the binary operation on []/_; G; given in the statement of the theorem makes
sense; that is, [, G, is closed under the binary operation.

The associative law in []i_; G; is thrown back onto the associative law in each
component as follows:

(ar,az, -+, an)l(by, b2, -+, by)cr, €2, -+ -, €n)]
= (a1, a2, -+, an)(bic1, baca, - -+ bucn)
= (a1(b1c1), a2(ba2c2), - - -, an(bncn))
= ((a1b1)c1, (@aba)ea, -+ -, (anbn)cn)
= (a1b1, arba, -+ -, apby)cr, c2, -+ -, Cn)
= [(a1, az, -+, an)(by, b2, -, b))(c1, €20 -+ -y C).

If ¢; is the identity element in G;, then clearly, with multiplication by components,

(e1, €, --+,e,) is an identity in H;’:l G;. Finally, an inverse of (a1, a2, -, ay) is
(al_l, ay Lo a;!); compute the product by components. Hence [;_; G; is a group.
*

In the event that the operation of each G; is commutative, we sometimes use additive
notation in []}_; G; and refer to [[_; G; as the direct sum of the groups G;. The
notation ®7_, G; is sometimes used in this case in place of []_; G;, especially with
abelian groups with operation +. The direct sum of abelian groups G, G», - - -, G, may
be written G © G, @ - - - ® G,,. We leave to Exercise 46 the proof that a direct product
of abelian groups is again abelian.

It is quickly seen that if the S; has r; elements for i = 1,---,n, then []/_; S; has
rira - - - 1y clements, for in an n-tuple, there are r; choices for the first component from
S1, and for each of these there are r, choices for the next component from S5, and so on.

Consider the group Z, x Zs, which has 2 - 3 = 6 elements, namely (0, 0), (0, 1), (0, 2),
(1, 0), (1, 1), and (1, 2). We claim that Z, x Z3 is cyclic. It is only necessary to find a
generator. Let us try (1, 1). Here the operations in Z; and Zs are written additively, so
we do the same in the direct product Z; x Zs.

1, H=1, 1
20, =01, D+(1.1)=(0,2)
3, D)=0D+A.D+E D =(1,0
4L, D)=31.DH4+1.D=(10+(1.1)=(@O1)
51, =40, D+ 1, D=, D)+ (1,1) =(1,2)
6L =510+ 1D=01,2)+1,1)=(0,0)
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Thus (1, 1) generates all of Z; x Zs. Since there is, up to isomorphism, only one cyclic
group structure of a given order, we see that Zy x Zj is isomorphic to Z. A

Consider Z3; x Zs. This is a group of nine elements. We claim that Z3 x Zj3 is not cyclic.
Since the addition is by components, and since in Z3 every element added to itself three
times gives the identity, the same is true in Z3 x Zs. Thus no element can generate the
group, for a generator added to itself successively could only give the identity after nine
summands. We have found another group structure of order 9. A similar argument shows
that Z, x Z, is not cyclic. Thus Z; x Z, must be isomorphic to the Klein 4-group. A

The preceding examples illustrate the following theorem:

The group Z, x Zj is cyclic and is isomorphic to Z,, if and only if m and n are relatively
prime, that is, the gcd of m and n is 1.

Consider the cyclic subgroup of Z,, x Z, generated by (1, 1) as described by Theorem
5.17. As our previous work has shown, the order of this cyclic subgroup is the smallest
power of (1, 1) that gives the identity (0, 0). Here taking a power of (1, 1) in our additive
notation will involve adding (1, 1) to itself repeatedly. Under addition by components,
the first component 1 € Z,, yields O only after m summands, 2m summands, and so on,
and the second component 1 € Z, yields 0 only after n summands, 2n summands, and
so on. For them to yield 0 simultaneously, the number of summands must be a multiple
of both m and n. The smallest number that is a multiple of both m and n will be mn if
and only if the ged of m and n is 1; in this case, (1, 1) generates a cyclic subgroup of
order mn, which is the order of the whole group. This shows that Z, x Z, is cyclic of
order mn, and hence isomorphic to Zy,, if m and n are relatively prime.

For the converse, suppose that the ged of m and n is d > 1. The mn/d is divisible
by both m and n. Consequently, for any (7, §) in Z,, x Zj,, we have

r, )+ @, s)+---+@rs)y=(0,0).

mn/d summands

Hence no element (r, s) in Z,, X Z, can generate the entire group, 80 Zy, X Zj is
not cyclic and therefore not isomorphic t0 Zy,y,. L 4

This theorem can be extended to a product of more than two factors by similar
arguments. We state this as a corollary without going through the details of the proof.

The group []7_; Zn, is cyclic and isomorphic to Z,m,.m, if and only if the numbers m;
fori =1, - - -, n are such that the ged of any two of them is 1.

The preceding corollary shows that if n is written as a product of powers of distinct prime
numbers, as in

n=(p)"(p2)” - (p)",
then Z, is isomorphic to
Zipyyr X Lipayz X == X Lip,y-
In particular, Zr is isomorphic to Zg x Zg. A
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We remark that changing the order of the factors in a direct product yields a group
isomorphic to the original one. The names of elements have simply been changed via a
permutation of the components in the n-tuples.

Exercise 47 of Section 6 asked you to define the least common multiple of two
positive integers r and s as a generator of a certain cyclic group. It is straightforward to
prove that the subset of Z consisting of all integers that are multiples of both 7 and s is
a subgroup of Z, and hence is a cyclic group. Likewise, the set of all common multiples
of n positive integers ry, ry, - - -, Iy is a subgroup of Z, and hence is cyclic.

Letry, 12, - - -, Iy be positive integers. Their least common multiple (abbreviated lcm)
is the positive generator of the cyclic group of all common multiples of the ;, that is,
the cyclic group of all integers divisible by each r; fori =1,2,---,n. [ ]

From Definition 11.8 and our work on cyclic groups, we see that thelem of ry, 7, - - -,
Fp is the smallest positive integer that is a multiple of each r; fori = 1,2, - -+, n, hence
the name least common multiple.

Let (a1, az,---,a,) € ]"[l"'=1 G;. If a; is of finite order r; in G;, then the order of
(ay, @z, - -+, ay) in [ ]} G; is equal to the least common multiple of all the r;.

This follows by a repetition of the argument used in the proof of Theorem 11.5. For a
power of (aj, az, -+ -, a,) o give (e, ez, - - -, €,), the power must simultaneously be a
multiple of r; so that this power of the first component a; will yield e;, a multiple of r»,
so that this power of the second component a, will yield e;, and so on. L 2

Find the order of (8, 4, 10) in the group Z1y X Zgy X Zoa.

Since the ged of 8 and 12 is 4, we see that 8 is of order 14—2 = 31in Zi,. (See Theorem 6.14.)
Similarly, we find that 4 is of order 15 in Zg and 10 is of order 12 in Zy4. The lcm
of 3,15, and 121is 3 -5 -4 = 60, so (8, 4, 10) is of order 60 in the group Z1; X Zgy X
224. A

The group Z x Z; is generated by the elements (1, 0) and (0, 1). More generally, the
direct product of n cyclic groups, each of which is either Z or Z,, for some positive
integer m, is generated by the n n-tuples

(150109"'50)y (071,01"'10)7 (07091:"'50)7 ) (07050""51)'

Such a direct product might also be generated by fewer elements. For example, Z3 x
Z4 X Zss is generated by the single element (1, 1, 1). A

Note that if []}_, G; is the direct product of groups G;, then the subset
G, ={(er1,e2, -+, eim1,ai, €01, -+, €) |ai € Gil,

that is, the set of all n-tuples with the identity elements in all places but the ith, is a
subgroup of [[_; G;. Itis also clear that this subgroup G; is naturally isomorphic to G;
just rename

(e1, €2, -, €_1,0ai, €41, ", e) by a;.
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The group G; is mirrored in the ith component of the elements of G;, and the e; in
the other components just ride along. We consider [[;_; G; to be the internal direct
product of these subgroups G;. The direct product given by Theorem 11.2 is called the
external direct product of the groups G;. The terms internal and external, as applied to
a direct product of groups, just reflect whether or not (respectively) we are regarding the
component groups as subgroups of the product group. We shall usually omit the words
external and internal and just say direct product. Which term we mean will be clear from
the context.

# HistoricAL NOTE

n his Disquisitiones Arithmeticae, Carl Gauss

demonstrated various results in what is today the
theory of abelian groups in the context of num-
ber theory. Not only did he deal extensively with
equivalence classes of quadratic forms, but he also
considered residue classes modulo a given integer.
Although he noted that results in these two areas
were similar, he did not attempt to develop an ab-
stract theory of abelian groups.

In the 1840s, Emst Kummer in dealing with
ideal complex numbers noted that his results were in
many respects analogous to those of Gauss. (See the
Historical Note in Section 26.) But it was Kummer’s
student Leopold Kronecker (see the Historical Note
in Section 29) who finally realized that an abstract

theory could be developed out of the analogies. As
he wrote in 1870, “these principles [from the work
of Gauss and Kummer} belong to a more general,
abstract realm of ideas. It is therefore appropriate
to free their development from all unimportant re-
strictions, so that one can spare oneself from the
necessity of repeating the same argument in differ-
ent cases. This advantage already appears in the de-
velopment itself, and the presentation gains in sim-
plicity, if it is given in the most general admissible
manner, since the most important features stand out
with clarity.” Kronecker then proceeded to develop
the basic principles of the theory of finite abelian
groups and was able to state and prove a version of
Theorem 11.12 restricted to finite groups.

The Structure of Finitely Generated Abelian Groups

11.12 Theorem

Some theorems of abstract algebra are easy to understand and use, although their proofs
may be quite technical and time-consuming to present. This is one section in the text
where we explain the meaning and significance of a theorem but omit its proof. The
meaning of any theorem whose proof we omit is well within our understanding, and
we feel we should be acquainted with it. It would be impossible for us to meet some of
these fascinating facts in a one-semester course if we were to insist on wading through
complete proofs of all theorems. The theorem that we now state gives us complete
structural information about all sufficiently small abelian groups, in particular, about all
finite abelian groups.

(Fundamental Theorem of Finitely Generated Abelian Groups) Every finitely gen-
erated abelian group G is isomorphic to a direct product of cyclic groups in the form

Z(Pl)" X Z(pz)"z X oo X Z(p”)m XLXDX- X Z,
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where the p; are primes, not necessarily distinct, and the r; are positive integers. The
direct product is unique except for possible rearrangement of the factors; that is, the
number (Betti number of G) of factors Z is unique and the prime powers (p;)’ are
unique.

The proof is omitted here. 2

Find all abelian groups, up to isomorphism, of order 360. The phrase up to isomorphism
signifies that any abelian group of order 360 should be structurally identical (isomorphic)
to one of the groups of order 360 exhibited.

We make use of Theorem 11.12. Since our groups are to be of the finite order 360, no
factors Z will appear in the direct product shown in the statement of the theorem.
First we express 360 as a product of prime powers 2°3%5. Then using Theorem 11.12,
we get as possibilities
1. 7o X7y X Ty X Lz X L3 X Zs
Dy X Dy X Ly X Ty X Zs
Dy X Ly X Ly X Tug X s
2 X Ly X Lg X Zs
Zg x 7z x L3 X L5
Zig X g X Zs

AU R W
N
.

Thus there are six different abelian groups (up to isomorphism) of order 360. A

Applications

We conclude this section with a sampling of the many theorems we could now prove
regarding abelian groups.

A group G is decomposable if it is isomorphic to a direct product of two proper nontrivial
subgroups. Otherwise G is indecomposable. |

The finite indecomposable abelian groups are exactly the cyclic groups with order a
power of a prime.

Let G be afinite indecomposable abelian group. Then by Theorem 11.12, G is isomorphic
to a direct product of cyclic groups of prime power order. Since G is indecomposable,
this direct product must consist of just one cyclic group whose order is a power of a
prime number.

Conversely, let p be a prime. Then Z,- is indecomposable, for if Z,- were isomor-
phic to Z,: X Zp:, where i + j = r, then every element would have an order at most
pmax(i,j) < pr. ¢

If m divides the order of a finite abelian group G, then G has a subgroup of order m.
By Theorem 11.12, we can think of G as being

Lpyyn X Lpyyr X =+ X Lgp,yn
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where not all primes p; need be distinct. Since (p1)"'(p2)™ -+ (pa)™ 18 the order of G,
then m must be of the form (p1)* (p2)% - -+ (py)™, where 0 < s5; < r;. By Theorem 6.14,
(p;Y1 ™% generates a cyclic subgroup of Z,,y: of order equal to the quotient of (p;)" by
the ged of (p;)" and (p;)" ™. But the gcd of {p;)" and (p;)" 7% is (p;) . Thus (p;)" ™%
generates a cyclic subgroup Z,,y of order
[(p) 1/ [p)" 51 = (pi)*.
Recalling that (a) denotes the cyclic subgroup generated by a, we see that
(0" ™) X {(p2)™72) x - x ((p)™ ™)
is the required subgroup of order m. *

If m is a square free integer, that is, m is not divisible by the square of any prime, then
every abelian group of order m is cyclic.

Let G be an abelian group of square free order m. Then by Theorem 11.12, G is isomor-
phic to

Lpyyr % Lipoy> X =+ X Lp,yns
where m = (p1)" (p2)? - - - (pn)". Since m is square free, we must have all r; = 1 and

all p; distinct primes. Corollary 11.6 then shows that G is isomorphic to Zpyprepn> S0 G
is cyclic.

EXERCISES 11

1. List the elements of Z> x Z,. Find the order of each of the elements. Is this group cyclic?

2. Repeat Exercise 1 for the group Z3 x Zy.

In Exercises 3 through 7, find the order of the given element of the direct product.

3.
6.
8.
9.
10.
11.
12.
13.

14,

(2, 6) in Z4 X le

(3,10,9)in Z4 X

4, (2, 3) in Zé X ZIS s. (8, 10) in le X Z]g
le X 215 7. (3, 6, 12, 16) in Z4 X Z]Q X Zzo X Z24

What is the largest order among the orders of all the cyclic subgroups of Ze x Zg? of Za X Zys5?

Find all proper nontrivial subgroups of Z» x Z;.

Find all proper nontrivial subgroups of Z, x Z; x Z.

Find all subgroups of Z; x Z4 of order 4.

Find all subgroups of Z, x Z; x Z4 that are isomorphic to the Klein 4-group.

Disregarding the order of the factors, write direct products of two or more groups of the form Z, so that the

resulting product
Fill in the blanks.

is isomorphic to Zgp in as many ways as possible.

a. The cyclic subgroup of Z,4 generated by 18 has order_.
b. Zz x Z4 is of order___.



15.
16.
17.
18.
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¢. The element (4, 2) of Z1, x Zg has order__.

d. The Klein 4-group is isomorphicto Z__ x Z__.

e. Z» x Z x Z4 has___elements of finite order.

Find the maximum possible order for some element of Zs X Zs.

Are the groups Z; x Z, and Z4 X Zg isomorphic? Why or why not?
Find the maximum possible order for some element of Zg X Zip X Zaa.

Are the groups Zg X Zig X Zag and Zy x Zy; X Zgo isomorphic? Why or why not?

19. Find the maximum possible order for some element of Zy X Z1g X Zis.

20. Are the groups Z, x Zig x Zs and Zs x Z3zs X Zip isomorphic? Why or why not?

In Exercises 21 through 25, proceed as in Example 11.13 to find all abelian groups, up to isomorphism, of the given
order.

21. Order 8 22. Order 16 23. Order 32

24, Order 720 25. Order 1089

26. How many abelian groups (up to isomorphism) are there of order 247 of order 25? of order (24)(25)?

217.

28.
29,

30.
31.

Following the idea suggested in Exercise 26, let m and a be relatively prime positive integers. Show that if
there are (up to isomorphism) r abelian groups of order m and s of order 7, then there are (up to isomorphism)
rs abelian groups of order mn.

Use Exercise 27 to determine the number of abelian groups (up to isomorphism) of order (10)°.

a. Let p be a prime number. Fill in the second row of the table to give the number of abelian groups of order p”,
up to isomorphism.

numberof groups | | | | | | | |

b. Let p, g, and r be distinct prime numbers. Use the table you created to find the number of abelian groups,
up to isomorphism, of the given order.
i pg4’ ii. (gr)’ iii. ¢°r%g°
Indicate schematically a Cayley digraph for Z,, x Z, for the generating set S = {(1, 0), (0, D)}.
Consider Cayley digraphs with two arc types, a solid one with an arrow and a dashed one with no arrow,
and consisting of two regular n-gons, for n > 3, with solid arc sides, one inside the other, with dashed arcs
joining the vertices of the outer n-gon to the inner one. Figure 7.9(b) shows such a Cayley digraph with n = 3,
and Figure 7.11(b) shows one with n = 4. The arrows on the outer n-gon may have the same (clockwise or
counterclockwise) direction as those on the inner n-gon, or they may have the opposite direction. Let G be a
group with such a Cayley digraph.

a. Under what circumstances will G be abelian?

b. If G is abelian, to what familiar group is it isomorphic?

c. If G is abelian, under what circumstances is it cyclic?

d. If G is not abelian, to what group we have discussed is it isomorphic?
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32. Mark each of the following true or false.
a. If G, and G, are any groups, then G, x G is always isomorphic to G, x G1.
b. Computation in an external direct product of groups is easy if you know how to compute in each
component group.
¢. Groups of finite order must be used to form an external direct product.
d. A group of prime order could not be the internal direct product of two proper nontrivial subgroups.
e. Zo x Z4 is isomorphic to Zg.
f. Z, x Z4 is isomorphic to Sg.
8. 73 x Zg is isomorphic to Ss.
h. Every element in Zy x Zg has order 8.
i. The order of Z13 x Z;s is 60.
jo Zum x Z, has mn elements whether m and n are relatively prime or not.
33. Give an example illustrating that not every nontrivial abelian group is the internal direct product of two proper
nontrivial subgroups.
34. a. How many subgroups of Zs x Zg are isomorphic to Zs x Zg?
b. How many subgroups of Z x Z are isomorphic to Z x Z?
35. Give an example of a nontrivial group that is not of prime order and is not the internal direct product of two
nontrivial subgroups
36. Mark each of the following true or false.
a. Every abelian group of prime order is cyclic.
b. Every abelian group of prime power order is cyclic.
¢. Zg is generated by {4, 6}.
d. Zg is generated by {4, 5, 6}.
e. All finite abelian groups are classified up to isomorphism by Theorem 11.12.
f. Any two finitely generated abelian groups with the same Betti number are isomorphic.
g. Every abelian group of order divisible by 5 contains a cyclic subgroup of order 5.
h. Every abelian group of order divisible by 4 contains a cyclic subgroup of order 4.
i. Every abelian group of order divisible by 6 contains a cyclic subgroup of order 6.
j. Every finite abelian group has a Betti number of 0.
37. Let p and ¢ be distinct prime numbers. How does the number (up to isomorphism) of abelian groups of order p”
compare with the number (up to isomorphism) of abelian groups of order ¢g"?
38. Let G be an abelian group of order 72.
a. Can you say how many subgroups of order 8 G has? Why, or why not?
b. Can you say how many subgroups of order 4 G has? Why, or why not?
39. Let G be an abelian group. Show that the elements of finite order in G form a subgroup. This subgroup is catled

the torsion subgroup of G.

Exercises 40 through 43 deal with the concept of the torsion subgroup just defined.

40.

Find the order of the torsion subgroup of Zs x Z X Zz; of Z1z X Z X Z1a.



41.
42.
43.

44.
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Find the torsion subgroup of the multiplicative group R* of nonzero real numbers.
Find the torsion subgroup 7 of the multiplicative group C* of nonzero complex numbers.

An abelian group is torsion free if ¢ is the only element of finite order. Use Theorem 11.12 to show that
every finitely generated abelian group is the internal direct product of its torsion subgroup and of a torsion-free
subgroup. (Note that {¢} may be the torsion subgroup, and is also torsion free.)

The part of the decomposition of G in Theorem 11.12 corresponding to the subgroups of prime-power order
can also be written in the form Z,,, X Zm, X - -+ X Zy, , where m; divides m; 41 fori =1,2,---,7 — 1. The
numbers m; can be shown to be unique, and are the torsion coefficients of G.

a. Find the torsion coefficients of Zs x Zg.

b. Find the torsion coefficients of Zg X Zy3 X Znp.

c. Describe an algorithm to find the torsion coefficients of a direct product of cyclic groups.

Proof Synopsis

45.

Give a two-sentence synopsis of the proof of Theorem 11.5.

Theory

46.
47.

48.

49,

Prove that a direct product of abelian groups is abelian.

Let G be an abelian group. Let H be the subset of G consisting of the identity e together with all elements of
G of order 2. Show that H is a subgroup of G.

Following up the idea of Exercise 47 determine whether H will always be a subgroup for every abelian group
G if H consists of the identity e together with all elements of G of order 3; of order 4. For what positive
integers n will H always be a subgroup for every abelian group G, if H consists of the identity e together with
all elements of G of order n? Compare with Exercise 48 of Section 5.

Find a counterexample of Exercise 47 with the hypothesis that G is abelian omitted.

Let H and K be subgroups of a group G. Exercises 50 and 51 ask you to establish necessary and sufficient criteria
for G to appear as the internal direct product of H and K.

50.

51.

52.

53.

54.

Let H and K be groups and let G = H x K. Recall that both H and K appear as subgroups of G in a natural
way. Show that these subgroups H (actually H x {e}) and K (actually {e} x K)have the following properties.

a. Every element of G is of the form ik for some h € H and k € K.
b. hk =khforallh € H and k € K. c. HNK ={e}.

Let H and K be subgroups of a group G satisfying the three properties listed in the preceding exercise. Show
that for each g € G, the expression g = hk for h € H and k € K is unique. Then let each g be renamed (£, k).
Show that, under this renaming, G becomes structurally identical (isomorphic) to H x K.

Show that a finite abelian group is not cyclic if and only if it contains a subgroup isomorphic to Z, x Z,, for
some prime p.

Prove that if a finite abelian group has order a power of a prime p, then the order of every element in the group
is a power of p. Can the hypothesis of commutativity be dropped? Why, or why not?

Let G, H, and K be finitely generated abelian groups. Show that if G x K is isomorphic to H x K, then
G~H.
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TPLANE ISOMETRIES

Consider the Euclidean plane R2. An isometry of R? is a permutation ¢ : R* — R?
that preserves distance, so that the distance between points P and @ is the same as
the distance between the points ¢(P) and ¢(Q) for all points P and Q in R2.If  is
also an isometry of R?, then the distance between ¥ (¢(P)) and ¥ (¢(Q)) must be the
same as the distance between ¢(P) and ¢(Q), which in turn is the distance between P
and Q, showing that the composition of two isometries is again an isometry. Since the
identity map is an isometry and the inverse of an isometry is an isometry, we see that the
isometries of R? form a subgroup of the group of all permutations of R2.

Given any subset S of R2, the isometries of R? that carry S onto itself form a
subgroup of the group of isometries. This subgroup is the group of symmetries of S in
R2. In Section 8 we gave tables for the group of symmetries of an equilateral triangle
and for the group of symmetries of a square in R

Everything we have defined in the two preceding paragraphs could equally well
have been done for n-dimensional Euclidean space R”, but we will concern ourselves
chiefly with plane isometries here.

It can be proved that every isometry of the plane is one of just four types (see Artin
[5]). We will list the types and show, for each type, a labeled figure that can be carried
into itself by an isometry of that type. In each of Figs. 12.1, 12.3, and 12.4, consider the
line with spikes shown to be extended infinitely to the left and to the right. We also give
an example of each type in terms of coordinates.

translation ©: Slide every point the same distance in the same direction. See
Fig. 12.1. (Example: t(x,y) = (x, W+ 2, -3)=x +2,y — 3)))

rotation p: Rotate the plane about a point P through an angle 6. See Fig. 12.2.
(Example: p(x,y) = (—y, x) is a rotation through 90° counterclockwise about the
origin (0, 0).)

reflection u:  Map each point into its mirror image (i for mirror) across a line
L, each point of which is left fixed by . See Fig. 12.3. The line L is the axis of
reflection. (Example: u(x, y) = (v, x) is a reflection across the line y = x.)

glide reflectiony:  The product of a translation and areflection across aline mapped
into itself by the translation. See Fig. 12.4. (Example: y(x,y) = (x +4,—y)isa
glide reflection along the x-axis.)

Notice the little curved arrow that is carried into another curved arrow in each of
Figs. 12.1 through 12.4. For the translation and rotation, the counterclockwise directions
of the curved arrows remain the same, but for the reflection and glide reflection, the
counterclockwise arrow is mapped into a clockwise arrow. We say that translations and
rotations preserve orientation, while the reflection and glide reflection reverse orien-
tation. We do not classify the identity isometry as any definite one of the four types
listed; it could equally well be considered to be a translation by the zero vector or a
rotation about any point through an angle of 0°. We always consider a glide reflection to
be the product of a reflection and a translation that is different from the identity isometry.

T This section is not used in the remainder of the text.
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) Q u@)

o~ HQ)

12.1 Figure Translation t. 12.2 Figure  Rotation p.

u(P) 0 u® v P vAP)
12.3 Figure Reflection . 12.4 Figure Glide reflection y.

The theorem that follows describes the possible structures of finite subgroups of the
full isometry group.

Every finite group G of isometries of the plane is isomorphic to either Z, or to a dihedral
group D, for some positive integer n.

First we show that there is a point P in the plane that is left fixed by every isometry
in G. This can be done in the following way, using coordinates in the plane. Suppose

G ={¢1.¢2. -, Pp} and let

(i y1) = ¢i(0, 0).
Then the point
P=Xx.y)= (x1 +x3+-~-+xm’ al +yz+---—|—ym>
m m
is the centroid of the set § = {(x;. y;)|i = 1.2, ---.m}. The isometries in G permute

the points in S among themselves, since if ¢;¢; = ¢ then ¢;(x;, y;) = ¢:{¢;(0, )] =
@1 (0, 0) = (x¢, y)- It can be shown that the centroid of a set of points is uniquely
determined by its distances from the points, and since each isometry in G just permutes
the set S, it must leave the centroid (x, ) fixed. Thus G consists of the identity, rotations
about P, and reflections across a line through P.

The orientation-preserving isometries in G form a subgroup H of G which is either
all of G or of order m /2. This can be shown in the same way that we showed that the
even permutations are a subgroup of S, containing just half the elements of S,. (See
Exercise 22.) Of course H consists of the identity and the rotations in G. If we choose a
rotation in G that rotates the plane through as small an angle 6 > 0 as possible, it can be
shown to generate the subgroup H. (See Exercise 23.) This shows thatif H = G, then
G is cyclic of order m and thus isomorphic to Z,,. Suppose H # G so that G contains
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some reflections. Let H = {t, py, -+, pp—1} Withn = m/2.1f 1 is areflection in G, then
the coset H u consists of all n of the reflections in G.

Consider now a regular n-gon in the plane having P as its center and with a vertex
lying on the line through P left fixed by . The elements of H rotate this n-gon through
all positions, and the elements of H i first reflect in an axis through a vertex, effectively
turning the n-gon over, and then rotate through all positions. Thus the action of G on
this n-gon is the action of D,, so G is isomorphic to D,. 2

The preceding theorem gives the complete story about finite plane isometry groups.
We turn now to some infinite groups of plane isometries that arise naturally in decorating
and art. Among these are the discrete frieze groups. A discrete frieze consists of a pattern
of finite width and height that is repeated endlessly in both directions along its baseline
to form a strip of infinite length but finite height; think of it as a decorative border strip
that goes around a room next to the ceiling on wallpaper. We consider those isometries
that carry each basic pattern onto itself or onto another instance of the pattern in the
frieze. The set of all such isometries is called the “frieze group.” All discrete frieze
groups are infinite and have a subgroup isomorphic to Z generated by the translation
that slides the frieze lengthwise until the basic pattern is superimposed on the position
of its next neighbor pattern in that direction. As a simple example of a discrete frieze,
consider integral signs spaced equal distances apart and continuing infinitely to the left
and right, indicated schematically like this.

S e

Let us consider the integral signs to be one unit apart. The symmetry group of this frieze
is generated by a translation t sliding the plane one unit to the right, and by a rotation p
of 180° about a point in the center of some integral sign. There are no horizontal or
vertical reflections, and no glide reflections. This frieze group is nonabelian; we can
check that o = pt~!. The n-th dihedral group D, is generated by two elements that
do not commute, a rotation p; through 360/n° of order n and a reflection u of order
2 satisfying p1 0 = oy ! Thus it is natural to use the notation Dy, for this nonabelian
frieze group generated by 7 of infinite order and p of order 2.
As another example, consider the frieze given by an infinite string of D’s.

--DDDDDDDDDDD- -

Its group is generated by a translation t one step to the right and by a vertical reflection
across a horizontal line cutting through the middle of all the D’s. We can check that these
group generators commute this time, that is, Tj = pt, so this frieze group is abelian
and is isomorphic to Z x Z,.

It can be shown that if we classify such discrete friezes only by whether or not their
groups contain a

rotation horizontal axis reflection
vertical axis reflection nontrivial glide reflection

then there are a total of seven possibilities. A nontrivial glide reflection in a symmetry
group is one that is not equal to a product of a translation in that group and a reflection
in that group. The group for the string of D’s above contains glide reflections across
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the horizontal line through the centers of the D’s, but the translation component of each
glide reflection is also in the group so they are all considered trivial glide reflections in
that group. The frieze group for

D D D D D
D D D D D

contains a nontrivial glide reflection whose translation component is not an element of
the group. The exercises exhibit the seven possible cases, and ask you to tell, for each
case, which of the four types of isometries displayed above appear in the symmetry
group. We do not obtain seven different group structures. Each of the groups obtained
can be shown to be isomorphic to one of

Z, D, ZxZy, or Dy XZn.

Equally interesting is the study of symmetries when a pattern in the shape of a square,
parallelogram, rhombus, or hexagon is repeated by translations along two nonparallel
vector directions to fill the entire plane, like patterns that appear on wallpaper. These
groups are called the wallpaper groups or the plane crystallographic groups. While a
frieze could not be carried into itself by a rotation through a positive angle less than
180°, it is possible to have rotations of 60°, 90°, 120°, and 180° for some of these
plane-filling patterns. Figure 12.6 provides an illustration where the pattern consists of
a square. We are interested in the group of plane isometries that carry this square onto
itself or onto another square. Generators for this group are given by two translations
(one sliding a square to the next neighbor to the right and one to the next above), by a
rotation through 90° about the center of a square, and by a reflection in a vertical (or
horizontal) line along the edges of the square. The one reflection is all that is needed to
“turn the plane over”; a diagonal reflection can also be used. After being turned over,
the translations and rotations can be used again. The isometry group for this periodic
pattern in the plane surely contains a subgroup isomorphic to Z x Z generated by the
unit translations to the right and upward, and a subgroup isomorphic to D4 generated by
those isometries that carry one square (it can be any square) into itself.

If we consider the plane to be filled with parallelograms as in Fig. 12.7, we do not
get all the types of isometries that we did for Fig. 12.6. The symmetry group this time is

12.6 Figure
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12.7 Figure

generated by the translations indicated by the arrows and a rotation through 180° about
any vertex of a parallelogram.

Tt can be shown that there are 17 different types of wallpaper patterns when they are
classified according to the types of rotations, reflections, and nontrivial glide reflections
that they admit. We refer you to Gallian [8] for pictures of these 17 possibilities and
a chart to help you identify them. The exercises illustrate a few of them. The situation
in space is more complicated; it can be shown that there are 230 three-dimensional
crystallographic groups. The final exercise we give involves rotations in space.

M. C. Escher (1898-1973) was an artist whose work included plane-filling patterns.
The exercises include reproductions of four of his works of this type-

# EXERCISES 12

1. This exercise shows that the group of symmetries of a certain type of geometric figure may depend on the
dimension of the space in which we consider the figure to lie.

a. Describe all symmetries of a point in the ceal line R; that is, describe all isometries of R that Jeave one point
fixed.

. Describe all symmetries (translations, reflections, etc.) of & point in the plane R

. Describe all symmetries of a line segment in R.

. Describe all symmetries of a line segment in R”.

o 0

. Describe some symmetries of 2 line segment in R3.

2. Let P stand for an orjentation preserving plane isometry and R for an orientation reversing one. Fillin the table
with P or R to denote the orientation preserving or reversing property of a product.

PR
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3. Fill in the table to give all possible types of plane isometries given by a product of two types. For example, a
product of two rotations may be a rotation, or it may be another type. Fill in the box corresponding to pp with
both letters. Use your answer to Exercise 2 to eliminate some types. Eliminate the identity from consideration.

m
14

. Draw a plane figure that has a one-element group as its group of symmetries in R2.
. Draw a plane figure that has a two-element group as its group of symmetries in R,

4
5

6. Draw a plane figure that has a three-element group as its group of symmetries in R,

7. Draw a plane figure that has a four-element group isomorphic to Zq as its group of symmetries in R,
8

. Draw a plane figure that has a four-element group isomorphic to the Klein 4-group V as its group of symmetries
in R2.
9. For each of the four types of plane isometries (other than the identity), give the possibilities for the order of an
isometry of that type in the group of plane isometries.

10. A plane isometry ¢ has a fixed point if there exists a point P in the plane such that ¢(P) = P. Which of the
four types of plane isometries (other than the identity) can have a fixed point?

11. Referring to Exercise 10, which types of plane isometries, if any, have exactly one fixed point?

12. Referring to Exercise 10, which types of plane isometries, if any, have exactly two fixed points?

13. Referring to Exercise 10, which types of plane isometries, if any, have an infinite number of fixed points?

14. Argue geometrically that a plane isometry that leaves three noncolinear points fixed must be the identity map.

15. Using Exercise 14, show algebraically that if two plane isometries ¢ and i agree on three noncolinear points,
that is, if ¢(P;) = ¥ (P;) for noncolinear points P;, P», and P3, then ¢ and ¢ are the same map.

16. Do the rotations, together with the identity map, form a subgroup of the group of plane isometries? Why or why
not?

17. Do the translations, together with the identity map, form a subgroup of the group of plane isometries? Why or
why not?

18. Do the rotations about one particular point P, together with the identity map, form a subgroup of the group of
plane isometries? Why or why not?

19. Does the reflection across one particular line L, together with the identity map, form a subgroup of the group
of plane isometries? Why or why not?

20. Do the glide reflections, together with the identity map, form a subgroup of the group of plane isometries? Why
or why not?

21. Which of the four types of plane isometries can be elements of a finite subgroup of the group of plane isometries?

22, Completing a detail of the proof of Theorem 12.5, let G be a finite group of plane isometries. Show that
the rotations in G, together with the identity isometry, form a subgroup H of G, and that either H = G or
|G| = 2|H|. [Hint: Use the same method that we used to show that |5, ] = 2|A4,].]
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23. Completing a detail in the proof of Theorem 12.5, let G be a finite group consisting of the identity isometry
and rotations about one point P in the plane. Show that G is cyclic, generated by the rotation in G that turns
the plane counterclockwise about P through the smallest angle 6 > 0. [Hinz: Follow the idea of the proof that
a subgroup of a cyclic group is cyclic.]

Exercises 24 through 30 illustrate the seven different types of friezes when they are classified according to their
symmetries. Imagine the figure shown to be continued infinitely to the right and left. The symmetry group of a
frieze always contains translations. For each of these exercises answer these questions about the symmetry group
of the frieze.

. Does the group contain a rotation?

. Does the group contain a reflection across a horizontal line?

. Does the group contain a reflection across a vertical line?

. Does the group contain a nontrivial glide reflection?

o & 0 T

. To which of the possible groups Z, Deo, Z X Zy, 0t Do X Z do you think the symmetry group of the
frieze is isomorphic?

#» FFFFFFFFFFFFFFF
s TTTTTTTTTT
» EEEEEEEEEEEE

12.8 Figure The Study of Regular Division of the Plane with Horsemen (© 1946 M. C.
Escher Foundation—Baarn-Holland. All rights reserved.)
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Exercises 31 through 37 describe a pattern to be used to fill the plane by translation in the two directions given by
the specified vectors. Answer these questions in each case.

a. Does the symmetry group contain any rotations? If so, through what possible angles & where 0 < 6 <
180°7?

12.9 Figure  The Study of Regular Division of the Plane with Imaginary Human Figures (©
1936 M. C. Escher Foundation—-Baarn—Holland. All rights reserved.)
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T

12.10 Figure  The Study of Regular Division of the Plane with Reptiles (© 1939 M. C. Escher
Foundation-Baarn—Holland. All rights reserved.)

b. Does the symmetry group contain any reflections?

¢. Does the symmetry group contain any nontrivial glide reflections?

A square with horizontal and vertical edges using translation directions given by vectors (1, 0) and (0, 1).
A square as in Exercise 31 using translation directions given by vectors (1, 1/2) and (0, 1).

A square as in Exercise 31 with the letter L at its center using translation directions given by vectors (1, 0) and
0, 1.

A square as in Exercise 31 with the letter E at its center using translation directions given by vectors (1, 0) and
0, 1).

A square as in Exercise 31 with the letter H at its center using translation directions given by vectors (1, 0) and
O, D).

A regular hexagon with a vertex at the top using translation directions given by vectors (1, 0) and (1, +/3).

A regular hexagon with a vertex at the top containing an equilateral triangle with vertex at the top and centroid
at the center of the hexagon, using translation directions given by vectors (1, 0) and (1, V3).

Exercises 38 through 41 are concerned with art works of M. C. Escher. Neglect the shading in the figures
and assume the markings in each human figure, reptile, or horseman are the same, even though they may be
invisible due to shading. Answer the same questions (a), (b), and (c) that were asked for Exercises 31 through
36, and also answer this part (d).

d. Assuming horizontal and vertical coordinate axes with equal scales as usual, give vectors in the two nonpar-
allel directions of vectors that generate the translation subgroup. Do not concern yourself with the length
of these vectors.
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39.
40.
41,
42.
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12.11 Figure The Study of Regular Division of the Plane with Human Figures () 1936 M. C.
Escher Foundation-Baarn—-Holland. All rights reserved.)

The Study of Regular Division of the Plane with Horsemen in Fig. 12.8.

The Study of Regular Division of the Plane with Imaginary Human Figures in Fig. 12.9.
The Study of Regular Division of the Plane with Reptiles in Fig. 12.10.

The Study of Regular Division of the Plane with Human Figures in Fig. 12.11.

Show that the rotations of a cube in space form a group isomorphic to Sy. [Hint: A rotation of the cube permutes
the diagonals through the center of the cube.]
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HoOMOMORPHISMS

Structure-Relating Maps

Let G and G’ be groups. We are interested in maps from G to G’ that relate the group
structure of G to the group structure of G’. Such a map often gives us information
about one of the groups from known structural properties of the other. An isomorphisnt
¢ : G — G, if one exists, is an example of such a structure-relating map. If we know all
about the group G and know that ¢ is an isomorphism, we immediately know all about
the group structure of G, for it is structurally just a copy of G. We now consider more
general structure-relating maps, weakening the conditions from those of an isomorphism
by no longer requiring that the maps be one to one and onto. You see, those conditions are
the purely set-theoretic portion of our definition of an isomorphism, and have nothing to
do with the binary operations of G and of G’. The binary operations are what give us the
algebra which is the focus of our study in this text. We keep just the homomorphism prop-
erty of an isomorphism related to the binary operations for the definition we now make.

A map ¢ of a group G into a group G’ is a homomorphism if the homomorphism
property

¢lab) = ¢(a)p(b) ey
holds foralla, b € G. [ ]

% Section 16 is a prerequisite only for Sections 17 and 36.
T Section 17 is not required for the remainder of the text.
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Homomorphisms and Factor Groups

Let us now examine the idea behind the requirement (1) for a homomorphism
¢ : G — G'.InEq. (1), the product ab on the left-hand side takes place in G, while the
product ¢(a)¢(b) on the right-hand side takes place in G'. Thus Eg. (1) gives a relation
between these binary operations, and hence between the two group structures.

For any groups G and G', there is always at least one homomorphism ¢ : G — G/,
namely the trivial homomorphism defined by ¢(g) = ¢’ for all g € G, where ¢ is the
identity in G’. Equation (1) then reduces to the true equation e’ = ¢’e’. No information
about the structure of G or G’ can be gained from the other group using this trivial
homomorphism. We give an example illustrating how a homomorphism ¢ mapping G
onto G’ may give structural information about G'.

Let¢ : G — G’ be a group homomorphism of G onto G’. We claim that if G is abelian,
then G’ must be abelian. Let ¢’, ' € G'. We must show that ¢'d’ = b'a’. Since ¢ is
onto G/, there exist a, b € G such that ¢(a) = a’ and ¢(b) = b'. Since G is abelian,
we have ab = ba. Using property (1), we have a'b’ = ¢p(a)p(b) = ¢(ab) = ¢(ba) =
¢ (b)p(a) = b'a’, so G' is indeed abelian? A

Example 13.16 will give an illustration showing how information about G’ may
give information about G via a homomorphism ¢ : G — G’. We now give examples of
homomorphisms for specific groups.

Let S, be the symmetric group on n letters, and let ¢ : S, — Z, be defined by
b(0) = 0 if o is an even permutation,
97= 11 ifo is an odd permutation.
Show that ¢ is a homomorphism.

We must show that ¢(o ) = ¢(o) + ¢(u) for all choices of o, 4 € S,. Note that the
operation on the right-hand side of this equation is written additively since it takes place
in the group Z,. Verifying this equation amounts to checking just four cases:

o odd and u odd,

o odd and pu even,

o even and p odd,

o even and u even.
Checking the first case, if o and 4 can both be written as a product of an odd number of
transpositions, then o  can be written as the product of an even number of transpositions.

Thus ¢(o ) = 0 and ¢(o) + ¢(u) = 1 + 1 = 0 in Z;. The other cases can be checked
similarly. A

(Evaluation Homomorphism) Let F be the additive group of all functions mapping
R into R, let R be the additive group of real numbers, and let ¢ be any real number. Let
¢. : F — R be the evaluation homomorphism defined by ¢.(f) = f(c) for f € F.
Recall that, by definition, the sum of two functions f and g is the function f + g whose
value at x is f(x) + g(x). Thus we have

P(f +8) = (f +8)c) = f(©) + 8(c) = ¢(f) + ¢c(8),

and Eq. (1) is satisfied, so we have a homomorphism. A
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Let R” be the additive group of column vectors with # real-number components. (This
group is of course isomorphic to the direct product of R under addition with itself for
n factors.) Let A be an m x n matrix of real numbers. Let ¢ : R"” — R™ be defined by
¢(v) = Av for each column vector v € R". Then ¢ is a homomorphism, since for v, w €
R", matrix algebra shows that ¢(v+w) = A(V+w) = Av + AW = ¢(Vv) + ¢(w). In
linear algebra, such a map computed by multiplying a column vector on the left by a
matrix A is known as a linear transformation. A

Let GL(n, R) be the multiplicative group of all invertible n x n matrices. Recall that a
matrix A is invertible if and only if its determinant, det(A), is nonzero. Recall also that
for matrices A, B € GL(n,R) we have

det(AB) = det(A) det(B).

This means that det is a homomorphism mapping G L(n, R) into the multiplicative group
R* of nonzero real numbers. A

Homomorphisms of a group G into itself are often useful for studying the structure
of G. Our next example gives a nontrivial homomorphism of a group into itself.

Letr € Zandlet ¢, : Z — Z be defined by ¢,(n) = rn foralln € Z. Forallm, n € Z,
wehave ¢, (m +n) =r(m +n) = rm + rn = ¢, (m) + ¢,(n) so ¢, is ahomomorphism.
Note that ¢y is the trivial homomorphism, ¢, is the identity map, and ¢_; maps Z onto
Z. For all other r in Z, the map ¢, is not onto Z. A

LetG = Gy x Gy x -+- x G; x -+ x G, be adirect product of groups. The projection
map 7; : G — G; where 7;(g1. g2, -+, &, &) = & i a homomorphism for each
i =1,2, -+, n. This follows immediately from the fact that the binary operation of G
coincides in the ith component with the binary operation in G;. A

Let F be the additive group of continuous functions with domain [0, 1] and let R be the

additive group of real numbers. The map o : F — R definedby o(f) = /01 f(x)dx for
f € F is a homomorphism, for

1 1
o(f +g) = / (f + £)00)dx = / LF() + g0oldx
0 0

1 1
- /0 Fdx + / ¢@dx = o(f) + o (g)

0
forall f,g € F. A

(Reduction Modulo n) Let y be the natural map of Z into Z, given by y(m) =r,
where r is the remainder given by the division algorithm when m is divided by n. Show
that y is a homomorphism.

We need to show that
vy +1)=y()+y@)
for s, t € Z. Using the division algorithm, we let

s=qin+n 2
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and
t=qgn+nr 3)
where 0 <r; <nfori =1,2.If
rt+r=qn+rs C)
for 0 < r3 < n, then adding Egs. (2) and (3) we see that
s+t =(q+q+gntrs,

so that y(s 4+ 1) = r3.

From Egs. (2) and (3) we see that y(s) = ry and y () = r». Equation (4) shows that
the sum r| + 72 in Z, is equal to r3 also.

Consequently y (s + 1) = y(s) + y(¢), so we do indeed have a homomorphism. A

Each of the homomorphisms in the preceding three examples is a many-to-one map.
That is, different points of the domain of the map may be carried into the same point.
Consider, for illustration, the homomorphism 7y : Zo X Z4 — Z, in Example 13.8 We
have

m1(0,0) = m1(0, 1) = (0, 2) = m(0,3) =0,

so four elements in Z, x Z4 are mapped into 0 in Z, by m1.

Composition of group homomorphisms is again a group homomorphism. That is, if
¢:G — G andy : G' — G’ are both group homomorphisms then their composition
(y o¢): G = G, where (y o ¢)(g) = y(¢(g)) for g € G, is also a homomorphism.
(See Exercise 49.)

Properties of Homomorphisms

We turn to some structural features of G and G’ that are preserved by a homomorphism
¢ : G — (. First we review set-theoretic definitions. Note the use of square brackets
when we apply a function to a subset of its domain.

Let ¢ be a mapping of a set X into aset Y, andlet A C X and B C Y. The image ¢[A]
of Ain Y under ¢ is {¢(a) |a € A}. The set ¢[X] is the range of ¢. The inverse image
¢ '[B]lof Bin X is {x € X | ¢(x) € B}. |

The first three properties of a homomorphism stated in the theorem that follows have
already been encountered for the special case of an isomorphism; namely, in Theorem
3.14, Exercise 28 of Section 4, and Exercise 41 of Section 5. There they were really
obvious because the structures of G and G’ were identical. We will now see that they
hold for structure-relating maps of groups, even if the maps are not one to one and onto.
We do not consider them obvious in this new context.

Let ¢ be a homomorphism of a group G into a group G'.

1. If e is the identity element in G, then ¢(e) is the identity element ¢’ in G'.
2. IfaeG,thengp@!) =pa).
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3. If H is a subgroup of G, then ¢{H] is a subgroup of G’.
4. If K’ is a subgroup of G/, then ¢~![K'] is a subgroup of G.

Loosely speaking, ¢ preserves the identity element, inverses, and subgroups.

Let ¢ be a homomorphism of G into G’. Then

$(a) = ¢lae) = p(a)p(e).

Multiplying on the left by ¢(a)~!, we see that ¢’ = ¢(e). Thus ¢(e) must be the identity
element ¢’ in G'. The equation

¢ = ¢le) = plaa™") = p(a)p@™)

shows that ¢(a™1) = ¢(a) L.

Turning to Statement (3), let H be a subgroup of G, and let ¢(a) and ¢(b) be any
two elements in ¢[H]. Then ¢(a)p(b) = ¢p(ab), so we see that ¢p(a)p(b) € ¢[H]; thus,
$[H] is closed under the operation of G’. The fact that ¢’ = ¢(e) and ¢p(a~!) = ¢(a)™!
completes the proof that ¢[H] is a subgroup of G’

Going the other way for Statement (4), let K’ be a subgroup of G'. Suppose a and b are
in¢~1[K’]. Then ¢(a)p(b) € K'since K’ is a subgroup. The equation ¢(ab) = ¢(a)p(b)
shows that ab € ¢~ [K’]. Thus ¢ '[K '] is closed under the binary operation in G. Also,
K’ must contain the identity element ¢’ = ¢(e), so e € ¢ [K']. If a € 7' [K'], then
#(a) € K', so (@)~ € K'. But ¢(a)~' = ¢(a™"), so we must have a! € ¢[K'].
Hence ¢~1[K'] is a subgroup of G. *

Let ¢ : G — G’ be a homomorphism and let ¢’ be the identity element of G’. Now
{€'} is a subgroup of G’, so ¢ ~[{e’}] is a subgroup H of G by Statement (4) in Theorem
13.12. This subgroup is critical to the study of homomorphisms.

Let ¢:G — G’ be a homomorphism of groups. The subgroup ¢ '[{'}] =
{x € G|¢(x) = €'} is the kernel of ¢, denoted by Ker(¢). [ |

Example 13.5 discussed the homomorphism ¢ : R” — R™ given by ¢(v) = Av
where A is an m X n matrix. In this context, Ker(¢) is called the null space of A. It
consists of all v € R” such that Av = 0, the zero vector.

Let H = Ker(¢) for a homomorphism ¢ : G — G’. We think of ¢ as “collapsing”
H down onto e’. Theorem 13.15 that follows shows that for ¢ € G, the cosets gH
and Hg are the same, and are collapsed onto the single element ¢(g) by ¢. That is
¢ '[{¢(g)}] = gH = Hg. (Be sure that you understand the reason for the uses of (), [],
and {} in ¢~![{¢(g)}].) We have attempted to symbolize this collapsing in Fig. 13.14,
where the shaded rectangle represents G, the solid vertical line segments represent the
cosets of H = Ker(¢), and the horizontal line at the bottom represents G'. We view
¢ as projecting the elements of G, which are in the shaded rectangle, straight down
onto elements of G’, which are on the horizontal line segment at the bottom. Notice
the downward arrow labeled ¢ at the left, starting at G and ending at G’. Elements of
H = Ker(¢) thus lie on the solid vertical line segment in the shaded box lying over ¢’,
as labeled at the top of the figure.
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13.14 Figure Cosets of H collapsed by ¢.

Let ¢ : G — G’ be a group homomorphism, and let H = Ker(¢). Let a € G. Then the
set

¢~ Ho@)] = {x € G| ¢(x) = $(a)}

is the left coset aH of H, and is also the right coset Ha of H. Consequently, the two
partitions of G into left cosets and into right cosets of H are the same.

We want to show that

{x e Glo(x) = ¢la)} =aH.

There is a standard way to show that two sets are equal; show that each is a subset
of the other.

Suppose that ¢(x) = ¢(a). Then

@) lox)=¢,

where ¢’ is the identity of G'. By Theorem 13.12, we know that ¢@) ' = pa™),
so we have

¢la™ () =¢'.
Since ¢ is a homomorphism, we have
$(a () =p@'x),  so  plax)=¢.

But this shows that a1x is in H = Ker(¢), so a 'x =k for some k € H, and x =
ah € aH. This shows that

{x € Glo(x) =¢(a)} S aH.
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To show containment in the other direction, let y € aH, so that y = ah for some
h € H. Then

¢(y) = ¢plah) = p(@)p(h) = p(a)e’ = P(a),

sothaty € {x € G| ¢(x) = ¢p(a)}.
We leave the similar demonstration that {x € G | ¢(x) = ¢(a)} = Ha to Exercise
52. *

Equation 5 of Section 1 shows that |z1z2| = |z1]|z2] for complex numbers z; and z».
This means that the absolute value function | | is a homomorphism of the group C*
of nonzero complex numbers under multiplication onto the group R of positive real
numbers under multiplication. Since {1} is a subgroup of R™, Theorem 13.12 shows
again that the complex numbers of magnitude 1 form a subgroup U of C*. Recall that the
complex numbers can be viewed as filling the coordinate plane, and that the magnitude
of a complex number is its distance from the origin. Consequently, the cosets of U are
circles with center at the origin. Each circle is collapsed by this homomorphism onto its
point of intersection with the positive real axis. A

We give an illustration of Theorem 13.15 from calculus.

Let D be the additive group of all differentiable functions mapping R into R, and let F
be the additive group of all functions mapping R into R. Then differentiation gives us a
map ¢ : D — F,where ¢(f) = f'for f € F. We easily see that ¢ is a homomorphism,
for¢p(f+g)=(f+g) =S +¢ = o(f)+ ¢(g); the derivative of a sum is the sum
of the derivatives.

Now Ker(¢) consists of all functions f such that f’ = 0, the zero constant function.
Thus Ker(¢) consists of all constant functions, which form a subgroup C of F. Let us
find all functions in G mapped into x? by ¢, that is, all functions whose derivative is
x2. Now we know that x> /3 is one such function. By Theorem 13.15, all such functions
form the coset x3/3 4+ C. Doesn’t this look familiar? A

We will often use the following corollary of Theorem 13.15.
A group homomorphism ¢ : G — G’ is a one-to-one map if and only if Ker(¢) = {e}.

If Ker(¢) = {e}, then for every a € G, the elements mapped into ¢(a) are precisely the
elements of the left coset a{e} = {a}, which shows that ¢ is one to one.

Conversely, suppose ¢ is one to one. Now by Theorem 13.12, weknow that ¢(e) = ¢/,
the identity element of G'. Since ¢ is one to one, we see that e is the only element mapped
into e’ by ¢, so Ker(¢) = {e}. L 2

In view of Corollary 13.18, we modify the outline given prior to Example 3.8 for
showing that a map ¢ is an isomorphism of binary structures when the structures are
groups G and G'.
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To Show ¢ : G — G’ Is an Isomorphism

Step1 Show ¢ is a homomorphism.
Step 2 Show Ker(¢) = {e}.
Step3 Show ¢ maps G onto G'.

Theorem 13.15 shows that the kernel of a group homomorphism ¢ : G — G’ is a
subgroup H of G whose left and right cosets coincide, so that ¢ = Hg forall g € G.
We will sec in Section 14 that when left and right cosets coincide, we can form a coset
group, as discussed intuitively in Section 10. Furthermore, we will see that H then
appears as the kernel of a homomorphism of G onto this coset group in a very natural
way. Such subgroups H whose left and right cosets coincide are very useful in studying

a group, and are given a special name. We will work with them a lot in Section 14.

& HistoricaL NOTE

ormal subgroups were introduced by Evariste

Galois in 1831 as a tool for deciding whether
a given polynomial equation was solvable by rad-
icals. Galois noted that a subgroup H of a group
G of permutations induced two decompositions of
G into what we call left cosets and right cosets.
If the two decompositions coincide, that is, if the
left cosets are the same as the right cosets, Galois
called the decomposition proper. Thus a subgroup
giving a proper decomposition is what we call a
normal subgroup. Galois stated that if the group

of permutations of the roots of an equation has a
proper decomposition, then one can solve the given
equation if one can first solve an equation corre-
sponding to the subgroup H and then an equation
corresponding to the cosets.

Camille Jordan, in his commentarics on
Galois’s work in 1865 and 1869, elaborated on these
ideas considerably. He also defined normal sub-
groups, although without using the term, essentially
as on this page and likewise gave the first definition
of a simple group (page 149).

13.19 Definition
gH =Hgforallg € G.

Note that all subgroups of abelian groups are normal.

13.20 Corollary

Proof
Definition 13.19.

If ¢ : G — G’ is a group homomorphism, then Ker(¢) is a normal subgroup of G.

A subgroup H of a group G is normal if its left and right cosets coincide, that is, if

This follows immediately from the last sentence in the statement of Theorem 13.15 and
*

For any group homomorphism ¢ : G — G, two things are of primary importance:
the kernel of ¢, and the image ¢{G] of G in G'. We have indicated the importance of
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Ker(¢). Section 14 will indicate the importance of the image ¢[G]. Exercise 44 asks us
to show that if |G| is finite, then |¢[G]] is finite and is a divisor of |G].

% EXERCISES 13

Computations

In Exercises 1 through 13, determine whether the given map ¢ is a homomorphism. [Hint: The straightforward
way to proceed is to check whether ¢(ab) = ¢(a)p(b) for all a and b in the domain of ¢. However, if we should
happen to notice that ¢~![{e’}] is not a subgroup whose left and right cosets coincide, or that ¢ does not satisfy the
properties given in Exercise 44 or 45 for finite groups, then we can say at once that ¢ is not a homomorphism.]

1. Let ¢ : Z — R under addition be given by ¢(n) = n.

Let ¢ : R — Z under addition be given by ¢(x) = the greatest integer < x.

Let ¢ : R* — R* under multiplication be given by ¢(x) = |x|.

Let ¢ : Zg — Z be given by ¢(x) = the remainder of x when divided by 2, as in the division algorithm.
Let ¢ : Zo — Z; be given by ¢(x) = the remainder of x when divided by 2, as in the division algorithm.
Let ¢ : R — R*, where R is additive and R* is multiplicative, be given by ¢(x) = 2°.

NS R

.Lletg; :Gi > Gy x Gy x - X G; x -+ x G, be given by ¢;(g:) = (e1,€2,..., &, ..., e), where g; € G;
and ¢; is the identity element of G ;. This is an injection map. Compare with Example 13.8.

8. Let G be any group and let ¢ : G — G be given by ¢(g) = g lforgeG.

9. Let F be the additive group of functions mapping R into R having derivatives of all orders. Let¢ : F — F be
given by ¢(f) = f", the second derivative of f.

10. Let F be the additive group of all continuous functions mapping R into R. Let R be the additive group of real
numbers, and let ¢ : F — R be given by

4
6(f) = /0 Fdx.

11. Let F be the additive group of all functions mapping R into R, andlet ¢ : F — F be given by ¢(f) =3 1.

12. Let M, be the additive group of all n x n matrices with real entries, and let R be the additive group of real
numbers. Let ¢(A) = det(A), the determinant of A, for A € M,,.

13. Let M, and R be as in Exercise 12. Let ¢(A) = tr(A) for A € M,, where the trace tr(A) is the sum of the
elements on the main diagonal of A, from the upper-left to the lower-right corner.

14. Let GL(n, R) be the multiplicative group of invertible n x n matrices, and let R be the additive group of real
numbers. Let ¢ : GL(n, R) — R be given by ¢(A) = tr(A), where tr(A) is defined in Exercise 13.

15. Let F be the multiplicative group of all continuous functions mapping R into R that are nonzero at every x € R.
Let R* be the multiplicative group of nonzero real numbers. Let ¢ : F — R* be given by ¢(f) = fol fx)dx.

In Exercises 16 through 24, compute the indicated quantities for the given homomorphism ¢. (See Exercise 46.)

16. Ker(¢) for ¢ : S35 — Z, in Example 13.3
17. Ker(¢) and ¢(25) for ¢ : Z — Z7 such that ¢(1) =4
18. Ker(¢) and ¢(18) for ¢ : Z — Zjp such that ¢(1) =6
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19.
20.
21.
22.
23.
24.
25.
26.
27.
28.

29.
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Ker(¢) and ¢(20) for ¢ : Z — Sg such that ¢(1) = (1,4,2,6)2,5,7)

Ker(¢) and ¢(3) for ¢ : Zygp — Zyp such that ¢(1) =8

Ker(¢) and ¢(14) for ¢ : Zyy — Sg where ¢(1) = (2,5)(1,4,6,7)

Ker(¢) and ¢(—3, 2) for ¢ : Z x Z — Z where ¢(1,0) =3 and ¢(0, 1) = =3

Ker(¢) and ¢p(4, 6) for ¢ : Z x Z — Z x Z where ¢(1, 0) = (2, —=3) and ¢(0, 1) = (=1, 5)

Ker(¢) and ¢(3, 10) for ¢ : Z x Z — S0 where ¢(1,0) = (3, 5)(2, 4) and ¢(0, 1) = (1, 7)(6, 10, 8, 9)

How many homomorphisms are there of Z onto Z?

How many homomorphisms are there of Z into Z?

How many homomorphisms are there of Z into Z,?
Let G be a group, and let g € G. Let ¢, : G — G be defined by ¢¢(x) = gx for x € G. For which g € G is
¢, a homomorphism?

Let G be a group, and let g € G. Let ¢, : G — G be defined by ¢,(x) = gxg~! for x € G. For which g € G
is ¢, a homomorphism?

Concepts

In Exercises 30 and 31, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.

30. A homomorphism is a map such that ¢(xy) = d(x)d(y).

31.

32.

Let¢ : G — G’ be a homomorphism of groups. The kernel of ¢ is {x € G | ¢(x) = €'} where €’ is the identity

in G'.

Mark each of the following true or false.

. A, is a normal subgroup of S;.

. For any two groups G and G', there exists a homomorphism of G into G'.

. Every homomorphism is a one-to-one map.

. A homomorphism is one to one if and only if the kernel consists of the identity element alone.

. The image of a group of 6 elements under some homomorphism may have 4 elements. (See Exercise

44)

f. The image of a group of 6 elements under a homomorphism may have 12 elements.

. There is a homomorphism of some group of 6 elements into some group of 12 elements.

. There is a homomorphism of some groups of 6 elements into some group of 10 elements.

. A homomorphism may have an empty kernel.

. Itis not possible to have a nontrivial homomorphism of some finite group into some infinite group.

In Exercises 33 through 43, give an example of a nontrivial homomorphism ¢ for the given groups, if an example
exists. If no such homomorphism exists, explain why that is so. You may use Exercises 44 and 45.

33.
3s.
37.
39.
41.
43.

¢ :Zy — Zs 3, ¢p:Zp — Zs
¢l X Ly — Lo X Zs 36. ¢ : 75 —> Z

¢ 7Lz —> S 38. ¢:Z — S5
¢:ZxT— 27 40. ¢ :2Z - Z <X Z
¢: Dy — S5 42. ¢ S5 — S
¢S —> S5
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4.

45,

46.

47.

48.

49.

50.

51.

52,

53.

54.

55.

Let ¢ : G = G’ be a group homomorphism. Show that if |G| is finite, then |¢[G]| is finite and is a divisor
of |G]|.

Let ¢ : G — G’ be a group homomorphism. Show that if |G’| is finite, then, |¢[G]| is finite and is a divisor
of |G’].

Let a group G be generated by {g; | i € I}, where I is some indexing setanda; € Gforalli € I.Let¢ : G = G’
and i : G — G’ be two homomorphisms from G into a group G’, such that ¢(a;) = p(a;) forevery i € I.Prove
that ¢ = w. [Thus, for example, a homomorphism of a cyclic group is completely determined by its value on a
generator of the group.] [Hinz: Use Theorem 7.6 and, of course, Definition 13.1.]

Show that any group homomorphism ¢ : G — G’ where |G| is a prime must either be the trivial homomorphism
or a one-to-one map.

The sign of an even permutation is +1 and the sign of an odd permutation is —1. Observe that the map
sgn, : S, — {1, —1} defined by

sgn, (o) =signof o

is a homomorphism of S, onto the multiplicative group {1, —1}. What is the kernel? Compare with Example
13.3.

Show that if G, G’, and G” are groups and if ¢ : G — G’ and y : G’ = G” are homomorphisms, then the
composite map y¢ : G — G” is a homomorphism.

Let ¢ : G — H be a group homomorphism. Show that $[G] is abelian if and only if for all x, y € G, we have
xyx 1yl € Ker(¢).

Let G be any group and let a be any element of G. Let ¢ : Z — G be defined by ¢(n) = a". Show that ¢ is a
homomorphism. Describe the image and the possibilities for the kernel of ¢.

Let ¢ : G — G’ be a homomorphism with kernel H and let a € G. Prove the set equality {x € G|¢(x) =
(@)} = Ha.

Let G be a group, Let &,k € G and let ¢ : Z x Z — G be defined by ¢(m, n) = h™k". Give a necessary and
sufficient condition, involving / and k, for ¢ to be a homomorphism. Prove your condition.

Find a necessary and sufficient condition on G such that the map ¢ described in the preceding exercise is a
homomorphism for all choices of i, k € G.

Let G be a group, & an element of G, and n a positive integer. Let ¢ : Z, — G be defined by ¢(i) = Al for
0 < i < n. Give a necessary and sufficient condition (in terms of # and n) for ¢ to be a homomorphism. Prove
your assertion.

T =7 s

FAacTtorR GROUPS

Let H be a subgroup of a finite group G. Suppose we write a table for the group operation
of G, listing element heads at the top and at the left as they occur in the left cosets of
H. We illustrated this in Section 10. The body of the table may break up into blocks
corresponding to the cosets (Table 10.5), giving a group operation on the cosets, or they
may not break up that way (Table 10.9). We start this section by showing that if H is the
kernel of a group homomorphism ¢ : G — G/, then the cosets of H (remember that left
and right cosets then coincide) are indeed elements of a group whose binary operation
is derived from the group operation of G.
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Factor Groups from Homomorphisms

Let G be a group and let S be a set having the same cardinality as G. Then there is a one-
to-one correspondence <> between S and G. We can use <> to define a binary operation
on §, making S into a group isomorphic to G. Naively, we simply use the correspondence
to rename each element of G by the name of its corresponding (under <) element in S.
We can describe explicitly the computation of xy for x, y € S as follows:

ifx< g and y<g and z< g1g, then xy=z. n

The direction — of the one-to-one correspondence s <> g between s € S and g € G
gives us a one-to-one function  mapping S onto G. (Of course, the direction < of <>
gives us the inverse function w1, Bxpressed in terms of 1, the computation (1) of xy
for x, y € S becomes

ifu(x) =g and wu(y)=g2 and wu(z)=g1g, then xy=z. (2)

The map 1 : S — G now becomes an isomorphism mapping the group S onto the
group G. Notice that from (2), we obtain p(xy) = u(z) = g1g2 = u(x)u(y), the required
homomorphism property.

Let G and G’ be groups, let ¢ : G — G’ be a homomorphism, and let H = Ker(¢).
Theorem 13.15 shows that for a € G, we have ¢ '[{¢(a)}] = aH = Ha. We have a
one-to-one correspondence a H <> ¢(a) between cosets of H in G and elements of the
subgroup ¢[G] of G'. Remember that if x € aH, so that x = ah for some h € H, then
d(x) = ¢(ah) = p(a)p(h) = P(a)e’ = ¢(a), so the computation of the element of ¢[G]
corresponding to the coset a H = x H is the same whether we compute it as ¢(a) or as
¢(x). Let us denote the set of all cosets of H by G/H. (Weread G/H as “G over H” or
as “G modulo H” or as “G mod H,” but never as “G divided by H.”)

In the preceding paragraph, we started with a homomorphism ¢ : G — G’ having
kernel H, and we finished with the set G/ H of cosets in one-to-one correspondence with
the elements of the group ¢[G]. In our work above that, we had a set S with elements
in one-to-one correspondence with a those of a group G, and we made § into a group
isomorphic to G with an isomorphism u. Replacing S by G/H and replacing G by
¢[G] in that construction, we can consider G/ H to be a group isomorphic to ¢[G] with
that isomorphism . In terms of G/H and ¢[G], the computation (2) of the product
(xH)YyH) forxH, yH € G/H becomes

ifuxH) =¢x) and p(yH)=¢(y) and wuH) = ¢(x)o(y),
then (xH)(yH) =zH. 3)
But because ¢ is a homomorphism, we can easily find z € G such that u(zH) =
¢ (x)p(y); namely, we take z = xy in G, and find that
u(zH) = p(xyH) = ¢p(xy) = ¢(x)d(y).

This shows that the product (x H)(y H) of two cosets is the coset (xy)H that contains
the product xy of x and y in G. While this computation of (x H)(yH) may seem to
depend on our choices x from xH and y from yH, our work above shows it does not.
We demonstrate it again here because it is such an important point. If 41, h, € H so that
xh is an element of x H and yh, is an element of yH, then there exists h3 € H such
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that iy = yh; because Hy = yH by Theorem 13.15. Thus we have
(xh1)(Yh) = x(h1y)hy = x(yh3)ha = (xy)(h3ha) € (xy)H,

so we obtain the same coset. Computation of the product of two cosets is accomplished
by choosing an element from each coset and taking, as product of the cosets, the coset
that contains the product in G of the choices. Any time we define something (like a
product) in terms of choices, it is important to show that it is well defined, which means
that it is independent of the choices made. This is precisely what we have just done. We
summarize this work in a theorem.

Let ¢ : G — G’ be a group homomorphism with kernel H. Then the cosets of H form
a factor group, G/H, where (aH)YbH) = (ab)H. Also, the map u : G/H — ¢[G]
defined by u(aH) = ¢(a) is an isomorphism. Both coset multiplication and w are well
defined, independent of the choices a and b from the cosets.

Example 13.10 considered the map y : Z — Z,, where y(m) is the remainder when
m is divided by n in accordance with the division algorithm. We know that y is a
homomorphism. Of course, Ker(y) = nZ. By Theorem 14.1, we see that the factor
group Z/nZ is isomorphic to Z,. The cosets of nZ are the residue classes modulo n. For
example, taking n = 5, we see the cosets of 5Z are

5Z=1{-.,-10,-5,0,5,10,--},
14+5Z=1{-,-9,-4,1,6, 11,1}
2452 =1{--,-8,-3,2,7,12,- -},
3452 =1{-.,—7,-2,3,813,--},
4452 =1, —6,—1,4,9,14,.

E]

Note that the isomorphism w : Z/5Z — Zs of Theorem 14.1 assigns to each coset of
57 its smallest nonnegative element. That is, u(5Z) = 0, u(l + 5Z) = 1, etc. A

Tt is very important that we learn how to compute in a factor group. We can multiply
(add) two cosets by choosing any two representative elements, multiplying (adding)
them and finding the coset in which the resulting product (sum) lies.

Consider the factor group Z/57Z with the cosets shown above. We can add (2 + 5Z) +
(4 + 57Z) by choosing 2 and 4, finding 2 + 4 = 6, and noticing that 6 is in the coset
1 + 57Z. We could equally well add these two cosets by choosing 27 in 2 + 5Z and —16
in 4 4 5Z; the sum 27 + (—16) = 11 is also in the coset 1 + 5Z. A

The factor groups Z/nZ in the preceding example are classics. Recall that we refer
to the cosets of nZ as residue classes modulo n. Two integers in the same coset are
congruent modulo n. This terminology is carried over to other factor groups. A factor
group G/H is often called the factor group of G modulo H. Elements in the same
coset of H are often said to be congruent modulo H. By abuse of notation, we may
sometimes write Z/nZ = 7Z, and think of Z, as the additive group of residue classes of
Z modulo {(n), or abusing notation further, modulo #.
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Factor Groups from Normal Subgroups

So far, we have obtained factor groups only from homomorphisms. Let G be a group and
let H be a subgroup of G. Now H has both left cosets and right cosets, and in general,
aleft coset a H need not be the same set as the right coset Ha. Suppose we try to define
a binary operation on left cosets by defining

(aH)YbH) = (ab)H @

as in the statement of Theorem 14.1 Equation 4 attempts to define left coset multiplication
by choosing representatives a and b from the cosets. Equation 4 is meaningless unless
it gives a well-defined operation, independent of the representative elements a and b
chosen from the cosets. The theorem that follows shows that Eq. 4 gives a well-defined
binary operation if and only if H is a normal subgroup of G.

Let H be a subgroup of a group G. Then left coset multiplication is well defined by the
equation

(aHYbH) = (ab)H
if and only if H is a normal subgroup of G.

Suppose first that (a H b H) = (ab)H does give a well-defined binary operation on left
cosets. Let a € G. We want to show that ¢ H and Ha are the same set. We use the
standard technique of showing that each is a subset of the other.

Let x € aH. Choosing representatives x € aH and a '€ a 'H, we have
(xH)a 'H) = (xa " YH. On the other hand, choosing representatives a € aH and
a~tea1H,weseethat (@aH)(a 'H) = eH = H. Using our assumption that left coset
multiplication by representatives is well defined, we must have xa=! = h € H. Then
x =ha, so x € Ha and aH C Ha. We leave the symmetric proof that Ha C aH to
Exercise 25.

We turn now to the converse: If H is a normal subgroup, then left coset multiplication
by representatives is well-defined. Due to our hypothesis, we can simply say cosets,
omitting left and right. Suppose we wish to compute (a H)(bH). Choosing a € aH and
b € bH, we obtain the coset (ab)H. Choosing different representatives ah; € aH and
bh, € bH, we obtain the coset ahbh, H. We must show that these are the same coset.
Now h1be Hb = bH, s0 h1b = bh; for some h3 € H. Thus

(ah1)(bha) = a(h1b)hy = a(bhs)h, = (ab)(hsha)
and (ab)(hshy) € (ab)H. Therefore, ah1bh, isin (ab)H . *

Theorem 14.4 shows that if left and right cosets of H coincide, then Eq. 4 gives a
well-defined binary operation on cosets. We wonder whether the cosets do form a group
with such coset multiplication. This is indeed true.

Let H be a normal subgroup of G. Then the cosets of H form a group G/H under the
binary operation (¢ H)(bH) = (ab)H. A
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Computing, (aH)[(PH)(cH)} = (aH)[(bc)H] = [a(bc)]H, and similarly, we have
[(@H)YbPH)|(cH) = [(ab)c]H, so associativity in G/H follows from associativity in
G.Because (aH)(eH) = (ae)H = aH = (ea)H = (eH)(aH), we see thateH = H is
the identity element in G/H. Finally, (a~'H)aH) = (a'a)H = eH = (aa"")H =
(aH)a 'H) shows that a ' H = (aH)™ . *

The group G/H in the preceding corollary is the factor group (or quotient group) of
G by H. n

Since Z is an abelian group, nZ is a normal subgroup. Corollary 14.5 allows us to
construct the factor group Z/nZ with no reference to a homomorphism. As we observed
in Example 14.2, Z/nZ is isomorphic to Z,. A

Consider the abelian group R under addition, and let ¢ € R*. The cyclic subgroup (c)
of R contains as elements

.. —3¢,—2¢,—c¢,0,¢,2¢,3¢c, .

Every coset of (c) contains just one clement of x such that 0 < x < c. If we choose these
elements as representatives of the cosets when computing in R/{c), we find that we are
computing their sum modulo ¢ as discussed for the computation in R, in Section 1.
For example, if ¢ = 5.37, then the sum of the cosets 4.65 + (5.37) and 3.42 + (5.37)
is the coset 8.07 + (5.37), which contains 8.07 — 5.37 = 2.7, which is 4.65 +5.37 3.42.
Working with these coset elements x where 0 < x < ¢, we thus see that the group R of
Example 4.2 is isomorphic to R/(c) under an isomorphism ¢ where ¥(x) = x + {c) for
all x € R,. Of course, R/{(c) is then also isomorphic to the circle group U of complex
numbers of magnitude 1 under multiplication. A

We have seen that the group Z/(n) is isomorphic to the group Z,, and as a set,
Z, =1{0,1, 3,4, -, n — 1}, the set of nonnegative integers less than n. Example 14.8
shows that the group R/{c) is isomorphic to the group R.. In Section 1, we choose the
notation R, rather than the conventional [0, ¢) for the half-open interval of nonnegative
real numbers less than c. We did that to bring out now the comparison of these factor
groups of Z with these factor groups of R.

The Fundamental Homomorphism Theorem

We have seen that every homomorphism ¢ : G — G’ gives rise to a natural factor group
(Theorem 14.1), namely, G /Ker(¢). We now show that each factor group G/H gives rise
to a natural homomorphism having H as kernel.

Let H be a normal subgroup of G. Then ¥ : G — G/H given by y(x) =xH is a
homomorphism with kernel H.

Letx, y € G. Then

y(xy) = @xy)H = (xH)yH) = yx)y (),
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s0 ¥ is a homomorphism. Since xH = H if an only if x € H, we see that the kernel of
y is indeed H. L 4

We have seen in Theorem 14.1 thatif ¢ : G — G’is ahomomorphism with kernel H,
then w : G/H — ¢[G] where ju(gH) = ¢(g) is an isomorphism. Theorem 14.9 shows
that ¥ : G — G/H defined by y(g) =gH is a homomorphism. Figure 14.10 shows
these groups and maps. We see that the homomorphism ¢ can be factored, ¢ = pny,
where y is a homomorphism and w is an isomorphism of G /H with ¢[G]. We state this
as a theorem.

(The Fundamental Homomorphism Theorem) Let ¢ : G — G’ be a group homo-
morphism with kernel H. Then ¢[G] is a group, and u: G/H — ¢[G] given by
w(gH) = ¢(g) is an isomorphism. If y : G — G/H is the homomorphism given by
v(g) = gH, then ¢(g) = py(g) foreach g € G.

The isomorphism g in Theorem 14.11 is referred to as a natural or canonical
isomorphism, and the same adjectives are used to describe the homomorphism y. There
may be other isomorphisms and homomorphisms for these same groups, but the maps
 and y have a special status with ¢ and are uniquely determined by Theorem 14.11.

In summary, every homomorphism with domain G gives rise to a factor group G/H,
and every factor group G/H gives rise 10 a homomorphism mapping G into G/H.
Homomorphisms and factor groups are closely related. We give an example indicating
how useful this relationship can be.

Classify the group (Zs x Z»)/({0} X Z3) according to the fundamental theorem of finitely
generated abelian groups (Theorem 11.12).

The projection map 7y : Zyg X Zy —> Zg4 given by m1(x, y) = x is a homomorphism of
74 x Z, onto Z4 with kernel {0} x Z,. By Theorem 14.11, we know that the given factor
group is isomorphic to Zg. A

Normal Subgroups and Inner Automorphisms

We derive some alternative characterizations of normal subgroups, which often provide
us with an easier way to check normality than finding both the left and the right coset
decompositions.
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Suppose that H is a subgroup of G such that ghg™! € H for all g € G and all
heH. Then gHg ' = {ghg™'|h € H} C H for all g € G. We claim that actually
gHg ' = H.We must show that H € gHg ! forall g € G.Leth € H.Replacing g by
g~ ! in the relation ghg™! € H, we obtain g~'h(g™!)"! = g~lhg = h; where h; € H.
Consequently, » = gh1g~! € gHg™', and we are done.

Suppose that gH = Hg forallg € G. Then gh = h;g,s0 ghg™! € Hforallg € G
and all 1 € H. By the preceding paragraph, this means that gHg™! = H forall g € G.
Conversely, if gHg™! = H for all g € G, then ghg ' = h; so gh =h,;g € Hg, and
gH C Hg. But also, g 'Hg = H giving g~'hg = hy, so that hg = gh, and Hg C
gH.

We summarize our work as a theorem.

The following are three equivalent conditions for a subgroup H of a group G to be a
normal subgroup of G.

1. ghg'e Hforallge Gandh € H.
2. gHg '=Hforallg € G.
3. gH=HgforallgeG.

Condition (2) of Theorem 14.13 is often taken as the definition of a normal subgroup
H of a group G.

Every subgroup H of an abelian group G is normal. We need only note that gh = hg
forallh € H and all g € G, so, of course, ghg‘1 =heHforallg e Gandallh € H.
A

Exercise 29 of Section 13 shows that themap i, : G — G defined by i, (x) = gxg™!

is a homomorphism of G into itself. We see that gag™! = gbg~! ifand only ifa = b, so
i, is one to one. Since g(g~'yg)g~! = y, we see that i, is onto G, so it is an isomorphism
of G with itself.

An isomorphism ¢ : G — G of a group G with itself is an automorphism of G. The
automorphism i, : G — G, where i;(x) = gxg_1 for all x € G, is the inner automor-
phism of G by g. Performing i, on x is called conjugation of x by g. ]

The equivalence of conditions (1) and (2) in Theorem 14.13 shows that gH = Hg
forallg € Gifandonlyifi,{H] = H forall g € G, thatis, if and only if H is invariant
under all inner automorphisms of G. It is important to realize that i,[H] = H is an
equation in sets, we need not have i,(h) = h for all & € H. That is i, may perform a
nontrivial permutation of the set H. We see that the normal subgroups of a group G are
precisely those that are invariant under all inner automorphisms. A subgroup K of G is
a conjugate subgroup of H if K =i, [H] for some g € G.
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Computations
In Exercises 1 through 8, find the order of the given factor group.

1. Zs/(3) 2. (Zs x Z12)/({2) x {2))

3. (Zs x Z)/{(2, 1)) 4. (Zs x Zs)/({0} x Zs)

5. (Zp x Za)/{(1, 1)) 6. (Z12 x Z18)/{(4, 3))

7o (Zy x §3)/{(1, p1)) 8. (Zn x Zy5)/{(1, 1)
In Exercises 9 through 15, give the order of the element in the factor group.

9. 54+ {4)in Zy»/(4) 10. 26 + (12) in Zgo/(12)
11. 2, D)+ (1, D) in (Z3 x Zg)/((1, 1)) 12. (3, 1)+ (1, D) in (Zs x Z4)/{(, 1))
13. 3, 1) + (0, 2)} in (Z4 x Z3)/{(0,2)) 14. (3,3) + (1, 2)) in(Z4 x Zs)/{(1, 2))

15. (2,0) +{(4,4)) in (Zs x Z3)/((4,4))
16. Compute i, [H] for the subgroup H = {0, 441} of the group 53 of Example 8.7.

Concepts

In Exercises 17 through 19, correct the definition of the italicized term without reference to the text, if correction
is needed, so that it is in a form acceptable for publication.

17. A normal subgroup H of G is one satistying hG = Gh forallh € H.

18. A normal subgroup H of G is one satisfying g'hg € H forallh € H and all g € G.

19. An automorphism of a group G is a homomorphism mapping G into G.

20. What is the importance of a normal subgroup of a group G?

Students often write nonsense when first proving theorems about factor groups. The next two exercises are designed
to call attention to one basic type of error.

21. A student is asked to show that if H is a normal subgroup of an abelian group G, then G/H is abelian. The
student’s proof starts as follows:
We must show that G/H is abelian. Let a and b be two elements of G/H.
a. Why does the instructor reading this proof expect to find nonsense from here on in the student’s paper?
b. What should the student have written?
¢. Complete the proof.
22. A torsion group is a group all of whose elements have finite order. A group is torsion free if the identity is

the only element of finite order. A student is asked to prove that if G is a torsion group, then so is G/H for
every normal subgroup H of G. The student writes

We must show that each element of G/ H is of finite order. Let x € G/H.
Answer the same questions as in Exercise 21.
23. Mark each of the following true or false.
a. It makes sense to speak of the factor group G/N if and only if N is a normal subgroup of the group
G.
b. Every subgroup of an abelian group G is a normal subgroup of G.
¢. An inner automorphism of an abelian group must be just the identity map.
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. Bvery factor group of a finite group is again of finite order.

. Every factor group of a torsion group is a torsion group. (See Exercise 22.)
. Every factor group of a torsion-free group is torsion free. (See Exercise 22.)
. Every factor group of an abelian group is abelian.

. Every factor group of a nonabelian group is nonabelian.

=0e s o &

i. Z/nZ is cyclic of order n.
j. R/nR is cyclic of order n, where nR = {nr |r € R} and R is under addition.

Theory

24.

25,

26.

27.

28.

29.
30.
31.
32.

33.

34.
35.

36.

37.

38.

39.

Show that A, is a normal subgroup of S, and compute S,/A,; that is, find a known group to which S,/A, is
isomorphic.

Complete the proof of Theorem 14.4 by showing that if H is a subgroup of a group G and if left coset
multiplication (¢ H)(bH) = (ab)H is well defined, then Ha C aH.

Prove that the torsion subgroup T of an abelian group G is a normal subgroup of G, and that G/T is torsion
free. (See Exercise 22.)

A subgroup H is conjugate to a subgroup K of a group G if there exists an inner automorphism i, of G such
that i,[H] = K. Show that conjugacy is an equivalence relation on the collection of subgroups of G.

Characterize the normal subgroups of a group G in terms of the cells where they appear in the partition given
by the conjugacy relation in the preceding exercise.

Referring to Exercise 27, find all subgroups of 3 (Example 8.7) that are conjugate to {09, i42}-
Let H be a normal subgroup of a group G, and let m = (G : H). Show thata™ € H foreverya € G.
Show that an intersection of normal subgroups of a group G is again a normal subgroup of G.

Given any subset S of a group G, show that it makes sense to speak of the smallest normal subgroup that
contains S. [Hint: Use Exercise 31.]

Let G be a group. An element of G that can be expressed in the form aba™'b~! for some a,b € G is a
commutator in G. The preceding exercise shows that there is a smallest normal subgroup C of a group G
containing all commutators in G; the subgroup C is the commutator subgroup of G. Show that G/C is an
abelian group.

Show that if a finite group G has exactly one subgroup H of a given order, then H is a normal subgroup of G.

Show that if H and N are subgroups of a group G, and N is normal in G, then H N N is normal in H. Show
by an example that H N N need not be normal in G.

Let G be a group containing at least one subgroup of a fixed finite order s. Show that the intersection of all
subgroups of G of order s is a normal subgroup of G. [Hint: Use the fact that if H has order s, then so does
x"1'Hx forallx € G.]

a. Show that all automorphisms of a group G form a group under function composition.

b. Show that the inner automorphisms of a group G form a normal subgroup of the group of all automorphisms
of G under function composition. [Warning: Be sure to show that the inner automorphisms do form a
subgroup.]

Show that the setof all g € G suchthati, : G — G is the identity inner automorphism i, is a normal subgroup
of a group G.

Let G and G’ be groups, and let H and H’ be normal subgroups of G and G’, respectively. Let ¢ be a
homomorphism of G into . Show that ¢ induces a natural homomorphism ¢.. : (G/H) — (G'/H')if¢[H] €
H'. (This fact is used constantly in algebraic topology.)
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40. Use the properties det(AB) = det(A) - det(B) and det(Z,,) = 1 for n x n matrices to show the following:

41.

a. The n x n matrices with determinant 1 form a normal subgroup of GL(n, R).

b. The n x n matrices with determinant &1 form a normal subgroup of GL(n, R).

Let G be a group, and let Z4(G) be the set of all subsets of G. For any A, B € Z%G), let us define the product
subset AB = {ab|a € A, b € B}.

a.

b.

Show that this multiplication of subsets is associative and has an identity element, but that AG) is not a
group under this operation.

Show that if N is a normal subgroup of G, then the set of cosets of N is closed under the above operation
on ZXG), and that this operation agrees with the multiplication given by the formula in Corollary 14.5.

. Show (without using Corollary 14.5) that the cosets of N in G form a group under the above operation. Is
its identity element the same as the identity element of Z%(G)?

Factor-GRrROUP COMPUTATIONS AND SIMPLE GROUPS

Factor groups can be a tough topic for students to grasp. There is nothing like a bit of com-
putation to strengthen understanding in mathematics. We start by attempting to improve
our intuition concerning factor groups. Since we will be dealing with normal subgroups
throughout this section, we often denote a subgroup of a group G by N rather than by H.

Let N be a normal subgroup of G. In the factor group G /N, the subgroup N acts as
identity element. We may regard N as being collapsed to a single element, either to 0 in
additive notation or to e in multiplicative notation. This collapsing of N together with
the algebraic structure of G require that other subsets of G, namely, the cosets of N,
also collapse into a single element in the factor group. A visualization of this collapsing
is provided by Fig. 15.1. Recall from Theorem 14.9 that y : G — G/N defined by
y(a) = aN fora € G is ahomomorphism of G onto G/N. Figure 15.1 is very similar to
Fig. 13.14, but in Fig. 15.1 the image group under the homomorphism is actually formed
from G. We can view the “line” G/ N at the bottom of the figure as obtained by collapsing
to a point each coset of N in another copy of G. Each point of G/N thus corresponds
to a whole vertical line segment in the shaded portion, representing a coset of N in
G. It is crucial to remember that multiplication of cosets in G/N can be computed by
multiplying in G, using any representative elements of the cosets as shown in the figure.

aN N bN (cNYBN) (ab)N cN
= (ch)N = (aN)(bN)

15.1 Figure
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Additively, two elements of G will collapse into the same element of G/N if they
differ by an element of N. Multiplicatively, a and b collapse together if ab™! is in N.
The degree of collapsing can vary from nonexistent to catastrophic. We illustrate the two
extreme cases by examples.

The trivial subgroup N = {0} of Z is, of course, a normal subgroup. Compute Z/{0}.

Since N = {0} has only one clement, every coset of N has only one element. That is,
the cosets are of the form {m} for m € Z. There is no collapsing at all, and consequently,
Z/{0} ~ Z. Each m € Z is simply renamed {m} in Z/{0}. A

Let n be a positive integer. The set nR = {nr | r € R} is a subgroup of R under addition,
and it is normal since R is abelian. Compute R/nlR.

A bit of thought shows that actually nR = R, because each x € R is of the form n(x/n)
and x/n € R. Thus R/#R has only one element, the subgroup nRR. The factor group is
a trivial group consisting only of the identity element. A

As illustrated in Examples 15.2 and 15.3 for any group G, we have G/{e} = G
and G/G = {e}, where {e} is the trivial group consisting only of the identity element e.
These two extremes of factor groups are of little importance. We would like knowledge
of a factor group G/N to give some information about the structure of G. If N = {e},
the factor group has the same structure as G and we might as well have tried to study G
directly. If N = G, the factor group has no significant structure to supply information
about G. If G is a finite group and N # {e} is a normal subgroup of G, then G/N is a
smaller group than G, and consequently may have a more simple structure than G. The
multiplication of cosets in G/ N reflects the multiplication in G, since products of cosets
can be computed by multiplying in G representative elements of the cosets.

We give two examples showing that even when G/N has order 2, we may be able to
deduce some useful results. If G is a finite group and G /N has just two elements, then
we must have |G| = 2|N|. Note that every subgroup H containing just half the elements
of a finite group G must be a normal subgroup, since for each element a in G but not in
H, both the left coset a H and the right coset Ha must consist of all elements in G that
are not in H. Thus the left and right cosets of H coincide and H is a normal subgroup
of G.

Because | S, | = 2|4, |, we see that A,, is a normal subgroup of S,,, and S,,/ A, has order 2.
Let o be an odd permutation in S, so that S,,/A, = {A,, 0 A,}. Renaming the element
A, “even” and the element ¢ A, “odd,” the multiplication in S, /A, shown in Table 15.5
becomes

(even)(even) = even (odd)(even) = odd
(even)(odd) = odd (odd)(odd) = even.

Thus the factor group reflects these multiplicative properties for all the permutations in
Su. A
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Example 15.4 illustrates that while knowing the product of two cosets in G/N does
not tell us what the product of two elements of G is, it may tell us that the product in G
of two fypes of elements is itself of a certain type.

(Falsity of the Converse of the Theorem of Lagrange) The theorem of Lagrange
states if H is a subgroup of a finite group G, then the order of H divides the order of G.
We show that it is false that if d divides the order of G, then there must exist a subgroup
H of G having order d. Namely, we show that A4, which has order 12, contains no
subgroup of order 6.

Suppose that H were a subgroup of A4 having order 6. As observed before in
Example 15.4, it would follow that H would be a normal subgroup of A4. Then A4/H
would have only two elements, H and o H for some o € A4 notin H. Since in a group
of order 2, the square of each element is the identity, we would have H H = H and
(o0 H)(o H) = H. Now computation in a factor group can be achieved by computing
with representatives in the original group. Thus, computing in A4, we find that for each
a € H we must have o2 € H and for each 8 € 0 H we must have ,32 € H. That is, the
square of every element in A4 must be in H. But in A4, we have

(1,2,3)= (1,3, 2y and (1,3,2)=(1,2, 3)?

so(1,2,3)and (1,3,2)arein H. A similar computation shows that (1, 2, 4), (1, 4, 2),
(1,3,4),(1,4,3),(2,3,4), and (2, 4, 3) are all in H. This shows that there must be at
least 8 elements in H, contradicting the fact that H was supposed to have order 6. A

We now turn to several examples that compute factor groups. If the group we start
with is finitely generated and abelian, then its factor group will be also. Computing such a
factor group means classifying it according to the fundamental theorem (Theorem 11.12).

Let us compute the factor group (Zs x Zg)/{(0, 1)). Here ((0, 1)) is the cyclic subgroup
H of 74 x Zg generated by (0, 1). Thus

H = {(0,0), (0, 1), (0.2). (0, 3),(0,4), (0, 5}

Since Z4 x Z¢ has 24 elements and H has 6 elements, all cosets of H must have
6 elements, and (Zs x Zg)/H must have order 4. Since Zy x Zg is abelian, so is
(Za x Zg)/H (remember, we compute in a factor group by means of representatives
from the original group). In additive notation, the cosets are

H=00+4H, 1,00+ H, 2,00+ H, 3,00+ H.

Since we can compute by choosing the representatives (0, 0), (1, 0), (2,0), and (3, 0), it
is clear that (Zs4 x Zg)/H is isomorphic to Z4. Note that this is what we would expect,
since in a factor group modulo H, everything in H becomes the identity element; that is,
we are essentially setting everything in H equal to zero. Thus the whole second factor
Zg of Zy x Zs is collapsed, leaving just the first factor Z. A

Example 15.7 is a special case of a general theorem that we now state and prove.
We should acquire an intuitive feeling for this theorem in terms of collapsing one of the
factors to the identity element.
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Let G = H x K be the direct product of groups H and K. Then H = {(h,e) | h € H}
is a normal subgroup of G. Also G/H is isomorphic to K in a natural way. Similarly,
G/K =~ H in a natural way.

Consider the homomorphis_m m o H x K_—> K, where m(h, k) = k. (See Example
13.8). Because Ker(m;) = H, we see that H is a norr_nal subgroup of H x K. Because
75 is onto K, Theorem 14.11 tells us that (H x K)/H ~ K. *

We continue with additional computations of abelian factor groups. To illustrate
how easy it is to compute in a factor group if we can compute in the whole group, we
prove the following theorem.

A factor group of a cyclic group is cyclic.

Let G be cyclic with generator a, and let N be a normal subgroup of G. We claim
the coset aN generates G/N. We must compute all powers of a/N. But this amounts to
computing, in G, all powers of the representative a and all these powers give all elements
in G. Hence the powers of aN certainly give all cosets of N and G/N 1is cyclic. *

Let us compute the factor group (Zs x Z¢)/((0, 2)). Now (0, 2) generates the subgroup
H =1{(0,0),(0,2), (0, )}

of Z4 x Zg of order 3. Here the first factor Z4 of Z4 x Zg is left alone. The Zg factor,
on the other hand, is essentially collapsed by a subgroup of order 3, giving a factor group
in the second factor of order 2 that must be isomorphic to Z. Thus (Za x Zg)/{(0, 2))
is isomorphic to Zs X Z;. A

Let us compute the factor group (Zs x Zg)/{(2, 3)). Be careful! There is a great temp-
tation to say that we are setting the 2 of Z4 and the 3 of Z¢ both equal to zero, so that
Z.4 is collapsed to a factor group isomorphic to Z; and Zg to one isomorphic to Zs, giving
a total factor group isomorphic to Zy x Zs. This is wrong! Note that

H =((2,3)) ={0,0), (2, 3)}

is of order 2, so (Z4 x Zg)/{(2.3)) has order 12, not 6. Setting (2, 3) equal to zero
does not make (2, 0) and (0, 3) equal to zero individually, so the factors do not collapse
separately.

The possible abelian groups of order 12 are Z4 x Z3 and Zy x Z; X Z3, and we
must decide to which one our factor group is isomorphic. These two groups are most
easily distinguished in that Z4 x Z3 has an element of order 4, and Z, x Z, x Z3 does
not. We claim that the coset (1, 0) + H is of order 4 in the factor group (Zs x Z¢)/H.
To find the smallest power of a coset giving the identity in a factor group modulo H, we
must, by choosing representatives, find the smallest power of a representative that is in
the subgroup H. Now,

41.0) =10+ 1,0+ (1,0+1,0=(0,0)

is the first time that (1, 0) added to itself gives an element of H. Thus (Z4 x Z¢)/((2, 3))
has an element of order 4 and is isomorphic to Z4 x Z3 ot Zys. A
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Letus compute (that is, classify as in Theorem 11.12 the group (Z x Z)/{(1, 1)). We may
visualize Z x Z as the points in the plane with both coordinates integers, as indicated
by the dots in Fig. 15.13. The subgroup ((1, 1)) consists of those points that lie on the
45° line through the origin, indicated in the figure. The coset (1, 0) + (1, 1)) consists of
those dots on the 45° line through the point (1, 0), also shown in the figure. Continuing,
we see that each coset consists of those dots lying on one of the 45° lines in the figure.
We may choose the representatives

c1,(=3,0),(=2,0), (=1,0),(0,0),(1,0),(2,0), 3, 0), -

of these cosets to compute in the factor group. Since these representatives correspond
precisely to the points of 7 on the x-axis, we see that the factor group (Z X Zy/{(1, 1))
is isomorphic to Z. A

y

//2'345

_

15.13 Figure

Simple Groups

As we mentioned in the preceding section, one feature of a factor group is that it gives
crude information about the structure of the whole group. Of course, sometimes there
may be no nontrivial proper normal subgroups. For example, Theorem 10.10 shows that
a group of prime order can have no nontrivial proper subgroups of any sort.
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A group is simple if it is nontrivial and has no proper nontrivial normal subgroups. W

The alternating group A, is simple forn > 5.

See Exercise 39. L 2

There are many simple groups other than those given above. For example, As is of
order 60 and Ag is of order 360, and there is a simple group of nonprime order, namely
168, between these orders.

The complete determination and classification of all finite simple groups were re-
cently completed. Hundreds of mathematicians worked on this task from 1950 to 1980.
It can be shown that a finite group has a sort of factorization into simple groups, where
the factors are unique up to order. The situation is similar to the factorization of positive
integers into primes. The new knowledge of all finite simple groups can now be used to
solve some problems of finite group theory.

We have seen in this text that a finite simple abelian group is isomorphic to Z, for
some prime p. In 1963, Thompson and Feit [21] published their proof of a longstanding
conjecture of Burnside, showing that every finite nonabelian simple group is of even
order. Further great strides toward the complete classification were made by Aschbacher
in the 1970s. Early in 1980, Griess announced that he had constructed a predicted
“monster” simple group of order

808, 017, 424, 794, 512, 875, 886, 459, 904, 961, 710, 757, 005, 754, 368,
000, 000, 000.

Aschbacher added the final details of the classification in August 1980. The research
papers contributing to the entire classification fill roughly 5000 journal pages.

We turn to the characterization of those normal subgroups N of a group G for which
G/N is a simple group. First we state an addendum to Theorem 13.12 on properties of
a group homomorphism. The proof is left to Exercises 35 and 36.

Let¢ : G — G’ be a group homomorphism. If N is a normal subgroup of G, then ¢[ V]
is a normal subgroup of ¢[G]. Also, if N’ is a normal subgroup of ¢[G], then ¢ '[N']
is a normal subgroup of G.

Theorem 15.16 should be viewed as saying that a homomorphism ¢ : G — G’
preserves normal subgroups between G and ¢[G]. It is important to note that ¢[N] may
not be normal in G’, even though N is normal in G. For example, ¢ : Z; — S3, where
#(0) = po and ¢(1) = p is a homomorphism, and Z, is a normal subgroup of itself,
but {00, £¢1} is not a normal subgroup of Ss.

We can now characterize when G/ N is a simple group.

A maximal normal subgroup of a group G is a normal subgroup M not equal to G
such that there is no proper normal subgroup N of G properly containing M. |
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M is a maximal normal subgroup of G if and only if G/M is simple.

Let M be a maximal normal subgroup of G. Consider the canonical homomorphism
y : G — G/M given by Theorem 14.9. Now y~1 of any nontrivial proper normal sub-
group of G/M is a proper normal subgroup of G properly containing M. But M is
maximal, so this can not happen. Thus G/M is simple.

Conversely, Theorem 15.16 shows that if N is a normal subgroup of G properly
containing M, then y[N]is normal in G/M. If also N # G, then

yIN1#G/M  and  y[N]#{M}.

Thus, if G/M is simple so that no such y [N] can exist, no such N can exist, and M is
maximal. .

The Center and Commutator Subgroups

Every nonabelian group G has two important normal subgroups, the center Z(G) of
G and the commutator subgroup C of G. (The letter Z comes from the German word
zentrum, meaning center.) The center Z(G) is defined by

Z(G)={z€G|zg =gz forall g € G}.

Exercise 52 of Section 5 shows that Z(G) is an abelian subgroup of G. Since foreach g €
Gandz € Z(G)wehave gzg~! = zgg™! = ze = z, we see atonce that Z(G) is a normal
subgroup of G. If G is abelian, then Z(G) = G; in this case, the center is not useful.

The center of a group G always contains the identity element e. It may be that Z(G) = {e},
in which case we say that the center of G is trivial. For example, examination of Table 8.8
for the group 3 shows us that Z(S3) = {pn}, so the center of S3 is trivial. (This is a special
case of Exercise 38, which shows that the center of every nonabelian group of order pg
for primes p and g is trivial.) Consequently, the center of S3 x Zs must be {po} x Zs,
which is isomorphic to Zs. A

Turning to the commutator subgroup, recall that in forming a factor group of G
modulo a normal subgroup N, we are essentially putting every element in G thatis in N
equal to e, for N forms our new identity in the factor group. This indicates another use for
factor groups. Suppose, for example, that we are studying the structure of a nonabelian
group G. Since Theorem 11.12 gives complete information about the structure of all
sufficiently small abelian groups, it might be of interest to try to form an abelian group
as much like G as possible, an abelianized version of G, by starting with G and then
requiring that ab = ba for all a and b in our new group structure. To require that ab = ba
is to say that aba~'b~! = e in our new group. An element aba™'b" in a group is a
commutator of the group. Thus we wish to attempt to form an abelianized version of G
by replacing every commutator of G by e. By the first observation of this paragraph, we
should then attempt to form the factor group of G modulo the smallest normal subgroup
we can find that contains all commutators of G.

Let G be a group. The set of all commutators aba~'b~! fora, b € G generates a subgroup
C (the commutator subgroup) of G. This subgroup C is a normal subgroup of G.
Furthermore, if N is a normal subgroup of G, then G/N is abelianif andonly if C < N.
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The commutators certainly generate a subgroup C; we must show that it is normal in
G. Note that the inverse (aba~'b~1)"! of a commutator is again a commutator, namely,
bab~'a~'. Also e = eee'e~! is a commutator. Theorem 7.6 then shows that C consists
precisely of all finite products of commutators. For x € C, we mustshow that g 'xg € C
for all g € G, or that if x is a product of commutators, so is g~'xg for all g € G. By
inserting ¢ = gg~! between each product of commutators occurring in x, we see that it

is sufficient to show for each commutator cdc™'d~! that g~!(cdc~'d~!)g isin C. But
¢ Nede™'d™YYg = (g ede™ ) e)d " g)
= (g "edc™(gd dgTNd ™ g)
= (g 'od(g™ o) d N dg~'d ™ "g),
which is in C. Thus C is normal in G.
The rest of the theorem is obvious if we have acquired the proper feeling for factor
groups. One doesn’t visualize in this way, but writing out that G/ C is abelian follows from
(@aCYBC) = abC = ab(b 'a™'ba)C
= (abb 'a HbaC = baC = (bC)(aC).
Furthermore, if N is a normal subgroup of G and G/N is abelian, then (@ TNYOIN) =
(b~1N)a~!N); that is, aba~'b~'N = N, so aba='b~! € N, and C < N. Finally, if
C < N, then
(aN)(bN) = abN = ab(b™'a"'ba)N

= (abb™'a ")baN = baN = (bN)@aN). .
For the group S3 in Table 8.8, we find that one commutator is ,olul,ol_lul_l = 01410241
= Wsfts = pz. We similarly find that prp1 05 7" = pop1pris = paps = py. Thus the
commutator subgroup C of S3 contains Aj. Since Az is a normal subgroup of S3 and
S3/Ajs is abelian, Theorem 15.20 shows that C = As. A

& EXERCISES 15

Computations

In Exercises 1 through 12, classify the given group according to the fundamental theorem of finitely generated
abelian groups.

1. (Zy x Z4)/{(0, 1)} 2. (Z x Z4)/{(0,2))

3. (Zy x Za)/((1,2)) 4. (Zy x Zg)/((1,2))

So (Za X Za x Lg)/((1,2,4)) 6. (Z x Z)/{(0, 1))

7. (Z x 2)/{(1,2)) 8. (ZxZxZ)/{(1,1,1))
9. (Z x Z x Z4)/{(3, 0,0)) 10. (Z x Z x Zg)/{(0. 4. 0))
11. (Z x Z)/{(2.2)) 12. (Z x Z x Z)/{(3.3.,3))
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13.

14.
15.
16.

Part III Homomorphisms and Factor Groups

Find both the center Z(D,) and the commutator subgroup C of the group D4 of symmetries of the square in
Table 8.12.

Find both the center and the commutator subgroup of Z3 x Sa.
Find both the center and the commutator subgroup of 53 x Ds.

Describe all subgroups of order < 4 of Z4 x Za, and in each case classify the factor group of Z4 x Z4 modulo
the subgroup by Theorem 11.12. That is, describe the subgroup and say that the factor group of Z4 x Z4 modulo
the subgroup is isomorphic to Z, x Z4, or whatever the case may be. [Hint: Z4 x Zy has six different cyclic
subgroups of order 4. Describe them by giving a generator, such as the subgroup ((1, 0)). There is one subgroup
of order 4 that is isomorphic to the Klein 4-group. There are three subgroups of order 2.]

Concepts

In Exercises 17 and 18, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.

17.
18.
19.

The center of a group G contains all elements of G that commute with every element of G.
The commutator subgroup of a group G is {a~'b~lab|a, b € G).
Mark each of the following true or false.

. Every factor group of a cyclic group is cyclic.

. A factor group of a noncyclic group is again noncyclic.

. R/Z under addition has no element of order 2.

. R/Z under addition has elements of order n for alln € Z.

R/Z under addition has an infinite number of elements of order 4.

. If the commutator subgroup C of a group G is {e}, then G is abelian.

. If G/H is abelian, then the commutator subgroup of C of G contains H.

=2 CHEC ST = TR O

. The commutator subgroup of a simple group G must be G itself.
. The commutator subgroup of a nonabelian simple group G must be G itself.
j- All nontrivial finite simple groups have prime order.

e

In Exercises 20 through 23, let F be the additive group of all functions mapping R into R, and let F* be the
multiplicative group of all elements of F that do not assume the value 0 at any point of R.

20.

21.

22.

23.

Let K be the subgroup of F consisting of the constant functions. Find a subgroup of F to which F/K is
isomorphic.

Let K* be the subgroup of F* consisting of the nonzero constant functions. Find a subgroup of F* to which
F*/K* is isomorphic.

Let K be the subgroup of continuous functions in . Can you find an element of F//K having order 2? Why
or why not?

Let K* be the subgroup of F* consisting of the continuous functions in #*. Can you find an element of F*/K*
having order 2?7 Why or why not?

In Exercises 24 through 26, let U be the multiplicative group {z € C | |z| = 1}.

24.
25.
26.
27.

Let zg € U. Show that zoU = {z9z |z € U} is a subgroup of U, and compute U /zoU.
To what group we have mentioned in the text is U/{—1) isomorphic?
Let &, = cos(2m/n) + i sin(2m/n) where n € Z*. To what group we have mentioned is U/({,) isomorphic?

To what group mentioned in the text is the additive group R/Z isomorphic?




28.

29.

30.

31,
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Give an example of a group G having no elements of finite order > 1 but having a factor group G/H, all of
whose elements are of finite order.

Let H and K be normal subgroups of a group G. Give an example showing that we may have H ~ K while
G/ H is not isomorphic to G/K.

Describe the center of every simple

a. abelian group
b. nonabelian group.

Describe the commutator subgroup of every simple

a. abelian group
b. nonabelian group.

Proof Synopsis

32.
33.

Give a one-sentence synopsis of the proof of Theorem 15.9.

Give at most a two-sentence synopsis of the proof of Theorem 15.18.

Theory

34.
35.

36.

37.

38.
39.

Show that if a finite group G contains a nontrivial subgroup of index 2 in G, then G is not simple.

Let ¢ : G — G’ be a group homomorphism, and let N be a normal subgroup of G. Show that ¢[N] is normal
subgroup of ¢[G].

Let ¢ : G — G’ be a group homomorphism, and let N’ be a normal subgroup of G'. Show that ¢ '[N']is a
normal subgroup of G.

Show that if G is nonabelian, then the factor group G/Z(G) is not cyclic. [Hint: Show the equivalent contra-
positive, namely, that if G/Z(G) is cyclic then G is abelian (and hence Z(G) = G).]

Using Exercise 37, show that a nonabelian group G of order pg where p and g are primes has a trivial center.
Prove that A, is simple for n > 5, following the steps and hints given.

a. Show A, contains every 3-cycleif n > 3.

b. Show A, is generated by the 3-cycles for n > 3. [Hint: Note that (a, b)(c,d) = (a,c,b)a,c,d) and
(a,c)a,b)=1{(a,b,c)]

¢. Let r and s be fixed elements of {1,2, .-, n} for n > 3. Show that A, is generated by the n “special”
3-cycles of the form (r, s, i) for 1 <i < n [Hint: Show every 3-cycle is the product of “special” 3-cycles
by computing

(ros, i (rs, s, i, (s, s, i),
and
r, 5,1, 5, ), s, P, s, 0).
Observe that these products give all possible types of 3-cycles.]
d. Let N be a normal subgroup of A, for n > 3. Show that if N contains a 3-cycle, then N = A,. [Hint: Show
that (r, s, i) € N implies that (r, s, j) € N for j = 1,2, - - -, n by computing
(. ), s, D, )G N7

e. Let N be a nontrivial normal subgroup of A, for n > 5. Show that one of the following cases must hold,
and conclude in each case that N = A,,.
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40.

41.

42.
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Casel

Case II

Case II1

Case 1V

CaseV

N contains a 3-cycle.

N contains a product of disjoint cycles, at least one of which has length greater than 3. [Hin?: Suppose
N contains the disjoint product o = w(ay, as, - - -, a,). Show o Yay, az, a3)o(ai, as, a3)"Lisin N,
and compute it.]

N contains a disjoint product of the form o = w(as, as, as)(a1, a2, a3). [Hint: Show o Nay, a3, a4)
o(ai, a2, )" ' is in N, and compute it.]

N contains a disjoint product of the form o = p(ay, a», a3) where 4 is a product of disjoint 2-cycles.
[Hint: Show 6 € N and compute it.]

N contains a disjoint product o of the form o = u{as, as)(ai, a;), where w is a product of an even
number of disjoint 2-cycles. [Hint: Show that o~ Nay, ay, az)o (a1, az, a3)” is in N, and compute
it to deduce that & = (as, as)(a1, a3) is in N. Using n > 5 for the first time, find i # a1, a2, a3, a4
in{1,2,---,n}. Let B = (a1, a3, {). Show that B~ '¢Ba € N, and compute it.]

Let N be a normal subgroup of G and let H be any subgroup of G.Let HN = {hn |k € H,n € N}. Show that

HN is a subgroup of G, and is the smallest subgroup containing both N and H.

With reference to the preceding exercise, let M also be a normal subgroup of G. Show that NM is again a

normal subgroup of G.

Show that if H and K are normal subgroups of a group G such that H N K = {e}, then hk = kh forallh € H

and k € K. [Hint: Consider the commutator hkh ™'k~ = (hkh ™)k~ = h(kh~1k™1).]

tGROUP ACTION ON A SET

We have seen examples of how groups may act on things, like the group of symmetries
of a triangle or of a square, the group of rotations of a cube, the general linear group
acting on R”, and so on. In this section, we give the general notion of group action on a
set. The next section will give an application to counting.

The Notion of a Group Action

Definition 2.1 defines a binary operation * on a set S to be a function mapping § x S
into S. The function * gives us a rule for “multiplying” an element s; in S and an element
5 in S to yield an element s; * 55 in S.

More generally, for any sets A, B, and C, we can view amap * : A X B — C as
defining a “multiplication,” where any element a of A times any element b of B has as
value some element ¢ of C. Of course, we write a * b = ¢, or simply ab = c. In this
section, we will be concerned with the case where X is a set, G is a group, and we have
amap % : G x X — X. We shall write x(g, x) as g x x or gx.

16.1 Definition Let X be a set and G a group. An action of G on X is amap % : G x X — X such that

]
1. ex=xforallx € X,

2. (g1g2)(x) =gi(gex)forallx € X and all g1, g2 € G.

Under these conditions, X is a G-set.

T This section is a prerequisite only for Sections 17 and 36.
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Let X be any set, and let H be a subgroup of the group Sy of all permutations of X.
Then X is an H-set, where the action of o € H on X is its action as an element of
Sx, so that ox = o(x) for all x € X. Condition 2 is a consequence of the definition of
permutation multiplication as function composition, and Condition 1 is immediate from
the definition of the identity permutation as the identity function. Note that, in particular,
{1,2,3,---,n}isan S, set. A

Our next theorem will show that for every G-set X and each g € G, the map
o, : X — X defined by o, (x) = gx is a permutation of X, and that there is a homomor-
phism ¢ : G — Sy such that the action of G on X is essentially the Example 16.2 action
of the image subgroup H = ¢[G] of Sx on X. So actions of subgroups of Sx on X de-
scribe all possible group actions on X. When studying the set X, actions using subgroups
of Sy suffice. However, sometimes a set X is used to study G via a group action of G on X.
Thus we need the more general concept given by Definition 16.1.

Let X be a G-set. For each g € G, the function ¢, : X — X defined by o,(x) = gx
for x € X is a permutation of X. Also, the map ¢ : G — Sx defined by ¢(g) = o, isa
homomorphism with the property that ¢(g)(x) = gx.

To show that ¢, is a permutation of X, we must show that it is a one-to-one map
of X onto itself. Suppose that o,(x;) = og(x2) for x1, x2 € X. Then gx; = gx3. Con-
sequently, g~'(gx1) = g7 (gx,). Using Condition 2 in Definition 16.1, we see that
(g7 'g)x1 = (g7'g)x2, 50 ex; = exy. Condition 1 of the definition then yields x; = x»,
S0 o, is one to one. The two conditions of the definition show that for x € X, we have
0,(g71x) = g(g™Hx = (gg~)x = ex = x, 50 0, maps X onto X. Thus o, is indeed a
permutation.

To show that ¢ : G — Sy defined by ¢(g) = o, is a homomorphism, we must
show that ¢(g1g2) = #(g1)p(g2) for all g1, g2 € G. We show the equality of these two
permutations in Sy by showing they both carry an x € X into the same element. Us-
ing the two conditions in Definition 16.1 and the rule for function composition, we
obtain

D(g182)(x) = 04,0, (%) = (g182)% = g1(g2X) = 8104, (x) = 0, (04, (x))
= (0g,0 0, (%) = (04,04, (%) = (P(g1)P(g2))(x).

Thus ¢ is a homomorphism. The stated property of ¢ follows at once since by our
definitions, we have ¢(g)(x) = o,(x) = gx. *

It follows from the preceding theorem and Theorem 13.15 that if X is G-set, then
the subset of G leaving every element of X fixed is a normal subgroup N of G, and we
canregard X as a G/N-set where the action of acoset gV on X is given by (gN)x = gx
foreach x € X.If N = {e}, then the identity element of G is the only element that leaves
every x € X fixed; we then say that G acts faithfully on X. A group G is transitive on
a G-set X if for each x1, x, € X, there exists g € G such that gx; = x,. Note that G is
transitive on X if and only if the subgroup ¢[G] of Sy is transitive on X, as defined in
Exercise 49 of Section 8.

We continue with more examples of G-sets.
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16.4 Example

16.5 Example

16.6 Example

16.7 Example

16.8 Example

Homomorphisms and Factor Groups

Every group G is itself a G-set, where the action on g, € G by gy € G is given by left
multiplication. That is, *(g1, g2) = £182. If H is a subgroup of G, we can also regard G
as an H-set, where x(h, g) = hg. A

Let H be a subgroup of G. Then G is an H -set under conjugation where x(h, g) = hgh™!
for g € G and h € H. Condition 1 is obvious, and for Condition 2 note that

w(hi1hy, ) = (hih)g(hiha) ™! = hi(haghy DhT! = *(hy, x(ha, &)

We always write this action of H on G by conjugation as hgh~!. The abbreviation hg
described before the definition would cause terrible confusion with the group operation
of G. A

For students who have studied vector spaces with real (or complex) scalars, we mention
that the axioms (rs)v = r(sv) and 1v = v for scalars r and s and a vector v show that
the set of vectors is an R*-set (or a C*-set) for the multiplicative group of nonzero
scalars. A

Let H be a subgroup of G, and let L g be the set of all left cosets of H. Then Ly is
a G-set, where the action of g € G on the left coset x H is given by g(xH) = (gx)H.
Observe that this action is well defined: if yH = xH, then y = xh for some h € H,
and g(yH) = (gy)H = (¢xh)H = (gx)(hH) = (gx)H = g(x H). A series of exercises
shows that every G-set is isomorphic to one that may be formed using these left coset
G-sets as building blocks. (See Exercises 14 through 17.) A

Let G be the group D4 = {po, o1, 02, P3, i1, K2, 81, 62} of symmetries of the square,
described in Example 8.10. In Fig. 16.9 we show the square with vertices 1, 2, 3, 4 as
in Fig. 8.11. We also label the sides s1., 52, 53, $4, the diagonals d; and d», vertical and
horizontal axes m; and m;,, the center point C, and midpoints P; of the sides s;. Recall
that p; corresponds to rotating the square counterclockwise through mi/2 radians, y;

Py 53
4 3
54 d, dy
C
P, ~ P,
m $2
1 2
5| P,

16.9 Figure
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16.10 Table

1 2 3 4 N hY) 83 54 my ms d] dz C Pl PZ P3 P4
Po 1 2 3 4 S 52 53 S4 ny ns dl dg C P] Pg P3 P4
P1 2 3 4 1 ) 83 S4 S mo n dz dl C Pg P3 P4 P1
£2 3 4 1 2 83 S4 S §$2 mi o dl dz C P3 P4 Pl Pz
P3 4 1 2 3 84 5 A S3 ma n d2 dl C P4 P1 Pz P’g
J251 2 1 4 3 S1 Sa 53 5o i s dg d] C Pl P4 P3 Pz
2 4 3 2 1 53 So S S4 ny s d2 dl C P3 P2 Pl P4
31 3 2 1 4 82 51 S4q 83 Hia mny d] d2 C P2 PI P4 P}
82 1 4 3 2 Sy S3 S2 S (%) iy dl dz C P4 P3 Pz Pl

corresponds to flipping on the axis m;, and §; to flipping on the diagonal d;. We let
X = {1~ 27 3$ 4& 51, 82, §3, 54, my, my, dl, dZs C9 Pl» PZ! P3, P4}

Then X can be regarded as a D4-setin a natural way. Table 16.10 describes completely the
action of D4 on X and is given to provide geometric illustrations of ideas to be introduced.
We should be sure that we understand how this table is formed before continuing. A

Isotropy Subgroups

Let X be a G-set. Letx € X and g € G. It will be important to know when gx = x. We
let

Xo={xeX|gx =x} and Gy={geG|gx=x}

16.11 Example For the Dy4-set X in Example 16.8, we have
X =X, X, ={C}, X, =1{s1.83,m,my, C, P, P3}
Also, with G = Dy,
G1 = {po, 82}, Gs, = {po, 1}, Ga, = {po. p2, 81, 82}
We leave the computation of the other X, and G, to Exercises 1 and 2. A

Note that the subsets G, given in the preceding example were, in each case, sub-
groups of G. This is true in general.

16.12 Theorem Let X be a G-set. Then G, is a subgroup of G for each x € X.

Proof Letx € X and let g1, g2 € G,. Then g;x = x and g,x = x. Consequently, (g182)x =
g1(g2x) = g1x = x,80¢12> € G,,and G, is closed under the induced operation of G. Of
coursecex = x,80¢ € Gy If g € G, thengx = x,s0x =ex = (g7 lgx = g7 l(gx) =
¢~ 'x, and consequently g~ € G,. Thus G, is a subgroup of G. L 4

16.13 Definition ILet X be a G-set and let x € X. The subgroup G, is the isotropy subgroup of x. R
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16.14 Theorem

Proof

16.15 Definition

16.16 Theorem

Proof

Homomorphisms and Factor Groups

Orbits

For the Dy-set X of Example 16.8 with action table in Table 16.10, the elements in the
subset {1, 2, 3, 4} are carried into elements of this same subset under action by Djy.
Furthermore, each of the elements 1, 2, 3, and 4 is carried into all the other elements of
the subset by the various elements of D4. We proceed to show that every G-set X can
be partitioned into subsets of this type.

Let X be a G-set. For xq, x» € X, let x; ~ x, if and only if there exists g € G such that
gx1 = x». Then ~ is an equivalence relation on X.

For each x € X, we have ex = x, s0 x ~ x and ~ is reflexive.
Suppose x; ~ X3, s0 gx; =x; for some g€ G. Then g~
(g_lg)xl = ex; = Xy, SO X3 ~ X1, and ~ is symmetric.
Finally, if x; ~ x; and x5 ~ x3, then g1x; = x2 and gx; = x3 forsome g;, g2 € G.
Then (g2g1)x) = g2(81x1) = g2x2 = X3, 80 X1 ™~ X3 and ~ is transitive. *

L, = g7Mgx) =

Let X be a G-set. Each cell in the partition of the equivalence relation described in
Theorem 16.14 is an orbit in X under G. If x € X, the cell containing x is the orbit
of x. We let this cell be Gx. |

The relationship between the orbits in X and the group structure of G lies at the
heart of the applications that appear in Section 17. The following theorem gives this
relationship. Recall that for a set X, we use |X| for the number of elements in X, and
(G : H) is the index of a subgroup H in a group G.

Let X be a G-set and let x € X. Then |Gx| = (G : G,). If |G| is finite, then |Gx| is a
divisor of |G|.

We define a one-to-one map ¥ from Gx onto the collection of left cosets of G, in G.
Let x; € Gx. Then there exists g; € G such that g;x = x;. We define ¥ (x1) to be the
left coset g1 G, of G. We must show that this map v is well defined, independent of the
choice of g; € G such that gyx = x;. Suppose also that g1'x = x1. Then, g1x = g1'x, 50
gl_l(glx) = g;l(gl’x), from which we deduce x = (gflgl’)x. Therefore gl_lgl/ c Gy,
s0 g1" € g1Gy, and g1G, = g1'Gy. Thus the map ¥ is well defined.

To show the map v is one to one, suppose xi, x2 € Gx, and ¥r(xy) = ¥(x2). Then
there exist g1, g2 € G such thatx; = gi1x, x> = g2x,and g» € g1G. Then g, = g1g for
some g € Gy, 80 X2 = g2x = g1(gx) = g1x = x1. Thus ¢ is one to one.

Finally, we show that each left coset of G, in G is of the form ¥ (x;) for some
x1 € Gx. Let g1G, be a left coset. Then if gix = x{, we have g1G, = ¥(x;). Thus ¥
maps Gx one to one onio the collection of right cosets so |Gx| = (G : G)-

If |G| is finite, then the equation |G| = |G, |(G : G) shows that |Gx| = (G :Gy)
is a divisor of |G]|. *
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16.17 Example Let X be the Dy-set in Example 16.8, with action table given by Table 16.10. With
G = Dy, wehave G1 = {1, 2, 3, 4}and G; = {0, 82} Since |G| = 8, wehave |G 1| =
(G: G =4 A

We should remember not only the cardinality equation in Theorem 16.16 but also
that the elements of G carrying x into g1x are precisely the elements of the left coset
g1Gx. Namely,if g € G,,then(g;g)x = gi(gx) = g1x.Onthe otherhand, if gox = g1 x,
then gl_l(gzx) = X S0 (gl‘lgz)x = x. Thus gl_lgz € G,s50g € g1G4.

# EXERCISES 16

Computations
In Exercises 1 through 3, let
X ={1,2, 3, 4, 51,582,583, 54, m1,ma,dy,d>, C, P, P2, P3, Py}
be the D-set of Example 16.8 with action table in Table 16.10. Find the following, where G = Dy.
1. The fixed sets X, for each o € Dy, thatis, X, , X,,, -+, Xs
2. The isotropy subgroups G, for each x € X, thatis, G, G2, ---, Gp,, Gp,
3. The orbits in X under D,

Concepts

In Exercises 4 and 5, correct the definition of the italicized term without reference to the text, if correction is needed,
so that it is in a form acceptable for publication.

4. A group G acts faithfully on X if and only if gx = x implies that g = e.
5. A group G is transitive on a G-set X if and only if, for some g € G, gx can be every other x.

6. Let X bea G-setandlet § € X. If Gs € S forall s € S, then S is a sub-G-set. Characterize a sub-G-set of a
G-set X in terms of orbits in X and G.

7. Characterize a transitive G-set in terms of its orbits.

8. Mark each of the following true or false.

a. Every G-set is also a group.

b. Each element of a G-set is left fixed by the identity of G.

c. If every element of a G-set is left fixed by the same element g of G, then g must be the identity e.
d. Let X be a G-set with x, x; € X and g € G. If gx; = gx», then x; = xo.

e. Let X be a G-set withx € X and g1, g2 € G.If gjx = gox, then g1 = g.

f. Each orbit of a G-set X is a transitive sub-G-set.

g. Let X be a G-set and let H < G. Then X can be regarded in a natural way as an H-set.

h. With reference to (g), the orbits in X under H are the same as the orbits in X under G.

i. If X is a G-set, then each element of G acts as a permutation of X.

J- Let X be a G-setand let x € X. If G is finite, then |G| = |Gx| - |G, ].

9. Let X and Y be G-sets with the same group G. An isomorphism between G-sets X and Yisamap¢ : X — ¥

that is one to one, onto ¥, and satisfies g¢(x) = ¢(gx) for all x € X and g € G. Two G-sets are isomorphic
if such an isomorphism between them exists. Let X be the Dy-set of Example 16.8.
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a. Find two distinct orbits of X that are isomorphic sub-D4-sets.

b. Show that the orbits {1, 2, 3, 4} and {sy, 52, s3, 54} are not isomorphic sub-Dy-sets. [Hint: Find an element
of G that acts in an essentially different fashion on the two orbits. ]

¢. Are the orbits you gave for your answer to part (a) the only two different isomorphic sub-Dy-sets of X?
10. Let X be the Dy4-set in Example 16.8.

a. Does Dy act faithfully on X?
b. Find all orbits in X on which Dy acts faithfully as a sub-Dy-set.

Theory

11. Let X be a G-set. Show that G acts faithfully on X if and only if no two distinct elements of G have the same
action on each element of X.

12. et X bea G-setandlet Y C X. Let Gy ={g € G| gy =y for all y € Y}. Show Gy is a subgroup of G,
generalizing Theorem 16.12.

13. Let G be the additive group of real numbers. Let the action of € G on the real plane R? be given by rotating

the plane counterclockwise about the origin through 6 radians. Let P be a point other than the origin in the
plane.

a. Show R?is a G-set.
b. Describe geometrically the orbit containing P.
c¢. Find the group Gp.

Exercises 14 through 17 show how all possible G-sets, up to isomorphism (see Exercise 9), can be formed from
the group G.

14. Let {X; |i € I} be a disjoint collection of sets, so X; N X; = @ fori # j. Let each X; be a G-set for the same
group G.

a. Show that Ui </ Xi can be viewed in a natural way as a G-set, the union of the G-sets X;.
b. Show that every G-set X is the union of its orbits.

15. Let X be a transitive G-set, and let xg € X. Show that X is isomorphic (see Exercise 9) to the G-set L of all
left cosets of G,, described in Example 16.7. [Hint: For x € X, suppose x = gxg, and define ¢ : X — L by
¢(x) = gGy,. Be sure to show ¢ is well defined!]

16, Let X; for i € I be G-sets for the same group G, and suppose the sets X; are not necessarily disjoint. Let
X! ={(x,i)|x € X;}foreachi € I. Then the sets X| are disjoint, and each can still be regarded as a G-set in
an obvious way. (The elements of X; have simply been tagged by i to distinguish them from the elements of
X; fori # j.) The G-set { ;. X/ is the disjoint union of the G-sets X;. Using Exercises 14 and 15, show that
every G-set is isomorphic to a disjoint union of left coset G-sets, as described in Example 16.7.

17. The preceding exercises show that every G-set X is isomorphic to a disjoint union of left coset G-sets. The
question then arises whether left coset G-sets of distinct subgroups H and K of G can themselves be isomorphic.
Note that the map defined in the hint of Exercise 15 depends on the choice of x as “base point.” If xq is replaced
by goxp andif G, # G4, then the collections L g of leftcosets of H = G, and Lg ofleftcosets of K = Gy,
form distinct G-sets that must be isomorphic, since both L 5 and Lk are isomorphic to X.

a. Let X be a transitive G-set and let xg € X and go € G. f H = G, describe K = G,
and go.

b. Based on part (a), conjecture conditions on subgroups H and K of G such that the left coset G-sets of H
and K are isomorphic.

¢. Prove your conjecture in part (b).

oxo 1N terms of H
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18. Up to isomorphism, how many transitive Z4 sets X are there? (Use the preceding exercises.) Give an example
of each isomorphism type, listing an action table of each as in Table 16.10. Take lowercase names a, b, ¢, and
so on for the elements in the set X.

19. Repeat Exercise 18 for the group Zs.

20. Repeat Exercise 18 for the group Ss. List the elements of S3 in the order ¢, (1, 2, 3), (1, 3, 2), (2, 3), (1, 3),
(1,2).

17.1 Theorem

T APPLICATIONS OF G-SETS To COUNTING

This section presents an application of our work with G-sets to counting. Suppose, for
example, we wish to count how many distinguishable ways the six faces of a cube can
be marked with from one to six dots to form a die. The standard die is marked so that
when placed on a table with the 1 on the bottom and the 2 toward the front, the 6 is on
top, the 3 on the left, the 4 on the right, and the 5 on the back. Of course, other ways of
marking the cube to give a distinguishably different die are possible.

Let us distinguish between the faces of the cube for the moment and call them the
bottom, top, left, right, front, and back. Then the bottom can have any one of six marks
from one dot to six dots, the top any one of the five remaining marks, and so on. There
are 6! = 720 ways the cube faces can be marked in all. Some markings yield the same
die as others, in the sense that one marking can be carried into another by a rotation
of the marked cube. For example, if the standard die described above is rotated 90°
counterclockwise as we look down on it, then 3 will be on the front face rather than 2,
but it is the same die.

There are 24 possible positions of a cube on a table, for any one of six faces can be
placed down, and then any one of four to the front, giving 6 - 4 = 24 possible positions.
Any position can be achieved from any other by a rotation of the die. These rotations
form a group G, which is isomorphic to a subgroup of Sz (see Exercise 45 of Section 8).
We let X be the 720 possible ways of marking the cube and let G act on X by rotation of
the cube. We consider two markings to give the same die if one can be carried into the
other under action by an element of G, that is, by rotating the cube. In other words, we
consider each orbit in X under G to correspond to a single die, and different orbits to
give different dice. The determination of the number of distinguishable dice thus leads
to the question of determining the number of orbits under G in a G-set X.

The following theorem gives a tool for determining the number of orbits in a G-
set X under G. Recall that for each g € G we let X, be the set of elements of X left
fixed by g, so that X, = {x € X |gx = x}. Recall also that for each x € X, we let
G, = {g € G| gx = x}, and Gx is the orbit of x under G.

(Burnside’s Formula) Let G be a finite group and X a finite G-set. If r is the number
of orbits in X under G, then

rlGl=)_ 1X,l. 1)

geG

T This section is not used in the remainder of the text.
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Proof

17.2 Corollary

Proof

17.3 Example

Homomorphisms and Factor Groups

We consider all pairs (g, x) where gx = x, and let N be the number of such pairs. For
each g € G there are | X,| pairs having g as first member. Thus,

N =Y |Xl. 2
geG

On the other hand, for each x € X there are |G| pairs having x as second member. Thus

we also have
N =) |G,

xeX

By Theorem 16.16 we have |Gx| = (G : G). But we know that (G : G,) = |G}/|G«l,
so we obtain |G| = |G|/|Gx|. Then

_v Gl b
N_§|Gx|—|G\<x§ |Gx|>. 3)

Now 1/|Gx| has the same value for all x in the same orbit, and if we let O be any orbit,
then

1 1
Y=o " @

xe0 xe0
Substituting (4) in (3), we obtain
N = |G| (number of orbits in X under G) = G| - 7. &)
Comparison of Eq. 2 and Eq. 5 gives Eq. 1. \ 4

If G is a finite group and X is a finite G-set, then

- 1
(number of orbits in X under G) = ﬁ . E [ Xl
geCG

The proof of this corollary follows immediately from the preceding theorem. L 4

Let us continue our computation of the number of distinguishable dice as our first
example.

We let X be the set of 720 different markings of faces of a cube using from one to six
dots. Let G be the group of 24 rotations of the cube as discussed above. We saw that the
number of distinguishable dice is the number of orbits in X under G. Now |G| = 24.
For g € G where g # e, we have |[X,| =0, because any rotation other than the identity
element changes any one of the 720 markings into a different one. However, |X,| = 720
since the identity element leaves all 720 markings fixed. Then by Corollary 17.2,

1
(number of orbits) = 7 720 = 30,

so there are 30 distinguishable dice. A
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17.5 Example

17.6 Example
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Of course the number of distinguishable dice could be counted without using the
machinery of the preceding corollary, but by using elementary combinatorics as often
taught in a freshman finite math course. In marking a cube to make a die, we can,
by rotation if necessary, assume the face marked 1 is down. There are five choices
for the top (opposite) face. By rotating the die as we look down on it, any one of
the remaining four faces could be brought to the front position, so there are no different
choices involved for the front face. But with respect to the number on the front face, there
are 3 - 2 - 1 possibilities for the remaining three side faces. Thus thereare 5 -3 -2 - 1 = 30
possibilities in all.

The next two examples appear in some finite math texts and are easy to solve by
elementary means. We use Corollary 17.2 so that we have more practice thinking in
terms of orbits.

How many distinguishable ways can seven people be seated at a round table, where
there is no distinguishable “head” to the table? Of course there are 7! ways to assign
people to the different chairs. We take X to be the 7! possible assignments. A rotation of
people achieved by asking each person to move one place to the right results in the same
arrangement. Such a rotation generates a cyclic group G of order 7, which we consider
to act on X in the obvious way. Again, only the identity ¢ leaves any arrangement fixed,
and it leaves all 7! arrangements fixed. By Corollary 17.2

1
(number of orbits) = 7 7! = 6! =720. A

How many distinguishable necklaces (with no clasp) can be made using seven different-
colored beads of the same size? Unlike the table in Example 17.4, the necklace can be
turned over as well as rotated. Thus we consider the full dihedral group D5 of order
2 -7 = 14 as acting on the set X of 7! possibilities. Then the number of distinguishable
necklaces is

1
(number of orbits) = T 7! = 360. A

In using Corollary 17.2, we have to compute |G| and | X,| for each g € G. In the
examples and the exercises, |G| will pose no real problem. Let us give an example where
| X 4| 1s not as trivial to compute as in the preceding examples. We will continue to assume
knowledge of very elementary combinatorics.

Let us find the number of distinguishable ways the edges of an equilateral triangle can
be painted if four different colors of paint are available, assuming only one color is used
on each edge, and the same color may be used on different edges.

Of course there are 4° = 64 ways of painting the edges in all, since each of the
three edges may be any one of four colors. We consider X to be the set of these 64
possible painted triangles. The group G acting on X is the group of symmetries of the
triangle, whichis isomorphic to S3 and which we consider to be S;. We use the notation for
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17.7 Example

Computations

Homomorphisms and Factor Groups

elements in S3 given in Section 8. We need to compute | X, | for each of the six elements g
in S3.

| X gl = 64 Every painted triangle is left fixed by pg.

| X, | =4 To be invariant under p;, all edges must be the
same color, and there are 4 possible colors.

[X,,| =4 Same reason as for p;.

1 X, 1 =16 The edges that are interchanged must be the same

color (4 possibilities) and the other edge may
also be any of the colors (times 4 possibilities).

X, =1X,,1 =16 Same reason as for pq.

Then

D Xl =64+4+4+16+16+16 = 120.

8ES3
Thus

1
(number of orbits) = ra 120 = 20,

and there are 20 distinguishable painted triangles. A

We repeat Example 17.6 with the assumption that a different color is used on each edge.
The number of possible ways of painting the edges is then4 - 3 - 2 = 24, and we let X be
the set of 24 possible painted triangles. Again, the group acting on X can be considered
to be S3. Since all edges are a different color, we see [X,,| = 24 while |X,| = 0 for

g # po- Thus
1
(number of orbits) = G .24 =4,

so there are four distinguishable triangles. A

EXERCISES 17

In each of the following exercises use Corollary 17.2 to work the problem, even though the answer might be obtained
by more elementary methods.

1.
2.
3.

Find the number of orbits in {1, 2, 3, 4, 5, 6, 7, 8} under the cyclic subgroup ((1, 3, 5, 6)) of Sg.
Find the number of orbits in {1, 2, 3, 4, 5, 6, 7, 8} under the subgroup of Sg generated by (1, 3) and (2, 4, 7).

Find the number of distinguishable tetrahedral dice that can be made using one, two, three, and four dots on the
faces of a regular tetrahedron, rather than a cube.

. Wooden cubes of the same size are to be painted a different color on each face to make children’s blocks. How
many distinguishable blocks can be made if eight colors of paint are available?
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. Answer Exercise 4 if colors may be repeated on different faces at will. [Hint: The 24 rotations of a cube consist

of the identity, 9 that leave a pair of opposite faces invariant, 8 that leave a pair of opposite vertices invariant,
and 6 leaving a pair of opposite edges invariant.]

Each of the eight corners of a cube is to be tipped with one of four colors, each of which may be used on from
one to all eight corners. Find the number of distinguishable markings possible. (See the hint in Exercise 5.)

. Find the number of distinguishable ways the edges of a square of cardboard can be painted if six colors of paint

are available and

a. no color is used more than once.
b. the same color can be used on any number of edges.

. Consider six straight wires of equal lengths with ends soldered together to form edges of a regular tetrahedron.

Either a 50-ohm or 100-ohm resistor is to be inserted in the middle of each wire. Assume there are at least six
of each type of resistor available. How many essentially different wirings are possible?

. Arectangular prism 2 ft long with 1-ft square ends is to have each of its six faces painted with one of six possible

colors. How many distinguishable painted prisms are possible if

a. no color is to be repeated on different faces,
b. each color may be used on any number of faces?
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RinNGS AND FIELDS

All our work thus far has been concerned with sets on which a single binary operation
has been defined. Our years of work with the integers and real numbers show that a study
of sets on which two binary operations have been defined should be of great importance.
Algebraic structures of this type are introduced in this section. In one sense, this section
seems more intutive than those that precede it, for the structures studied are closely
related to those we have worked with for many years. However, we will be continuing
with our axiomatic approach. So, from another viewpoint this study is more complicated
than group theory, for we now have two binary operations and more axioms to deal with.

Definitions and Basic Properties

The most general algebraic structure with two binary operations that we shall study is
called a ring. As Example 18.2 following Definition 18.1 indicates, we have all worked
with rings since grade school.

A ring (R, +, ) is a set R together with two binary operations + and -, which we call
addition and multiplication, defined on R such that the following axioms are satisfied:
#2;. (R, +) is an abelian group.
.72,. Multiplication is associative.

A2 Foralla, b, c € R, theleftdistributivelaw,a - (b +c¢) = (a - b) + (a - c)and
the right distributive law (¢ + ) - ¢ = (a - ¢) + (b - ¢) hold. |

T Sections 24 and 25 are not required for the remainder of the text.
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18.2 Example

Rings and Fields

We are well aware that axioms .78, .%2,, and .72, for a ring hold in any subset of the
complex numbers that is a group under addition and that is closed under multiplication.

For example, (Z, +, ), (Q, +, -), (R, +, -}, and (C, +, -) are rings.

A

2 HistoricaL NOTE

he theory of rings grew out of the study of two

particular classes of rings, polynomial rings in
n variables over the real or complex numbers (Sec-
tion 22) and the “integers” of an algebraic number
field. It was David Hilbert (1862—-1943) who first
introduced the term ring, in connection with the lat-
ter example, but it was not until the second decade
of the twentieth century that a fully abstract defi-
nition appeared. The theory of commutative rings
was given a firm axiomatic foundation by Emmy
Noether (1882-1935) in her monumental paper
“Ideal Theory in Rings,” which appeared in 1921. A
major concept of this paper is the ascending chain
condition for ideals. Noether proved that in any ring
in which every ascending chain of ideals has a max-
imal element, every ideal is finitely generated.

Emmy Noether received her doctorate from the
University of Erlangen, Germany, in 1907. Hilbert

invited her to Gottingen in 1915, but his efforts to
secure her a paid position were blocked because
of her sex. Hilbert complained, “I do not see that
the sex of the candidate is an argument against her
admission [to the faculty]. After all, we are a uni-
versity, not a bathing establishment.” Noether was,
however, able to lecture under Hilbert’s name. Ul-
timately, after the political changes accompanying
the end of the First World War reached Gottingen,
she was given in 1923 a paid position at the Univer-
sity. For the next decade, she was very influential
in the development of the basic concepts of modern
algebra. Along with other Jewish faculty members,
however, she was forced to leave Gottingen in 1933.
She spent the final two years of her life at Bryn Mawr
College near Philadelphia.

It is customary to denote multiplication in a ring by juxtaposition, using ab in place

18.3 Example

of a - b. We shall also observe the usual convention that multiplication is performed
before addition in the absence of parentheses, so the left distributive law, for example,
becomes

a(b + c) =ab + ac,

without the parentheses on the right side of the equation. Also, as a convenience analogous
to our notation in group theory, we shall somewhat incorrectly refer to a ring R in place
of a ring (R, +, -}, provided that no confusion will result. In particular, from now on Z
will always be (Z, +, -}, and Q, R, and C will also be the rings in Example 18.2. We
may on occasion refer to (R, +) as the additive group of the ring R.

Let R be any ring and let M, (R) be the collection of all n x »n matrices having elements
of R as entries. The operations of addition and multiplication in R allow us to add
and multiply matrices in the usual fashion, explained in the appendix. We can quickly
check that (M,(R), +) is an abelian group. The associativity of matrix multiplication
and the two distributive laws in M,,(R) are more tedious to demonstrate, but straight-
forward calculations indicate that they follow from the same properties in R. We will
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assume from now on that we know that M, (R) is a ring. In particular, we have the
rings M, (Z), M,,(Q), M,(R), and M, (C). Note that multiplication is not a commutative
operation in any of these rings for n > 2. A

Let F be the set of all functions f : R — R. We know that (¥, +) is an abelian group
under the usual function addition,

(f +8)x) = f(x)+gx).
We define multiplication on F by

(fo)x) = flx)g).

That is, fg is the function whose value at x is f(x)g(x). It is readily checked that F is a
ring; we leave the demonstration to Exercise 34. We have used this juxtaposition notation
o u for the composite function o (1(x)) when discussing permutation multiplication. If
we were to use both function multiplication and function composition in F, we would
use the notation f o g for the composite function. However, we will be using compo-
sition of functions almost exclusively with homomorphisms, which we will denote by
Greek letters, and the usual product defined in this example chiefly when multiplying
polynomial function f(x)g(x), so no confusion should result. A

Recall that in group theory, nZ is the cyclic subgroup of Z under addition consisting of
all integer multiples of the integer #. Since (nr)(ns) = n(nrs), we see that nZ, is closed
under multiplication. The associative and distributive laws which hold in Z then assure
us that (nZ, +, -} is as ring. From now on in the text, we will consider nZ to be this ring.

A

Consider the cyclic group {(Z,, +). If we define for a, b € Z, the product ab as the
remainder of the usual product of integers when divided by #, it can be shown that
(Zy,+, -) is a ring. We shall feel free to use this fact. For example, in Z{y we have
(3)(7) = 1. This operation on Z, is multiplication modulo n. We do not check the ring
axioms here, for they will follow in Section 26 from some of the theory we develop

there. From now on, Z, will always be the ring (Z,, +, ). A
If R|,Ry,---, R, are rings, we can form the set R} X Ry X --- x R, of all ordered
n-tuples (r1, 72, - -+, 1), where r; € R;. Defining addition and multiplication of n-tuples

by components (just as for groups), we see at once from the ring axioms in each compo-
nent that the set of all these n-tuples forms a ring under addition and multiplication by
components. The ring R; X Ry x -+ X R, is the direct product of the rings R;. A

Continuing matters of notation, we shall always let O be the additive identity of a
ring. The additive inverse of an element a of a ring is —a. We shall frequently have
occasion to refer to a sum

ata+---+a

having n summands. We shall let this sum be n - g, always using the dot. However, n - a
is not to be constructed as a multiplication of n and a in the ring, for the integer n may
not be in the ring at all. f n < 0, we let

n-a=(-a)+(-a)+---+(-a)
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for |n| summands. Finally, we define
0-a=0

for 0 € Z on the left side of the equations and O € R on the right side. Actually, the
equation Oa = 0 holds also for 0 € R on both sides. The following theorem proves this
and various other elementary but important facts. Note the strong use of the distributive
laws in the proof of this theorem. Axiom .72, for a ring concerns only addition, and
axiom .72, concerns only multiplication. This shows that in order to prove anything that
gives a relationship between these two operations, we are going to have to use axiom
#25. For example, the first thing that we will show in Theorem 18.8 is that Oa = 0 for
any element a in a ring R. Now this relation involves both addition and multiplication.
The muitiplication Oa stares us in the face, and O is an additive concept. Thus we will
have to come up with an argument that uses a distributive law to prove this.

If R is a ring with additive identity O, then for any a, b € R we have
1. 0a=a0=0,
2. a(—b) = (—a)b = —(ab),
3. (—a)(—b)=ab.
For Property 1, note that by axioms .72, and .72,,
a0+ a0=a(0+0)=a0=0+a0.
Then by the cancellation law for the additive group (R, +), we have a0 = 0. Likewise,
O0a+0a=(04+0a=0a=0+0a

implies that Oa = 0. This proves Property 1.

In order to understand the proof of Property 2, we must remember that, by definition,
—(ab) is the element that when added to ab gives 0. Thus to show that a(—b) = —(ab),
we must show precisely that a(—b) 4 ab = 0. By the left distributive law,

a(—b)+ab =a(—b+b)=a0 =0,
since a0 = 0 by Property 1. Likewise,
(—a)b+ab=(—a+a)b=0b=0.
For Property 3, note that
(—a)(—=b) = —(a(=b))
by Property 2. Again by Property 2,
—(a(=b)) = —(—(ab)),

and —(—(ab)) is the element that when added to —(ab) gives 0. This is ab by definition
of —(ab) and by the uniqueness of an inverse in a group. Thus, (—a)(—b) = ab. L 2

It is important that you understand the preceding proof. The theorem allows us to
use our usual rules for signs.
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Homomorphisms and Isomorphisms

From our work in group theory, it is quite clear how a structure-relating map of aring R
into a ring R’ should be defined.

For rings R and R, amap ¢ : R — R’ is a homomorphism if the following two con-
ditions are satisfied for alla, b € R:

1. ¢(a+b)=¢(a)+ o),
2. ¢(ab) = ¢p(a)g(b). |

In the preceding definition, Condition 1 is the statement that ¢ is a homomor-
phism mapping the abelian group (R, +) into (R’, +). Condition 2 requires that ¢ relate
the multiplicative structures of the rings R and R’ in the same way. Since ¢ is also
a group homomorphism, all the results concerning group homomorphisms are valid
for the additive structure of the rings. In particular, ¢ is one to one if and only if its
kernel Ker(¢) = {a € R| ¢(a) = 0'} is just the subset {0} of R. The homomorphism
¢ of the group (R, +) gives rise to a factor group. We expect that a ring homomor-
phism will give rise to a factor ring. This is indeed the case. We delay discussion of
this to Section 26, where the treatment will parallel our treatment of factor groups in
Section 14.

Let F be the ring of all functions mapping R into R defined in Example 18.4. For each
a € R, we have the evaluation homomorphism ¢, : F — R, where ¢,(f) = f(a) for
f € F. We defined this homomorphism for the group (F, +) in Example 13.4, but we
did not do much with it in group theory. We will be working a great deal with it in the
rest of this text, for finding a real solution of a polynomial equation p(x) = 0 amounts
precisely to finding @ € R such that ¢,(p) = 0. Much of the remainder of this text deals
with solving polynomial equations. We leave the demonstration of the multiplicative
homomorphism property 2 for ¢, to Exercise 35. A

The map ¢ : Z — Z, where ¢(a) is the remainder of @ modulo » is a ring homomor-
phism for each positive integer n. We know ¢(a + b) = ¢(a) 4 ¢(b) by group theory.
To show the multiplicative property, write a = gin + r; and b = gan + r» according
to the division algorithm. Then ab = n(giga2n + r1g2 + q17r2) + rir2. Thus ¢(ab) is the
remainder of r;r, when divided by n. Since ¢(a) = r, and ¢(b) = r», Example 18.6
indicates that ¢(a)¢(b) is also this same remainder, so ¢(ab) = ¢(a)¢(b). From group
theory, we anticipate that the ring Z, might be isomorphic to a factor ring Z/nZ. This
is indeed the case; factor rings will be discussed in Section 26. A

We realize that in the study of any sort of mathematical structure, an idea of basic
importance is the concept of two systems being structurally identical, that is, one being
just like the other except for names. In algebra this concept is always called isomorphism.
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The concept of two things being just alike except for names of elements leads us, just as
it did for groups, to the following definition.

An isomorphism ¢ : R — R’ from aring R to aring R’ is a homomorphism that is one
to one and onio R’. The rings R and R’ are then isomorphic. [ ]

From our work in group theory, we expect that isomorphism gives an equivalence
relation on any collection of rings. We need to check that the multiplicative property of an
isomorphism is satisfied for the inverse map ¢~ : R' — R (to complete the symmetry
argument). Similarly, we check that if £ : R” — R” is also a ring ismorphism, then the
multiplicative requirement holds for the composite map ¢ : R — R” (to complete the
transitivity argument). We ask you to do this in Exercise 36.

As abelian groups, (Z, +) and (2Z, +) are isomorphic under the map ¢ : Z — Z,
with ¢(x) = 2x for x € Z. Here ¢ is not a ring isomorphism, for ¢(xy) = 2xy, while
P)G(y) = 2x2y = 4xy. A

Multiplicative Questions: Fields

Many of the rings we have mentioned, such as Z, Q, and IR, have a multiplicative identity
element 1. However, 27 does not have an identity element for multiplication. Note also
that multiplication is not commutative in the matrix rings described in Example 18.3.

It is evident that {0}, with 0 + 0 = 0 and (0)(0) = 0, gives a ring, the zero ring.
Here 0 acts as multiplicative as well as additive identity element. By Theorem 13.8,
this is the only case in which 0 could act as a multiplicative identity element, for from
0a = 0, we can then deduce that a = 0. Theorem 3.13 shows that if a ring has a multi-
plicative identity element, it is unique. We denote a multiplicative identity element in a
ring by 1.

A ring in which the multiplication is commutative is a commutative ring, A ring with a
multiplicative identity element is a ring with unity; the multiplicative identity element
1 is called “unity.” [ |

In a ring with unity 1 the distributive laws show that

A+l4+DA+14 D=+ 1+ +1D),
n summands m summands nm summands

that is, (n - 1)(m - 1) = (nm) - 1. The next example gives an application of this observa-
tion.

We claim that for integers r and s where ged(r, s) = 1, the rings Z,; and Z, x Z are
isomorphic. Additively, they are both cyclic abelian groups of order rs with generators
1 and (1, 1) respectively. Thus ¢ : Z,; — Z, X Zs defined by ¢(n - 1) =n - (1, 1) is an
additive group isomorphism. To check the multiplicative Condition 2 of Definition 18.9,
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we use the observation preceding this example for the unity (1, 1) in the ring Z, X Z;,
and compute.

¢(nm) = (nm) - (1, 1) = [n - (1, Dllm - (1, D] = ¢(n)¢(m). A

Note that a direct product Ry X Ry X -+ - X R, of rings is commutative or has unity
if and only if each R; is commutative or has unity, respectively.

In a ring R with unity 1 #£ 0, the set R* of nonzero elements, if closed under
the ring multiplication, will be a multiplicative group if multiplicative inverses exist.
A multiplicative inverse of an element a in a ring R with unity 1 # 0 is an element
a~! € Rsuchthataa™! = a~'a = 1. Precisely as for groups, a multiplicative inverse for
an element 4 in R is unique, if it exists at all (see Exercise 43). Theorem 18.8 shows that
it would be hopeless to have a multiplicative inverse for 0 except for the ring {0}, where
0 + 0 = 0 and (0)(0) = 0, with 0 as both additive and multiplicative identity element.
We are thus led to discuss the existence of multiplicative inverses for nonzero elements
in a ring with nonzero unity. There is unavoidably a lot of terminology to be defined in
this introductory section on rings. We are almost done.

Let R be aring with unity 1 # 0. An element u in R is a unit of R if it has a multiplicative
inverse in R. If every nonzero element of R is a unit, then R is a division ring (or skew
field). A field is a commutative division ring. A noncommutative division ring is called
a “strictly skew field.” n

Let us find the units in Zj4. Of course, 1 and —1 = 13 are units. Since (3)(5) =1 we
see that 3 and 5 are units; therefore —3 = 11 and —5 = 9 are also units. None of the
remaining elements of Z4 can be units, since no multiple of 2, 4, 6, 7, 8, or 10 can
be one more than a multiple of 14; they all have a common factor, either 2 or 7, with
14. Section 20 will show that the units in Z, are precisely those m € Z, such that
ged(m,n) = 1. A

Z is not a field, because 2, for example, has no multiplicative inverse, so 2 is not a unit
in Z. The only units in Z are 1 and —1. However, Q and R are fields. An example of a
strictly skew field is given in Section 24. A

We have the natural concepts of a subring of a ring and subfield of a field. A subring
of a ring is a subset of the ring that is a ring under induced operations from the whole
ring; a subfield is defined similarly for a subset of a field. In fact, let us say here once and
for all that if we have a set, together with a certain specified type of algebraic structure
(group, ring, field, integral domain, vector space, and so on), then any subset of this set,
together with a natural induced algebraic structure that yields an algebraic structure of
the same type, is a substructure. If K and L are both structures, we shalllet K < L denote
that K is a substructure of L and K < L denote that K < L but K # L. Exercise 48
gives criteria for a subset S of a ring R to form a subring of R.
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Finally, be careful not to confuse our use of the words unit and unity. Unity is
the multiplicative identity element, while a unir is any element having a multiplicative
inverse. Thus the multiplicative identity element or unity is a unit, but not every unit is

unity. For example, —1 is a unit in Z, but —1 is not unity, thatis, —1 # 1.

# HistoricaL NOTE

Ithough fields were implict in the early work
on the solvability of equations by Abel and
Galois, it was Leopold Kronecker (1823-1891)
who in connection with his own work on this subject
first published in 1881 a definition of what he called
a “domain of rationality”: “The domain of rational-
ity (R’, R”, R", - ) contains - - - every one of those
quantities which are rational functions of the quan-
tities R’, R”, R"”,--- with integral coefficients.”
Kronecker, however, who insisted that any math-
ematical subject must be constructible in finitely
many steps, did not view the domain of rationality
as a complete entity, but merely as a region in which
took place various operations on its elements.
Richard Dedekind (1831-1916), the inventor
of the Dedekind cut definition of a real number,
considered a field as a completed entity. In 1871,

he published the following definition in his supple-
ment to the second edition of Dirichlet’s text on
number theory: “By a field we mean any system of
infinitely many real or complex numbers, which in
itself is so closed and complete, that the addition,
subtraction, multiplication, and division of any two
numbers always produces a number of the same sys-
tem.” Both Kronecker and Dedekind had, however,
dealt with their varying ideas of this notion as early
as the 1850s in their university lectures.

A more abstract definition of a field, similar
to the one in the text, was given by Heinrich Weber
(1842-1913) in a paper of 1893. Weber’s definition,
unlike that of Dedekind, specifically included fields
with finitely many elements as well as other fields,
such as function fields, which were not subfields of
the field of complex numbers.

E EXERCISES 18

Computations

In Exercises 1 through 6, compute the product in the given ring.

1. (12)(16) in Zas
3. (11)(—4) in Z15
5. (2,3)(3,5)in Zs x Zo

In Exercises 7 through 13, decide whether the indicated operations of addition and multiplication are defined
(closed) on the set, and give a ring structure. If a ring is not formed, tell why this is the case. If a ring is formed,

2. (16)(3)in Zx,
4. (20)(—8) in Zyg
6. (—3,5)(2,—4) in Z4 X le

state whether the ring is commutative, whether it has unity, and whether it is a field.

7. nZ with the usual addition and multiplication

8. Z* with the usual addition and multiplication

9. Z x Z with addition and multiplication by components

10. 27 x Z with addition and multiplication by components
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11. {a + b~/2|a, b € Z} with the usual addition and multiplication
12, {a + b2 |a, b € Q} with the usual addition and multiplication

13. The set of all pure imaginary complex numbers 7i for r € R with the usual addition and multiplication

In Exercises 14 through 19, describe all units in the given ring

14. Z 15. Z x Z 16. Zs

17. Q 18. ZxQ x Z 19. Zy

20. Consider the matrix ring M>(Z5).
a. Find the order of the ring, that is, the number of elements in it.
b. List all units in the ring.

21. If possible, give an example of a homomorphism ¢ : R — R’ where R and R’ are rings with unity 1 # 0 and
1" = (/, and where ¢(1) # 0" and ¢(1) # 1.

22. (Linear algebra) Consider the map det of M,(R) into R where det(A) is the determinant of the matrix A for
A € M,(R). Is det a ring homomorphism? Why or why not?

23. Describe all ring homomorphisms of Z into Z.
24. Describe all ring homomorphisms of Z into Z x Z.
25. Describe all ring homomorphisms of Z x Z into Z.
26. How many homomorphisms are there of Z x Z x Z into Z?
27. Consider this solution of the equation X? = I3 in the ring M;(R).
X’ =1L implies X? — I = 0, the zero matrix, so factoring, we have (X — )X + [3) =0
whence either X = s 0or X = —1I5.
Is this reasoning correct? If not, point out the error, and if possible, give a counterexample to the conclusion.

28. Find all solutions of the equation x* + x — 6 = Oin the ring Z14 by factoring the quadratic polynomial. Compare
with Exercise 27.

Concepts

In Exercises 29 and 30, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a from acceptable for publication.

29. A field F is aring with nonzero unity such that the set of nonzero elements of F is a group under multiplication.
30. A unit in aring is an element of magnitude 1.
31. Give an example of a ring having two elements a and b such that ab = 0 but neither a nor b is zero.

32, Give an example of a ring with unity 1 # O that has a subring with nonzero unity 1’ # 1. [Hint: Consider a
direct product, or a subring of Z ]

33. Mark each of the following true or false.

a. Every field is also a ring.
b. Every ring has a multiplicative identity.

¢. Every ring with unity has at least two units.

d. Every ring with unity has at most two units.
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e Itis possible for a subset of some field to be a ring but not a subfield, under the induced operations.
f. The distributive laws for a ring are not very important.

g. Multiplication in a field is commutative.
h. The nonzero elements of a field form a group under the multiplication in the field.

i. Addition in every ring is commutative.

j. Every element in a 1ing has an additive inverse.

Theory

34.

35.
36.

37.

38.
39.
40.
41.

42.

43.
44.

45.

46.

47.
48.

49.

50.

Show that the multiplication defined on the set F of functions in Example 18.4 satisfies axioms 2, and S5
for a ring.

Show that the evaluation map ¢q of Example 18.10 satisfies the multiplicative requirement for ahomomorphism.

Complete the argument outlined after Definitions 18.12 to show that isomorphism gives an equivalence relation
on a collection of rings.

Show that if U is the collection of all units in a ring (R, +, ) with unity, then {U, -} is a group. [Warning: Be
sure to show that U is closed under multiplication.]

Show that a2 — b* = (a + b)a — pyforallaand bina ring R if and only if R is commutative.
Let (R, +) be an abelian group. Show that (R, +, -)is aring if we define ab =0 foralla, b € R.
Show that the rings 27 and 3Z are not isomorphic. Show that the fields R and C are not isomorphic.

(Freshman exponentiation) Let p be a prime. Show that in the ring Z, we have (a + by = a? + bP for all
a,b € Z,. [Hint: Observe that the usual binomial expansion for {(a + b)'isvalidina commutative ring.]

Show that the unity element in a subfield of a field must be the unity of the whole field, in contrast to Exercise 32
for rings.

Show that the multiplicative inverse of a unit a ring with unity is unique.
An element a of ating R is idempotent if a?=a.

a. Show that the set of all idempotent elements of a commutative ring is closed under multiplication.
b. Find all idempotents in the ring Zg < Zyy.

(Linear algebra) Recall that for an m x n matrix A, the franspose AT of A is the matrix whose j th column
is the jth row of A. Show that if A is an m x n matrix such that ATA is invertible, then the projection matrix
P = A(ATA)'AT is an idempotent in the ring of n x n matrices.

An element a of aring R is nilpotent if a” = 0 for some n € Zt. Show that if a and b are nilpotent elements
of a commutative ring, then a + b is also nilpotent.

Show that a ring R has no nonzero nilpotent element if and only if O is the only solution of x> =0in R.

Show that a subset S of a ring R gives a subring of R if and only if the following hold:

0es;
(a—b)eSforalla,beS;
ab € Sforalla,bes.

a. Show that an intersection of subrings of aring R is again a subring of R.
b. Show that an intersection of subfields of a field F is again a subfield of F.

Let R be aring, and let a be a fixed clement of R. Let I, = {x € Rjax = 0}. Show that I, is a subring of R.
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52.

53.

54.

58.
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Let R be a ring, and let a be a fixed element of R. Let R, be the subring of R that is the intersection of all
subrings of R containing @ (see Exercise 49). The ring R, is the subring of R generated by a. Show that the
abelian group (R,, +) is generated (in the sense of Section 7) by {a” |n € Z*}.

(Chinese Remainder Theorem for two congruences) Let 7 and s be positive integers such that ged(r, s) = 1.
Use the isomorphism in Example 18.15 to show that for m, n € Z, there exists an integer x such that x =m
(mod r) and x = n (mod s).

a. State and prove the generalization of Example 18.15 for a direct product with » factors.

b. Prove the Chinese Remainder Theorem: Let a;, b; € Z* fori = 1,2,---,n and let ged(d;, b;) = 1 for
i & j.Then there exists x € ZT such thatx = a; (mod b;) fori =1,2,---,n.

Consider (S, +, -), where § is a set and + and - are binary operations on S such that
(S, +) is a group,
(S*, -y is a group where S* consists of all elements of S except the additive identity element,
a(b + ¢) = (ab) + (ac) and (a + b)c = (ac) + (bc) foralla, b, c € S.

Show that (S, +, -} is a division ring. [Hint: Apply the distributive laws to (1 + 1)(a + b) to prove the commu-
tativity of addition.]

A ring R is a Boolean ring if a?> = a for all a € R, so that every clement is idempotent. Show that every
Boolean ring is commutative.

(For students having some knowledge of the laws of set theory) For a set S, let Z2(S) be the collection of all
subsets of . Let binary operations + and - on Z7°(S) be defined by

A+B=(AUB)—(ANB)={x|xcAorx e Bbutx ¢ (AN B)}
and
A-B=ANB
for A, B € Z7(S).

a. Give the tables for + and - for Z2(S), where S = {a, b}. [Hint: F°(S) has four elements.]
b. Show that for any set S, (Z7(S), +, -} is a Boolean ring (see Exercise 55).

INTEGRAL DOMAINS

While a careful treatment of polynomials is not given until Section 22, for purposes of
motivation we shall make intuitive use of them in this section.

Divisors of Zero and Cancellation

One of the most important algebraic properties of our usual number system is that a
product of two numbers can only be O if at least one of the factors is 0. We have used
this fact many times in solving equations, perhaps without realizing that we were using
it. Suppose, for example, we are asked to solve the equation

¥ —=5x+6=0.
The first thing we do is to factor the left side:

x2=5x4+6=(x—-2x-3).
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Then we conclude that the only possible values for x are 2 and 3. Why? The reason is that
if x is replaced by any number a, the product (a — 2)(a — 3) of the resulting numbers
is 0 if and only if eithera —2 =0o0ra —3 =0.

Solve the equation x? — 5x + 6 = 0 in Z1,.

The factorization x> — 5x + 6 = (x — 2)(x — 3)is still valid if we think of x as standing
for any number in Zi,. But in Z,, not only is Oa = a0 = O for all a € Zy,, but also
2)(6) = (6)(2) = 3)@) = (H(3) = 3)(®) = (B)3)
= (4)(6) = (6)(4) = (D)D) = @) = (6)(6) = (6)(8)
= (8)(6) = (6)(10) = (10)(6) = (8)(9) = (9)(8) = 0.

We find, in fact, that our equation has not only 2 and 3 as solutions, but also 6 and 11,
for (6 — 2)(6 — 3) = (4)(3) =0 and (11 —2)(11 — 3) = (9)(®) = 0in Zys. A

These ideas are of such importance that we formalize them in a definition.

If ¢ and b are two nonzero elements of a ring R such that ab =0, then a and b are
divisors of 0 (or 0 divisors). [ |

Example 19.1 shows that in Z» the elements 2, 3, 4, 6, 8, 9, and 10 are divisors
of 0. Note that these are exactly the numbers in Z, that are not relatively prime to 12,
that is, whose gcd with 12 is not 1. Our next theorem shows that this is an example of a
general situation.

In the ring Z,, the divisors of 0 are precisely those nonzero elements that are not rela-
tively prime to n.

Let m € Z,, where m = 0, and let the gcd of m and n be d # 1. Then

()-C)

and (m /d)n gives 0 as a multiple of n. Thus m(n/d) = 0 in Z,, while neither m norn/ d
is 0, so m is a divisor of 0.

On the other hand, suppose m € Z, is relatively prime to n. If for s € Z, we have
ms = 0, then n divides the product ms of m and s as elements in the ring Z. Since n is
relatively prime to m, boxed Property 1 following Example 6.9 shows that n divides s,
sos =0in Z,. *

If p is a prime, then Z, has no divisors of 0.
This corollary is immediate from Theorem 19.3. A 4

Another indication of the importance of the concept of 0 divisors is shown in the
following theorem. Let R be a ring, and let a, b, ¢ € R. The cancellation laws hold in
R if ab = ac with a # 0 implies b = ¢, and ba = ca with a # 0 implies b = c. These
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are multiplicative cancellation laws. Of course, the additive cancellation laws hold in R,
since (R, +) is a group.

The cancellation laws hold in a ring R if and only if R has no divisors of 0.

Let R be a ring in which the cancellation laws hold, and suppose ab = 0 for some
a, b € R. We must show that eithera or bis 0. If a £ 0, then ab = a0 implies thatb =0
by cancellation laws. Similarly, & % 0 implies that a = 0, so there can be no divisors of
0 if the cancellation laws hold.

Conversely, suppose that R has no divisors of 0, and suppose that ab = ac with
a # 0. Then

ab—ac=alb—-c)=0.

Since a # 0, and since R has no divisors of 0, we musthave b — ¢ =0,s0 b =c.
A similar argument shows that ba = ca with a # 0 implies b = c. *

Suppose that R is a ring with no divisors of 0. Then an equation ax = b, witha # 0,
in R can have at most one solution x in R, for if ax; = b and ax; = b, then ax; = axy,
and by Theorem 19.5 x; = x,, since R has no divisors of 0. If R has unity 1 # O and g is
a unit in R with multiplicative inverse a1, then the solution x of ax = b is a~'b.Inthe
case that R is commutative, in particular if R is a field, it is customary to denote a b
and ba~! (they are equal by commutativity) by the formal quotient b/a. This quotient
notation must not be used in the event that R is not commutative, for then we do not
know whether b/a denotes a~'b or ba~!. In particular, the multiplicative inverse a~! of
a nonzero element a of a field may be written 1/a.

Integral Domains

The integers are really our most familiar number system. In terms of the algebraic
properties we are discussing, Z is a commutative ring with unity and no divisors of 0.
Surely this is responsible for the name that the next definition gives to such a structure.

Anintegral domain D is a commutative ring with unity 1 0 and containing no divisors
of 0. -

Thus, if the coefficients of a polynomial are from an integral domain, one can solve
a polynomial equation in which the polynomial can be factored into linear factors in the
usual fashion by setting each factor equal to 0.

In our hierarchy of algebraic structures, an integral domain belongs between a
commutative ring with unity and a field, as we shall show. Theorem 19.5 shows that the
cancellation laws for multiplication hold in an integral domain.

We have seen that Z and Z, for any prime p are integral domains, but Z, is not an integral
domain if 7 is not prime. A moment of thought shows that the direct product R x § of
two nonzero rings R and S is not an integral domain. Just observe that for » € R and
s € § both nonzero, we have (r, 0)(0, s) = (0, 0). A
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Show that although Z, is an integral domain, the matrix ring M> (Z») has divisors of zero.
1 0\/0 0y (0 O
0 o/\1 0/ \0 Of A

Our next theorem shows that the structure of a field is still the most restrictive (that
is, the richest) one we have defined.

We need only observe that

Every field F is an integral domain.

Let a, b € F, and suppose that a # 0. Then if ab = 0, we have

(o (2=
o= (Jon=[(p-0-s

We have shown that ab = 0 with a # 0 implies that b = 0 in F, so there are no divisors
of 0in F. Of course, F is a commutative ring with unity, so our theorem is proved. @

But then

Figure 19.10 gives a Venn diagram view of containment for the algebraic structures
having two binary operations with which we will be chiefly concerned. In Exercise 20
we ask you to redraw this figure to include strictly skew fields as well.

Thus far the only fields we know are Q, R, and C. The corollary of the next theorem
will exhibit some fields of finite order! The proof of this theorem is a personal favorite.
It is done by counting. Counting is one of the most powerful techniques in mathematics.

Commutative

rings

19.10 Figure A collection of rings.
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Every finite integral domain is a field.

Let
0,1,(1],"',6111

be all the elements of a finite domain D. We need to show that for a € D, where a # 0,
there exists b € D such that ab = 1. Now consider

al,aay, -+, aa,.

We claim that all these elements of D are distinct, for aa; = aa; implies thata; = a;, by
the cancellation laws that hold in an integral domain. Also, since D has no 0 divisors, none

of these elements is 0. Hence by counting, we find that al, aay, - - -, aa, are elements
1,ay, - -, a, in some order, so that either al = 1, thatis, a = 1, or ag; = 1 for some i.
Thus a has a multiplicative inverse. 2

If p is a prime, then Z, is a field.

This corollary follows immediately from the fact that Z, is an integral domain and from
Theorem 19.11. *

The preceding corollary shows that when we consider the ring M, (Z,), we are
talking about a ring of matrices over a field. In the typical undergraduate linear algebra
course, only the field properties of the real or complex numbers are used in much of the
work. Such notions as matrix reduction to solve linear systems, determinants, Cramer’s
rule, eigenvalues and eigenvectors, and similarity transformations to try to diagonalize
a matrix are valid using matrices over any field; they depend only on the arithmetic
properties of a field. Considerations of linear algebra involving notions of magnitude,
such as least-squares approximate solutions or orthonormal bases, only make sense using
fields where we have an idea of magnitude. The relation

p-l=14+14---+1=0
p summands

indicates that there can be no very natural notion of magnitude in the field Z,,.

The Characteristic of a Ring

Let R be any ring. We might ask whether there is a positive integer n such thatn -a = 0
for all @ € R, where n -a means a +a + --- + a for n summands, as explained in
Section 18. For example, the integer m has this property for the ring Z,,.

If for aring R a positive integer n exists such thatn - @ = O for all a € R, then the least
such positive integer is the characteristic of the ring R. If no such positive integer
exists, then R is of characteristic 0. [ ]

We shall be using the concept of a characteristic chiefly for fields. Exercise 29 asks
us to show that the characteristic of an integral domain is either O or a prime p.

The ring Z, is of characteristic n, while Z, Q, R, and C all have characteristic 0. A
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At first glance, determination of the characteristic of a ring seems to be a tough job,
unless the ring is obviously of characteristic 0. Do we have to examine every element ¢
of the ring in accordance with Definition 19.13? Our final theorem of this section shows
that if the ring has unity, it suffices to examine only a = 1.

Let R be a ring with unity. If n- 1 #0 for all n € Z, then R has characteristic 0. If
n-1 =0 for some n € Z*, then the smallest such integer n is the characteristic of R.

Ifn-1+#£0foralln € 7T, then surely we cannot have n - a = 0 for all @ € R for some
positive integer 7, 80 by Definition 19.13, R has characteristic 0.
Suppose that 71 is a positive integer such thatn - 1 = 0. Then forany a € R, we have

n~a:a+a+~~~+a:a(1+1+-~+1)=a(n-1)=a0=0.

Our theorem follows directly. L 4

# EXERCISES 19

Computations

1. Find all solutions of the equation x3 —2x2 =3x =0inZ1.
2. Solve the equation 3x =2 in the field Z7; in the field Zo3.

3. Find all solutions of the equation x* 4 2x +2 = 0 in Ze.

4. Find all solutions of x? + 2x 44 = 0 in Ze.

In Exercises 5 through 10, find the characteristic of the given ring.

5. 27Z
8. Zy x 73

6. ZxZ 7. Zs x 3L
9. Z3 x Z4 10. Zs X ZIS

11. Let R be a commutative ring with unity of characteristic 4. Compute and simplify (a + b)* fora,b € R.

12. Let R be a commutative ring with unity of characteristic 3. Compute and simplify (a + by fora,b € R.

13. Let R be a commutative ring with unity of characteristic 3. Compute and simplify (a + b fora,b € R.

14. Show that the matrix B ﬂ is a divisor of zero in M>(Z).

Concepts

In Exercises 15 and 16, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.

15. If ab = 0, then a and b are divisors of zero.

16. I n - a = 0 for all elements a in aring R, then n is the characteristic of R.

17. Mark each of the following true or false.

a. nZ has zero divisors if n is not prime.

b. Every field is an integral domain.

¢. The characteristic of nZ is n.




18.

19.

20.
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d. As aring, Z is isomorphic to nZ for all n > 1.

e. The cancellation law holds in any ring that is isomorphic to an integral domain.

f. Every integral domain of characteristic 0 is infinite.

__ g. The direct product of two integral domains is again an integral domain.

h. A divisor of zero in a commutative ring with unity can have no multiplicative inverse.

i. nZ is a subdomain of Z.
j- Z is a subfield of Q.
Each of the six numbered regions in Fig. 19.10 corresponds to a certain type of a ring. Give an example of a

ring in each of the six cells. For example, a ring in the region numbered 3 must be commutative (it is inside
the commutative circle), have unity, but not be an integral domain.

(For students who have had a semester of linear algebra) Let F be a field. Give five different characterizations
of the elements A of M, (F) that are divisors of 0.

Redraw Fig. 19.10 to include a subset corresponding to strictly skew fields.

Proof Synopsis

21.
22.

Give a one-sentence synopsis of the proof of the “if” part of Theorem 19.5.

Give a one-sentence synopsis of the proof of Theorem 19.11.

Theory

23.

24,
25.

26.

27.
28.

29,

30.

An element a of a ring R is idempotent if a> = a. Show that a division ring contains exactly two idempotent
elements.

Show that an intersection of subdomains of an integral domain D is again a subdomain of D.

Show that a finite ring R with unity 1 # 0 and no divisors of 0 is a division ring. (It is actually a field, although
commutativity is not easy to prove. See Theorem 24.10.) {Note: In your proof, to show that a # 0 is a unit,
you must show that a “left multiplicative inverse” of a # 0 in R is also a “right multiplicative inverse.”]

Let R be a ring that contains at least two elements. Suppose for each nonzero a € R, there exists a unique
b € R such that aba = a.

a. Show that R has no divisors of 0.

b. Show that bab = b.

c. Show that R has unity.

d. Show that R is a division ring.

Show that the characteristic of a subdomain of an integral domain D is equal to the characteristic of D.

Show that if D is an integral domain, then {»n - 1 {n € Z} is a subdomain of D contained in every subdomain
of D.

Show that the characteristic of an integral domain D must be either 0 or a prime p. [Hint: If the characteristic
of D is mn, consider (m - 1)(n - 1) in D.]

This exercise shows that every ring R can be enlarged (if necessary) to a ring S with unity, having the same
characteristic as R.Let S = R x Z if R has characteristic 0, and R x Z,, if R has characteristic n. Let addition
in S be the usual addition by components, and let multiplication be defined by

(r1, m)r2, ma) = (riry + ny -2+ 12 - 11, nihg)

where 7 - r has the meaning explained in Section 18.
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a. Show that § is aring.

b. Show that § has unity.

¢. Show that § and R have the same characteristic.

d. Show thatthe map ¢ : R — S given by ¢(r) = (r, 0) for » € R maps R isomorphically onto a subring of S.

20.1 Theorem

20.2 Corollary

FERMAT’s AND EULER’S THEOREMS
Fermat’s Theorem

We know that as additive groups, Z, and Z/nZ are natorally isomorphic, with the coset
a + nZ corresponding to a for each a € Z,. Furthermore, addition of cosets in Z/nZ
may be performed by choosing any representatives, adding them in Z, and finding the
coset of nZ containing their sum. It is easy to see that Z/aZ can be made into a ring by
multiplying cosets in the same fashion, that is, by multiplying any chosen representatives.
While we will be showing this later in a more general situation, we do this special case
now. We need only show that such coset multiplication is well defined, because the
associativity of multiplication and the distributive laws will follow immediately from
those properties of the chosen representatives in Z. To this end, choose representatives
a + rn and b + sn, rather than a and b, from the cosets a + nZ and b + nZ. Then

(a +rn)b+sn) =ab+ (as +rb+rsn)n,

which is also an element of ab + nZ. Thus the multiplication is well-defined, and our
cosets form a ring isomorphic to the ring Z,.
The following is a special case of Exercise 37 in Section 18.

For any field, the nonzero elements form a group under the field multiplication.

In particular, for Z,, the elements
19213,"'9}7—1

form a group of order p — 1 under multiplication modulo p. Since the order of any
element in a group divides the order of the group, we see that for b # 0 and b € Z,, we
have b?~! = 1 in Z,. Using the fact that Z,, is isomorphic to the ring of cosets of the
form a 4 pZ described above, we see at once that for any a € Z not in the coset 0 + pZ,
we must have

a?~ ! =1 (mod p).

This gives us at once the so-called Little Theorem of Fermat.

(Little Theorem of Fermat) Ifa € Z and p is a prime not dividing a, then p divides
aP~! — 1, thatis, a?~! = 1 (mod p) for a # 0 (mod p).

Ifa € Z, then a? = g (mod p) for any prime p.
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Proof The corollary follows from Theorem 20.1 if @ # 0 (mod p). If a = 0 (mod p), then both

sides reduce to 0 modulo p.

*

# HistoricaL NOTE

he statement of Theorem 20.1 occurs in a letter

from Pierre de Fermat (1601-1665) to Bernard
Frenicle de Bessy, dated 18 October 1640. Fermat’s
version of the theorem was that for any prime p and
any geometric progressiona, a®, -+, a’, - - -, there
is a least number a” of the progression such that p
divides a” — 1. Furthermore, T divides p — 1 and
p also divides all numbers of the form a*7 — 1.
(It is curious that Fermat failed to note the condi-
tion that p not divide a; perhaps he felt that it was
obvious that the result fails in that case.)

Fermat did not in the letter or elsewhere indi-
cate a proof of the result and, in fact, never men-
tioned it again. But we can infer from other parts of

this correspondence that Fermat’s interest in this
result came from his study of perfect numbers.
(A perfect number is a positive integer m that is
the sum of all of its divisors less than m; for ex-
ample, 6 = 1 4 2 + 3 is a perfect number.) Euclid
had shown that 27~1(2" — 1) is perfect if 2" — 1 is
prime. The question then was to find methods for de-
termining whether 2" — 1 was prime. Fermat noted
that 2" — 1 was composite if n is composite, and
then derived from his theorem the result that if n
is prime, the only possible divisors of 2" — 1 are
those of the form 2kn + 1. From this result he was
able quickly to show, for example, that 23" — 1 was
divisible by 223 =2.3 .37 4 1.

8% = 888" = (1)) = 8" = (-5
= (25)3(=5) = (=1)*(=5) = 5 (mod 13).

211.213 -1 = [(210)1,121 . 23] —1= [11,121 . 23] _ 1
=2°_-1=8—1=7(mod 11).

Let us compute the remainder of 8! when divided by 13. Using Fermat’s theorem, we

Thus the remainder of 211213 — 1 when divided by 11 is 7, not 0. (The number 11,213
is prime, and it has been shown that 211?13 — 1 is a prime number. Primes of the form
2P — 1 where p is prime are known as Mersenne primes.) A

20.3 Example
have
20.4 Example Show that 2!12* — 1 is not divisible by 11.
Solution By Fermat’s theorem, 2!° = 1 (mod 11), so
20.5 Example Show that for every integer n, the number n3* — 7 is divisible by 15.
Solution

This seems like an incredible result. It means that 15 divides 233 — 2,333 — 3,43 — 4,
etc.

Now 15 = 3 - 5, and we shall use Fermat’s theorem to show that n>* — 7 is divisible
by both 3 and 5 for every n. Note that n*3 —n = n(n* — 1).
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If 3 divides n, then surely 3 divides n(n>? — 1). If 3 does not divide n, then by
Fermat’s theorem, n? = 1 (mod 3) so

n? —1=@mH® —1=1%-1=0(mod3),

and hence 3 divides n%2 — 1.
If n = 0 (mod 5), then n*3 — n = 0 (mod 5). If n = 0 (mod 5), then by Fermat’s
theorem, n* = 1 (mod 5), so

o 1=m"H-1=1*-1=0(@mod5).

Thus 73* — n = 0 (mod 5) for every 7 also. A

Euler’s Generalization

Euler gave a generalization of Fermat’s theorem. His generalization will follow at once
from our next theorem, which is proved by counting, using essentially the same argument
as in Theorem 19.11.

The set G, of nonzero elements of Z, that are not O divisors forms a group under
multiplication modulo n.

First we must show that G, is closed under multiplication modulo n. Let a, b € G,. If
ab ¢ G,, then there would exist ¢ # 0in Z, such that (ab)c = 0. Now (ab)c = Oimplies
that a(bc) = 0. Since b € G, and ¢ # 0, we have bc # 0 by definition of G,. But then
a(bc) = Owould imply thata ¢ G, contrary to assumption. Note that we have shown that
for any ring the set of elements that are not divisors of 0 is closed under multiplication.
No structure of Z, other than ring structure has been involved so far.

We now show that G, is a group. Of course, multiplication modulo # is associative,
and 1 € G,. It remains to show that for a € G, there is b € G, such that ab=1.Let

]-9 aiy, -, 4r
be the elements of G,. The elements
al,aay,---,aa,

are all different, for if aa; = aa;, then a(a; — a;) = 0, and since a € G, and thus is not
a divisor of 0, we must have a; —a; = 0ora; = a;. Therefore by counting, we find that
either al = 1, or some ag; must be 1, so a has a multiplicative inverse. L 2

Note that the only property of Z, used in this last theorem, other than the fact that
it was a ring with unity, was that it was finite. In both Theorem 19.11 and Theorem 20.6
we have (in essentially the same construction) employed a counting argument. Counting
arguments are often simple, but they are among the most powerful tools of mathematics.

Let n be a positive integer. Let ¢(n) be defined as the number of positive integers
less than or equal to 7 and relatively prime to . Note that (1) = 1.

Let n = 12. The positive integers less than or equal to 12 and relatively prime to 12 are
1,5,7, and 11, so ¢(12) = 4. A
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By Theorem 19.3, ¢(n) is the number of nonzero elements of Z, that are not
divisors of 0. This function ¢ : Z* — Z* is the Euler phi-function. We can now de-
scribe Euler’s generalization of Fermat’s theorem.

(Euler’s Theorem) If a is an integer relatively prime to n, then a®™ — 1 is divisible
by n, thatis, a?™ = 1 (mod n).

If a is relatively prime to n, then the coset a + nZ of nZ containing a contains an integer
b < n and relatively prime to n. Using the fact that multiplication of these cosets by
multiplication modulo n of representatives is well-defined, we have

a®® = b*™ (mod n).

But by Theorems 19.3 and 20.6, b can be viewed as an element of the multiplicative
group G, of order ¢(n) consisting of the ¢(n) elements of Z,, relatively prime to #. Thus

p*™ = 1 (mod n),
and our theorem follows. L 2

Let n = 12. We saw in Example 20.7 that ¢(12) = 4. Thus if we take any integer a
relatively prime to 12, then a* =1 (mod 12). For example, with a = 7, we have 74 =
(49)? = 2,401 = 12(200) + 1, s0 7* = 1 (mod 12). Of course, the easy way to compute
7* (mod 12), without using Euler’s theorem, is to compute it in Z,. In Z;», we have
7=-550

7=(=5¢=(?=1 ad 7 =1’=1 A

Application to ax = b (mod m)

Using Theorem 20.6, we can find all solutions of a linear congruence ax = b (mod m).
We prefer to work with an equation in Z,, and interpret the results for congruences.
Let m be a positive integer and let a € Z,, be relatively prime to m. For each b € Z,,

the equation ax = b has a unique solution in Z,,.

By Theorem 20.6, a is a unit in Z,, and s = a~'b is certainly a solution of the equation.
Multiplying both sides of ax = b on the left by a~!, we see this is the only solution.
¢

Interpreting this theorem for congruences, we obtain at once the following corollary.

If a and m are relatively prime intergers, then for any integer b, the congruence ax =
b (mod m) has as solutions all integers in precisely one residue class modulo m.

Theorem 20.10 serves as a lemma for the general case.
Let m be a positive integer and let a, b € Z,,. Let d be the gcd of g and m. The equation

ax = b has a solution in Z,, if and only if d divides b. When d divides b, the equation
has exactly d solutions in Z,,.
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First we show there is no solution of ax = b in Z,, unless d divides b. Suppose s € Zy, is
a solution. Then as — b = gm in Z, so b = as — gm. Since d divides both a and m, we
see that d divides the right-hand side of the equation b = as — gm, and hence divides
b. Thus a solution s can exist only if 4 divides b.

Suppose now that d does divide b. Let

a = (lld, b= bld, and m = mld.

Then the equation as — b = gm in Z can be rewritten as d(ais — b1) = dgm;. We see
thatas — b isamultiple of m if and only if @y s — b; is amultiple of ;. Thus the solutions
s of ax = b in Z,, are precisely the elements that, read modulo #,, yield solutions of
aix = by in Z,,,. Now let s € Z,,, be the unique solution of a;x = by in Zm, given by
Theorem 20.10. The numbers in Z,, that reduce to s modulo 7 are precisely those that
can be computed in Z,, as

s,5s+my,s+2my,s+3my, -, 5 +(d— Dmy.

Thus there are exactly d solutions of the equation in Z,,. *

Theorem 20.12 gives us at once this classical result on the solutions of a linear
congruence.

Let d be the gcd of positive integers a and m. The congruence ax = b (mod m) has a
solution if and only if 4 divides b. When this is the case, the solutions are the integers in
exactly d distinct residue classes modulo m.

Actually, our proof of Theorem 20.12 shows a bit more about the solutions of ax = b
(mod m) than we stated in this corollary; namely, it shows that if any solution s is found,
then the solutions are precisely all elements of the residue classes (s + kmy) + (mZ)
where m, = m/d and k runs through the integers from 0 to d — 1. It also tells us that we
can find such an s by finding @) = a/d and b; = b/d, and solving a;x = by (mod my).
To solve this congruence, we may consider a; and b to be replaced by their remainders
modulo m and solve the equation a1x = b1 in Z,,,.

Find all solutions of the congruence 12x = 27 (inod 18).

The ged of 12 and 18 is 6, and 6 is not a divisor of 27. Thus by the preceding corollary,
there are no solutions. A

Find all solutions of the congruence 15x = 27 (mod 18).

The ged of 15 and 18 is 3, and 3 does divide 27. Proceeding as explained before Ex-
ample 20.14, we divide everything by 3 and consider the congruence 5x = 9 (mod 6),
which amounts to solving the equation 5x = 3 in Zs. Now the units in Zg are 1 and
5, and 5 is clearly its own inverse in this group of units. Thus the solution in Zg is
x = (5"H(3) = (5)(3) = 3. Consequently, the solutions of 15x = 27 (mod 18) are the
integers in the three residue classes.

34187 ={-.,—33,-15,3,21,39, .-},
94 18Z = {---,—27,-9,9,27,45, .. }.
15+ 18Z = {---, —21, =3,15,33,51, -},
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illustrating Corollary 20.13. Note the d = 3 solutions 3,9, and 15 in Z3. All the solutions
in the three displayed residue classes modulo 18 can be collected in the one residue class
3 + 6Z modulo 6, for they came from the solution x = 3 of 5x = 3 in Zs. A

# EXERCISES 20

Computations

We will see later that the multiplicative group of nonzero elements of a finite field is cyclic. Illustrate this by finding
a generator for this group for the given finite field.

AN S s

~1

Z 2. Zn 3. Zy
Using Fermat’s theorem, find the remainder of 3*/ when it is divided by 23.

Use Fermat’s theorem to find the remainder of 37%° when it is divided by 7.

Compute the remainder of 227 4 1 when divided by 19. [Hint: You will need to compute the remainder of
217 modulo 18.]

. Make a table of values of ¢(n) for n < 30.

. Compute ¢(p?) where p is a prime.

9. Compute ¢(pg) where both p and ¢ are primes.

10.

Use Euler’s generalization of Fermat’s theorem to find the remainder of 7!% when divided by 24.

In Exercises 11 through 18, describe all solutions of the given congruence, as we did in Examples 20.14 and 20.15.

11. 2x = 6 (mod 4) 12. 22x = 5 (mod 15)

13. 36x = 15 (mod 24) 14, 45x = 15 (mod 24)

15. 39x = 125 (mod 9) 16. 41x = 125 (mod 9)

17. 155x = 75 (mod 65) 18. 39x = 52 (mod 130)

19. Let p be a prime >3. Use Exercise 28 below to find the remainder of (p — 2)! modulo p.
20. Using Exercise 28 below, find the remainder of 34! modulo 37.

21. Using Exercise 28 below, find the remainder of 49! modulo 53.

22. Using Exercise 28 below, find the remainder of 24! modulo 29.

Concepts

23. Mark each of the following true or false.

a. a?~! =1 (mod p) for all integers a and primes p.

b. a?~! =1 (mod p) for all integers a such that ¢ 2 0 (mod p) for a prime p.
e opmy<nforallneZ".

o) <n—lforalln € Z%.

The units in Z, are the positive integers less than » and relatively prime to #.

The product of two nonunits in Z, may be a unit.

d.
e
f. The product of two units in Z, is always a unit.
g
h.

The product of a unit and a nonunit in Z, is never a unit.
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i. Every congruence ax = b (mod p), where p is a prime, has a solution.

jo Let d be the ged of positive integers a and m. If d divides b, then the congruence ax = b (mod m)
has exactly d incongruent solutions.

24. Give the group multiplication table for the multiplicative group of units in Z,. To which group of order 4 is it
isomorphic?

Proof Synopsis
25. Give a one-sentence synopsis of the proof of Theorem 20.1.
26. Give a one-sentence synopsis of the proof of Theorem 20.8.

Theory

27. Show that 1 and p — 1 are the only elements of the field Z,, that are their own multiplicative inverse. [Hint:
Consider the equation x2 — 1 = 0.]

28. Using Exercise 27, deduce the half of Wilson’s theorem that states that if p is a prime, then (p — )! = -1
(mod p). [The other half states that if » is an integer >1 such that (n — 1)! = —1 (mod n), then n is a prime.
Just think what the remainder of (n — 1)! would be modulo  if n is not a prime.]

29, Use Fermat’s theorem to show that for any positive integer #, the integer n37 — n is divisible by 383838. [Hint:
383838 = B7)(INU3NTN(3)(2).]

30. Referring to Exercise 29, find a number larger than 383838 that divides n7 — n for all positive integers n.

Tue FreLD oF QUOTIENTS OF AN INTEGRAL DOMAIN

If an integral domain is such that every nonzero element has a multiplicative inverse,
then it is a field. However, many integral domains, such as the integers Z, do not form a
field. This dilemma is not too serious. It is the purpose of this section to show that every
integral domain can be regarded as being contained in a certain field, a field of quotients
of the integral domain. This field will be a minimal field containing the integral domain
in a sense that we shall describe. For example, the integers are contained in the field
Q, whose elements can all be expressed as quotients of integers. Our construction of a
field of quotients of an integral domain is exactly the same as the construction of the
rational numbers from the integers, which often appears in a course in foundations or
advanced calculus. To follow this construction through is such a good exercise in the use
of definitions and the concept of isomorphism that we discuss it in some detail, although
to write out, or to read, every last detail would be tedious. We can be motivated at every
step by the way Q can be formed from Z.

The Construction

Let D be an integral domain that we desire to enlarge to a field of quotients F. A coarse
outline of the steps we take is as follows:

1. Define what the elements of F are to be.
2. Define the binary operations of addition and multiplication on F.
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3. Check all the field axioms to show that F is a field under these operations.
4. Show that F can be viewed as containing D as an integral subdomain.

Steps 1, 2, and 4 are very interesting, and Step 3 is largely a mechanical chore. We
proceed with the construction.

Step1 Let D be a given integral domain, and form the Cartesian product
D x D ={(a,b)|a,b e D}

We are going to think of an ordered pair (a, b) as representing a formal quotient a /b,
that is, if D = Z, the pair (2, 3) will eventually represent the number % for us. The pair
(2, 0) represents no element of @ and suggests that we cut the set D x D down a bit.
Let S be the subset of D x D given by

S={a,b)|a,beD,b+0}.

Now S is still not going to be our field as is indicated by the fact that, with D = Z,
different pairs of integers such as (2, 3) and (4, 6) can represent the same rational
number. We next define when two elements of S will eventually represent the same
element of F, or, as we shall say, when two elements of S are equivalent.

Two elements (a, b) and (c, d) in S are equivalent, denoted by (a, ) ~ (c, d), if and
only if ad = bc. =

Observe that this definition is reasonable, since the criterion for (a, b) ~ (c, d) is an
equation ad = bc involving elements in D and concerning the known multiplication in
D. Note also that for D = Z, the criterion gives us our usual definition of equality of %
with 7, for example, % = % since (2)(6) = (3)(4). The rational number that we usually
denote by % can be thought of as the collection of all quotients of integers that reduce
to, or are equivalent to, %

The relation ~ between elements of the set S as just described is an equivalence relation.

Proof We must check the three properties of an equivalence relation.

Reflexive (a, b) ~ (a, b) since ab = ba, for multiplication in D is commutative.

Symmetric If (a, b) ~ (c, d), then ad = bc. Since multiplication in D is commu-
tative, we deduce that cb = da, and consequently (¢, d) ~ (a, b).

Transitive If (a, b) ~ (¢, d) and (c, d) ~ (r, 5), then ad = bc and cs = dr. Using
these relations and the fact that multiplication in D is commutative, we have

asd = sad = sbc = bcs = bdr = brd.

Now d = 0, and D is an integral domain, so cancellation is valid; this is a crucial step
in the argument. Hence from asd = brd we obtain as = br, so that (a, b) ~ (7, 5).

*
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We now know, in view of Theorem 0.22, that ~ gives a partition of S into equivalence
classes. To avoid long bars over extended expressions, we shall let [(a, b)], rather than
(a, b), be the equivalence class of (a, ) in S under the relation ~. We now finish Step 1
by defining F to be the set of all equivalence classes [(a, b)] for (a, b) € §.

Step 2 The next lemma serves to define addition and multiplication in F'.
Observe that if D = Z and [(a, b)] is viewed as (a/b) € Q, these definitions applied to
Q give the usual operations.

For [(a, b)] and [(c, d)] in F, the equations
[(a, D)] + [(c, d)] = [(ad + bc, bd)]
and
[(a, D)]l(c, d)] = [(ac, bd)]

give well-defined operations of addition and multiplication on F'.
QObserve first that if [(a, b)] and [(c, d)] are in F, then (a, b) and (¢, d) arein S,s0 b # 0
and d # 0. Because D is an integral domain, bd # 0, so both (ad + bc, bd) and (ac, bd)
are in . (Note the crucial use here of the fact that D has no divisors of 0.) This shows
that the right-hand sides of the defining equations are at least in F.

It remains for us to show that these operations of addition and multiplication are
well defined. That is, they were defined by means of representatives in § of elements of
F, so we must show that if different representatives in § are chosen, the same element

of F will result. To this end, suppose that (ai, b1) € [(a, b)] and (c1, d1) € [(c, d)]. We
must show that

(a1dy + bicy, bidy) € [(ad + be, bd)]
and
(arcy, brdy) € [(ac, bd)].
Now (a1, b1) € [(a, b)] means that (a1, by) ~ (a, b); that is,
arb = bha.
Similarly, (¢1, dy) € [(c, d)] implies that
cid = djc.

To get a “common denominator” (common second member) for the four pairs (a, b),
(a1, by), (¢, d), and (¢1, dy), we multiply the first equation by d;d and the second equation
by b1b. Adding the resulting equations, we obtain the following equation in D:

(llbdld + Cldblb = bladld + dlcblb.
Using various axioms for an integral domain, we see that

(a1dy + bic1)bd = bidi(ad + bo),
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SO
(a1dy + bicy, bidy) ~ (ad + be, bd),

giving (a1dy + bic1, bidy) € [(ad + be, bd)]. This takes care of addition in F. For mul-
tiplication in F, on multiplying the equations a;h = bja and ¢,d = d;c, we obtain

ar1bcid = biad,c,
s0, using axioms of D, we get
ajc1bd = bidiac,
which implies that
(ajc1, brdy) ~ (ac, bd).
Thus (ajc1, b1dy) € [(ac, bd)], which completes the proof. 2

It is important to understand the meaning of the last lemma and the necessity for
proving it. This completes our Step 2.

Step 3 Step 3 is routine, but it is good for us to work through a few of these
details. The reason for this is that we cannot work through them unless we understand
what we have done. Thus working through them will contribute to our understanding of
this construction. We list the things that must be proved and prove a couple of them.
The rest are left to the exercises.

1. Addition in F is commutative.

Proof Now [(a, b)] + [(c, d)] is by definition [(ad + bc, bd)]. Also [(c, d)] + [(a, b)] is by
definition [(ch + da, db)]. We need to show that (ad + bc, bd) ~ (cb + da, db). This
is true, since ad + bc = ¢b + da and bd = db, by the axioms of D.

2. Addition is associative.

[(0, 1)] is an identity element for addition in F.

[(—a, b)] is an additive inverse for [(a, )] in F.

Multiplication in F is associative.

Multiplication in F is commutative.

The distributive laws hold in F.

[(1, 1)] is a multiplicative identity element in F.

If [(a, b)] € F is not the additive identity element, then ¢ # 0 in D and
[(b, a)] is a multiplicative inverse for [(a, b)].

$ ® N A, kW

Proof Let[(a,b)] € F.Ifa =0, then
al = b0

Il
L

SO

(a,b) ~ (0, 1),
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that is, [(a, b)] = [(0, D)]. But [(0, 1)] is the additive identity by Part 3. Thus if [(a, b)]
is not the additive identity in F, we have a # 0, so it makes sense to talk about [(b, a)l
in F. Now [(a, b)][(b, )] = [(ab, ba)]. But in D we have ab = ba, so (ab)1l = (ba)1,
and

(ab, ba) ~ (1, 1).

Thus
[(a, Db, )] = [, DI,
and [(1, 1)] is the multiplicative identity by Part 8. *
This completes Step 3.

Step 4 It remains for us to show that F can be regarded as containing D. To do
this, we show that there is an isomorphism i of D with a subdomain of F. Then if we
rename the image of D under i using the names of the elements of D, we will be done.
The next lemma gives us this isomorphism. We use the letter ¢ for this isomorphism to
suggest injection (see the footnote on page 4); we will inject D into F.

The map i : D — F given by i(a) = [(a, 1] is an isomorphism of D with a subring
of F.

For a and b in D, we have
ila+b)=1[a+b D]
Also,
i(a) +i(b) = [(a, D] + [(b. D] = [(al + 1b, D] = [(a + b, D].

s0 i(a + b) = i(a) + i(b). Furthermore,

i(ab) = [(ab. 1)},
while

i(a)i(b) = [(a, DI(b, D] = [(ab, D],
so i(ab) = i(a)i(b).
It remains for us to show only that i is one to one. If i(a) = i(b), then

[(a. D] = [, D],

so (a, 1) ~ (b, 1) giving al = 1b; that is,
a=>b.

Thus i is an isomorphism of D with i[D], and, of course, i[D] is then a subdomain
of F. 4

Since [(a. b)] = [(a, DI[(1, b)] = [(a, D1/[(b, D] = i(a)/i(b) clearly holds in F,
we have now proved the following theorem.

Any integral domain D can be enlarged to (or embedded in) a field F such that every
clement of F can be expressed as a quotient of two elements of D. (Such a field F is a
field of quotients of D.)
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Uniqueness

We said in the beginning that F could be regarded in some sense as a minimal field
containing D. This is intuitively evident, since every field containing D must contain
all elements a /b for every a, b € D with b # 0. The next theorem will show that every
field containing D contains a subfield which is a field of quotients of D, and that any
two fields of quotients of D are isomorphic.

Let F be a field of quotients of D and let L be any field containing D. Then there exists a
map ¥ : F — L that gives an isomorphism of F with a subfield of L such thatr(a) = a
fora € D.

The subring and mapping diagram in Fig. 21.7 may help you to visualize the situation
for this theorem.

An element of F is of the form a /r b where /¢ denotes the quotient of a € D by
b € D regarded as elements of F. We of course want to map a /r b onto a /; b where
/. denotes the quotient of elements in L. The main job will be to show that such a map
is well defined.

We must define ¥ : F — L, and we start by defining

Ya) =a for aeD.

Every x € F is a quotient a /r b of some two elements a and b, b # 0, of D. Let us
attempt to define i by
Yla frb)y=v(a) /L ¥(©).
We must first show that this map ¥ is sensible and well-defined. Since v is the identity
on D, for b # 0 we have ¥ (b) £ 0, so our definition of ¥ (a /r b) as ¥(a) /z ¥ (b) makes
sense. If a /r b =c /r d in F, then ad = bc in D, so Y (ad) = ¥(bc). But since ¥ is
the identity on D,
Yviad) =y @y  and  Y(be) =¥ (b)Y(c).
Thus
V@ L vO) =y L ¥

in L, so i is well-defined.
The equations

Yxy) = Yy x)v(y)

L
F-——-—= id ———— > YIF]
\\aoﬁnd)/
D

21.7 Figure
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and

Yx +y)=v@)+¥()

follow easily from the definition of 4 on F and from the fact that 4 is the identity on D.
If ¥(a /r b) = ¥(c /r d), we have

V@ Ly =) L ¥

SO

Y@y (d) = )y (o).

Since y is the identity on D, we then deduce that ad = bc,soa /r b =c¢ /r d. Thus ¢
is one to one.
By definition, (@) = a fora € D. *

21.8 Corollary  Every field L containing an integral domain D contains a field of quotients of D.

Proof In the proof of Theorem 21.6 every element of the subfield y[F] of L is aquotient in L
of elements of D. ¢

21.9 Corollary Any two fields of quotients of an integral domain D are isomorphic.

Proof Suppose in Theorem 21.6 that L is a field of quotients of D, so that every element x of L
can be expressed in the form a /; b for a, b € D. Then L is the field Y[ F] of the proof
of Theorem 21.6 and is thus isomorphic to F'. L 4

E EXERCISES 21

Computations
1. Describe the field F of quotients of the integral subdomain
D={n+mi|nmelZ}

of C. “Describe” means give the elements of C that make up the field of quotients of D in C. (The elements of
D are the Gaussian integers.)

2. Describe (in the sense of Exercise 1) the field F of quotients of the integral subdomain D = {n + mv2|n, meZ}
of R.

Concepts

3. Correct the definition of the italicized term without reference to the text, if correction is needed, so that it is in
a form acceptable for publication.

A field of quotients of an integral domain D is a field F in which D can be embedded so that every nonzero
element of D is a unitin F.




Section 21  Exercises 197

. Mark each of the following true or false.

a. Qs a field of quotients of Z.
b. Ris a field of quotients of Z.
c. Ris a field of quotients of R.

— d. Cis afield of quotients of R.
e
f.

If D is a field, then any field of quotients of D is isomorphic to D.

The fact that D has no divisors of 0 was used strongly several times in the construction of a field
F of quotients of the integral domain D.

. Every element of an integral domain D is a unit in a field F of quotients of D.
__ h. Every nonzero element of an integral domain D is a unit in a field F of quotients of D.

i. A field of quotients F’ of a subdomain D’ of an integral domain D can be regarded as a subfield
of some field of quotients of D.

j- Every field of quotients of Z is isomorphic to Q.

]

. Show by an example that a field F’ of quotients of a proper subdomain D’ of an integral domain D may also

be a field of quotients for D.

Theory

13.

14.
15.

16.

17.

. Prove Part 2 of Step 3. You may assume any preceding part of Step 3.
. Prove Part 3 of Step 3. You may assume any preceding part of Step 3.
. Prove Part 4 of Step 3. You may assume any preceding part of Step 3.
. Prove Part 5 of Step 3. You may assume any preceding part of Step 3.
. Prove Part 6 of Step 3. You may assume any preceding part of Step 3.
. Prove Part 7 of Step 3. You may assume any preceding part of Step 3.

. Let R be a nonzero commutative ring, and let T be a nonempty subset of R closed under multiplication and

containing neither 0 nor divisors of 0. Starting with R x T and otherwise exactly following the construction in
this section, we can show that the ring R can be enlarged to a partial ring of quotients Q(R, T). Think about
this for 15 minutes or so; look back over the construction and see why things still work. In particular, show the
following:

a. (R, T) has unity even if R does not.
b. In Q(R, T), every nonzero element of 7 is a unit.

Prove from Exercise 12 that every nonzero commutative ring containing an element a that is not a divisor of 0
can be enlarged to a commutative ring with unity. Compare with Exercise 30 of Section 19.

With reference to Exercise 12, how many elements are there in the ring Q(Za, {1, 3})?

With reference to Exercise 12, describe the ring Q(Z, {2" | n € Z*}), by describing a subring of R to which it
is isomorphic.

With reference to Exercise 12, describe the ring Q(3Z, {6" | n € ZT}) by describing a subring of R to which it
is isomorphic.

With reference to Exercise 12, suppose we drop the condition that 7 have no divisors of zero and just require
that nonempty 7 not containing 0 be closed under multiplication. The attempt to enlarge R to a commutative
ring with unity in which every nonzero element of T is a unit must fail if 7 contains an element a that is a
divisor of 0, for a divisor of 0 cannot also be a unit. Try to discover where a construction parallel to that in the
text but starting with R x T first runs into trouble. In particular, for R = Zg and T = {1, 2, 4}, illustrate the
first difficulty encountered. [Hint: It is in Step 1.]
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RINGS OF POLYNOMIALS
Polynomials in an Indeterminate

We all have a pretty workable idea of what constitutes a polynomial in x with coefficients
in a ring R. We can guess how to add and multiply such polynomials and know what is
meant by the degree of a polynomial. We expect that the set R[x] of all polynomials with
coefficients in the ring R is itself a ring with the usual operations of polynomial addition
and multiplication, and that R is a subring of R{x]. However, we will be working with
polynomials from a slightly different viewpoint than the approach in high school algebra
or calculus, and there are a few things that we want to say.

In the first place, we will call x an indeterminate rather than a variable. Suppose, for
example that our ring of coefficients is Z. One of the polynomials in the ring Z[x] is 1x,
which we shall write simply as x. Now x is not 1 or 2 or any of the other elements of Z[x].
Thus from now on we will never write such things as “x = 1”7 or “x = 2,” as we have
done in other courses. We call x an indeterminate rather than a variable to emphasize this
change. Also, we will never write an expression such as “x~ — 4 = 0, simply because
x2 — 4 is not the zero polynomial in our ring Z[x]. We are accustomed to speaking of
“solving a polynomial equation,” and will be spending a lot of time in the remainder of
our text discussing this, but we will always refer to it as “finding a zero of a polynomial.”
In summary, we try to be careful in our discussion of algebraic structures not to say in

one context that things are equal and in another context that they are not equal.

HisTORICAL NOTE

he use of x and other letters near the end of

the alphabet to represent an “indeterminate”
is due to René Descartes (1596-1650). Earlier,
Francois Viete (1540-1603) had used vowels for in-
determinates and consonants for known quantities.
Descartes is also responsible for the first publication
of the factor theorem (Corollary 23.3) in his work
The Geometry, which appeared as an appendix to
his Discourse on Method (1637). This work also
contained the first publication of the basic concepts
of analytic geometry; Descartes showed how geo-
metric curves can be described algebraically.

Descartes was born to a wealthy family in
La Haye, France; since he was always of delicate
health, he formed the habit of spending his mornings
in bed. It was at these times that he accomplished
his most productive work. The Discourse on Method
was Descartes’ attempt to show the proper proce-
dures for “searching for truth in the sciences.” The
first step in this process was to reject as absolutely

false everything of which he had the least doubt; but,
since it was necessary that he who was thinking was
“something,” he conceived his first principle of phi-
losophy: “I think, therefore I am.” The most enlight-
ening parts of the Discourse on Method, however,
are the three appendices: The Optics, The Geometry,
and The Meteorology. It was here that Descartes
provided examples of how he actually applied his
method. Among the important ideas Descartes dis-
covered and published in these works were the sine
law of refraction of light, the basics of the theory
of equations, and a geometric explanation of the
rainbow.

In 1649, Descartes was invited by Queen
Christina of Sweden to come to Stockholm to tutor
her. Unfortunately, the Queen required him, cont-
rary to his long-established habits, to rise at an carly
hour. He soon contracted a lung disease and died in
1650.
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If a person knows nothing about polynomials, it is not an easy task to describe
precisely the nature of a polynomial in x with coefficients in a ring R. If we just define
such a polynomial to be a finite formal sum

n
ax' =ay+ajx + -+ apx”,
i=0
where a; € R, we get ourselves into a bit of trouble. For surely 0 + a;x and 0 4+ ayx +
0x? are different as formal sums, but we want to regard them as the same polynomial. A
practical solution to this problem is to define a polynomial as an infinite formal sum

e8]
Zaixi =at+ax+ - +ax" 4+,
i=0
where ¢; = 0 for all but a finite number of values of i. Now there is no problem of having
more than one formal sum represent what we wish to consider a single polynomial.

Let R be aring. A polynomial f(x) with coefficients in R is an infinite formal sum

[o.¢]
Za,-xi =a+ax+---+ax"+---,
i=0
where a; € R and g; = 0 for all but a finite number of values of i. The a; are coefficients
of f(x). If for some i > 0itis true that a; # 0, the largest such value of i is the degree
of f(x).If all a; = 0, then the degree of f(x)is undefined.’ ]

To simplify working with polynomials, let us agree thatif f(x) =ap +a;x +--- +
apx™ 4 --- has a; = 0 for i > n, then we may denote f(x) by ap + a1x + - + a,x".
Also, if R has unity 1 # 0, we will write a term 1x* in such a sum as x*. For example,
in Zix], we will write the polynomial 2 + 1x as 2 4 x. Finally, we shall agree that we
may omit altogether from the formal sum any term Ox’, or ag if ag = O butnotall @; = 0.
Thus 0, 2, x, and 2 + x2 are polynomials with coefficients in Z. An element of R is a
constant polynomial.

Addition and multiplication of polynomials with coefficients in a ring R are defined
in a way familiar to us. If

fy=a+ax+-+ax"+---
and

gy =bo+bix+ - Fbx" .-,
then for polynomial addition, we have

f(x)+g(x) =co+cx 4 +cx" + - where ¢, = a, + by,

T The degree of the zero polynomial is sometimes defined to be —1, which is the first integer less than 0, or
defined to be —oo so that the degree of f(x)g(x) will be the sum of the degrees of f(x) and g(x) if one of
them is zero.
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and for polynomial multiplication, we have

FOG) = do+dix + -+ dyx" 4o wheredy = ) " aibu-i
Observe that both ¢; and d; are 0 for all but a finite number of values of i, so these
definitions make sense. Note that Y+ a;b,—; need not equal > obian—; if R is not
commutative. With these definitions of addmon and multiplication, we have the following

theorem.

The set R[x] of all polynomials in an indeterminate x with coefficients in a ring R is a
ring under polynomial addition and multiplication. If R is commutative, then so is R{x],
and if R has unity 1 # 0, then 1 is also unity for R[x].

That (R[x], +) is an abelian group is apparent. The associative law for multiplication
and the distributive laws are straightforward, but slightly cumbersome, computations.
We illustrate by proving the associative law.

Applying ring axioms to a;, b;, ¢ € R, we obtain

KZ)(Z)KZ) {Z(ZH(Z)
< Z a,-bjck>x5
[

i+j+k=s

S L)

j=

o) S (B
(Ze (o) 5]

Whew!! In this computation, the fourth expression, having just two summation signs,
should be viewed as the value of the triple product f(x)g(x)h(x) of these polynomials
under this associative multiplication. (In a similar fashion, we view f(g(h(x))) as the
value of the associative composition (f o g o h)(x) of three functions f, g, and h.)

The distributive laws are similarly proved. (See Exercise 26.)

The comments prior to the statement of the theorem show that R[x]isa commutative
ring if R is commutative, and a unity 1 # 0 in R is also unity for R[x], in view of the
definition of multiplication in R[x]. L 4

!
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=
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=

Thus Z[x] s the ring of polynomials in the indeterminate x with integral coefficients,
Q[x] the ring of polynomials in x with rational coefficients, and so on.
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In Z,[x], we have
AP =G+ DE+D=x+A+Dx+1=x*+1.
Still working in Z,[x], we obtain
x+D+Ex+DH=0+1x+1+1)=0x+0=0. A

If Ris aring and x and y are two indeterminates, then we can form the ring (R[x][y],
that is, the ring of polynomials in y with coefficients that are polynomials in x. Every
polynomial in y with coefficients that are polynomials in x can be rewritten in a natu-
ral way as a polynomial in x with coefficients that are polynomials in y as illustrated
by Exercise 20. This indicates that (R[x])[y] is naturally isomorphic to (R[y]{x], al-
though a careful proof is tedious. We shall identify these rings by means of this natural
isomorphism, and shall consider this ring R[x, y] the ring of polynomials in two inde-
terminates x and y with coefficients in R. The ring R[xy, - - -, x,] of polynomials in
the » indeterminates x; with coefficients in R is similarly defined.

We leave as Exercise 24 the proof that if D is an integral domain then so is D[x]. In
particular, if F is a field, then F[x]is an integral domain. Note that F[x] is not a field, for
x is not a unit in F[x]. That is, there is no polynomial f(x) € F[x]suchthat xf(x) = 1.
By Theorem 21.5, one can construct the field of quotients F'(x) of F[x]. Any element
in F(x) can be represented as a quotient f(x)/g(x) of two polynomials in F[x] with
g(x) # 0. We similarly define F(xy, - - -, x,) to be the field of quotients of F[x1, - - -, X,].
This field F(x,, - - -, x,) is the field of rational functions in » indeterminates over F.
These fields play a very important role in algebraic geometry.

The Evaluation Homomorphisms

We are now ready to proceed to show how homomorphisms can be used to study what we
have always referred to as “solving a polynomial equation.” Let E and F be fields, with F
asubfield of E, thatis, F < E. The next theorem asserts the existence of very important
homomorphisms of F[x] into E. These homomorphisms will be the fundamental tools
for much of the rest of our work.

(The Evaluation Homomorphisms for Field Theory) Let F be a subficld of a field
E, let a be any element of E, and let x be an indeterminate. The map ¢, : F[x] - E
defined by

Polao +arx 4+ +apx") =ap + ara + - +ad”
for (ag + a1x + -+ - + a,x™) € F[x]is a homomorphism of F[x]into E. Also, ¢(x) =

o, and ¢, maps F isomorphically by the identity map; that is, ¢,(a) = a fora € F. The
homomorphism ¢, is evaluation at o.

The subfield and mapping diagram in Fig. 22.5 may help us to visualize this situation.
The dashed lines indicate an element of the set. The theorem is really an immediate
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P
Flx] > OolF] [\x]]
Sy T Xe))
Identity map
~ > F\\

g Sa=9¢,a)

22.5 Figure

consequence of our definitions of addition and multiplication in F[x]. The map ¢, is
well defined, that is, independent of our representation of f(x) € F[x] as a finite sum

ag +aix + -+ + apx”,
since such a finite sum representing f(x) can be changed only by insertion or deletion
of terms Ox!, which does not affect the value of ¢, (f(x)).
I f(x)=ay+ax+ - +ax", gx)=byo+bix+---+b,x", and h(x)=
fe) +gx) =co+c1x+ -+ cx”, then
b (f(X) + g(X)) = o(h(x)) = co +cro + -+ - +crat’,
while
ba(f(X)) + Pal(g()) = (@0 + @re + -+ + @n0") + (bo + b1t + - - - + bp™).
Since by definition of polynomial addition we have ¢; = a; + b;, we see that
Ga(f(x) + 8(x)) = ¢o(f (X)) + Pa(g(x)).
Turning to multiplication, we see that if
fx)gx) =do+dix + - +dex’,
then
Po(f(X)g(X)) = do + drex + - -+ + dst’,
while

[ (F N [Pa (@] = (a0 + are + -+ + 00" ) (bo + b1t + - -+ + bud™).
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Since by definition of polynomial multiplication d; = sz:o a;b;_;, we see that

Po(f (x)8(x)) = [da(f (x)][¢a(8(x))]-

Thus ¢, is a homomorphism.

The very definition of ¢, applied to a constant polynomiala € F[x], wherea € F.
gives ¢y (a) = a, so ¢, maps F isomorphically by the identity map. Again by definition
of ¢, we have ¢y (x) = ¢(1x) = la = a. L 2

We point out that this theorem is valid with the identical proof if ' and E are
merely commutative rings with unity rather than fields. However, we shall be interested
primarily in the case in which they are fields.

Itis hard to overemphasize the importance of this simple theorem for us. It is the very
foundation for all of our further work in field theory. It is so simple that it could justifiably
be called an observation rather than a theorem. It was perhaps a little misleading to write
out the proof because the polynomial notation makes it look so complicated that you
may be fooled into thinking it is a difficult theorem.

Let F be Q and E be R in Theorem 22.4, and consider the evaluation homomorphism
¢o : Q[x] — R. Here

¢o(ao+a1x+---+a,,x") =ag+ a0+ +a,0" =ay.
Thus every polynomial is mapped onto its constant term. A

Let £ be Q and E be R in Theorem 22.4 and consider the evaluation homomorphism
¢ : Q[x] — R. Here

$r(ao +arx + - +anx") = a0+ a2 + - +a,2".
Note that
(x> +x—6)=2"+2-6=0.
Thus x? + x — 6 is in the kermel N of ¢,. Of course,
Xx—6=(x—2(x+3),
and the reason that ¢,(x2 +x — 6) = Oisthat ¢p(x —2) =2 -2 =0. A

Let F be @ and E be C in Theorem 22.4 and consider the evaluation homomorphism
¢; : Q[x] — C. Here

pi(ao+arx + -+ apx") =ao+aii + - + a,i”
and ¢;(x) = i. Note that
g+ 1) =i*+1=0,

so x2 + 1 is in the kernel N of ¢;. A
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Let F be @ and let E be R in Theorem 22.4 and consider the evaluation homomorphism
¢z : Q[x] — R. Here

brlao +arx + - +ax") =ag+aim + - +amt

Ttcanbeprovedthatag +aimw + -+ + a,7" = Oifandonlyifa; = Ofori =0,1,---,n.
Thus the kernel of ¢ is {0}, and ¢, is a one-to-one map. This shows that all formal
polynomials in 7 with rational coefficients form a ring isomorphic to @[x] in a natural
way with ¢ (x) = 7. A

The New Approach

We now complete the connection between our new ideas and the classical concept of
solving a polynomial equation. Rather than speak of solving a polynomial equation, we
shall refer to finding a zero of a polynomial.

Let F be a subficld of a field E, and let o be an element of E. Let f(x)=ag+
ajx + -+ a,x" bein F[x], and let ¢q : F[x] — E be the evaluation homomorphism
of Theorem 22.4. Let f(w) denote

G (fxX) =ap+aax+ -+ apa’.
If f(a) = 0, then « is a zero of fx). [ ]

In terms of this definition, we can rephrase the classical problem of finding all real

_ numbers 7 such that 72 +r — 6 = O by letting F = Qand E = R and finding all « € R

such that
$o(x* +x —6) =0,
that is, finding all zevos of x2 + x — 6 in R. Both problems have the same answer, since
(@ €R| x> +x—6)=0}={r eR|FPZP+r—6=0}=1{2 -3}

It may seem that we have merely succeeded in making a simple problem seem quite
complicated. In fact, what we have done is to phrase the problem in the language of
mappings, and we can now use all the mapping machinery that we have developed and
will continue to develop for its solution.

Our Basic Goal

We continue to attempt to put our future work in perspective. Sections 26 and 27 are
concerned with topics in ring theory that are analogous to the material on factor groups
and homomorphisms for group theory. However, our aim in developing these analogous
concepts for rings will be quite different from our aims in group theory. In group the-
ory we used the concepts of factor groups and homomorphisms to study the structure
of a given group and to determine the types of group structures of certain orders that
could exist. We will be talking about homomorphisms and factor rings in Section 26
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with an eye to finding zeros of polynomials, which is one of the oldest and most funda-
mental problems in algebra. Let us take a moment to talk about this aim in the light of
mathematical history, using the language of “solving polynomial equations™ to which
we are accustomed.

We start with the Pythagorean school of mathematics of about 525 B.C. The
Pythagoreans worked with the assumption that all distances are commensurable: that
is, given distances a and b, there should exist a unit of distance # and integers n and m
such that a = (n)(u) and b = (m)(u). In terms of numbers, then, thinking of i as being
one unit of distance, they maintained that all numbers are integers. This idea of com-
mensurability can be rephrased according to our ideas as an assertion that all numbers
are rational, for if @ and b are rational numbers, then each is an integral multiple of the
reciprocal of the least common multiple of their denominators. For example, if a = é
and b = 12, then a = (35)(g) and b = (76)(55)-

The Pythagoreans knew, of course, what is now called the Pythagorean theorem;
that is, for a right triangle with legs of lengths a and b and a hypotenuse of length c,

a’+ b =2

They also had to grant the existence of a hypotenuse of a right triangle having two
legs of equal length, say one unit each. The hypotenuse of such a right triangle would,
as we know, have to have a length of +/2. Imagine then their consternation and dis-
may when one of their society—according to some stories it was Pythagoras himself—
came up with the embarrassing fact that is stated in our terminology in the following
theorem.

The polynomial x*> — 2 has no zeros in the rational numbers. Thus /2 is not a rational
number.

Suppose that m/n for m, n € Z is a rational number such that (m/ n)? = 2. We assume
that we have canceled any factors common to m and 7, so that the fraction m/n is in
lowest terms with gcd(m, n) = 1. Then

m? = 2n2,

where both m? and 2n? are integers. Since m? and 2n” are the same integer, and since
2 is a factor of 2n2, we see that 2 must be one of the factors of m2. But as a square.
m? has as factors the factors of m repeated twice. Thus m? must have two factors 2. Then
2n* must have two factors 2, so n*> must have 2 as a factor, and consequently 7 has 2
as a factor. We have deduced from m? = 2n? that both m and n must be divisible by 2,
contradicting the fact that the fraction m/n is in lowest terms. Thus we have 2 # (m/n)*
forany m,n € Z. L 2

Thus the Pythagoreans ran right into the question of a solution of a polynomial equa-
tion, x> — 2 = 0. We refer the student to Shanks [36, Chapter 3], for a lively and totally
delightful account of this Pythagorean dilemma and its significance in mathematics.
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# HisTORICAL NOTE

he solution of polynomial equations has been a

goal of mathematics for nearly 4000 years. The
Babylonians developed versions of the quadratic
formula to solve quadratic equations. For example,
to solve x> — x = 870, the Babylonian scribe in-
structed his students to take half of 1 (%), square it
(}—1), and add that to 870. The square root of 8701,
namely 29%, is then added to % to give 30 as the an-
swer. What the scribes did not discuss, however, was
what to do if the square root in this process was nota
rational number. Chinese mathematicians, however,
from about 200 B.C., discovered a method similar
to what is now called Horner’s method to solve
quadratic equations numerically; since they used

carry out the computation to as many places as
necessary and could therefore ignore the distinc-
tion between rational and irrational solutions. The
Chinese, in fact, extended their numerical tech-
niques to polynomial equations of higher degree.
Tn the Arab world, the Persian poet-mathematician
Omar Khayyam (1048-1131) developed methods
for solving cubic equations geometrically by find-
ing the point(s) of intersection of appropriately cho-
sen conic sections, while Sharaf al-Din al-Tusi (died
1213) used, in effect, techniques of calculus to de-
termine whether or not a cubic equation had a real
positive root. It was the Italian Girolamo Cardano
(1501~1576) who first published a procedure for

solving cubic equations algebraically.

a decimal system, they were able in principle to

In our motivation of the definition of a group, we commented on the necessity of
having negative numbers, so that equations such as x + 2 = 0 might have solutions.
The introduction of negative numbers caused a certain amount of consternation in some
philosophical circles. We can visualize 1 apple, 2 apples, and even % apples, but how can

" we point to anything and say that it is —17 apples? Finally, consideration of the equation
x2 4+ 1 = 0 led to the introduction of the number 7. The very name of an “imaginary
number” given to i shows how this number was regarded. Even today, many students
are led by this name to regard i with some degree of suspicion. The negative numbers
were introduced to us at such an early stage in our mathematical development that we
accepted them without question.

We first met polynomials in high school freshman algebra. The first problem there
was to learn how to add, multiply, and factor polynomials. Then, in both freshman algebra
and in the second course in algebra in high school, considerable emphasis was placed
on solving polynomial equations. These topics are exactly those with which we shall
be concerned. The difference is that while in high school, only polynomials with real
number coefficients were considered, we shall be doing our work for polynomials with
coefficients from any field.

Once we have developed the machinery of homomorphisms and factor rings in
Section 26, we will proceed with our basic goal: to show that given any polynomial of
degree > 1, where the coefficients of the polynomial may be from any field, we can find
a zero of this polynomial in some field containing the given field. After the machinery
is developed in Sections 26 and 27, the achievement of this goal will be very easy, and
is really a very elegant piece of mathematics.

All this fuss may seem ridiculous, but just think back in history. This is the culmi-
nation of more than 2000 years of mathematical endeavor in working with polynomial
equations. After achieving our basic goal, we shall spend the rest of our time studying the
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nature of these solutions of polynomial equations. We need have no fear in approaching
this material. We shall be dealing with familiar topics of high school algebra. This work
should seem much more natural than group theory.

In conclusion, we remark that the machinery of factor rings and ring homomorphisms
is not really necessary in order for us to achieve our basic goal. For a direct demonstration.
see Artin {27, p. 29]. However, factor rings and ring homomorphisms are fundamental
ideas that we should grasp, and our basic goal will follow very easily once we have
mastered them.

E EXERCISES 22

Computations

In Exercises 1 through 4, find the sum and the product of the given polynomials in the given polynomial ring.

1. f(x)=4x —5, g(x) = 2x? — 4x + 2 in Zg[x].
fx)=x+1,g(x) =x+1inZ,[x].

F(x) = 2x2 + 3x 4+ 4, g(x) = 3x? + 2x + 3 in Ze[x].

Fx) =2x3 +4x2 +3x + 2, g(x) = 3x* + 2x + 41in Zs[x].

How many polynomials are there of degree < 3 in Z>[x]? (Include 0.)

L

How many polynomials are there of degree < 2 in Zs[x]? (Include 0.)
In Exercises 7 and 8, F = & = C in Theorem 22.4. Compute for the indicated evaluation homomorphism.
7. ¢o(x?+3) 8. p;(2x° —x?4+3x+2)

In Exercises 9 through 11, F = E = Z; in Theorem 22.4. Compute for the indicated evaluation homomorphism.

9. 3l(x* + 2x)(x> — 3x% + 3)] 10. ¢s[(x> + 2)(4x? + 3)(x7 + 3x% 4 1)]
11, $4(3x1% 4 5x% 4+ 2x°%) [Hint: Use Fermat’s theorem.]

In Exercises 12 through 15, find all zeros in the indicated finite field of the given polynomial with coefficients in
that field. [Hint: One way is simply to try all candidates!]

12. x>+ 1inZ, 13. x* +2x +2in Z,
14. x> +3x3 + x? +2xinZs
15. f(x)g(x) where f(x) = x3+2x2 4+ 5and g(x) = 3x? +2xin Z;

16. Let ¢, : Zs[x] — Zs be an evaluation homomorphism as in Theorem 22.4. Use Fermat’s theorem to evaluate
G3(xB 43217 —2x% + 1),

17. Use Fermat’s theorem to find all zeros in Zs of 2x21% + 3x7* 4+ 2x%7 4 3x*.

Concepts

In Exercises 18 and 19, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.
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18.

19.

20.

21.

22.
23.
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A polynomial with coefficients in a ring R is an infinite formal sum

o0
Zaix’ =ay+ax+ax’+-+ax" 4+
i=0

whereq; € Rfori =0,1,2,---.

Let Fbeafieldandlet f(x) € F[x]. Azeroof f(x)isana € F suchthat ¢,(f(x)) = 0, where @, : F(x)—> F
is the evaluation homomorphism mapping x into a.

Consider the element
Fx,y) = G+ 20y + (2 —6x + Dy + (x* = 2x0)y + (¢* = 3x° +2)

of (Q[xDIy]. Write f(x, y) as it would appear if viewed as an element of (QyD[x].

Consider the evaluation homomorphism ¢s : Q[x] — R. Find six elements in the kernel of the homomor-
phism ¢s.

Find a polynomial of degree >0 in Z4[x] that is a unit.

Mark each of the following true or false.

The polynomial (g,x" + - -+ + a1x + ag) € R[x]is 0if and only ifg; = 0,fori =0,1,---,n.

If R is a commutative ring, then R[x] is commutative.

If R is a ring containing divisors of 0, then R{x] has divisors of 0.

If R is aring and f(x) and g(x) in R[x] are of degrees 3 and 4, respectively, then f(x)g(x) may

be of degree 8 in R[x].

__ f If R¥s any ring and f(x) and g(x) in R[x] are of degrees 3 and 4, respectively, then f(x)g(x) is
always of degree 7.

__ e IfFisasubfield E and o € E is a zero of f(x) € F[x], then « is a zero of A(x) = f(x)g(x) for
all g(x) € Flx].

___ h. If F is a field, then the units in F[x] are precisely the units in F.

i. If R is a ring, then x is never a divisor of 0 in R[x].

j. If R is aring, then the zero divisors in R[x] are precisely the zero divisors in R.

|

a.
b.
¢. If D is an integral domain, then D[x] is an integral domain.
d.
e

Theory

24.
25.

26.
27.

Prove that if D is an integral domain, then D[x] is an integral domain.

Let D be an integral domain and x an indeterminate.

a. Describe the units in D[x].
b. Find the units in Z[x].
¢. Find the units in Z4[x].

Prove the left distributive law for R[x], where R is a ring and x is an indeterminate.

Let F be a field of characteristic zero and let D be the formal polynomial differentiation map, so that
D(ao+aix + ax” + -+ a,x") = a +2-ax 4 +n-ax"l
a. Showthat D : F[x] — F[x]isa group homomorphism of (F[x], 4} into itself. Is D aring homomorphism?
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29.

30.

31.
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b. Find the kernel of D.
¢. Find the image of F[x] under D.
Let F be a subfield of a field E.
a. Define an evaluation homomorphism
Qo ey P Flx1, -+ X1 > E for «o; € E,
stating the analog of Theorem 22.4.
b. With E = F = Q, compute ¢_3 5(x1%2x2% + 3x1*x2).

c. Define the concept of a zero of a polynomial f(x1,---,x,) € Flx1, -+, x,] in a way analogous to the
definition in the text of a zero of f(x).

Let R be a ring, and let R¥ be the set of all functions mapping R into R. For ¢, ¥ € R¥, define the sum ¢ + ¢
by
(@ +9)(r) =)+ ¥ ()
and the product ¢ - ¥ by
(@ - ¥)(r) = o(r)Yr(r)
for r € R. Note that - is not function composition. Show that (R®, +, -) is aring.

Referring to Exercise 29, let F be a field. An element ¢ of F'  is a polynomial function on F, if there exists

f(x) € Flx] such that ¢(a) = f(a)foralla € F.

a. Show that the set Py of all polynomial functions on F forms a subring of F¥.

b. Show that the ring Pr is not necessarily isomorphic to F[x]. [Hint: Show that if F is a finite field, Pr and
F[x] don’t even have the same number of elements.]

Refer to Exercises 29 ahd 30 for the following questions.

a. How many elements are there in Z,%2? in Z3%?

b. Classify (Z,%, +) and (Z3%, +) by Theorem 11.12, the Fundamental Theorem of finitely generated abelian
groups.

¢. Show thatif F is a finite field, then F¥ = Pp. [Hint: Of course, Pr € F¥.Let F haveaselementsai, - - -, dy.
Note that if

fixy=clx —ap)---(x —a;_)x —aip1) - (x — ap),

then fi(a;) = 0 for j # i, and the value fi(a;) can be controlled by the choice of ¢ € F. Use this to show
that every function on F is a polynomial function.]

FACTORIZATION OF POLYNOMIALS OVER A FIELD

Recall that we are concerned with finding zeros of polynomials. Let E and F be fields,
with F < E. Suppose that f(x) € F[x] factors in F[x], so that f(x) = g(x)h(x) for
g(x), h(x) € F[x] and let @ € E. Now for the evaluation homomorphism ¢,, we have

f@) = ¢u(f (X)) = o (g(2)N(x)) = ¢o(g(X)Pa(h(x)) = gla)h(cr).

Thusif @ € E, then f(a) = 0if and only if either g(«) = 0 or () = 0. The attempt to
find a zero of f(x) is reduced to the problem of finding a zero of a factor of f(x). This
is one reason why it is useful to study factorization of polynomials.
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The Division Algorithm in F[x]

The following theorem is the basic tool for our work in this section. Note the similarity
with the division algorithm for Z given in Theorem 6.3, the importance of which has
been amply demonstrated.

(Division Algorithm for F[x]) Let
Fx) = apx" +a, 1 X" 4+ ag
and
g(x) = bpx™ + by x™ 7 + -+ bo
be two elements of F[x], with a,, and b, both nonzero elements of I and m > 0. Then

there are unique polynomials g(x) and r(x) in F[x] such that f(x) = g(X)gx) +r(x),
where either r(x) = 0 or the degree of r(x) is less than the degree m of g(x).

Consider the set S = { f(x) — g(x)s(x) | s(x) € F[x]}. If 0 € S then there exists an s(x)
such that f(x) — g(x)s(x) = 0, so f(x) = g(x)s(x). Taking g(x) = s(x) and r(x) = 0,
we are done. Otherwise, let 7(x) be an element of minimal degree in S. Then
fx) = g(x)g(x) +r(x)
for some g(x) € F[x]. We must show that the degree of r(x) is less than m. Suppose that
r(x) =cx' + x4 co,

withc; € Fand ¢, # 0. If t > m, then

&) = g(x)gx) — (et /bu)x" " g(x) = r(x) = (c1/bp)x" " g(x), ey
and the latter is of the form

r(x) — (c;x" + terms of lower degree),

which is a polynomial of degree lower than ¢, the degree of  (x). However, the polynomial
in Eq. (1) can be written in the form

f) = g[gx) + (er/bm)x" "],
so it is in S, contradicting the fact that r(x) was selected to have minimal degree in S.
Thus the degree of (x) is less than the degree m of g(x).
For uniqueness, if

Fx) = gx)q1(x) + ri(x)
and

fx) = gx)ga(x) + ra(x),
then subtracting we have

g®)g1(x) — g2(x)] = ra(x) — ri(x).

Because either 72(x) — r1(x) = 0 or the degree of ry(x) — ri(x) is less than the degree

of g(x), this can hold only if g;(x) — g2(x) = 0 s0 g1(x) = g2(x). Then we must have
ra(x) — ri(x) = 0so ri(x) = ra(x). L 4

We can compute the polynomials g(x) and 7(x) of Theorem 23.1 by long division
just as we divided polynomials in R[x] in high school.
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Let us work with polynomials in Zs[x] and divide
fy=x*—3x3+2x> +4x -1

by g(x) = x? — 2x + 3 to find g(x) and r(x) of Theorem 23.1. The long division should
be casy to follow, but remember that we are in Zs[x], so, for example, 4x — (—3x) = 2x.

x2=x-=3

X2 —2x 43| x* =33+ 22 +4x — 1
xt —2x3 4 347

—x? - X +4x
—x3 4+ 2x% - 3x
—3x24+2x -1
—3x24+ x—4
x+3
Thus
gx)=x*—x—-3, and r(x)=x+3. A

We give three important corollaries of Theorem 23.1. The first one appears in high
school algebra for the special case F[x] = R[x]. We phrase our proof in terms of the
mapping (homomorphism) approach described in Section 22.

(Factor Theorem) Anelementa € Fisazeroof f(x) € Flx]ifandonlyifx —ais
a factor of f(x)in F[x].

Suppose that for ¢ € F we have f(a) =0. By Theorem 23.1, there exist g(x),
r(x) € F[x] such that

f) =& —a)ygx)+rx),

where either r(x) = 0 or the degree of r(x) is less than 1. Thus we must have r(x) = ¢
forc € F, so

f) = (x — a)g(x) +c.
Applying our evaluation homomorphism, ¢, : F[x] — F of Theorem 22.4, we find
0= f(a)=0q(a) +c,
so it must be that ¢ = 0. Then f(x) = (x — a)q(x), so x — a is a factor of f(x).

Conversely, if x — a is a factor of f(x) in F[x], where a € F, then applying our
evaluation homomorpohism ¢, to f(x) = (x — a)g(x), wehave f(a) =0g(a) =0. @
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23.4 Example Working again in Zs[x], note that 1 is a zero of
(x* +3x° +2x + 4) € Zs[x].

Thus by Corollary 23.3, we should be able to factor x* + 3x3 + 2x + 4 into (x — 1)g(x)
in Zs[x]. Let us find the factorization by long division.

¥ +axt+4x +1

x— 1] x* +3x° + 2x +4
x4—x3
453
4x3 — 4x?
4x? + 2x
4x? — 4x
TS
x —1
0

Thus x* + 3x3 4+ 2x + 4 = (x — )(x® +4x? + 4x + 1) in Zs[x]. Since 1 is scen to be
a zero of x3 + 4x2 + 4x + 1 also, we can divide this polynomial by x — 1 and get

x> +4

x—1| x> +4x>+4x + 1

- x2
0 +4x+1
4x — 4

0

Since x2 + 4 still has 1 as a zero, we can divide again by x — 1 and get

x+1

x—1| x2 +4

x2—x

x+4
x—1

0

Thus x* + 3x3 +2x +4 = (x — 1)°(x + 1) in Zs[x].

The next corollary should also look familiar.

23.5 Corollary A nonzero polynomial f(x) € F{x] of degree n can have at most n zeros in a field F.
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The preceding corollary shows that if @1 € F is a zero of f(x), then
Fx) =& —aqx),

where, of course, the degree of g1(x)isn — 1. A zero a; € F of ¢;(x) then results in a
factorization

F&x) =& = anlx — az2)g2x).
Continuing this process, we arrive at
fO=G—a) & —a)g(x),

where ¢,(x) has no further zeros in F. Since the degree of f(x) is n, at most n factors
{(x — a;) can appear on the right-hand side of the preceding equation, so r < n. Also, if
b#a fori=1,---,rand b € F, then

fy=®-a)---(b—a)gb)#0,

since F has no divisors of 0 and none of b — g; or ¢,(b) are O by construction. Hence
the g; fori = 1, .-, r < n are all the zeros in F of f(x). L 2

Our final corollary is concerned with the structure of the multiplicative group F* of
nonzero elements of a field F, rather than with factorization in F[x]. It may at first seem
surprising that such a result follows from the division algorithm in F[x], but recall that
the result that a subgroup of a cyclic group is cyclic follows from the division algorithm
in Z.

If G is a finite subgroup of the multiplicative group (F*, -) of a field F, then G is cyclic.
In particular, the multiplicative group of all nonzero elements of a finite field is cyclic.

By Theorem 11.12 as a finite abelian group, G is isomorphic to a direct product Z;, x
Zg, X -+ x Zgq, , where each d; is a power of a prime. Let us think of each of the Z;;, as a
cyclic group of order d; in multiplicative notation. Let m be the least common multiple
ofallthe d; fori =1,2,---,r;note that m < did---d,. If a; € Zy,, then aid" =1,s0
a,™ =1 since d; divides m. Thus for all « € G, we have ™ = 1, so every element of
G is zero of x™ — 1. But G has dids - - - d, elements, while x™ — 1 can have at most m
zeros in the field F by Corollary 23.5, so m > did, - - -d,. Hence m = did, - - - d,, so
the primes involved in the prime powers dy, dz, - - -, d, are distinct, and the group G is
isomorphic to the cyclic group Z,,. L 2

Exercises 5 through 8 ask us to find all generators of the cyclic groups of units for
some finite ficlds. The fact that the multiplicative group of units of a finite field is cyclic
has been applied in algebraic coding.

Irreducible Polynomials

Our next definition singles out a type of polynomial in F[x] that will be of utmost
importance to us. The concept is probably already familiar. We really are doing high
school algebra in a more general setting.
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A nonconstant polynomial f(x) € F[x]isirreducible over F oris an irreducible poly-
nomial in F[x]if f(x) cannot be expressed as a product g(x)h(x) of two polynomials
g(x) and h(x) in F[x] both of lower degree than the degree of f(x). If f(x) € F[x]
is a nonconstant polynomial that is not irreducible over F, then f(x) is reducible
over F. |

Note that the preceding definition concerns the concept irreducible over F and not
just the concept irreducible. A polynomial #(x) may be irreducible over F, but may not
be irreducible if viewed over a larger field E containing F. We illustrate this.

Theorem 22.11 shows that x2 — 2 viewed in Q[x] has no zeros in Q. This shows that
x2 — 2 is irreducible over Q, for a factorization x* — 2 = (ax + b)(cx + d) fora, b, c,
d € Q would give rise to zeros of x2 — 2 in Q. However, x* — 2 viewed in R[x] is not
irreducible over R, because x? — 2 factors in R[x] into (x — V2)(x +V/2). A

1tis worthwhile to remember that the units in F [x] are precisely the nonzero elements
of F. Thus we could have defined an irreducible polynomial f(x) as a nonconstant
polynomial such that in any factorization f(x) = g(x)h(x)in F[x], either g(x) or h(x)
is a unit.

Let us show that f(x) = x3 4 3x + 2 viewed in Zs[x] is irreducible over Zs. If 3+
3x -+ 2 factored in Zs[x] into polynomials of lower degree then there would exist at
least one linear factor of f(x) of the form x — a for some a € Zs. But then f(a) would
be 0, by Corollary 23.3. However, f(0) =2, f(1) = 1, f(=1)=-2, f(2)=1, and

" f(=2) = —2, showing that f(x) has no zeros in Zs. Thus f(x) is irreducible over

Zs. This test for irreducibility by finding zeros works nicely for quadratic and cubic
polynomials over a finite field with a small number of elements. A

Irreducible polynomials will play a very important role in our work from now on.
The problem of determining whether a given f(x) € F[x]is irreducible over F may be
difficult. We now give some criteria for irreducibility that are useful in certain cases.
One technique for determining irreducibility of quadratic and cubic polynomials was
illustrated in Examples 23.8 and 23.9. We formalize it in a theorem.

Let f(x) € F[x], and let f(x) be of degree 2 or 3. Then f(x) is reducible over F if and
only if it has a zeroin F.

If f(x)is reducible so that f(x) = g(x)h(x), where the degree of g(x) and the degree of
h(x) are both less than the degree of f(x), then since f(x) is either quadratic or cubic,
either g(x) or h(x) is of degree 1. If, say, g(x) is of degree 1, then except for a possible
factor in F, g(x) is of the form x — a. Then g(a) = 0, which implies that f(a) =0, so
f(x)hasazeroin F.

Conversely, Corollary 23.3 shows that if f(a) = 0fora € F,thenx —a is a factor
of f(x), so f(x)is reducible. 4

We turn to some conditions for irreducibility over Q of polynomials in Q[x]. The
most important condition that we shall give is contained in the next theorem. We shall
not prove this theorem here; it involves clearing denominators and gets a bit messy.
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If f(x) € Z[x], then f(x) factors into a product of two polynomials of lower degrees
r and s in Q[x] if and only if it has such a factorization with polynomials of the same
degrees r and s in Z{x].

The proof is omitted here. L 4

If fx)=x"+ Gu1x" L 4o 4 ag is in Z[x] with ag # 0, and if f(x) has a zero in
Q, then it has a zero m in Z, and m must divide ap.

B

If f(x)has azero a in Q, then f(x) has a linear factor x — a in Q[x] by Corollary 23.3.
But then by Theorem 23.11, f(x) has a factorization with a linear factor in Z[x], so for
some m € Z we must have

f@) =G -m""+-—a/m).

Thus ag/m is in Z, so m divides ag. *

Corollary 23.12 gives us another proof of the irreducibility of x> — 2 over Q, for x> — 2
factors nontrivially in @[x] if and only if it has a zero in Q by Theorem 23.10. By
Corollary 23.12, it has a zero in Q if and only if it has a zero in Z, and moreover the only
possibilities are the divisors =1 and £2 of 2. A check shows that none of these numbers
is a zero of x%2 — 2. A

Let us use Theorem 23.11 to show that
) F)=xt —2xt 4+ 8x +1

viewed in Q[x] is irreducible over Q. If f(x) has a linear factor in Q{x], then it has a
zero in Z, and by Corollary 23.12, this zero would have to be a divisor in Z of 1, that is,
either &=1. But (1) = 8, and f(—1) = —8, so such a factorization is impossible.

If f(x) factors into two quadratic factors in Q[x], then by Theorem 23.11, it has a
factorization.

x> +ax +b)x> +cx +d)
in Z[x]. Equating coefficients of powers of x, we find that we must have
bd=1, ad+bc=8, act+b+d=-2, and a+c=0

for integers a, b, ¢, d € Z. From bd = 1, we see thateitherb =d =lorb =d = —1.
In any case, b = d and from ad + bc = 8, we deduce that d(a + ¢) = 8. But this is
impossible since a + ¢ = 0. Thus a factorization into two quadratic polynomials is also
impossible and f(x) is irreducible over Q. A

We conclude our irreducibility criteria with the famous Eisenstein criterion for
irreducibility. An additional very useful criterion is given in Exercise 37.

(Eisenstein Criterion) Let p € Zbe a prime. Suppose that f(x) = a,x" 4 -+ - + ap is
in Z[x], and a, = 0 (mod p), but a; = 0 (mod p) for all i < n, with ap # 0 (mod p?).
Then f(x) is irreducible over Q.
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By Theorem 23.11 we need only show that f(x) does not factor into polynomials of
lower degree in Z[x]. If

f(x): (brxr +"'+b0)(csxs+"'+00)

is a factorization in Z[x], with b, # 0, ¢; # Oandr, s < n,thenay # 0 (mod p?) implies
that by and co are not both congruent to 0 modulo p. Suppose that b 0 (mod p) and
¢o = 0 (mod p). Now a,, # 0 (mod p) implies that b,, ¢, # 0 (mod p), since a, = b,cs.
Let m be the smaliest value of k such that ¢; £ 0 (mod p). Then

bpcoifr > m,
am:bocm+blcm—1+"'+ .
byem_r ifr < m.
The fact that neither by nor ¢, are congruent to 0 modulo p while ¢p—1, - - -, ¢ are all
congruent to 0 modulo p implies that a,, % 0 modulo p,som = n. Consequently, s = n,
contradicting our assumption that s < #n; that is, that our factorization was nontrivial.
*

Note that if we take p = 2, the Eisenstein criterion gives us still another proof of
the irreducibility of x*> — 2 over Q.

Taking p = 3, we see by Theorem 23.15 that
25x% —9x* —3x* — 12

4is irreducible over Q. A

The polynomial

xP -1

x—1

<I>p(x)= =xp—l+xp—2+__'+x+1

is irreducible over Q for any prime p.

Again by Theorem 23.11, we need only consider factorizations in Z[x]. We remarked
following Theorem 22.5 that its proof actually shows that evaluation homomorphims
can be used for commutative rings. Here we want to use the evaluation homomor-
phism ¢, : Q[x] — Q[x]. It is natural for us to denote @,+1(f(x)) by f(x + 1) for
f(x) € Q[x]. Let

p PY. p-1,4 ...
(x+1)p_1_x +<1)x + -+ px

x+1H-1 - x

gx) =Pp(x +1) =
The coefficient of x?~7 for 0 < r < p is the binomial coefficient p!/[r!(p — r)!] which

is divisible by p because p divides p! but does not divide either r! or (p — r)! when
0 <r < p. Thus

gl =xP71 + (i’)xp_2+-~+p
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satisifies the Eisenstein criterion for the prime p and is thus irreducible cver 2. Bz i
@, (x) = h(x)r(x) were a nontrivial factorization of ®,(x) in Z[x]. then

P, x+D=gx)=hkx+Drx+1)

would give a nontrivial factorization of g(x) in Z{x]. Thus @ ,(x) must also be irredua>iz
over Q. .

The polynomial ®,(x) in Corollary 23.17 is the p'" cyclotomic polynomial.

Uniqueness of Factorization in F[x]

Polynomials in F[x] can be factored into a product of irreducible polynomials in Fix]
in an essentially unique way. For f(x), g(x) € F[x] we say that g(x) divides f(x,in
F[x] if there exists g(x) € F[x] such that f(x) = g(x)q(x). Note the similarity of the
theorem that follows with boxed Property (1) for Z following Example 6.9.

Let p(x) be an irreducible polynomial in F[x]. If p(x) divides r(x)s(x) for r(x), s(x) €
F[x], then either p(x) divides r(x) or p(x) divides s(x).
We delay the proof of this theorem to Section 27. (See Theorem 27.27.) L 4

If p(x)isirreducible in F[x]and p(x) divides the productr((x) - - - r(x) forr;(x) € F[x],
then p(x) divides r;(x) for at least one i.

Using mathematical induction, we find that this is immediate from Theorem 23.18.

If F is a field, then every nonconstant polynomial f(x) € F[x] can be factored in F[x]
into a product of irreducible polynomials, the irreducible polynomials being unique
except for order and for unit (that is, nonzero constant) factors in F.

Let f(x) € F[x] be a nonconstant polynomial. If f(x) is not irreducible, then f(x) =
g(x)h(x), with the degree of g(x) and the degree of h(x) both less than the degree of f(x).
If g(x) and h(x) are both irreducible, we stop here. If not, at least one of them factors
into polynomials of lower degree. Continuing this process, we arrive at a factorization

f) = p1x)pax) - - pr(x),

where p;(x) is irreducible fori = 1,2, ---, 7.
It remains for us to show uniqueness. Suppose that

f&x)y=pi@)pa(x)- - pr(x) = q1(x)ga(x) - - - g5(x)

are two factorizations of f(x) into irreducible polynomials. Then by Corollary 23.19,
pi1(x) divides some g;(x), let us assume g;(x). Since g (x) is irreducible,

g1(x) = u1 p1(x),

where u; # 0, but u; is in F and thus is a unit. Then substituting 1 p1(x) for g;(x) and
canceling, we get

D2(X) - pr(x) = u1ga(x) - - - g5 (x).
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By a similar argument, say g2(x) = up2(x), so

p3(x) - pr(x) = urnoga(x) - - - g5 (x).

Continuing in this manner, we eventually arrive at

1= Uiy -+ - urqr-l—l(x) o 'qS(‘x)‘

This is only possible if s = r, so that this equation is actually 1 = ujus - - - ;. Thus the
irreducible factors p;(x) and g;(x) were the same except possibly for order and unit
factors. L 2

23.21 Example Example 23.4 shows a factorization of x* + 3x3 4+ 2x + 4 in Zs[x] is (x — 1)’(x + 1).
These irreducible factors in Zs[x] are only unique up to units in Zs[x1, that is, nonzero
constants in Zs. For example, (x — 1)*(x + 1) = (x — 1)?(2x — 2)(3x + 3). A

# EXERCISES 23

Computations
In Exercises 1 through 4, find g(x) and r(x) as described by the division algorithm so that f(x) = g(x)g(x) 4+ r(x)
with r(x) = 0 or of degree less than the degree of g(x).
1. f(x)=x%+3x% +4x% — 3x +2and g(x) = x> + 2x — 3 in Z[x].
2. f(x) = x84+ 3x% +4x% — 3x + 2 and g(x) = 3x* + 2x — 3 in Zy[x].
3. fx) =% = 2x*+3x —S5Sand g(x) = 2x + 1 in Zy [x].
4. f(x)=x*+5x> —3x? and g(x) = 5x* — x + 2 in Z;[x].
In Exercises 5 through 8, find all generators of the cyclic multiplicative group of units of the given finite field.
(Review Corollary 6.16.)
5. Zs 6. Zy 7. Zy7 8. Zn;
9. The polynomial x%* + 4 can be factored into linear factors in Zs[x]. Find this factorization.
10. The polynomial x? 4+ 2x? 4 2x + 1 can be factored into linear factors in Z,[x]. Find this factorization.
11. The polynomial 2x3 4+ 3x2 — 7x — 5 can be factored into linear factors in Z1; [x]. Find this factorization.

12. Is x* + 2x + 3 an irreducible polynomial of Zs[x]? Why? Express it as a product of irreducible polynomials
of Zs[x].

13. Is 2x® 4+ x2 4 2x + 2 an irreducible polynomial in Zs[x]? Why? Express it as a product of irreducible poly-
nomials in Zs[x].

14. Show that f(x) = x? 4 8x — 2 is irreducible over Q. Is f(x) irreducible over R? Over C?
15. Repeat Exercise 14 with g(x) = x? + 6x + 12 in place of f(x).

16. Demonstrate that x3 + 3x2 — 8 is irreducible over Q.

17. Demonstrate that x* — 22x% + 1 is irreducible over Q.

In Exercises 18 through 21, determine whether the polynomial in Z[x] satisfies an Eisenstein criterion for irre-
ducibility over Q.
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18, x* —12 19. 8x3 +6x2 —9x +24
20, 4x'0 —9x3 4 24x — 18 21, 2x10 - 25x% 4+ 10x%2 — 30

22. Find all zeros of 6x* + 17x> + 7x> 4+ x — 10 in Q. (This is a tedious high school algebra problem. You might
use a bit of analytic geometry and calculus and make a graph, or use Newton’s method to see which are the
best candidates for zeros.)

Concepts

In Exercises 23 and 24, correct the definition of the italicized term without reference to the text, if correction is

needed, so that it is in a form acceptable for publication.

23. A polynomial f(x) € F[x]is irreducible over the field F if and only if f(x) # g(x)h(x) for any polynomials
g(x), h(x) € Flx].

24. A nonconstant polynomial f(x) € Fix] is irreducible over the field F if and only if in any factorization of it
in F[x], one of the factors is in F.

25, Mark each of the following true or false.

a. x — 2 is irreducible over Q.
b. 3x — 6is irreducible over Q.

x? — 3 is irreducible over Q.

x2 + 3 is irreducible over Z.

|

c.

d.

e. If F is a field, the units of F[x] are precisely the nonzero elements of F.
____ f. If Fis afield, the units of F[x] are precisely the nonzero elements of .

2.

h.

A polynomial f(x) of degree n with coefficients in a field F' can have at most n zeros in F.

A polynomial f(x) of degree n with coefficients in a field F can have at most n zeros in any given
field E such that F < E.

i. Every polynomial of degree 1 in F[x] has at least one zero in the field F.
j. Each polynomial in F[x] can have at most a finite number of zeros in the field F.

26. Find all prime numbers p such that x 4 2 is a factor of x* + x> + x> — x + 1 in Z,[x].
In Exercises 27 through 30, find all irreducible polynomials of the indicated degree in the given ring.

27. Degree 2 in Z[x] 28. Degree 3 in Z[x]

29. Degree 2 in Zs3[x] 30. Degree 3 in Zs[x]

31, Find the number of irreducible quadratic polynomials in Z,[x], where p is a prime. [Hinz: Find the number
of reducible polynomials of the form x? + ax + b, then the number of reducible quadratics, and subtract this
from the total number of quadratics.]

Proof Synopsis

32. Give a synopsis of the proof of Corollary 23.5.

33. Give a synopsis of the proof of Corollary 23.6.

Theory
34. Show that for p a prime, the polynomial x? 4 a in Z,[x] is not irreducible for any a € Zj,.

35, If F is a field and a # 0 is a zero of f(x) = a9+ ajx +--- + ag,x" in F[x], show that 1/a is a zero of
a, + an_1x + - - - + apgx”.
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36. (Remainder Theorem) Let f(x) € F [x] where F isa field, and let € F. Show that the remainder r(x) when
f(x) is divided by x — &, in accordance with the division algorithm, is f ().

37, Let o 1 Z — Lnm be the natural homomorphism given by on(a) = (the remainder of a when divided by m)
fora € Z.
a. Show that &, : Z[x] =~ Zm[x] given by
Galao+arx 4+ anx") = om(ao) + op(@)x + -+ on@n)x"

is a homomorphism of Z[x] onto Zp [x].

b. Show thatif f(x) € Z[x] and o (f (x)) both have degree n and G ( f(x)) does not factor in Z, [x] into two
polynomials of degree less than 7, then f(x) is irreducible in Q[x].

¢. Usepart (b) to show that x> + 17x + 36 is irreducible in Q[x]. [Hint: Try a prime value of m that simplifies
the coefficients.]

TNONCOMMUTATIVE EXAMPLES

Thus far, the only example we have presented of a ring that is not commutative is the
ring M,(F) of all n x n matrices with entries in a field F. We shall be doing almost
nothing with noncommutative rings and strictly skew fields. To show that there are other
important noncommutative rings occurring very naturally in algebra, we give several
examples of such rings.

Rings of Endomorphisms

Let A be any abelian group. A homomorphism of A into itself is an endomorphism
of A. Let the set of all endomorphisms of A be End(A). Since the composition of two
homomorphisms of A into itself is again such a homomorphism, we define multiplication
on End(A) by function composition, and thus multiplication is associative.

To define addition, for ¢, ¥ € End(A), we have to describe the value of (¢ + ) on
each a € A. Define

(¢ + ¥)a) = ¢p(@) + V(@)
Since
(¢+1/f)(a+b)=¢>(a+b)+1/f(a+b)
= [¢(a) + o) + [¥ (@) + YD)
= (@) + Y(@] + o) + Y (b))
= (¢ + V)@ + @+ ¥)O)
we see that ¢ + ¥ is again in End(A).
Since A is commutative, we have
(¢ +v)@) =@+ V@ = V(@) + ¢@ = (¥ + 9)a)

foralla € A,s0¢ +V¥ = ¥ + ¢ and addition in End(A) is commutative. The associa-
tivity of addition follows from

[

T This section is not used in the remainder of the text.
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[¢ + (¥ + D)@ = ¢(a) + [(¥ + 6)(a)]
= ¢(a) + [¥(a) + 6(a)]
= [¢(a) + ¥ (@)] + 6(a)
= (¢ +¥)a)+6(a)
= [(¢ + ¥) + 01(a).
If e is the additive identity of A, then the homomorphism 0 defined by
O@)=e
for a € A is an additive identity in End(A). Finally, for
¢ € End(A),
—¢ defined by
(=¢)a) = —¢(a)
is in End(A), since
(=p)a +b) = —¢(a + b) = —[¢(a) + ¢(b)]
= —¢(a) — ¢(b) = (=¢)a) + (—9)b),
and ¢ + (—¢) = 0. Thus (End(A), +) is an abelian group.

Note that we have not yet used the fact that our functions are homomorphisms except
to show that ¢ + v and —¢ are again homomorphisms. Thus the set A4 of all functions
from A into A is an abelian group under exactly the same definition of addition, and,
of course, function composition again gives a nice associative multiplication in A4,
However, we do need the fact that these functions in End(A) are homomorphisms now to

prove the left distributive law in End(A). Except for this left distributive law, (A4, +, )
satisfies all the axioms for a ring. Let ¢, ¥, and 6 be in End(A), and leta € A. Then

0(¢ + ¥))a) = 0((¢ + ¥)@) = 0(¢p(a) + ¥ (a)).
Since 6 is a homomorphism,
6(¢(a) + ¥ (@) = 0(p(a)) + 0(V(a)
= (6¢)a) + (6¥)(a)
= (0¢ + 0¥ )(a).
Thus 6(¢p + ¥) = 8¢ + 0. The right distributive law causes no trouble, even in A4,
and follows from
(¥ +0)p)a) = (¥ + 0)@(a) = Y(d(a) + 0(p(a))
= (Y¢)a) + (O¢)a) = (Vo +6)(a).

Thus we have proved the following theorem.

The set End(A) of all endomorphisms of an abelian group A forms a ring under homo-
morphism addition and homomorphism multiplication (function composition).

Again, to show relevance to this section, we should give an example showing that
End(A) need not be commutative. Since function composition is in general not commu-
tative, this seems reasonable to expect. However, End(A4) may be commutative in some
cases. Indeed, Exercise 15 asks us to show that End({Z, +)) is commutative.
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Consider the abelian group (Z x Z, +) discussed in Section 11. It is straightforward to
verify that two elements of End((Z x Z, +)) are ¢ and ¢ defined by

¢p((m,n) =(m+n,00 and  Y((m,n) =0, n).

Note that ¢ maps everything onto the first factor of Z x Z, and ¢ collapses the first
factor. Thus

(Y)m,n) = Y(m +n,0)=(0,0).
while
(p¥)(m, n) = ¢(0,n) = (n, 0).
Hence ¢y # ¥o. A

Let F be a field of characteristic zero, and let {F[x], +) be the additive group of the
ring F[x] of polynomials with coefficients in F. For this example, let us denote this
additive group by F[x], to simplify this notation. We can consider End(F[x]). One
clement of End(F[x]) acts on each polynomial in F[x] by multiplying it by x. Let this
endomorphism be X, so

X(ao +ax taxt 4+ a,,x”) = apx + a1x® + axd 4+ apx" L.

Another element of End(F[x]) is formal differentiation with respect to x. (The familiar
formula “the derivation of a sum is the sum of the derivatives” guarantees that differen-
tiation is an endomorphism of F[x].) Let Y be this endomorphism, so

Y(ao + arx + ax? 4+ apx") =ay+2mx + -+ na,x""L.

Exercise 17 asks us to show that Y X — XY = 1, where 1 is unity (the identity map) in
End(F[x]). Thus XY # Y X. Multiplication of polynomials in F [x] by any element of
F also gives an element of End (F[x]). The subring of End(F[x]) generated by X and ¥
and multiplications by elements of F is the Weyl algebra and is important in quantum
mechanics. A

Group Rings and Group Algebras

Let G = {g; | i € I} be any group written multiplicatively and let R be any commutative
ring with nonzero unity. Let RG be the set of all formal sums.

Zaigi

fora; € R and g; € G, where all but a finite number of the a; are 0. Define the sum of
two elements of RG by

(Zaigi> + (Zbig,) =D (@ +bg:.

iel iel iel

Observe that (a; + b;) = 0 except for a finite number of indices i, s0 Zies(a; + b))gi
is again in RG. It is immediate that (RG, +) is an abelian group with additive identity
Yier0gi.
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Multiplication of two elements of RG is defined by the use of the multiplications
in G and R as follows:

Naively, we formally distribute the sum X;.;a; g; over the sum %;<;b; g; and rename a
term a; g by g by a;brg; where g;gx = g in G. Since a; and b; are 0 for all but a finite
number of i, the sum X, ., _. a;b; contains only a finite number of nonzero summands
a;b; € R and may thus be viewed as an element of R. Again, at most a finite number of
such sums X o~ a;b; are nonzero. Thus multiplication is closed on RG.

The distributive laws follow at once from the definition of addition and the formal
way we used distributivity to define multiplication. For the associativity of multiplication

(350 (5o ) (o) = (Do) S (2, 2]

:Z< > ahbjck>gi

iel £rn8j8k=8i

_ {; (gh;gi ahb,«)gl} (;cigz)
S(SHISE S

Thus we have proved the following theorem.

If G is any group written multiplicatively and R is a commutative ring with nonzero
unity, then (RG, +, -) is aring.

Corresponding to each g € G, we have anelement 1g in RG. If we identify (rename)
1g with g, we see that (RG, -} can be considered to contain G naturally as a multiplicative
subsystem. Thus, if G is not abelian, RG is not a commutative ring.

The ring RG defined above is the group ring of G over R. If F is a field, then FG is
the group algebra of G over F. u

Let us give the addition and multiplication tables for the group algebra Z,G, where
G = {e, a} is cyclic of order 2. The elements of Z,G are

Oe +0a, Oe-+1a, le+0a, and 1le+ la.
If we denote these elements in the obvious, natural way by

0, a, e, and e+a,
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24.7 Table 24.8 Table

+ 0 a e e+a 0 a e e+a
0 0 a e eta 0 0 0 0 0
a a 0 e+a e a 0 e a e+ta
e e e+a 0 a e 0 a e e+a
eta | eta e a 0 e+ta 0 eta|eta 0

respectively, we get Tables 24.7 and 24.8. For example, to see that (¢ + a)(e + a) = 0,

we have

(le +la)Y(le+1a) =1+ e+ (1 + 1a = Oe 4 Oa.

This example shows that a group algebra may have 0 divisors. Indeed, this is usually the

case.

The Quaternions

We have not yet given an example of a noncommutative division ring. The guaternions
of Hamilton are the standard example of a strictly skew field; let us describe them.

HistoriCAL NOTE

S ir William Rowan Hamilton (1805-1865) dis-
covered quaternions in 1843 while he was
searching for a way to multiply number triplets
(vectors in R?). Six years earlier he had devel-
oped the complex numbers abstractly as pairs (a, b)
of real numbers with addition (a, b) + (¢’ + b)) =
(a +ad’, b+ b") and multiplication (a, b)(a'b’) =
(aa’ — bV, ab’ + a’'b); he was then looking for an
analogous multiplication for 3-vectors that was dis-
tributive and such that the length of the product
vector was the product of the lengths of the fac-
tors. After many unsuccessful attempts to multiply
vectors of the form a + bi + c¢j (where 1, i, j are
mutually perpendicular), he realized while walking

along the Royal Canal in Dublin on October 16,
1843, that he needed a new “imaginary symbol” k
to be perpendicular to the other three elements. He
could not “resist the impulse . . . to cut with a knife
on a stone of Brougham Bridge” the fundamental
defining formulas on page 225 for multiplying these
quaternions.

The quaternions were the first known exam-
ple of a strictly skew field. Though many others
were subsequently discovered, it was eventually
noted that none were finite. In 1909 Joseph Henry
Maclagan Wedderburn (1882-1948), then a precep-
tor at Princeton University, gave the first proof of
Theorem 24.10.

Let the set H, for Hamilton, be RXxR xR xR. Now (Rx Rx R xR, +)} is a
group under addition by components, the direct product of R under addition with itself
four times. This gives the operation of addition on H. Let us rename certain elements of
H. We shall let

1=(1,0,0,0), i=1(0,1,0,0),
j=1(0,0,1,0), and k=1(0,0,0,1).
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We furthermore agree to let
a; = (a;,0,0,0), axi =(0,a3,0,0),
asj =(0,0,a3,0) and a4k =(0,0,0, as).
In view of our definition of addition, we then have
(a1, a2, a3, a4) = a1 + axi + aszj + ask.
Thus
(a1 + axi + azj + ask) + (by + byi + b3 j + bsk)
= (a1 +b1) + (a2 + bo)i + (a3 + b3)j + (as + ba)k.
To define multiplication on H, we start by defining
la=al=a for aecH,
2= jt=k2=1,
and
ij=k, Jjk=i, ki=j, ji=—k, kj=-i, and ik=-—j.

Note the similarity with the so-called cross product of vectors. These formulas are easy
to remember if we think of the sequence

i, j. ki, j, k.
Theproduct from left to right of two adjacent elements is the next one to the right. The
product from right to left of two adjacent elements is the negative of the next one to the
left. We then define a product to be what it must be to make the distributive laws hold,
namely,
(a1 + axi + asj + ask)(by + byi + b3 j + bak)
= (a1b1 — a2by — asby — asba) + (a1b2 + az2b1 + azbs — asbs)i

+ (a1b3 — asbs + azby + asby) j

+ (a1bg + arbs — asby + asb k.

Exercise 19 shows that the quaternions are isomorphic to a subring of M;(C), so
multiplication is associative. Since ij = k and ji = —k, we see that multiplication is
not commutative, so H is definitely not a field. Turning to the existence of multiplicative
inverses, let a = a; + ayi + asj + a4k, with not all g; = 0. Computation shows that

(a1 + api + asj + ask)a) — api — asj — ask) = ‘112 + a22 + a32 + a42.

If we let

S]]

laP? = a?+a} +a +a and

a _al_<a_2 ) ._<a4 i
laP ~ lal |a|2>’ (W)’ W)

=a; —mi — a3j — aqk,

we see that
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is a multiplicative inverse for a. We consider that we have demonstrated the following
theorem.

24.9 Theorem The quaternions H form a strictly skew field under addition and multiplication.

Note that G = {%1, &i, &, £k} is a group of order 8 under quaternion multiplica-
tion. This group is generated by i and j, where
=1, j2=i* and  ji=i%.

There are no finite strictly skew fields. This is the content of a famous theorem of
Wedderburn, which we state without proof.

24,10 Theorem (Wedderburn’s Theorem) Every finite division ring is a field.

Proof See Artin, Nesbitt, and Thrall [24] for proof of Wedderburn’s theorem. *

# EXERCISES 24

Computations

In Exercises 1 through 3, let G = {e, a, b} be a cyclic group of order 3 with identity element e. Write the element
in the group algebra ZsG in the form

re+sa—+tb for r,s,t € Zs.

1. 2e + 3a + 0b) + (de + 2a + 3b) 2. (2e 4 3a + 0b)(4e + 2a + 3b) 3. 3e+3a +3b)*
In Exercises 4 through 7, write the element of H in the form a; + azi +a3j + ask fora; € R.

4. (i +3)A+2j—k) 5. i?j°kji®

6. G+ )" 7. [+ 3i)@j + 3017

8. Referring to the group S; given in Example 8.7, compute the product
(Opo + 1p1 + 002 + 0y + Lus + 1u3)(1oo + 1p1 + 002 + 1uy + Oz + 1uz)

in the group algebra Z,.53.

9. Find the center of the group (H*, -), where H* is the set of nonzero quaternions.

Concepts

10. Find two subsets of H different from C and from each other, each of which is a field isomorphic to C under
the induced addition and multiplication from IH.

11. Mark each of the following true or false.

a. M, (F) has no divisors of 0 for any n and any field F.

b. Every nonzero element of M»(Z,) is a unit.

¢. End(A) is always a ring with unity # 0 for every abelian group A.
d. End(A) is never a ring with unity # O for any abelian group A.
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e. The subset Iso(A) of End(A), consisting of the isomorphisms of A onto A, forms a subring of
End(A) for every abelian group A.

f. R(Z, +) is isomorphic to (Z, +, -) for every commutative ring R with unity.

g. The group ring RG of an abelian group G is a commutative ring for any commutative ring R with
umty.

h. The quaternions are a field.

i. (H*, ) is a group where H* is the set of nonzero quaternions.

j. No subring of H is a field.

Show each of the following by giving an example.

a. A polynomial of degree n with coefficients in a strictly skew field may have more than » zeros in the skew
field.

b. A finite multiplicative subgroup of a strictly skew field need not be cyclic.

Theory

13.

14.

15.

16.
17.
18.
19.

Let ¢ be the element of End({Z x Z, +)) given in Example 24.2. That example showed that ¢ is a right divisor
of 0. Show that ¢ is also a left divisor of 0.

Show that M,(F) has at least six units for every field F. Exhibit these units. [Hint: F has at least two elements,
0and 1.]

Show that End ((Z, +)) is naturally isomorphic to (Z, +, -) and that End({Z,,, +)}) is naturally isomorphic to
(Zn, +., ).

Show that End({Z; x Z», +)) is not isomorphic to (Z, X Zy, +, -).

Referring to Example 24.3, show that Y X — XY = 1.

If G = {e}, the group:of one element, show that RG is isomorphic to R for any ring R.

There exists a matrix K € M>(C) such that ¢ : H — M,(C) defined by

i

. , 1 0 0 1 0 i
¢~<a+bz+cj+dk>=a[o J+b[_1 O]+{ 0}+dK,

forall a, b, ¢, d € R, gives an isomorphism of H with ¢[H]

a. Find the matrix K.
b. What 8 equations should you check to see that ¢ really is a homomorphism?
¢. What other thing should you check to show that ¢ gives an isomorphism of H with ¢[H]?

TORDERED RiNGs AND FIELDS

We are familiar with the inequality relation < on the set R and on any subset of R. (We
remind you that relations were discussed in Section 0. See Definition 0.7.) We regard
< as providing an ordering of the real numbers. In this section, we study orderings of
rings and fields. We assume throughout this section that the rings under discussion have
nonzero unity 1.

In the real numbers, @ < & if and only if b — a is positive, so the order relation <
on R is completely determined if we know which real numbers are positive. We use the
idea of labeling certain elements as positive to define the notion of order in a ring.

T This section is not used in the remainder of the text.
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An ordered ring is a ring R together with a nonempty subset P of R satisfying these
two properties.

Closure Foralla,b € P,botha + b and ab are in P.
Trichotomy For each a € R, one and only one of the following holds:

a€P, a=0, —ae€P.
Elements of P are called “positive.” [ |

It is easy to see that if R is an ordered ring with set P of positive elements and S is
a subring of R, then P N S satisfies the requirements for a set of positive elements in the
ring S, and thus gives an ordering of S. (See Exercise 26.) This is the induced ordering
from the given ordering of R.

We observe at once that for each of the rings Z, QQ and R the set of elements that we
have always considered to be positive satisfies the conditions of closure and trichotomy.
We will refer to the familiar ordering of these rings and the induced ordering on their
subrings as the natural ordering. We now give an unfamiliar illustration.

Let R be an ordered ring with set P of positive elements. There are two natural ways to
define an ordering of the polynomial ring R[x]. We describe two possible sets, Py and
Phigh, of positive elements. A nonzero polynomial in R[x] can be written in the form

f&) =ax" + X + o+ ax”

where a, # 0 and a, # 0, so that g,x" and a,x" are the nonzero terms of lowest and
highest degree, respectively. Let Py be the set of all such f(x) for which a, € P,
and let Py be the set of all such f(x) for which a, € P. The closure and trichotomy
requirements that Pjy, and Py;e, must satisfy to give orderings of R[x] follow at once from
those same properties for P and the definition of addition and multiplication in R[x].
Ilustrating in Z[x], with ordering given by Piow, the polynomial f(x) = —2x + 3x*
would not be positive because —2 is not positive in Z. With ordering given by Py, this
same polynomial would be positive because 3 is positive in Z. A

Suppose now that P is the set of positive elements in an ordered ring R. Let a be
any nonzero element of R. Then either g or —a is in P, so by closure, a? = (—a)?* is
also in P. Thus all squares of nonzero elements of R are positive. In particular, 1 = 12
is positive. By closure, we see that 1 + 1 + - - - + 1 for any finite number of summands
is always in P, so it is never zero. Thus an ordered ring has characteristic zero.

Because squares of nonzero elements must be positive, we see that the natural
ordering of R is the only possible ordering. The positive real numbers are precisely the
squares of nonzero real numbers and the set could not be enlarged without destroying
trichotomy. Because 1+ 1+ -+ 1 must be positive, the only possible ordering of
Z is the natural ordering also. All ordered rings have characteristic zero so we can, by
identification (renaming), consider every ordered ring to contain Z as an ordered subring.

If a and b are nonzero elements of P then either —a or a is in P and either —b or
bis in P. Consequently by closure, either ab or —ab is in P. By trichotomy, ab cannot
be zero so an ordered ring can have no zero divisors.

We summarize these observations in a theorem and corollary.
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Let R be an ordered ring. All squares of nonzero elements of R are positive. R has
characteristic 0, and there are no zero divisors.

We can consider Z to be embedded in any ordered ring R, and the induced ordering of
Z from R is the natural ordering of Z. The only possible ordering of X is the natural
ordering.

Theorem 25.3 shows that the field C of complex numbers cannot be ordered, because
both 1 = 1% and —1 = i? are squares. It also shows that no finite ring can be ordered
because the characteristic of an ordered ring is zero.

The theorem that follows defines a relation < in an ordered ring, and gives properties
of <. The definition of < is motivated by the observation that, in the real numbers, a < b
if and only if b — a is positive. The theorem also shows that ordering could have been
defined in terms of a relation < having the listed properties.

Let R be an ordered ring with set P of positive elements. Let <, read “is less than,” be
the relation on R defined by

a<bifandonlyif (b —a)e P (45
for a, b € R. The relation < has these properties for all a, b, ¢ € R.

Trichotomy One and only one of the following holds:
a<b, a=b, b<a.
Transitivity Ifa <bandd < ¢, thena <c.

:Isotonicity Ifb <c,thena+b <a+c.
Ifb <cand 0 < a, then ab < ac and ba < ca.

Conversely, given a relation < on a nonzero ring R satisfying these three conditions,
the set P = {x € R|0 < x) satisfies the two criteria for a set of positive elements in
Definition 25.1, and the relation < p defined as in Condition (1) with this P is the given
relation <.

Let R be an ordered ring with set P of positive elements, and leta < bmean(b —a) € P.
We prove the three properties for <.

Trichotomy Leta, b € R. By the trichotomy property of P in Definition 25.1
applied to b — a, exactly one of

(b—a)eP, b—a=0, (a@—-byeP
holds. These translate in terms of < to
a<b, a=b, b<a
respectively.

Transitivity Leta <bandb < c¢. Then (b —a) € P and(c — b) € P. By clo-
sure of P under addition, we have

b—a)+(c-b)=(c—a)eP

soa < c.
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Isotonicity Letb <c,s0(c—b)e P. Then (a+c)—(@+db)=(c—b) e
Psoa+b<a+c Alsoif a > 0, then by closure of P both
a(c —b) =ac —aband(c — b)a = ca — ba arcin P,soab < ac
and ba < ca.

We leave the “conversely” part of the theorem as an equally easy exercise. (See
Exercise 27.) L 4

In view of Theorem 25.5, we will now feel free to use the < notation in an ordered
ring. The notations >, <, and > are defined as usual in terms of < and =. Namely,

b>ameansa <b, a <bmeanseithera =bora < b,

a > bmeanseitherb <aorb =a.

Let R be an ordered ring. It is illustrative to think what the orderings of R[x] given by
Piow and Prign in Example 25.2 mean in terms of the relation < of Theorem 25.5.

Taking P,w, we observe, forevery a > 0in R, thata — x is positive sox < a. Also,
x = x — 01is positive, s0 0 < x. Thus 0 < x < a forevery a € R. We have (x’ — x/) €
Pow Wheni < j,sox/ < x'if i < j. Our monomials have the ordering

D< - x0cx®«xt<x®<xtP<x<a

for any positive a € R. Taking R = R, we see that in this ordering of R[x] there are
infinitely many positive elements that are less than any positive real number!

We leave a similar discussion of < for the ordering of R[x] given by Pyg to
Exercise 1. A

The preceding example is of interest because it exhibits an ordering that is not
Archimedian. We give a definition explaining this terminology. Remember that we can
consider Z to be a subring of every ordered ring.

An ordering of a ring R with this property:

For each given positive ¢ and b in R, there exists a positive integer n such that
na > b.

is an Archimedian ordering. [ |

The natural ordering of R is Archimedian, but the ordering of R[x] given by Py
discussed in Example 25.6 is not Archimedian because for every positive integer n we
have (17 — nx) € Py, sonx < 17 foralln € Zt.

We give two examples describing types of ordered rings and fields that are of interest
in more advanced work.

(Formal Power Series Rings) Let R be aring. In Section 22 we defined a polynomial
in R[x] to be a formal sum Z?io a;x' where all but a finite number of the g; are 0. If
we do not require any of the g; to be zero, we obtain a formal power series in x with
coefficients in the ring R. (The adjective, formal, is customarily used because we are not
dealing with convergence of series.) Exactly the same formulas are used to define the
sum and product of these series as for polynomials in Section 22. Most of us had some
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practice adding and multiplying series when we studied calculus. These series form a
ring which we denote by R[[x]], and which contains R[x] as a subring.

If R is an ordered ring, we can extend the ordering to R[[x]] exactly as we extended
the ordering to R[x] using the set Py of positive elements. (We cannot use Pyign. Why
not?) The monomials have the same ordering that we displayed in Example 25.6. A

(Formal Laurent Series Fields) Continuing with the idea of Example 25.8, we let F
be a field and consider formal series of the form ) ;o - a;x’ where N may be any integer.
positive, zero, or negative, and a; € F. (Equivalently, we could consider Y ;°___ a;x’
where all but a finite number of the a; are zero for negative values of i. In studying calcu-
lus for functions of a complex variable, one encounters series of this form called “Laurent
series”’) With the natural addition and multiplication of these series, we actually have a
field which we denote by F((x)). The inverse of x is the series x40 4+0x +0x2 4.
Inverses of elements and quotients can be computed by series division. We compute three
terms of (x ! — 1 4+ x —x2 + x> + - )/(x® + 2x* 4+ 3x5 + - .} in R((x)) for illustra-
tion.

P Tt R R P R

O+t +3x+ | T -1+ x—x24+x>+

xV+24+3x+ -
—3—6x — 924
4x+

If F is an ordered field, we can use the obvious analog of P in R[[x]] to define
an ordering of F((x)). In Exercise 2 we ask you to symbolically order the monomials

cex3 x7 x7 X0 =1, x, %2, %3, - - - as we did for R[x] in Example 25.6. Note that
F((x)) contains, as a subfield, a field of quotients of F[x], and thus induces an ordering
on this field of quotients. A

Let R be an ordered ring and let ¢ : R — R’ be a ring isomorphism. It is intuitively
clear that by identification (renaming), the map ¢ can be used to carry over the ordering
of R to provide an ordering of R’. We state as a theorem what would have to be proved
for a skeptic, and leave the proof as Exercise 25.

Let R be an ordered ring with set P of positive elements and let ¢ : R — R’ be aring
isomorphism. The subset P’ = ¢[ P] satisfies the requirements of Definition 25.1 for a
set of positive elements of R’. Furthermore, in the ordering of R’ given by P/, we have
¢(a) <’ ¢(b)in R’ if and only ifa < bin R.

We call the ordering of R’ described in the preceding theorem the “ordering induced
by” ¢ from the ordering of R.

Example 22.9 stated that the evaluation homomorphism ¢, : Q[x] — R where
¢(ao+a1x+---+anx") =ay+am -+ +an"

is one to one. Thus it provides an isomorphism of Q[x] with ¢[Q[x]]. We denote this
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image ring by Q[x]. If we provide Q[x] with the ordering using the set P,y of Ex-
amples 25.2 and 25.6, the ordering on Q[] induced by ¢, is very different from that
induced by the natural (and only) ordering of R. In the Pjow ordering, = is less than any
element of Q! A

An isomorphism of a ring R onto itself is called an automorphism of R. Theo-
rem 25.10 can be used to exhibit different orderings of an ordered ring R if there exist
automorphisms of R that do not carry the set P of positive elements onto itself. We give
an example.

Exercise 11 of Section 18 shows that {m + n+/2 |m, n € Z}is a ring. Let us denote this
ring by Z[+/2]. This ring has a natural order induced from R in which /2 is positive.
However, we claim that ¢ : Z[ﬁ] — Z[ﬁ] defined by ¢p(m + n«/f) =m —n+/2isan
automorphism. It is clearly one to one and onto Z[~/2]. We leave the verification of the
homomorphism property to Exercise 17. Because $(~/2) = —+/2, we see the ordering
induced by ¢ will be one where — /2 is positive! In the natural order on Z[+/2], anelement
m + n~/2 is positive if m and n are both positive, or if m is positive and 2n? < m?, orif
n is positive and m? < 2n%. In Exercise 3, we ask you to give the analogous descriptions
for positive elements in the ordering of Z[+/2] induced by ¢. A

In view of Examples 25.11 and 25.12, which exhibit orderings on subrings of R that
are not the induced orderings, we wonder whether Q can have an ordering other than the
natural one. Our final theorem shows that this is not possible.

Let D be an ordered integral domain with P as set of positive elements, and let F be a

‘field of quotients of D. The set

P ={xeF|x=a/bfora,be Dandab ¢ P}

is well-defined and gives an order on F that induces the given order on D. Furthermore,
P’ is the only subset of F with this property.

To show that P’ is well-defined, suppose that x = a/b = a'/b’ for a, b,a’, b’ € D and
that ab € P. We must show that a’b’ € P. From a/b = a’/b’ we obtain ab’ = a’b.
Multiplying by b, we have (ab)b’ = a’b?. Now b* € P and by assumption, ab € P.
Using trichotomy and the properties a(—b) = (—a)b = —(ab) of a ring, we see that
either ¢’ and »’ are both in P or both not in P. In either case, we have a’b’ € P.

We proceed to closure for P’. Let x = a/b and y = ¢/d be two elements of P/, so
abe Pandcd € P.Now x + y = (ad + bc)/bd and (ad + bc)bd = (ab)d?* + b*(cd)
is in P because squares are also in P and P is closed under addition and multiplication.
Thus (x + y) € P’. Also xy = ac/bd is in P’ because achd = (ab)(cd) is a product of
two elements of P and thus in P.

For trichotomy, we need only observe that for x = a/b, the product ab satisfies just
one of

abe P, ab =0, ab¢ P
by trichotomy for P. For P, these translate intox € P’, x = 0,andx ¢ P’, respectively.
We have shown that P’ does give an ordering of F. Fora € D, we see thata = a/1

isin P’ ifand only if a1l = a is in P, so the given ordering on D is indeed the induced
ordering from F by P'.
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Finally, suppose that P” is a set of positive elements of F satisfying the conditions
of Definition 25.1 and such that P/ N D = P.Letx = a/b € P" wherea. b € D. Then
xb?* =abmustbein P”,soab € (P" N D)= P.Thusx € P’ so P” C P’. The law of
trichotomy shows that we then must have P’ = P”. Therefore P’ gives the only ordering
of F that maintains original order for elements of D. *

E EXERCISES 25

Computations

1. Let R be an ordered ring. Describe the ordering of a positive element a of R and the monomials x, x2, x3, - -+, x". - -

in R[x] as we did in Example 25.6, but using the set Py of Example 25.6 as set of positive elements of Rlx].

2. Let F be an ordered field and let F((x)) be the field of formal Laurent series with coefficients in F, discussed in
Example 25.9. Describe the ordering of the monomials - - - x73, x72, x 71, x% = 1, x, x2, x3, - - - in the ordering
of F((x)) described in that example.

3. Example 25.12 described an ordering of Z[v2] = {m + nv/2|m, n € Z} in which —/21is positive. Describe,
in terms of m and n, all positive elements of Z[~/2] in that ordering.

In Exercises 4 through 9, let R[x] have the ordering given by
i. Plow ii. Phigh

as described in Example 35.2. In each case (i) and (ii), list the labels a, b, ¢, d, e of the given polynomials in an
order corresponding to increasing order of the polynomials as described by the relation < of Theorem 25.5.

4. a. =5+ 3x b. 5—-3x ¢ —x + Tx2 d. x —7x2 e. 2+ 4x?

5. a —1 b. 3x — 8x° e =5x +7x2 —11x* d. 8x?+x° e. —3x° —4x°
6. a. —3 4 5x° b. —2x +5x24+x* ¢ =5 d. 6x3 + 8x* e. 8x* —5x°

7. a. —2x* +5x° b. x4 4x* c. 2x —3x2 d. —3x —4x2 e 2x — 2x>

8. a. 4x —3x? b. 4x + 2x? c. 4x — 6x3 d. 5x —6x3 e. 3x —2x2

9. a x—3x24+5x> b, 2—-3x2+5%° e x —3x%+4x° d. x +3x%+4x* e x+3x2—4x°

In Exercises 10 through 13, let Q((x)) have the ordering described in Example 25.9. List the labels a, b, ¢, d, e of
the given elements in an order corresponding to increasing order of the elements as described by the relation < of
Theorem 25.5.

1 -5 2 -3
10. a. — b. - c. — d. -5 e. 4x

x x x x

1 2 1 —X 3-2

11. a. b c d —— e. 2%

I—x 1+x x — x? 1+x 3+ 4x

5-17 244 T+2 — 3x? 3-5
12. a ad b. + e C +ex d 9 -3x e il

T ox2 4 3x3 4 —3x T4 3x "2+ 6x T —6+2x
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1—x 3 —5x 1 1 4% + x2
Boa s > 3T T i e S .
Concepts
14. It can be shown that the smallest subfield of R containing ~/2 is isomorphic to the smallest subfield of C
containing «3/5("—“;"—‘/5). Explain why this shows that, although there is no ordering for C, there may be an
ordering of a subfield of C that contains some elements that are not real numbers.
15. Mark each of the following true or false.
a. There is only one ordering possible for the ring Z.
b. The field R can be ordered in only one way.
c. Any subfield of R can be ordered in only one way.
__ d. The field Q can be ordered in only one way.
_____ e. If Ris an ordered ring, then R[x] can be ordered in a way that induces the given order on R.
__ . Anordering of aring R is Archimedian if for each a, b € R, there exists n € Z* suchthat b < na.
g Anordering of aring R is Archimedian if for each a, b € R such that 0 < a, there exists n € Z*+
such that b < na.
____ h. IfRisanordered ring and a € R, then —a cannot be positive.
i. If R is an ordered ring and @ € R, then either a or —a is positive.
j. Every ordered ring has an infinite number of elements.
16. Describe an ordering of the ring Q[ ], discussed in Example 25.11, in which 7 is greater than any rational
number.
Theory
17. Referring to Example 25.12, show that the map ¢ : Z[ﬁ] — R where ¢(m + n+/2) = m — n+/2 is a homo-

morphism.

In Exercises 18 through 24, let R be an ordered ring with set P of positive elements, and let < be the relation on
R defined in Theorem 25.5. Prove the given statement. (All the proofs have to be in terms of Definition 25.1 and
Theorem 25.5. For example, you must not say, “We know that negative times positive is negative, so ifa <0 and
0 < bthenab < 0)

18.
19.
20.
21.
22.
23.
24.
25.
26.

27.

Ifa e P,then0 < a.

Ifa,b € Pand ac = bd, theneitherc =d =0orcd € P.
Ifa < b,then —b < —a.

Ifa <0and 0 < b, thenab < 0.

If R is a field and a and b are positive, then a/b is positive.
IfRisafieldand0 < a < 1,then 1 < 1/a.

If Risafieldand —1 <a < 0,then 1/a < —1.

Prove Theorem 25.10 of the text.

Show that if R is an ordered ring with set P of positive elements and S is a subring of R, then P N § satisfies
the requirements for a set of positive elements in the ring S, and thus gives an ordering of §.

Show that if < is a relation on a ring R satisfying the properties of trichotomy, transitivity, and isotonicity
stated in Theorem 25.5, then there exists a subset P of R satis{ying the conditions for a set of positive elements



28.

29.
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in Definition 25.1, and such that the relation <p defined by a <p b if and only if (b — a) € P is the same as
the relation <.

Let R be an ordered integral domain. Show that if a®"*! = b¥"+! where a, b € R and n is a positive integer,
thena = b.

Let R be an ordered ring and consider the ring R{x, y] of polynomials in two variables with coefficients in R.
Example 25.2 describes two ways in which we can order R{x], and for each of these, we can continue on and
order (R[x])[y] in the analogous two ways, giving four ways of arriving at an ordering of R[x, y]. There are
another four ways of arriving at an ordering of R{x, y] if we first order R[y] and then (R[y]){x]. Show that
all eight of these orderings of R[x, y] are different. [Hint: You might start by considering whether x < ¥ or
y < x in each of these orderings, and continue in this fashion.]
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Section 26  Homomorphisms and Factor Rings
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HomomorpHISMS AND FACTOR RINGS

Homomorphisms

We*defined the concepts of homomorphism and isomorphism for rings in Section 18,
since we wished to talk about evaluation homomorphisms for polynomials and about
isomorphic rings. We repeat some definitions here for easy reference. Recall that a
homomorphism is a structure-relating map. A homomorphism for rings must relate both
their additive structure and their multiplicative structure.

A map ¢ of aring R into a ring R’ is a homomorphism if
¢(a+b) =¢la) + o)
and
¢(ab) = ¢p(a)p(b)
for all elements a and b in R. |

In Example 18.10 we defined evaluation homomorphisms, and Example 18.11
showed that the map ¢ : Z — Z,, where ¢(m) is the remainder of m when divided
by n, is a homomorphism. We give another simple but very fundamental example of a
homomorphism.

(Projection Homomorphisms) Let Ry, R;,---, R, be rings. For each i, the map 7; :
Ry x Ry X -+ X R, — R; defined by 7;(r1, 2, - -+, 7n) = r; is @ homomorphism, pro-
jection onto the ith component. The two required properties of a homomorphism hold

T Section 28 is not required for the remainder of the text.

237
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26.3 Theorem

Proof

26.4 Definition

Ideals and Factor Rings

for 7; since both addition and multiplication in the direct product are computed by
addition and multiplication in each individual component. A

Properties of Homomorphisms

We work our way through the exposition of Section 13 but for ring homomorphisms.

(Analogue of Theorem 13.12) Let ¢ be a homomorphism of a ring R into a ring R.If
0 is the additive identity in R, then ¢(0) = O is the additive identity in R’, andif a € R,
then ¢(—a) = —¢(a). If S is a subring of R, then ¢[S] is a subring of R’. Going the
other way, if 8’ is a subring of R’, then ¢~115"] is a subring of R. Finally, if R has unity
1, then ¢(1) is unity for ¢[R]. Loosely speaking, subrings correspond to subrings, and
rings with unity correspond to rings with unity under a ring homomorphism.

Let ¢ be a homomorphism of a ring R into a ring R'. Since, in particular, ¢ can be
viewed as a group homomorphism of (R, +) into (R’, +'), Theorem 13.12 tells us that
#(0) = 0 is the additive identity element of R" and that ¢(—a) = —¢(a).

Theorem 13.12 also tells us that if S is a subring of R, then, considering the additive
group (S, +), the set (¢[S], +') gives a subgroup of (R’, +'). If ¢(s1) and ¢(s) are two
elements of ¢[S], then

P(s)P(s2) = P(s152)

and ¢(s152) € ¢[S]. Thus ¢(s1)P(s2) € ¢[S], so ¢[S] is closed under multiplication.
Consequently, ¢[S] is a subring of R'.

Going the other way, Theorem 13.12 also shows that if ' is a subring of R’, then
(71151, +) isasubgroupof (R, +).Leta, b € ¢~'[S'],sothat¢(a) € S'and p(b) € §'.
Then

¢(ab) = p(a)p(b).

Since ¢(a)p(b) € §', we see thatab € ¢p~'[S'] s0 ¢~115}is closed under muitiplication
and thus is a subring of R.
Finally, if R has unity 1, then for all » € R,

o(r) = (1) = ¢(r1) = ¢(1)p(r) = P(r)P(D),
so ¢(1) is unity for ¢[R]. L 2

Note in Theorem 26.3 that ¢(1) is unity for ¢[R], but not necessarily for R’ as we
ask you to illustrate in Exercise 9.

Letamap ¢ : R — R be a homomorphism of rings. The subring
¢~'[0] = {r e R|p(r) =0}
is the kernel of ¢, denoted by Ker(¢). ||

Now this Ker(¢) is the same as the kernel of the group homomorphism of (R, +)
into (R', +) given by ¢. Theorem 13.15 and Corollary 13.18 on group homomorphisms
give us at once analogous results for ring homomorphisms.
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(Analogue of Theorem 13.15) Let ¢ : R — R’ be a ring homomorphism, and let
H =Ker(¢). Leta € R. Then ¢ @) =a+H=H+a,wherea+ H=H +a
is the coset containing a of the commutative additive group (H, +).

(Analogue of Corollary 13.18) A ring homomorphism ¢ : R — R’ is a one-to-one
map if and only if Ker(¢) = {0}.

Factor (Quotient) Rings

We are now ready to describe the analogue for rings of Section 14. We start with the
analogue of Theorem 14.1.

(Analogue of Theorem 14.1) Let¢ : R — R’bearing homomorphism withkernel A.
Then the additive cosets of H form a ring R/H whose binary operations are defined by
choosing representatives. That is, the sum of two cosets is defined by

(a+H)+®+H)=(@+b)+H,
and the product of the cosets is defined by
(a+HYb+ H)=(ab)+ H.
Also, the map u : R/H — ¢[R] defined by u(a + H) = ¢(a) is an isomorphism.

Once again, the additive part of the theory is done for us in Theorem 14.1. We proceed
to check the multiplicative aspects.

We must first show that multiplication of cosets by choosing representatives is well
defined. To this end, let /4, i2, € H and consider the representatives a + by of a + H
and b+ hr of b+ H. Let

c=(a+h)b+h)=ab+ahy + hib+ hih;.

We must show that this element ¢ lies in the cosetab + H. Since ab + H = ¢~ [p(ad)],
we need only show that ¢(c) = ¢(ab). Since ¢ is a homomorphism and ¢(h) = 0’ for
h € H, we obtain

(c) = ¢p(ab + ahy + hib + hihy)
= ¢(ab) + ¢p(ahy) + ¢p(h1b) + ¢(hihy)
= ¢(ab) + ¢(a)0 + 0'¢p(b) + 00/
= ¢(ab) + 0" + 0 + 0" = ¢(ab). {1

Thus multiplication by choosing representatives is well defined.

To show that R/H is a ring, it remains to show that the associative property for
multiplication and the distributive laws hold in R/H. Since addition and multiplica-
tion are computed by choosing representatives, these properties follow at once from
corresponding properties in R.

Theorem 14.1 shows that the map p defined in the statement of Theorem 26.4 is well
defined, one to one, onto ¢[R], and satisfies the additive property for a homomorphism.
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Multiplicatively, we have

wlla + HYb + H)] = ulab + H) = ¢(ab)
= P(a)p(b) = ula + H)p(b + H).

This completes the demonstration that u is an isomorphism. *

Example 18.11 shows that the map ¢ : Z — Z, defined by ¢(m) = r, where r is the re-
mainder of m when divided by #, is a homomorphism. Since Ker(¢) = nZ, Theorem 26.7
shows that Z /nZ is aring where operations on residue classes can be computed by choos-
ing representatives and performing the corresponding operation in Z. The theorem also
shows that this ring Z/nZ is isomorphic to Z,,. A

It remains only to characterize those subrings H of a ring R such that multipli-
cation of additive cosets of H by choosing representatives is well defined. The coset
multiplication in Theorem 26.7 was shown to be well defined in Eq. (1). The success of
Eq. (1) is due to the fact that ¢(ahs) = ¢(h1b) = ¢(h1hy) = 0. Thatis, if h € H where
H = Ker(¢), then for every a, b € R we have ah € H and hb € H. This suggests Theo-
rem 26.9 below, which is the analogue of Theorem 14.4.

(Analogue of Theorem 14.4) Let H be a subring of the ring R. Multiplication of
additive cosets of H is well defined by the equation

(a+H)Yb+H)=ab+ H

Jdfand onlyif ah € H and hb € H foralla,b € Rand h € H.

Suppose firstthatah € H and hb € H foralla,b € Randallh € H.Leth, hy € H so
thata + hy and b + h; are also representatives of the cosets a + H and b + H containing
a and b. Then

(a+h)(b+hy) =ab+ahy + hib+ hihs.

Since ah; and h1b and hih, are all in H by hypothesis, we see that (a + 21)(b + hy) €
ab+ H.

Conversely, suppose that multiplication of additive cosets by representatives is well
defined. Let a € R and consider the coset product (@ + H)H . Choosing representatives
a€(a+ H)and 0 € H, we see that (a + H)H =a0+ H =0+ H = H. Since we
can also compute (¢ + H)YH by choosing a € (a + H) and any # € H, we see that
ah € H for any h € H. A similar argument starting with the product H(b 4+ H) shows
that hb € H forany h € H. L 2

In group theory, normal subgroups are precisely the type of substructure of groups
required to form a factor group with a well-defined operation on cosets given by operating
with chosen representatives. Theorem 26.9 shows that in ring theory, the analogous
substructure must be a subring H of a ring R such that aH € H and Hb C H for
alla,b € R, where aH = {ah |h € H} and Hb = {hb|h € H}. From now on we will
usually denote such a substructure by N rather than H. Recall that we started using N
to mean a normal subgroup in Section 15.
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26.10 Definition An addive subgroup N of aring R satisfying the properties
aN CN and NbCTN foralla,b € R
is an ideal. |
26.11 Example We see that nZ is an ideal in the ring Z since we know it is a subring, and s(nm) =
(nm)s = n(ms) e nZ foralls € Z. A
26.12 Example Let F be the ring of all functions mapping R into R, and let C be the subring of F
consisting of all the constant functions in F. Is C an ideal in F'? Why?
Solution  Itisnot true that the product of a constant function with every function is again a constant

function. For example, the product of sin x and 2 is the function 2 sin x. Thus C is not

an ideal of F.

# HistoricaL NOTE

It was Ernst Eduard Kummer (1810-1893) who
introduced the concept of an “ideal complex
number” in 1847 in order to preserve the notion
of unique factorization in certain rings of alge-
braic integers. In particular, Kummer wanted to
be able to factor into primes numbers of the form
ao + a0 + ape® + -+ ap_lotp_l, where « is a
complex root of x” = 1 (p prime) and the g; are
ordinary integers. Kummer had noticed that the
naive definition of primes as “unfactorable num-
bers” does not lead to the expected results; the prod-
uct of two such “unfactorable” numbers may well
be divisible by other “unfactorable” numbers. Kum-
mer defined “ideal prime factors” and “ideal num-
bers” in terms of certain congruence relationships;
these “ideal factors™ were then used as the divisors

necessary to preserve unique factorization. By use
of these, Kummer was in fact able to prove cer-
tain cases of Fermat’s Last Theorem, which states
that x” + y” = z" has no solutions x, y, z € ZT if
n>2.

Tt turned out that an “ideal number,” which was
in general not a “number” at all, was uniquely de-
termined by the set of integers it “divided.” Richard
Dedekind took advantage of this fact to identify the
ideal factor with this set; he therefore called the set
itself an ideal, and proceeded to show that it satis-
fied the definition given in the text. Dedekind was
then able to define the notions of prime ideal and
product of two ideals and show that any ideal in the
ring of integers of any algebraic number field could
be written uniquely as a product of prime ideals.

26.13 Example Let F be as in the preceding example, and let N be the subring of all functions f such
that £(2) = 0.Is N an ideal in F? Why or why not?
Solution Let f € Nandletg € F.Then(fg)(2) = f(2)g(2) = 0g(2) = 0,s0 fg € N.Similarly,

we find that gf € N. Therefore N is an ideal of F. We could also have proved this by
just observing that N is the kernel of the evaluation homomorphism ¢ : F — R. A
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Once we know that multiplication by choosing representatives is well defined on
additive cosets of a subring N of R, the associative law for multiplication and the
distributive laws for these cosets follow at once from the same properties in R. We have
at once this corollary of Theorem 26.9.

(Analogue of Corollary 14.5) Let N be anideal of a ring R. Then the additive cosets
of N form a ring R/N with the binary operations defined by
@+N)+P+N)=@+b+N
and
(a+NYb+N)y=ab+N.
The ring R/N in the preceding corollary is the factor ring (or quotient ring) of R
by N. |

If we use the term guotient ring, be sure not to confuse it with the notion of the field
of quotients of an integral domain, discussed in Section 21.

Fundamental Homomorphism Theorem

To complete our analogy with Sections 13 and 14, we give the analogues of Theorems 14.9
and 14.11.

(Analogue of Theorem 14.9) Let N be anideal ofaring R.Theny : R — R/N given

.byy(x)=x+ Nisaring homomorphism with kernel N.

The additive part is done in Theorem 14.9. Turning to the multiplicative question, we
see that

y(xy)=@y) + N =&+ N)y+N)=y&r®. *

(Fundamental Homomorphism Theorem; Analogue of Theorem 14.11) Let ¢ :
R — R’ be a ring homomorphism with kernel N. Then ¢[R] is a ring, and the map
w: R/N — ¢[R] givenby u(x + N) = ¢(x)isanisomorphism.Ify : R — R/Nisthe
homomorphism given by y(x) = x + N, then for each x € R, we have ¢(x) = py(x).

This follows at once from Theorems 26.7 and 26.16. Figure 26.18 is the analogue of
Fig. 14.10. *

R — ¢IR]

R/N

26.18 Figure
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26.19 Example Example 26.11 shows that #Z is an ideal of Z, so we can form the factor ring = nZ.
Example 18.11 shows that ¢ : Z — Z, where ¢(m) is the remainder of n modulon is a
homomorphism, and we see that Ker(¢) = nZ. Theorem 26.17 then shows that the map
W Z/nZ — Z, where u(m + nZ) is the remainder of m modulo n is well defined and
is an isomorphism. A

In summary, every ring homomorphism with domain R gives rise to a factor ring
R/N, and every factor ring R/N gives rise to a homomorphism mapping R into R .
An ideal in ring theory is analogous to a normal subgroup in the group theory. Both are
the type of substructure needed to form a factor structure.

We should now add an addendum to Theorem 26.3 on properties of homomorphisms.
Let ¢ : R — R’ be ahomomorphism, and let N be an ideal of R. Then ¢[N]is an ideal
of ¢[R], although it need not be an ideal of R’. Also, if N’ is an ideal of either ¢{R] or
of R’, then ¢~ '[N'] is an ideal of R. We leave the proof of this to Exercise 22.

B EXERCISES 26

Computations

1. Describe all ring homomorphisms of Z x Z into Z x Z. [Hint: Note that if ¢ is such a homomorphism, then
$((1,0)) = ¢((1, 0))p((1, 0)) and $((0, 1)) = ¢((0, 1))$((0, 1)). Consider also ¢((1, 0)(0, 1)).]

2. Find all positive integers n such that Z, contains a subring isomorphic to Z.

3. Find all ideals N of Zj,. In each case compute Z1,/N; that is, find a known ring to which the quotient ring is
isomorphic. .

4. Give addition and multiplication tables for 2Z/8Z. Are 27 /87 and Z isomorphic rings?

Concepts
In Exercises 5 through 7, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.
5. Anisomorphism of a ring R with a ring R’ is a homomorphism ¢ : R — R’ such that Ker(¢) = {0}.
6. Anideal N of aring R is an additive subgroup of (R, +) such thatforallr € Randalln € N,wehavern € N
and nr € N.
7. The kernel of a homomorphism ¢ mapping aring R into aring R’ is {¢(r) =0'|r € R}.

8. Let F be the ring of all functions mapping R into R and having derivatives of all orders. Differentiation gives
amap 8 : F — F where §(f(x)) = f'(x). Is § a homomorphism? Why? Give the connection between this
exercise and Example 26.12.

9. Give an example of a ring homomorphism ¢ : R — R’ where R has unity 1 and ¢(1) # (', but ¢(1) is not
unity for R'.
10. Mark each of the following true or false.

a. The concept of a ring homomorphism is closely connected with the idea of a factor ring.
b. A ring homomorphism ¢ : R — R’ carries ideals of R into ideals of R’.

c. A ring homomorphism is one to one if and only if the kernel is {0}.

d. Qis an ideal in R.
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11.

12.
13.
14.
15.
16.

Part V Ideals and Factor Rings

. Every ideal in a ring is a subring of the ring.
. Every subring of every ring is an ideal of the ring.

. The rings Z/4Z and Z4 are isomorphic.
i. Anideal N in aring R with unity 1is all of Rifand onlyif 1 € N.
j. The concept of an ideal is to the concept of a ring as the concept of a normal subgroup is to the
concept of a group.

Let R be a ring. Observe that {0} and R are both ideals of R. Are the factor rings R/R and R/{0} of real
interest? Why?

e
f.
g. Every quotient ring of every commutative ring is again a commutative ring.
h
i

i

Give an example to show that a factor ring of an integral domain may be a field.

Give an example to show that a factor ring of an integral domain may have divisors of 0.

Give an example to show that a factor ring of a ring with divisors of 0 may be an integral domain.
Find a subring of the ring Z x Z that is not an ideal of Z x Z.

A student is asked to prove that a quotient ring of a ring R modulo an ideal N is commutative if and only if
(rs —sr)e Nforallr,s € R. The student starts out:

Assume R/N is commutative. Then rs = sr for allr,s € R/N.

a. Why does the instructor reading this expect nonsense from there on?

b. What should the student have written?

¢. Prove the assertion. (Note the “if and only if.”)

Theory

17.

18.
19.

20.

21.

22,

23.

24.
25.

LetR={a+ bﬁ la, b € Z} and let R’ consist of all 2 x 2 matrices of the form [Z ZZ] fora, b € Z. Show

that R is a subring of R and that R’ is a subring of M(Z). Then show that ¢ : R — R’, where ¢(a + b/2) =

[Z 2:] is an isomorphism.

Show that each homomorphism from a field to a ring is either one to one or maps everything onto 0.

Show that if R, R’, and R” are rings, and if ¢ : R — R’ and ¥ : R" — R’ are homomorphisms, then the
composite function ¢ : R — R” is a homomorphism. (Use Exercise 49 of Section 13.)

Let R be a commutative ring with unity of prime characteristic p. Show that the map ¢, : R — R given by
pp(a)=a’isa homomorphism (the Frobenius homomorphism).

Let R and R’ be rings and let ¢ : R — R’ be a ring homomorphism such that ¢[R] # {0'}. Show that if R has
unity 1 and R’ has no 0 divisors, then ¢(1) is unity for R'.

Let ¢ : R — R’ be aring homomorphism and let N be an ideal of R.
a. Show that ¢[N] is an ideal of ¢[R].

b. Give an example to show that ¢[N] need not be an ideal of R’.
¢. Let N’ be an ideal either of ¢[R] or of R’. Show that ¢~L{N'] is an ideal of R.

Let F be a field, and let S be any subset of F x F x --- x F for n factors. Show that the set Ng of all
Flxi, -, x,) € Flxy, -+, xo] that have every element (ay, - - -, a,) of S asazero (see Exercise 28 of Section 22)
is an ideal in F[xj, - - -, x,}. This is of importance in algebraic geometry.

Show that a factor ring of a field is either the trivial (zero) ring of one element or is isomorphic to the field.

Show that if R is a ring with unity and N is an ideal of R such that N # R, then R/N is aring with unity.



26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.
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Let R be a commutative ring and let a € R. Show that I, = {x € R}ax = 0} is an ideal of R.
Show that an intersection of ideals of a ring R is again an ideal of R.

Let R and R’ be rings and let N and N’ be ideals of R and R’, respectively. Let ¢ be a homomorphism of R
into R’. Show that ¢ induces a natural homomorphism ¢, : R/N — R’/N'if [ N] € N'. (Use Exercise 39 of
Section 14.)

Let ¢ be a homomorphism of a ring R with unity onto a nonzero ring R’. Let u be a unit in R. Show that @(u)
is a unitin R'.

An element a of a ring R is nilpotent if " = 0 for some n € Z*. Show that the collection of all nilpotent
elements in a commutative ring R is an ideal, the nilradical of R.

Referring to the definition given in Exercise 30, find the nilradical of the ring Z;, and observe that it is one of
the ideals of Z1, found in Exercise 3. What is the nilradical of Z? of Z3,?

Referring to Exercise 30, show that if N is the nilradical of a commutative ring R, then R/N has as nilradical
the trivial ideal {0 + N}.

Let R be a commutative ring and N an ideal of R. Referring to Exercise 30, show that if every element of N
is nilpotent and the nilradical of R/N is R/N, then the nilradical of R is R.

Let R be a commutative ring and N an ideal of R. Show that the set +/N of all @ € R, such that a" € N for
some n € Z*, is an ideal of R, the radical of N.

Referring to Exercise 34, show by examples that for proper ideals N of a commutative ring R,
a. +/N need not equal N b. /N may equal N.

What is the relationship of the ideal /N of Exercise 34 to the nilradical of R/N (see Exercise 30)? Word your
answer carefully.

Show that ¢ : C — Mo(R) given by

$la+ bi) = (_Z z)

for a, b € R gives an isomorphism of C with the subring ¢[C] of M»(R).

Let R be a ring with unity and let End({R, +)) be the ring of endomorphisms of (R, 4) as described in
Section 24.Leta € R,and let &, : R — R be given by

ro(x) =ax
forx € R.

a. Show that X, is an endomorphism of (R, +).
b. Show that R’ = {A, |a € R} is a subring of End({R, +)).
¢. Prove the analogue of Cayley’s theorem for R by showing that R’ of (b) is isomorphic to R.

PRIME AND MAXIMAL IDEALS

Exercises 12 through 14 of the preceding section asked us to provide examples of factor
rings R/N where R and R/N have very different structural properties. We start with
some examples of this situation, and in the process, provide solutions to those exercises.

27.1 Example As was shown in Corollary 19.12, the ring Z,, which is isomorphic to Z/pZ, is a field
for p a prime. Thus a factor ring of an integral domain may be a field. A
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27.2 Example

27.3 Example

27.4 Example

27.5 Theorem

Proof

27.6 Corollary

Proof

Ideals and Factor Rings

The ring Z x Z is not an integral domain, for
(0, 1)1, 0) = (0, 0),

showing that (0, 1) and (1,0) are O divisors.Let N = {(0, n) | n € Z}. Now N is anideal of
Z x Z,and (Z x Z)/ N is isomorphic to Z under the correspondence [(m, 0) + N] < m,
where m € Z. Thus a factor ring of a ring may be an integral domain, even though the
original ring is not. A

The subset N = {0, 3} of Zg is easily seen to be an ideal of Z¢, and Zs/N has three
elements, 0+ N, 1+ N, and 2 + N. These add and multiply in such a fashion as to
show that Zg/N =~ Z3 under the correspondence

O+ N)<« 0, Q1+N)e 1, 2+ N)e 2.

This example shows that if R is not even an integral domain, that is, if R has zero divisors,
it is still possible for R/ N to be a field. A

Note that Z is an integral domain, but Z/6Z ~ Zs is not. The preceding examples
showed that a factor ring may have a structure that seems better than the original ring.
This example indicates that the structure of a factor ring may seem worse than that of
the original ring. A

Every nonzero ring R has at least two ideals, the improper ideal R and the trivial
ideal {0}. For these ideals, the factor rings are R/R, which has only one element, and

<R /{0}, which is isomorphic to R. These are uninteresting cases. Just as for a subgroup

of a group, a proper nontrivial ideal of a ring R is an ideal N of R such that N # R
and N # {0}.

While factor rings of rings and integral domains may be of great interest, as the
above examples indicate, Corollary 27.6, which follows our next theorem, shows that a
factor ring of a field is really not useful to us.

If R is a ring with unity, and N is an ideal of R containing a unit, then N = R.

Let N be an ideal of R, and suppose that u € N for some unit # in R. Then the condition
rN C Nforallr € R implies, if we take r = ulandu € N,that] =y 'uisin N. But
then rN € N forallr € R implies thatrl =risin N forallr € R,so N = R. L g

A field contains no proper nontrivial ideals.

Since every nonzero element of a field is a unit, it follows at once from Theorem 27.5
that an ideal of a field F is either {0} or all of F. *

Maximal and Prime Ideals

We now take up the question of when a factor ring is a field and when it is an integral
domain. The analogy with groups in Section 15 can be stretched a bit further to cover
the case in which the factor ring is a field.
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A maximal ideal of a ring R is an ideal M different from R such that there is no proper
ideal N of R properly containing M. |

Let p be a prime positive integer. We know that Z/ pZ is isomorphic to Z,. Forgetting
about multiplication for the moment and regarding Z/pZ and Z, as additive groups,
we know that Z, is a simple group, and consequently pZ must be a maximal normal
subgroup of Z by Theorem 15.18. Since Z is an abelian group and every subgroup is a
normal subgroup, we see that pZ is a maximal proper subgroup of Z. Since pZ is an
ideal of the ring Z, it follows that pZ is a maximal ideal of Z. We know that Z/ pZ is
isomorphic to the ring Z,, and that Z,, is actually a field. Thus Z/pZ is a field. This
illustrates the next theorem. A

(Analogue of Theorem 15.18) Let R be a commutative ring with unity. Then M is a
maximal ideal of R if and only if R/M is a field.

Suppose M is a maximal ideal in R. Observe that if R is a commutative ring with
unity, then R/M is also a nonzero commutative ring with unity if M # R, which is
the case if M is maximal. Let (a + M) € R/M, with a ¢ M, so that a + M is not
the additive identity element of R/M. Suppose a + M has no multiplicative inverse
in R/M. Then the set (R/M)a + M) = {(r + M)(a + M) |(r + M) € R/M} does not
contain 1 + M. We easily see that (R/M)(a + M) is an ideal of R/M. It is nontrivial
because a ¢ M, and it is a proper ideal because it does not contain 1+ M. By the
final paragraph of Section 26, if y : R — R/M is the canonical homomorphism, then
y I(R/M)(a + M)] is a proper ideal of R properly containing M. But this contradicts
our assumption that M is a maximal ideal, so a + M must have a multiplicative inverse
inR/M.

Conversely, suppose that R/M is a field. By the final paragraph of Section 26, if
N is any ideal of R such that M C N C R and y is the canonical homomorphism of R
onto R/M, then y[N1]is an ideal of R/M with {(0 + M)} C y[N]C R/M. But this is
contrary to Corollary 27.6, which states that the field R/M contains no proper nontrivial
ideals. Hence if R/M is a field, M is maximal. 4

Since Z/nZ is isomorphic to Z, and Z, is a field if and only if  is a prime, we see that
the maximal ideals of Z are precisely the ideals pZ for prime positive integers p. A

A commutative ring with unity is a field if and only if it has no proper nontrivial ideals.

Corollary 27.6 shows that a field has no proper nontrivial ideals.
Conversely, if a commutative ring R with unity has no proper nontrivial ideals, then
{0} is a maximal ideal and R/{0}, which is isomorphic to R, is a field by Theorem 27.9.
*

We now turn to the question of characterizing, for a commutative ring R with unity.
theideals N % R suchthat R/N is an integral domain. The answer here is rather obvious.
The factor ring R/N will be an integral domain if and only if (a + N)(b-N)=XN
implies that either

a+N=N or b+ N=N.



248

PartV

27.12 Example
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27.14 Example
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This is exactly the statement that R/N has no divisors of 0, since the coset N plays
the role of 0 in R/N. Looking at representatives, we see that this condition amounts to
saying that ab € N implies that either a € N or beN.

All ideals of Z are of the form nZ. For n = 0, we have nZ = {0}, and Z/{0} = Z, which
is an integral domain. For n > 0, we have Z/nZ =~ Z, and Z, is an integral domain if
and only if n is a prime. Thus the nonzero ideals nZ such that Z/nZ is an integral domain
are of the form pZ, where p is a prime. Of course, Z/pZ is actually a field, so that pZ
is a maximal ideal of Z. Note that for a product rs of integers to be in pZ, the prime p
must divide either 7 or s. The role of prime integers in this example makes the use of the
word prime in the next definition more reasonable. A

Anideal N # R in a commutative ring R is a prime ideal if ab € N implies that either
ac Norbe Nfora,beR. |

Note that {0} is a prime ideal in Z, and indeed, in any integral domain.

Note that Z x {0} is a prime ideal of Z X Z, for if (a, b)(c, d) € Z x {0}, then we must
have bd = 0in Z. This implies that either b = 0so (a, b) € Z x {0}ord =0so(c,d) €
7 x {0}. Note that (Z x Z)/(Z x {0}) is isomorphic to Z, which is an integral domain.

A

Our remarks preceding Example 27.12 constitute a proof of the following theorem,
which is illustrated by Example 27.14.

Let R be a commutative ring with unity, and let N # R be an ideal in R. Then R/N is
an integral domain if and only if N is a prime ideal in R.

Every maximal ideal in a commutative ring R with unity is a prime ideal.

If M is maximal in R, then R/M is a field, hence an integral domain, and therefore M
is a prime ideal by Theorem 27.15. .

The material that has just been presented regarding maximal and prime ideals is
very important and we shall be using it quite a lot. We should keep the main ideas well
in mind. We must know and understand the definitions of maximal and prime ideals and
must remember the following facts that we have demonstrated.

For a commutative ring R with unity:
1. Anideal M of R is maximal if and only if R/M is a field.
2. Anideal N of R is prime if and only if R/N is an integral domain.
3. Every maximal ideal of R is a prime ideal.
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Prime Fields

We now proceed to show that the rings Z and Z, form foundations upon which all rings
with unity rest, and that Q and Z,, perform a similar service for all fields. Let R be any
ring with unity 1. Recall that by n- 1 we mean 1 4+ 14 --- 4 1 for n summands for
n>0and (—1)+(=1)+ .-+ (—1) for |n| summands for n < 0, while n - 1 = 0 for
n=0.

If R is a ring with unity 1, then the map ¢ : Z — R given by
on)=n-1
for n € Z is a homomorphism of Z into R.
Observe that
pn+my=mn+m)-1=@n-1)+@m-1)=¢Hn) +oim).
The distributive laws in R show that

A+1+--+DA+1+--+Dh=0A+1+---+1).

n summands m summands nm summands

Thus (n - D(n - 1) = (nm) - 1 for n, m > 0. Similar arguments with the distributive
laws show that for all n, m € Z, we have

(n-Dm-1)=(nm)- 1.
Thus

¢(nm) = (nm)-1=(n-1)(m - 1) = p(n)p(m). *

If R is a ring with unity and characteristic n > 1, then R contains a subring isomorphic
to Zj,. If R has characteristic 0, then R contains a subring isomorphic to Z.

The map ¢ : Z — R given by ¢(m) = m - 1 for m € Z is a homomorphism by Theo-
rem 27.17. The kernel must be an ideal in Z. All ideals in Z are of the form sZ for some
s € Z. By Theorem 19.15 we see that if R has characteristic n > 0, then the kernel of ¢
is nZ. Then the image ¢[Z] < R is isomorphic to Z/nZ =~ Z,. If the characteristic of R
is 0, then m - 1 # O for all m £ 0, so the kernel of ¢ is {0}. Thus, the image ¢[Z] < R
is isomorphic to Z. L 4

A field F is either of prime characteristic p and contains a subfield isomorphic to Z, or
of characteristic 0 and contains a subfield isomorphic to Q.

If the characteristic of F is not 0, the above corollary shows that F' contains a subring
isomorphic to Z,. Then n must be a prime p, or F would have 0 divisors. If F is of
characteristic 0, then F must contain a subring isomorphic to Z. In this case Corollaries
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27.23 Example
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Proof
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21.8 and 21.9 show that F must contain a field of quotients of this subring and that this
field of quotients must be isomorphic to Q. *

Thus every field contains either a subfield isomorphic to Z; for some prime p ora
subfield isomorphic to Q. These fields Zj, and Q are the fundamental building blocks on
which all fields rest.

The fields Z, and Q are prime fields. ]

Ideal Structure in F[x]

Throughout the rest of this section, we assume that F'isa field. We give the next definition
for a general commutative ring R with unity, although we are only interested in the case
R = F[x]. Note that for a commutative ring R with unity anda € R, theset {ra|r € R}
is an ideal in R that contains the element a.

If R is a commutative ring with unity and a € R, the ideal {ra |r € R} of all multiples
of g is the principal ideal generated by a and is denoted by (a). Anideal N of Risa
principal ideal if N = (a) for some a € R. [ ]

Every ideal of the ring Z is of the form nZ, which is generated by n, so every ideal of Z
is a principal ideal. A

The ideal (x) in F[x] consists of all polynomials in F [x] having zero constant term.
A

The next theorem is another simple but very important application of the division al-
gorithm for F[x]. (See Theorem 23.1.) The proof of this theorem is to the division
algorithm in F[x] as the proof that a subgroup of a cyclic group is cyclic is to the
division algorithm in Z.

If F is a field, every ideal in F[x] is principal.

Let N be an ideal of F[x].If N = {0}, then N = (0). Suppose that N # {0}, and let g(x)
be a nonzero element of N of minimal degree. If the degree of g(x) is 0, then g(x) € F
andisaunit,so N = F[x] = (1) by Theorem 27.5, so N is principal. If the degree of g(x)
is >1, let f(x) be any element of N. Then by Theorem 23.1, f(x) = g(x)g(x) + r(x),
where r(x) = 0 or (degree r(x)) < (degree g(x)). Now f(x) € N and g(x) € N imply
that f(x) — g(x)g(x) = r(x) is in N by definition of an ideal. Since g(x) is a nonzero
element of minimal degree in N, we must have r(x) = 0. Thus f(x) = g(x)g(x) and
N = (g(x)). *

We can now characterize the maximal ideals of F[x]. This is a crucial step in
achieving our basic goal: to show that any nonconstant polynomial f(x)in F{x] has a
zero in some field E containing F.



27.25 Theorem

Proof

27.26 Example

27.27 Theorem

Proof

Section 27 Prime and Maximal Ideals 251

An ideal {p(x)) # {0} of F[x] is maximal if and only if p(x) is irreducible over F.

Suppose that (p(x)} # {0} is amaximal ideal of F[x]. Then (p(x)) # F[x],sop(x) € F.
Let p(x) = f(x)g(x) be a factorization of p(x) in F[x]. Since (p(x)) is a maximal
ideal and hence also a prime ideal, (f(x)g(x)) € {p(x)) implies that f(x) € (p(x): or
g(x) € {p(x)); that is, either f(x) or g(x) has p(x) as a factor. But then we can’t have
the degrees of both f(x) and g(x) less than the degree of p(x). This shows that p(x) is
irreducible over F.

Conversely, if p(x) is irreducible over F, suppose that N is an ideal such that
{(p(x)) € N C F[x]. Now N is a principal ideal by Theorem 27.24, so N = (g(x)) for
some g(x) € N.Then p(x) € N implies that p(x) = g(x)g(x)forsome g(x) € F[x].But
p(x)isirreducible, which implies that either g(x) or g(x)is of degree 0. If g(x) is of degree
0, that is, a nonzero constant in F, then g(x) is aunitin F[x],so (g(x)) = N = F[x]. If
g(x) is of degree 0, then g(x) = ¢, where ¢ € F, and g(x) = (1/c)p(x) is in {p(x)), so
N = (p(x)). Thus {p(x)}) C N C F[x]is impossible, so {p(x)) is maximal. L 4

Example 23.9 shows that x> 4 3x 4 2 is irreducible in Zs[x], so Zs[x]/{x* + 3x + 2)
is a field. Similarly, Theorem 22.11 shows that x% — 2 is irreducible in Q[x], so Q[x]/
(x2 —2) is a field. We shall examine such fields in more detail later. A

Application to Unique Factorization in F[x]

In Section 23, we stated without proof Theorem 27.27, which follows. (See Theo-
rem 23.18.) Assuming this theorem, we proved in Section 23 that factorization of poly-
nomials in F[x] into irreducible polynomials is unique, except for order of factors and
units in . We delayed the proof of Theorem 27.27 until now since the machinery we
have developed enables us to give such a simple, four-line proof. This proof fills the gap
in our proof of unique factorization in F[x].

Let p(x) be an irreducible polynomial in F[x]. If p(x) divides r(x)s(x) for r(x), s(x) €
F[x], then either p(x) divides r(x) or p(x) divides s(x).

Suppose p(x) divides r(x)s(x). Then r(x)s(x) € {p(x)), which is maximal by Theo-

rem 27.25. Therefore, {p(x)) is a prime ideal by Corollary 27.16. Hence r(x)s(x) €

{p(x)) implies that either r(x) € {p(x)), giving p(x) divides r(x), or that s(x) € {p(x)),
giving p(x) divides s(x). L 2

A Preview of Our Basic Goal

We close this section with an outline of the demonstration in Section 29 of our basic
goal. We have all the ideas for the proof at hand now; perhaps you can fill in the details
from this outline.

Basic goal: Let F be a field and let f(x) be a nonconstant polynomial in F[x].
Show that there exists a field E containing F and containing a zero o of f(x).
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Outline of the Proof

1. Let p(x) be an irreducible factor of f(x)in F[x].
2. Let E be the field Fx1/{p(x)). (See Theorems 27.25 and 27.9.)

3. Show that no two different elements of F are in the same coset of F[x1/{p(x)),
and deduce that we may consider F to be (isomorphic to) a subfield of E.

4. Let o be the coset x + (p(x)) in E. Show that for the evaluation
homomorphism ¢ : F [x] — E, we have ¢ (f(x)) = 0. That is, o is a zero of

fx)inE.

An example of a field constructed according to this outline is given in Section 29.
There, we give addition and multiplication tables for the field Zo[x1/(x* + x +1). We
show there that this field has just four elements, the cosets

0+ (x> +x+1), 14+ (x2+x+1), x 4+ (2 +x+1),
and
(x+1)+(x2—{—x+1).

We rename these four cosets 0, 1, «, and « -+ 1 respectively, and obtain Tables 29.20
and 29.21 for addition and multiplication in this 4-element field. To see how these tables
are constructed, remember that we are in a field of characteristic 2, s0 that o + o =
e+ 1) =al0= 0. Remember also that o is a zero ofx2+x+ 1,s0thatot2 +a+1=0
and consequently a® = —¢ — 1 =« + 1.

2

® EXERCISES 27

Computations

1. Find all prime ideals and all maximal ideals of Ze.
. Find all prime ideals and all maximal ideals of Z12.
. Find all prime ideals and all maximal ideals of Z» x Za.
. Find all prime ideals and all maximal ideals of Zy X Za.
. Find all ¢ € Zs such that Zs[x]/(x* + ¢) is a field.
. Find all ¢ € Z; such that Zs[x]/ (x> + x* +¢) is a field.
. Find all ¢ € Z; such that Zs[x]/{x* + cx? + 1) is a field.
. Find all ¢ € Zs such that Z5[x]/(x2 + x + ¢) is a field.
. Find all ¢ € Zs such that Zs[x]/{x* +cx +1)isa field.

O 00 =1 & W R W N

Concepts

In Exercises 10 through 13, correct the definition of the italicized term without reference to the text, if correction
is needed, so that it is in a form acceptable for publication.

10. A maximal ideal of aring R is an ideal that is not contained in any other ideal of R.

11. A prime ideal of a commutative ring R is an ideal of the form pR = {pr|r € R} for some prime p.
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12. A prime field is a field that has no proper subfields.

13. A principal ideal of a commutative ring with unity is an ideal N with the property that there exists @ € N such
that N is the smallest ideal that contains a.

14. Mark each of the following true or false.

. Every prime ideal of every commutative ring with unity is a maximal ideal.
. Every maximal ideal of every commutative ring with unity is a prime ideal.

. Q is its own prime subfield.

. The prime subfield of C is R.

. Every field contains a subfield isomorphic to a prime field.

. A ring with zero divisors may contain one of the prime fields as a subring.

. Every field of characteristic zero contains a subfield isomorphic to Q.

. Let F be a field. Since F[x] has no divisors of 0, every ideal of F[x]is a prime ideal.
. Let F be a field. Every ideal of F[x] is a principal ideal.

. Let F be a field. Every principal ideal of F[x]is a maximal ideal.

e e SR e O e TR

15. Find a maximal ideal of Z x Z.

16. Find a prime ideal of Z x Z that is not maximal.

17. Find a nontrivial proper ideal of Z x Z that is not prime.
18. Is Q[x1/{x? — 5x + 6) a ficld? Why?

19. Is Q[x]/(x? — 6x + 6) a field? Why?

Proof Synopsis

20. Give a one- or two-sentence synopsis of “only if” part of Theorem 27.9.
21. Give a one- or two-sentence synopsis of “if”” part of Theorem 27.9.

22. Give a one- or two-sentence synopsis of Theorem 27.24.

23. Give a one- or two-sentence synopsis of the “only if”” part of Theorem 27.25.

Theory
24, Let R be a finite commutative ring with unity. Show that every prime ideal in R is a maximal ideal.

25. Corollary 27.18 tells us that every ring with unity contains a subring isomorphic to either Z or some Z,. Is it
possible that a ring with unity may simultaneously contain two subrings isomorphic to Z, and Z,, for n # m?
If it is possible, give an example. If it is impossible, prove it.

26. Continuing Exercise 25, is it possible that a ring with unity may simultaneously contain two subrings isomorphic
to the fields Z, and Z,, for two different primes p and g? Give an example or prove it is impossible.

27. Following the idea of Exercise 26, is it possible for an integral domain to contain two subrings isomorphic to
Z, and Z, for p # g and p and g both prime? Give reasons or an illustration.

28. Prove directly from the definitions of maximal and prime ideals that every maximal ideal of a commutative ring
R with unity is a prime ideal. [Hint: Suppose M is maximalin R, ab € M,and a ¢ M. Argue that the smallest
ideal {ra +m|r € R, m € M} containing ¢ and M must contain 1. Express 1 as ra + m and multiply by b.]

29. Show that N is a maximal ideal in a ring R if and only if R/N is a simple ring, that is, it is nontrivial and has
no proper nontrivial ideals. (Compare with Theorem 15.18.)
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30.
31.
32.

33.
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Prove that if F is a field, every proper nontrivial prime ideal of F[x] is maximal.
Let F be afield and f(x), g(x) € F[x]. Show that f(x) divides g(x) if and only if g(x) € {f(x)).
Let F be a field and let f(x), g(x) € F[x]. Show that

N = {r(x)f(x) +s(x)gx) {7(x), s(x) € Flx]}

is anideal of F[x]. Show thatif f(x)and g(x) have different degrees and N # F[x], then f(x) and g(x) cannot
both be irreducible over F'.

Use Theorem 27.24 to prove the equivalence of these two theorems:

Fundamental Theorem of Algebra: Every nonconstant polynomial in C[x] has a zero in C.

Nullstellensatz for C[x]: Let f1(x), - - -, f,(x) € C[x] and suppose that every « € C that is a zero of all  of
these polynomials is also a zero of a polynomial g(x) in C[x]. Then some power of g(x) is in the smallest ideal
of C[x] that contains the » polynomials f;(x), - -, fr(x).

There is a sort of arithmetic of ideals in a ring. The next three exercises define sum, product, and quotient of ideals.

34.

3s.

36.

37.

38.

If A and B are ideals of a ring R, the sum A + B of A and B is defined by
A+B={a+blacA,be B}.

a. Show that A + B is an ideal. b. Showthat AC A+ Band B C A + B.

Let A and B be ideals of a ring R. The product AB of A and B is defined by

AB:{Zaibilai € A, b eB,neZ+}.

i=l
a. Show that AB is an ideal in R. b. Show that AB € (A N B).
Let A and B be ideals of a commutative ring R. The quotient A : B of A by B is defined by

A:B={reR|rbe Aforallb € B}.

Show that A : B is an ideal of R.
Show that for a field F, the set S of all matrices of the form

a b
0 0
for a, b € F is a right ideal but not a left ideal of M,(F). That is, show that § is a subring closed under

multiplication on the right by any element of M,(F), but is not closed under left multiplication.

Show that the matrix ring M»(Z,) is a simple ring;: that is, M>(Z>) has no proper nontrivial ideals.

TGROBNER BASES FOR IDEALS

This section gives a brief introduction to algebraic geometry. In particular, we are con-
cerned with the problem of finding as simple a description as we can of the set of common
zeros of a finite number of polynomials. In order to accomplish our goal in a single sec-
tion of this text, we will be stating a few theorems without proof. We recommend the
book by Adams and Loustaunau [23] for the proofs and further study.

T This section is not used in the remainder of the text.
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Algebraic Varieties and Ideals

Let F be a field. Recall that F[x1, x;, -+ -, x,] is the ring of polynomials in n inde-
terminants xi, x, - - -, x, with coefficients in F. We let F” be the Cartesian product
F x F x --- x Ffornfactors. For ease in writing, we denote an element (a;, a, « - -, dp)
of F" by a, in bold type. Using similar economy, we let F[x] = F{xy, x3, - -+, x,]. For
each a € F", we have an evaluation homomorphism ¢,: F[x] — F just as in Theo-
rem 22.4. That is, for f(x) = f(x1, X2, -+, Xx) € F[X], we define ¢,(f(x)) = f(a) =
flay, az, -+, ay). The proof that ¢, is indeed a homomorphism follows from the asso-
ciative, commutative, and distributive properties of the operations in F[x] and F. Just as
for the one-indeterminate case, an element a of F” is a zero of f(x) € F[x]if f(a) = 0.
In what follows, we further abbreviate a polynomial f(x) by “f.”

In this section we discuss the problem of finding common zeros in #* of a finite num-
ber of polynomials fi, f>, -+ -, f in F[x]. Finding and studying geometric properties of
the set of all these common zeros is the subject of algebraic geometry.

Let § be a finite subset of F[x]. The algebraic variety V(S) in F”" is the set of all
common zeros in F” of the polynomials in §. | ]

In our illustrative examples, which usually involve at most three indeterminates, we
use x, v, z in place of xy, x,, and x3.

Let S = {2x +y — 2} C R[x, y]. The algebraic variety V(S) in R? is the line with
x-intercept 1 and y-intercept 2. A

*We leave to Exercise 29 the straightforward proof that for r elements f1, f>, -+ -, f;
in a commutative ring R with unity, the set

I={afi+tcfh+ -+ frlecieRfori=1,---,7}

is an ideal of R. We denote this ideal by {(f1, f3, - - -, fr). We are interested in the case
R = F[x] where all the ¢; and all the f; are polynomials in F[x]. We regard the ¢; as
“coefficient polynomials.” By its construction, this ideal / is the smallestideal containing
the polynomials fi, f5,---, f+; it can also be described as the intersection of all ideals
containing these r polynomials.

Let [ be an ideal in a commutative ring R with unity. A subset {b1, b;,---,b,}of I isa
basis for I if I = (b1, by, ---, b,). n

Unlike the situation in linear algebra, there is no requirement of independence for
elements of a basis, or of unique representation of an ideal member in terms of a basis.

Let fi, f>,---, fr € F[x]. The set of common zeros in F” of the polynomials f; for
i=1,2,---,r is the same as the set of common zeros in F" of all the polynomials in
the entire ideal I = (f1, fo, -+, fr)-

Let
f=afitaph+ - +of @
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be any element of I, and let a € F" be a common zero of fi, f,---, and f,. Applying
the evaluation homomorphism ¢, to Eq. (1), we obtain

f@) =ca@f@) +c@fh@+ - +c@f@)
= c1(@)0 + ;@0 + -+ + ¢, ()0 =0,

showing that a is also a zero of every polynomial f in /. Of course, a zero of every
polynomial in I will be a zero of each f; because each f; € I. L 4

For an ideal 7 in F[x], we let V(I) be the set of all common zeros of all elements
of 1. We can summarize Theorem 28.4 as

V(S fos s D =V f2 0 D)
We state without proof the Hilbert Basis Theorem. (See Adams and Loustaunau [23].)

(Hilbert Basis Theorem) Every ideal in F[x{, x3, - - -, x,,] has a finite basis.

Our objective: Given a basis for an ideal I in F[x], modify it if possible to
become a basis that better exhibits the structure of I and the geometry of the
associated algebraic variety V().

. The theorem that follows provides a tool for this task. You should notice that the
theorem gives information about the division algorithm that we did not mention in
Theorem 23.1. We use the same notation here as in Theorem 23.1, but with x rather
than x. If f(x) = g(xX)A(x) in F(X), then g(X) and A [X] are called “divisors” or “factors”
of f(x).

(Property of the Division Algorithm) Let f(x), g(x), ¢(x) and r(x) be polynomials
in F[x] such that f(x) = g(x)g(x) + r(x). The common zeros in F" of f(x) and g(x)
are the same as the common zeros of g(x) and r(x). Also the common divisors in F[x]
of f(x) and g(x) are the same as the common divisors of g(x) and r(x).

If f(x) and g(x) are two members of a basis for an ideal I of F[x], then replacement
of f(x) by r(x) in the basis still yields a basis for I.

If a € F" is a common zero of g(x) and r(x), then applying ¢, to both sides of the
equation f(x) = g(x)g(x) + r(x), we obtain f(a) = g(a)g(a) + r(a) = Og(a) + 0 =0,
so a is a zero of both f(x) and g(x). If b € F[x] is a common zero of f(x) and g(x),
then applying ¢y yields f(b) = g(b)g(b) + r(b) so 0 = 0g(b) + r(b) and we see that
r(b) = 0 as well as g(b).

The proof concerning common divisors is essentially the same, and is left as Exer-
cise 30.

Finally, let B be a basis foranideal , let f(x), g(x), € B andlet f(x) = g(X)q(x) +
r(X). Let B’ be the set obtained by replacing f(x) by (x) in B, and let I’ be the ideal
having B’ as a basis. Let S be the set obtained from B by adjoining r(x) to B. Note that
S can also be obtained by adjoining f(x) to B’. The equation f(x) = g(X)g(x) + r(x)
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shows that f(x) € I, so we have B’ € § € I'. Thus S is a basis for I'. The equation
r(x) = f(x) — q(x)g(x) shows that r(x) € I, so we have B € § C I. Thus § is basis
for I. Therefore I = I’ and B’ is a basis for /.  J

A Familiar Linear Ilustration

A basic technique for problem solving in linear algebra is finding all common solutions
of a finite number of linear equations. For the moment we abandon our practice of never
writing “ f(x) = 0” for a nonzero polynomial, and work a typical problem as we do in a
linear algebra course.

(Solution as in a Linear Algebra Course) Find all solutions in R? of the linear system

x+y—3z= 8
2x+y+ z=-5.

We multiply the first equation by —2 and add it to the second, obtaining the new system
x+y—3z=28
-y +7z=-21
which has the same solution set in R? as the preceding one. For any value z, we can
find the corresponding y-value from the second equation and then determine x from

the first equation. Keeping z as parameter, we obtain {(—4z — 13,7z +21,2) |z € R}
as solution set, which is a line in Buclidean 3-space through the point (—13,21,0). A

In the notation of this section, the problem in the preceding example can be phrased
as follows:

Describe V({x +y —3z —8,2x + y + z +5)) in R®.
We solved it by finding a more useful basis, namely
{(x+y—3z2—-8,—y+7z+21}.

Notice that the second member, —y + 7z + 21, of this new basis can be obtained from
the original two basis polynomials as a remainder r(x, y, z) in a division process, namely

2

x+y—3z—-8]2x+ y+ z+ 5
2x +2y —6z—16

—y+7z+21

Thus 2x +y+z+5=(x+y—3z—8)(2) + (—y + 7z +21), an expression of the
form f(x,vy,z) = glx,v,2)q(x,y,z)+r(x,y,z). We replaced the polynomial f by
the polynomial 7, as in Theorem 28.6, which assures us that V({f, g)) = V({(g. 7)) and
that {, g) = (g, 7). We chose a very simple, 1-step problem in Example 28.7. However,
it is clear that the method introduced in a linear algebra course for solving a linear system
can be phrased in terms of applying a division algorithm process repeatedly to change a
given ideal basis into one that better illuminates the geometry of the associated algebraic
variety.




258

PartV

28.8 Example

Ideals and Factor Rings

A Single Indeterminate Illustration

Suppose now that we want to find the variety V(J) in R associated with an ideal I in
F[x], the ring of polynomials in the single indeterminate x. By Theorem 27.24, every
ideal in F[x] is principal, so there exists f(x) € F[x] such that I = {f(x)). Thus V(1)
consists of the zeros of a single polynomial, and { f(x)} is probably as simple a basis
for I as we could desire. We give an example illustrating computation of such a single
generator f(x) for I in a case where the given basis for / contains more than one
polynomial. Because a polynomial in R{x] has only a finite number of zeros in R, we
expect two or more randomly selected polynomials in R[x] to have no common zeros,
but we constructed the basis in our example carefully!

Let us describe the algebraic variety V in R consisting of common zeros of
fy=x*+x*-3x-5x -2 and gx)=x+3x>—6x—8.

We want to find a new basis for ( f, g) having polynomials of as small degree as possible,
so we use the division algorithm f(x) = g(x)g(x) + r(x) in Theorem 23.1, where r(x)

will have degree at most 2. We then replace the basis { f, g} by the basis {g, r}.
x—2
x3+3x2—6x—8| x4 1P =37 - 5x— 2
x4 4+3x3 —6x2 — 8x

—2x343x24+ 3x— 2
—2x3 —6x2 4+ 12x + 16

9x2 — 9x — 18

Because zeros of 9x2 — 9x — 18 are the same as zeros of x? — x — 2, we let r(x) =
x2 — x — 2, and take as new basis

{g.7} =% +3x% —6x —8,x> —x —2).

By dividing g(x) by r(x) to obtain a remainder r;(x), we will now be able to find a basis
{r(x), r1(x)} consisting of polynomials of degree at most 2.

x+4
2—x=2| x*+3x2-6x-38
2= x2-2x
4x* —4x — 8
4x? —4x — 8

0

Our new basis {r(x),7;(x)} now becomes {x?> —x —2}. Thus I = (f(x), glx)) =
(x? —x —2) = {(x —2)(x + 1)), and we sec that V = {—1, 2. A

Theorem 28.6 tells us that the common divisors of f(x) and g(x) in the preceding
example are the same as the common divisors of 7(x) and r;(x). Because 0 = (0)r(x),
we see that r(x) itself divides 0, so the common divisors of f(x) and g(x) are just those
of r(x), which, of course, include r(x) itself. Thus r(x) is called a “greatest common
divisor” (abbreviated gcd) of f(x) and g(x).
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Grobner Bases

We tackle the problem of finding a nice basis for an ideal [ in F[x] = F[x1, x2, -+, X ].
In view of our illustrations for the linear and single indeterminant cases, it seems reason-
able to try to replace polynomials in a basis by polynomials of lower degree, or containing
fewer indeterminates. It is crucial to have a systematic way to accomplish this. Every
instructor in linear algebra has had an occasional student who refuses to master matrix
reduction and creates zero entries in columns of a matrix in an almost random fashion,
rather than finishing the first column and then proceeding to the second, etc. As a first
step in our goal, we tackle this problem of specifying an order for polynomials in a basis.

Our polynomials in F[x] have terms of the form axlm‘xzm2 ---x," wherea € F.

Properties for an Ordering of Power Products

1. 1 < P for all power products P # 1.
For any two power products P; and P;, exactly one of
P; < P;, P, = P;, P; < P; holds.

3. P < Pjand P; < P, then P; < Fy.

4. If P, < P;, then PP; < P P; for any power product P.

Let us consider a power product in F[x] to be an expression
P =x""x,"" - x," where all the m; > 0 in Z.

Notice that all x; are present, perhaps some with exponent 0. Thus in F[x, v, z}, we must
write xz2 as xy’z? to be a power product. We want to describe a fotal ordering < on
the set of all power products so that we know just what it means to say that P; < P; for
two power products, providing us with a notion of relative size for power products. We
can then try to change an ideal basis in a systematic way to create one with polynomials
having terms g; P; with as “small” power products P; as possible. We denote by 1 the
power product with all exponents 0, and require that an ordering of the power products
has the properties shown in the box. Suppose that such an ordering has been described
and that P; # P; and P; divides P; so that P; = P P; where 1 < P. From Property 4
in the box, we then have 1P, < PP; = Pj,so P; < P;. Thus P; divides P; implies that
P; < P;. In Exercise 28, we ask you to show by a counterexample that P; < P; does
not imply that P; divides P;.

It can also be shown that these properties guarantee that any step-by-step process
for modifying a finite ideal basis that does not increase the size of any maximal power
product in a basis element and replaces at least one by something smaller at each step
will terminate in a finite number of steps.

In F[x] with x the only indeterminate, there is only one power product ordering, for
by Property 1, we must have 1 < x. Multiplying repeatedly by x and using Property 4,
we have x < x2, x2 < x3, etc. Property 3 then shows that 1 < x < x? < x3 < ---is the
only possible order. Notice that in Example 28.8, we modified a basis by replacing basis
polynomials by polynomials containing smaller power products.
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There are a number of possible orderings for power products in F[x] with n inde-
terminates. We present just one, the lexicographical order (denoted by “lex”). In lex, we
define

S1,. 52 Sn h,nh tn
XKy X <X Xy Ky 2)

if and only if s; < #; for the first subscript i, reading from left to right, such that sl # t.
Thus in F[x, y], if we write power products in the order x"y™, we have y = X0y <
x1y% = x and xy < xy2. Using lex, the order of n mdetermmates isgivenby 1 < x, <
X,_1 < ++- < X2 < x1. Our reduction in Example 28.7, where we first got rid of all “big”
x’s that we could and then the “smaller” y’s, corresponded to the lex order z < y < x,
that is, to writing all power products in the x™y"z* order. For the two-indeterminate case

with y < x, the total lex term order schematically is

1<y<y2<y3~-<x<xy<xy2<xy3<~-<x2<x2y<x2y2<--~

An ordering of power products P induces an obvious ordering of terms a P of a
polynomial in F[x], which we will refer to as a term order. From now on, given an
ordering of power products, we consider every polynomial f in F[x] to be written in
decreasing order of terms, so that the leading (first) term has the highest order. We
denote by 1t(f) the leading term of f and by 1p(f) the power product of the leading
term. If f and g are polynomials in F[x] such that 1p(g) divides 1p(f), then we can
execute a division of f by g, as illustrated in the linear and one-indeterminate cases,
to obtain f(x) = g(x)q(x) + r(x) where 1p(r) < 1p(f). Note that we did not say that
1p(r) < 1p(g). We illustrate with an example.

By division, reduce the basis {xy?, y> — y} for the ideal I = (xy?, y* — y) in R[x, y] to
one with smaller maximum term size, assuming the order lex with y < x.

We see that y? divides xy? and compute

X

[}

¥ —y| xy?
xy? —xy
Xy

Because y2 does not divide xy, we cannot continue the division. Note that 1p(xy) = xy
is not less than 1p(y? — y) = y2. However, we do have 1p(xy) < 1p(xy?). Our new basis
for I is {xy, y* — y}. A

When dealing with more than one indeterminate, it is often easier to perform basis
reduction by multiplying a basis polynomial g(x) by a polynomial —¢(x) and adding it
to a polynomial f(x) to obtain r(x), as we perform matrix reduction in linear algebra,
rather than writing out the lelSlOIl display as we did in the preceding example. Starting
with basis polynomials xy? and y —y,we can reduce the xy? by multiplying y> — y by
—x and adding the resulting —xy? + xy to xy?, obtaining the replacement xy for x y2.
We can do that in our head, and write down the result directly.

Referring again to Example 28.9, it will follow from what we state later that given
any polynomial f(x, y) = ¢1(x, y)(xy) + c2(x, ¥)(¥* — y) in {xy, y* — y), either xy or
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y* will divide 1p(f). (See Exercises 31.) This illustrates the defining property of a
Grobner basis.

A set {g1, g2, - -, &} of nonzero polynomials in F{xi, x, - - -, x,], with term ordering
<, is a Grobner basis for the ideal I = (g1, g2, - - -, &-) if and only if, for each nonzero
f € I, there exists some i where 1 < i < r such that 1p(g;) divides 1p(f). ]

While we have illustrated the computation of a Gribner basis from a given basis
for an ideal in Examples 28.7, 28.8, and 28.9, we have not given a specific algorithm.
We refer the reader to Adams and Loustaunaun [23]. The method consists of multiplying
some polynomial in the basis by any polynomial in F[x] and adding the result to another
polynomial in the basis in a manner that reduces the size of power products. In our
illustrations, we have treated the case involving division of f(x) by g(x) where 1p(g)
divides 1p(f), but we can also use the process if 1p(g) only divides some other power
product in f. For example, if two elements in a basis are xy — y* and y? — 1, we can
multiply y2 — 1 by y and add it to xy — y3, reducing xy — y* to xy — y. Theorem 28.6
shows that this is a valid computation.

You may wonder how any basis {g1, g2, - -, g-} can fail to be a Gr&bner basis for
I ={g1, g, -, g because, when we form an elementc; g1 +c282 + -+ ¢ g inl,
we see that 1p(g;) is a divisor of 1p(c;g;) fori =1, 2, - - -, r. However, cancellation of

power products can occur in the addition. We illustrate with an example.

Consider the ideal I = (x?y — 2, xy> — y) in R[x, y}. The polynomials in the basis
shown cannot be reduced further. However, the ideal I contains y(x*y — 2) — x(xy% —
y) = xy — 2y, whose leading power product xy is not divisible by either of the leading
power products x2y or xy? of the given basis. Thus {x?y — 2, xy*> — y} is not a Grébner
basis for 7, according to Definition 28.10. A

When we run into a situation like that in Example 28.11, we realize that a Grébner
basis must contain some polynomial with a smaller leading power product than those
in the given basis. Let f and g be polynomials in the given basis. Just as we did in
Example 28.11, we can multiply f and g by as small power products as possible so that
the resulting two leading power products will be the same, the least common multiple
(Icm) of 1p(f) and 1p(g), and then subtract or add with suitable coefficients from F so
cancellation results. We denote a polynomial formed in this fashion by S( f, g). We state
without proof a theorem that can be used to test whether a basis is a Grobner basis.

Abasis G = {g1, &2, - -, g} is a Grobner basis for the ideal (g}, g2, -, g-) if and only
if, for all i # j, the polynomial S(g;, g;) can be reduced to zero by repeatedly dividing
remainders by elements of G, as in the division algorithm.

As we mentioned before, we may prefer to think of reducing S(g;, g;) by a sequence
of operations consisting of adding (or subtracting) multiples of polynomials in G, rather
than writing out division.

‘We can now indicate how we can obtain a Grobner basis from a given basis. First,
reduce the polynomials in the basis as far as possible among themselves. Then choose
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polynomials g; and g; in the basis, and form the polynomial S(g;, g;). See if S(g;, g;)
can be reduced to zero as just described. If so, choose a different pair of polynomials,
and repeat the procedure with them. If S(g;, g;) cannot be reduced to zero as described
above, augment the given basis with this S(g;, g;), and start all over, reducing this basis
as much as possible. By Theorem 28.12, when every polynomial S(g;, g;) for all i # j
can be reduced to zero using polynomials from the latest basis, we have arrived at a
Grobner basis. We conclude with a continuation of Example 28.11.

Continuing Example 2.8.11, let gy = x%2y — 2, g2 = xy* — y, and I = (g1, g») in R?.
In Example 28.11, we obtained the polynomial S(g;, g2) = xy — 2y, which cannot be
reduced to zero using g, and g,. We now reduce the basis {x?y — 2, xy? — y, xy — 2y},
indicating each step.

{x2y —2,xy% — y, xy — 2y} augmented basis

(2xy —2,xy* —y,xy —2y} by adding (—x) (third) to first
{2xy —2,2y? —y,xy —2y} by adding (~y) (third) to second
{4y —2,2y% —y, xy — 2y} by adding (—2) (third) to first

{4y — 2,0, xy — 2y} by adding (—3) (first) to second
{4y — 2,0, %x — 2y} by adding (—7) (first) to third
{4y —2,0,3x — 1) by adding (3) (first) to third

Clearly, {y — %, x — 2} is a Grobner basis. Note that if f =y — 1 and g = x — 2, then
S(f.g) =xf —yg = (xy — 3) — (xy —2y) = —5 + 2y, which can readily be reduced

_ to zero by adding 1(x —2)and —2(y — 3).

From the Griobner basis, we see that the algebraic variety V(/) contains only one
point, (2, %), in R A

The importance of Grbner bases in applications is due to the fact that they are
machine computable. They have applications to engineering and computer science as
well as to mathematics.

# EXERCISES 28

In Exercises 1 through 4, write the polynomials in R[x, y, z] in decreasing term order, using the order lex for power
products x™y"z® wherez < y < x.

L 2xy%72° — 5x%yz% + Tx%y?z — 3x° 2. 3y%7° —4x +5y°7 = 877
3. 3y — 7x 4+ 102% - 2xy%z? + 2x7y7? 4. 38 — 4xz +2yz — 8xy +3y2®

In Exercises 5 through 8, write the polynomials in Rfx, y, z] in decreasing term order, using the order lex for power

products z”y"x® where x < y < z.

5. The polynomial in Exercise 1. 6. The polynomial in Exercise 2.

7. The polynomial in Exercise 3. 8. The polynomial in Exercise 4.

Another ordering, deglex, for power products in F[x] is defined as follows:

tn

5 52 K I f
X1 Xy ---xn" <X Xy Xy
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if and only if either > ;_; s; < >_;_; &, or these two sums are equal and s; < ¢; for the smallest value of i such that
s; # t;. Exercises 9 through 13 are concerned with the order deglex.

9. List, in increasing order, the smallest 20 power products in R[x, y, z] for the order deglex with power products
x™y"z® where 7 < y < x.

In Exercises 10 through 13, write the polynomials in order of decreasing terms using the order deglex with power
products x™y"z® where 7z < y < x.

10. The polynomial in Exercise 1. 11. The polynomial in Exercise 2.

12. The polynomial in Exercise 3. 13. The polynomial in Exercise 4.

For Exercises 14 through 17, let power products in R[x, y, z] have order lex where z < y < x. If possible, perform
a single-step division algorithm reduction that changes the given ideal basis to one having smaller maximum term
order.

14, (xy? —2x,x%y +4xy, xy — y?) 15, (xy +y%, ¥ +z,x — y%
16. (xyz — 322, x> + y%23, x%y2 + 4) 17. (y22° +3, %22 — 22,22 +3)

In Exercises 18 and 19, let the order of power products in R[w, x, y, z] belex withz < y < x < w. Find a Grbner
basis for the given ideal.

18, wH+x—y+4z-3,2wt+x+y—2z4+4,w+3x-3y+z-5)

19. w—4x+3y—z4+2,2w—2x+y—2z+5w—-10x +8y —z— 1)
In Exercises 20 through 22, find a Grébner basis for the indicated ideal in R[x].
20. (x*4+x3—3x2—dx —4, 03+ x? —4x —4)

21, (x* —4xd +5x% = 2x, 83 — x> —dx +4,x3 - 3x +2)

22, (XS4 x242x—5,x—x24+x—1)

In Exercises 23 through 26, find a Grébner basis for the given ideal in R[x, y]. Consider the order of power products
to be lex with y < x. If you can, describe the corresponding algebraic variety in R[x, y].

23, x>y —x—2,xy+2y -9 24, (x%y +x,xy* —y)
25, X2y +x+1,xy +y—1) 26. (x%y +xy%, xy —x)
Concepts

27. Let F be a field. Mark each of the following true or false.
a. Every ideal in F[x] has a finite basis.

b. Every subset of R? is an algebraic variety.

¢. The empty subset of R? is an algebraic variety.
__ d. Every finite subset of R? is an algebraic variety.

e.

f.

g.

Every line in R? is an algebraic variety.
Every finite collection of lines in R? is an algebraic variety.

A greatest common divisor of a finite number of polynomials in R[x] (one indeterminate) can be
computed using the division algorithm repeatedly.

__ h. T have computed Grobner bases before I knew what they were.
i. Any ideal in F[x] has a unique Grbner basis.

j. Theideals {x, y) and {(x?, y?) are equal because they both yield the same algebraic varicty, namely
{(0,0)}, in R2.

28. Let R[x, y] be ordered by lex. Give an example to show that P; < P; does not imply that P; divides P;.
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Part V Ideals and Factor Rings

Theory

29.

30.

31.
32.

33.
3.
35.
36.

Show that if fi, f, ---, f, are elements of a commutative ring R with unity, then I ={ci fi+c2fo+ -+
¢rfrlc;elfori =1,---,r}isanideal of R.

Show that if f(X) = g(X)¢(x) + r(x) in F[x], then the common divisors in F[x] of f(x) and g(x) are the same
as the common divisors in F[x] of g(x) and r(x).

Show that {xy, y?> — y) is a Grobner basis for (xy, y> — y), as asserted after Example 28.9.
Let F be a field. Show that if S is a nonempty subset of F”, then
I(S) ={f(x) € F[x]| f(s) =0foralls € S}
is an ideal of F[x].
Referring to Exercise 32, show that § € V(I(S)).
Referring to Exercise 32, give an example of a subset S of R? such that V(I(S)) # S.
Referring to Exercise 32, show that if N is an ideal of F{x], then N € I(V(N)).
Referring to Exercise 32, give an example of an ideal N in R[x, y] such that I(V(N)) # N.




Extension Fields

29.1 Definition

Section 29  Introduction to Extension Fields
Section 30  Vector Spaces

Section 31  Algebraic Extensions

Section 32 TGeometric Constructions
Section 33  Finite Fields

INTRODUCTION TO EXTENSION FIELDS

Our Basic Goal Achieved

‘Wefare now in a position to achieve our basic goal, which, loosely stated, is to show that
every nonconstant polynomial has a zero. This will be stated more precisely and proved
in Theorem 29.3. We first introduce some new terminology for some old ideas.

A field E is an extension field of a field F if F < E. |
o Fx, y)
R F(x)\ F(y)
Q F
29.2 Figure

Thus R is an extension field of ), and C is an extension field of both = and
Q. As in the study of groups, it will often be convenient to use subfield diagrams to
picture extension fields, the larger field being on top. We illustrate this in Fig. 29.2. A
configuration where there is just one single column of fields, as at the left-hand side of
Fig. 29.2, is often referred to, without any precise definition, as a tower of fields.

T Section 32 is not required for the remainder of the text.
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Now for our basic goal! This great and important result follows quickly and elegantly

from the techniques we now have at our disposal.

29.3 Theorem
fla)y=0.

Proof

By Theorem 23.20, f(x)hasa fa

(Kronecker’s Theorem) (Basic Goal) Let F be a field and let f(x) be a nonconstant
polynomial in F[x]. Then there exists an extension field E of F and an o € E such that

ctorization in F[x] into polynomials that are irreducible
over F. Let p(x) be an irreducible polynomial in such a factorizatio
sufficient to find an extension field E of F containing an element o such that p(a) = 0.

By Theorem 27.25, (p(x)) isa maximal ideal in F[x], so F[x1/(p(x)) is a field. We
claim that F can be identified with a subfield of F [x1/{px)

themap ¢ : I — F[x]/{p(x)) given by

fora € F.This mapis one toone, forif y/(a) = W (b), thatis,ifa + (p(x)) = b+ (p(x))
forsome a, b € F, then (a — b) € {p(x)),soa — bmust be a multiple of the polynomial
p(x), which is of degree >1. Now a, b € F implies that a — b is in F. Thus we must
fined addition and multiplication in Fx]/{p(x)) by
o we may choose a € (a + (p(x))). Thus ¥ is a homo-
dentify F with

have a —b=0,s0a =5b. We de
choosing any representatives, s
morphism that maps F one-to-one onto a subfield of F[x]/{p(x)). We i
{a + (p(x)) | a € F} by means of this map ¥. Thus we shall view E = F[x]/{p(x)) as
an extension field of F. We have now manufacture

Y(a) = a+ (p(x))

It remains for us to show that E contains a zero of p(x).

* Let us set

so « € E. Consider the evaluation homomorphism ¢ : F[x] — E, given by Theo-

a=x+(p(x),

rem 22.4. If p(x) =ap +a1x + -+ an,x", where a; € F, then we have
b (P(0)) = ap + ar(x + {(PCO)) + -+ + an(x + ()"

# HisTorIiCAL NOTE

Leopold Kronecker is known for his insistence
on constructibility of mathematical objects. As
he noted, “God made the integers; all else is the
work of man.” Thus, he wanted to be able to con-
struct new “domains of rationality” (fields) by using
only the existence of integers and indeterminates.
He did not believe in starting with the real or com-
plex numbers, because as far as he was concerned,
those fields could not be determined in a construc-
tive way. Hence in an 1881 paper, Kronecker cre-
ated an extension field by simply adjoining to a
given field a root & of an irreducible nth degree
polynomial p(x); that is, his new field consisted of

expressions rational in the original field elements
and his new root « with the condition that p(e) = 0.
The proof of the theorem presented in the text
(Theorem 29.3) dates from the twentieth century.
Kronecker completed his dissertation in 1845
at the University of Berlin. For many years there-
after, he managed the family business, ultimately
becoming financially independent. He then returned
to Berlin, where he was elected to the Academy of
Sciences and thus permitted to lecture at the univer-
sity. On the retirement of Kummer, he became a pro-
fessor at Berlin, and with Karl Weierstrass (1815-
1897) directed the influential mathematics seminar.

n. It is clearly

in a natural way by use of

d our desired extension field E of F.
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29.5 Example

29.6 Definition
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in E = Fx1/{p(x)). But we can compute in F[x]/{p(x)) by choosing representatives,
and x is a representative of the coset « = x + {p(x)). Therefore,

p(@) = (a0 + arx + - - + aux") + (p(x))
= p(x) + (p(x)) = (p(x)) =0

in F[x]/{p(x)). We have found an element « in E = F[x]/{p(x)) such that p(a) =0,
and therefore f(a) = 0. *

We illustrate the construction involved in the proof of Theorem 29.3 by two exam-
ples.

Let F = R, and let f(x) = x? + 1, which is well known to have no zeros in R and thus
is irreducible over R by Theorem 23.10. Then (x? + 1) is a maximal ideal in R[x], so
R[x]/{x* + 1) is a field. Identifying 7 € R with 7 + (x2 + 1) in R[x]/{x* + 1), we can
view R as a subfield of E = R[x]/{(x? + 1). Let

o=x+ (x*+1).
Computing in R[x]/(x? + 1), we find

P Hl=a+ P+ +A+ &+ 1)
=&+ D+ &2+ 1) =0.

Thus « is a zero of x2 + 1. We shall identify R[x]/(x? + 1) with C at the close of
this section. A

Let F = Q, and consider f(x) = x* — 5x% 4+ 6. This time f(x) factors in Q[x] into
(x2 — 2)(x? — 3), both factors being irreducible over Q, as we have seen. We can start
withx2 — 2 and construct an extension field E of Q containing & such that > — 2 = 0, or
we can construct an extension field K of Q containing an element S such that 8 — 3 = 0.
The construction in either case is just as in Example 29.4. A

Algebraic and Transcendental Elements

As we said before, most of the rest of this text is devoted to the study of zeros of
polynomials. We commence this study by putting an clement of an extension field E of
a field F into one of two categories.

An element o of an extension field E of a field F is algebraic over F if f(a) =0
for some nonzero f(x) € F[x]. If @ is not algebraic over F, then « is transcendental
over F. ]
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29,7 Example

29.8 Example

29.9 Example

29.10 Example

29.11 Definition

29.12 Theorem

Proof

Extension Fields

C is an extension field of Q. Since /2 is azero of x2 — 2, we see that /2 is an algebraic
element over Q. Also, i is an algebraic element over QQ, being a zero of xZ4+ 1. A

It is well known (but not easy to prove) that the real numbers 7 and e are transcendental
over Q. Here ¢ is the base for the natural logarithms. A

Just as we do not speak simply of an irreducible polynomial, but rather of an irre-
ducible polynomial over F, similarly we don’t speak simply of an algebraic element,
but rather of an element algebraic over F. The following illustration shows the reason
for this.

The real number 7 is transcendental over @, as we stated in Example 29.8. However,
7 is algebraic over R, for it is a zero of (x — ) € R[x]. A

It is easy to sce that the real number v 1 4 /3 is algebraic over Q. Forif @ = v/1 + /3,
then ¢ = 1+ /3, so a? — 1 = +/3 and (a? — 1)® = 3. Therefore a* — 22> —2 =0,
so « is a zero of x* — 2x2 — 2, which is in Q[x]. A

To connect these ideas with those of number theory, we give the following definition.

An element of C that is algebraic over (Q is an algebraic number. A transcendental
number is an element of C that is transcendental over Q. |

There is an extensive and elegant theory of algebraic numbers. (See the Bibliogra-
Phy.)

The next theorem gives a useful characterization of algebraic and transcendental
elements over F in an extension field E of F. It also illustrates the importance of our
evaluation homomorphisms ¢,. Note that once more we are describing our concepts in
terms of mappings.

Let E be an extension field of a field F and let ¢ € E. Let ¢, : F[x] — E be the
evaluation homomorphism of F[x]into E such that ¢,(a) = afora € F and ¢,(x) = «.
Then « is transcendental over F if and only if ¢, gives an isomorphism of F{x] with a
subdomain of E, that is, if and only if ¢, is a one-to-one map.

The element « is transcendental over F if and only if f(«) 5~ O for all nonzero f(x) €
F[x], which is true (by definition) if and only if ¢, ( f(x)) 7 O for all nonzero f(x) €
F[x], which is true if and only if the kernel of ¢, is {0}, that is, if and only if ¢, is a
one-to-one map. L 2

The Irreducible Polynomial for « over F

Consider the extension field R of Q. We know that +/2 is algebraic over Q, being a zero of
x2 — 2.Of course, /2 isalsoazeroof x> — 2x andof x* — 3x2 + 2 = (x2 — 2)(x2 = 1).
Both these other polynomials having +/2 as a zero were multiples of x> — 2. The next
theorem shows that this is an illustration of a general situation. This theorem plays a
central role in our later work.
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Proof

29.14 Definition

29.15 Example
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Let E be an extension field of F, andleto € E, where « is algebraic over F'. Then there is
an irreducible polynomial p(x) € F[x] such that p(«) = 0. This irreducible polynomial
p(x) is uniquely determined up to a constant factor in F and is a polynomial of minimal
degree >1 in F[x] having « as a zero. If f(«) =0 for f(x) € F[x], with f(x) = 0.
then p(x) divides f(x).

Let ¢, be the evaluation homomorphism of F[x] into E, given by Theorem 22.4. The
kernel of ¢, is an ideal and by Theorem 27.24 it must be a principal ideal generated by
some p(x) € F[x]. Now (p(x)}) consists precisely of those elements of F[x] having
as a zero. Thus, if f(a) =0 for f(x) # 0, then f(x) € {p(x)), so p(x) divides f(x).
Thus p(x) is a polynomial of minimal degree >1 having « as a zero, and any other such
polynomial of the same degree as p(x) must be of the form (a)p(x) for some a € F.

It only remains for us to show that p(x) is irreducible. If p(x) = r(x)s(x) were a
factorization of p(x) into polynomials of lower degree, then p(«) = 0 would imply that
r(o)s(o) = 0, so either (a) = 0 or s() = 0, since E is a field. This would contradict
the fact that p(x) is of minimal degree >1 such that p(e) = 0. Thus p(x) is irredu-
cible. .

By multiplying by a suitable constant in F, we can assume that the coefficient of the
highest power of x appearing in p(x) of Theorem 29.13 is 1. Such a polynomial having 1
as the coefficient of the highest power of x appearing is a monic polynomial.

Let E be an extension field of a field F, and let « € E be algebraic over F. The unique
monic polynomial p(x) having the property described in Theorem 29.13 is the irre-
ducible polynomial for ¢ over F and will be denoted by irr(a, F). The degree of
irr(e, F) is the degree of o over F, denoted by deg(x, F). [ |

We know that irr(v/2, Q) = x? — 2. Referring to Example 29.10, we see that for « =
V1++/3inR, «ais a zero of x* — 2x2 — 2, which is in Q[x]. Since x* —2x%2 —2 is
irreducible over @ (by Eisenstein with p = 2, or by application of the technique of
Example 23.14), we see that

(v 1+ +/3,Q) =x* —2x* - 2.
Thus /1 4 +/3 is algebraic of degree 4 over Q. A

Just as we must speak of an element « as algebraic over F rather than simply as
algebraic, we must speak of the degree of a over F rather than the degree of «. To take
a trivial illustration, +/2 € R is algebraic of degree 2 over Q but algebraic of degree 1
over R, for irr(v/2, R) = x — +/2.

The quick development of the theory here is due to the machinery of homomorphisms
and ideal theory that we now have at our disposal. Note especially our constant use of
the evaluation homomorphisms ¢ .

Simple Extensions

Let E be an extension field of a field F, and let ¢ € E. Let ¢, be the evaluation homo-
morphism of F[x] into E with ¢,(a) = a fora € F and ¢,(x) = «, as in Theorem 22.4.
We consider two cases.
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29.16 Example

29.17 Definition

29.18 Theorem

Proof

Extension Fields

Casel Suppose o is algebraic over F. Then as in Theorem 29.13, the kernel of
¢ is (irr(a, F)) and by Theorem 27.25, (irr(e, F)) is a maximal ideal
of F[x]. Therefore, F[x]/{irr(e, F)) is a field and is isomorphic to the
image ¢, [F[x]] in E. This subfield ¢, [ F[x]] of E is then the smallest
subfield of E containing F and . We shall denote this field by F(«).

Case Il Suppose a is transcendental over F. Then by Theorem 29.12, ¢, gives
an isomorphism of F[x] with a subdomain of E. Thus in this case
o[ F[x1] is not a field but an integral domain that we shall denote by
F[a]. By Corollary 21.8, E contains a field of quotients of F[«], which
is thus the smallest subfield of E containing F and «. As in Case I, we
denote this field by F(x).

Since m is transcendental over Q, the field Q() is isomorphic to the field Q(x) of
rational functions over Q in the indeterminate x. Thus from a structural viewpoint, an
element that is transcendental over a field F behaves as though it were an indeterminate
over F. A

An extension field E of a field F is a simple extension of F if E = F(o) for some
aekE. |

Many important results appear throughout this section. We have now developed so
much machinery that results are starting to pour out of our efficient plant at an alarming
rate. The next theorem gives us insight into the nature of the field F(«) in the case where

« is algebraic over F.

Let E be a simple extension F(x) of a field F, and let o be algebraic over F. Let
the degree of irr(er, F) be n > 1. Then every element 8 of E = F(a) can be uniquely
expressed in the form

B=by+ba+---+b,_1a",
where the b; arein F.
For the usual evaluation homomorphism ¢,, every element of
F() = ¢a[Flx]]
is of the form ¢, ( f(x)) = f(«), a formal polynomial in o with coefficients in F. Let
ir(er, F) = p(x) = x" + ap_1x" ' + - + ao.
Then p(a) =0, so
o' = —ap_1o" 1 — - —ay.

This equation in F(e) can be used to express every monomial ™ for m > n in terms of
powers of « that are less than . For example,
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o
~1
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o =aa” = —a,_10" —a, 0" — - —apa

= —au_y(—ap0" ! = —ag) — a0 — - — G
Thus, if B € F(«), B can be expressed in the required form
B=bo+bio+-+b_1a" "
For uniqueness, if
by +bia+ -+ by =by+bla+ -+ b, "}
for b} € F, then
(bo — bp) + (b1 — BDx + -+ (by_y — b, )x""! = g(x)

is in F[x] and g(«) = 0. Also, the degree of g(x) is less than the degree of irr(e, F).
Since irr(ce, F) is a nonzero polynomial of minimal degree in F[x] having « as a zero,
we must have g(x) = 0. Therefore, b; — b, =0, so

b; = b;,
and the uniqueness of the b; is established. *

We give an impressive example illustrating Theorem 29.18.

The polynomial p(x) = x?> + x + 1 in Z,[x] is irreducible over Z, by Theorem 23.10,
since neither element O nor element 1 of Z; is a zero of p(x). By Theorem 29.3, we
know that there is an extension field E of Z;, containing a zero « of x> 4+ x + 1. By
Theorem 29.18, Z,(«) has as elements 0 4 Oc, 1 + O, 0 + 1o, and 1 + le, that is, O,
1, &, and 1 + «. This gives us a new finite field, of four elements! The addition and
multiplication tables for this field are shown in Tables 29.20 and 29.21. For example, to
compute (1 + a)(1 + o) in Z,(a), we observe that since p(e) = o® +a + 1 = 0, then
a’=—a—1=a+1.

Therefore,

A+a)(l+a)=14+a+a+a’=1+a’=14a+1=a. A

Finally, we can use Theorem 29.18 to fulfill our promise of Example 29.4 and
show that R[x]/(x% + 1) is isomorphic to the field C of complex numbers. We saw in
Example 29.4 that we can view R[x]/{(x? 4 1) as an extension field of R. Let

a=x+ x*+1).

29.20 Table 29.21 Table
+ 0 1 a e 0 1 a l+a
0 0 1 o 14+a 0 0 0 0 0
1 1 0 l+a o 1 0 1 o I +o
o o 1+« 0 i o 0 o 1+o 1
l+a |1+« o 1 0 1+« 0 1+a 1 a
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Then R(e) = R[x]/(x? + 1) and consists of all elements of the forma + bafor a, b € R,
by Theorem 29.18. But since a? +1 =0, we see that a plays the role of i € C, and
a + ba plays the role of (a + bi) € C. Thus R(e) > C. This is the elegant algebraic
way to construct C from R.

# EXERCISES 29

Computations

In Exercises 1 through 5, show that the given number « € C is algebraic over Q by finding f(x) € Q[x] such that
| fla)=0.
| 1 1++2 2. V2+43 31+

4, J1+2 5. V2 —i

| In Exercises 6 through 8, find irr(e, Q) and deg(a, Q) for the given algebraic number « € C. Be prepared to prove
that your polynomials are irreducible over Q if challenged to do so.

6. V3 -6 7. /(%)_’_ﬁ 8. V2+i

In Exercises 9 through 16, classify the given o € C as algebraic or transcendental over the given field F. If o is
algebraic over F, find deg(a, F).

9. 0=i,F=Q 10, ¢« =1+i, F=R
N.o=7,F=Q 12. 0 =7, F=R
13. o = /7, F =Q(n) 4. o=7F=Q
15. « = 7%, F = Q(n) 16. o = 72, F = Q%)

17. Refer to Example 29.19 of the text. The polynomial %2 4 x 4+ 1 has a zero « in Z»(«) and thus must factor into
a product of linear factors in (Z>(o)[x]. Find this factorization. [Hint: Divide x2 +x + 1 by x — & by long
division, using the fact that a2 =a+1.]
18. a. Show that the polynomial x2 + 1 is irreducible in Z3[x].
] b. Let o be a zero of x> + 1 in an extension field of Z3. As in Example 29.19, give the multiplication and
* addition tables for the nine elements of Zs(ar), written in the order 0, 1, 2, c, 20,1+ e, 1 +2¢,2+ «,and
2 4+ 20.

Concepts

In Exercises 19 through 22, correct the definition of the italicized term without reference to the text, if correction
is needed, so that it is in a form acceptable for publication.

19. An element o of an extension field E of a field F if algebraic over F if and only if o is a zero of some
polynomial. '

20. An element § of an extension field £ of a field F'is transcendental over F if and only if j is not a zero of any
polynomial in F[x].

21. A monic polynomial in F[x]is one having all coefficients equal to 1.

22. A field E is a simple extension of a subfield F if and only if there exists some o € E such that no proper
subfield of E contains .




23.

24,

25.

26.

27.
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Mark each of the following true or false.

- e T

. The number 7 is transcendental over Q.

. C is a simple extension of R.

. Every element of a field F is algebraic over F.

R is an extension field of Q.

. QQ is an extension field of Z,.

. Let a € C be algebraic over Q of degree n. If f(a) =0 for nonzero f(x) € Q[x], then
(degree f(x)) = n.

g. Let o € C be algebraic over Q of degree n. If f(a) =0 for nonzero f(x) € R[x], then

(degree f(x)) > n.

h. Every nonconstant polynomial in F[x] has a zero in some extension field of F.

i. Every nonconstant polynomial in F[x] has a zero in every extension field of F.

jo If x is an indeterminate, Q7] ~ Q[x].

We have stated without proof that = and e are transcendental over Q.

=g =2

. Find a subfield F of R such that 7 is algebraic of degree 3 over F.
. Find a subfield E of R such that ¢ is algebraic of degree 5 over E.

. Show that x3 + x? + 1 is irreducible over Z;.
. Let o be a zero of x> + x2 + 1 in an extension field of Z,. Show that x> + x? + 1 factors into three linear

factors in (Z,(«))[x] by actually finding this factorization. [Hint: Every element of Z(c) is of the form
ao+ a1 +aa® for a; =0,1.

Divide x* + x> + 1 by x — a by long division. Show that the quotient also has a zero in Z(c) by simply
trying the eight possible elements. Then complete the factorization.]

Let E be an extension field of Z, and let € E be algebraic of degree 3 over Z,. Classify the groups (Z,(«), +)
and {(Z,(@))*, -) according to the Fundamental Theorem of finitely generated abelian groups. As usual, (Z;(a))*
is the set of nonzero elements of Z; ().

Let E be anextension field of afield F andlet« € E be algebraic over F'. The polynomial irr(e, F)is sometimes
referred to as the minimal polynomial for ¢ over F. Why is this designation appropriate?

Proof Synopsis

28. Give a two- or three-sentence synopsis of Theorem 29.3.

Theory

29. Let E be an extension field of F, and let o, 8 € E. Suppose « is transcendental over F but algebraic over F(B).
Show that 8 is algebraic over F ().

30. Let E be an extension field of a finite field F, where F has g elements. Let « € E be algebraic over F of degree
n. Prove that F(«) has g” elements.

31. a. Show that there exists an irreducible polynomial of degree 3 in Zs[x].

b.

Show from part (a) that there exists a finite field of 27 elements. [Hint: Use Exercise 30.]
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32. Consider the prime field Z,, of characteristic p # 0.

33.

34.

35.
36.

37.

a. Show that, for p # 2, not every element in Z,, is a square of an element of Z,. [Hint: P=(p-Dr=1
in Z,. Deduce the desired conclusion by counting.]

b. Using part (a), show that there exist finite fields of p? elements for every prime p in Z*.

Let E be an extension field of a field F and let @ € E be transcendental over F. Show that every element
of F(w) that is not in F is also transcendental over F.

Show that {a + b2y + ¢(v/2)* |a, b, c € Q} is a subfield of R by using the ideas of this section, rather than
by a formal verification of the field axioms. [Hint: Use Theorem 29.18.]

Following the idea of Exercise 31, show that there exists a field of 8 elements; of 16 elements; of 25 elements.

Let F be a finite field of characteristic p. Show that every element of F is algebraic over the prime field Z, < F.
[Hint: Let F* be the set of nonzero elements of F. Apply group theory to the group (F*, -) to show that every
o € F* is a zero of some polynomial in Z,[x] of the form x" — 1.]

Use Exercises 30 and 36 to show that every finite field is of prime-power order, that is, it has a prime-power
number of elements.

VECTOR SPACES

The notions of a vector space, scalars, independent vectors, and bases may be familiar.
In this section, we present these ideas where the scalars may be elements of any field.
We use Greek letters like o and g for vectors since, in our application, the vectors will
be elements of an extension field E of a field F. The proofs are all identical with those
often given in a first course in linear algebra. If these ideas are familiar, we suggest
studying Examples 30.4, 30.8, 30.11, 30.14, and 30.22, and then reading Theorem 30.23
and its proof. If the examples and the theorem are understood, then do some exercises
and proceed to the next section.

Definition and Elementary Properties

The topic of vector spaces is the cornerstone of linear algebra. Since linear algebra is not
the subject for study in this text, our treatment of vector spaces will be brief, designed
to develop only the concepts of linear independence and dimension that we need for our
field theory.

The terms vector and scalar are probably familiar from calculus. Here we allow
scalars to be elements of any field, not just the real numbers, and develop the theory by
axioms just as for the other algebraic structures we have studied.

30.1 Definition  Let F be a field. A vector space over F (or F-vector space) consists of an abelian group
V under addition together with an operation of scalar multiplication of each element of
V by each element of F on the left, such that for all a, b e Fanda, B € V the following
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conditions are satisfied:

Z. ax eV.

Z,. a(ba) = (ab)a.

Z5. (a + b)a = (aw) + (ba).
7. a@ + B) = (ac) + (ap).
Z. la =a.

The elements of V are vectors and the elements of F are scalars. When only one field
F is under discussion, we drop the reference to F and refer to a vector space. u

Note that scalar multiplication for a vector space is not a binary operation on one
set in the sense we defined it in Section 2. It associates an element ax of V with each
ordered pair (a, ), consisting of an clement ¢ of F and an element « of V. Thus scalar
multiplication is a function mapping F' x V into V. Both the additive identity for V, the
0-vector, and the additive identity for F, the O-scalar, will be denoted by 0.

Consider the abelian group (R, +) = R x R x - - - x R for n factors, which consists of
ordered n-tuples under addition by components. Define scalar multiplication for scalars
in R by

30.2 Example

ra = (ray, -, ray,)

# HistoricaL NOTE

he ideas behind the abstract notion of a vector

space occurred in many concrete examples dur-
ing the nineteenth century and earlier. For example,
William Rowan Hamilton dealt with complex num-
bers explicitly as pairs of real numbers and, as noted
in Section 24, also dealt with triples and eventually
quadruples of real numbers in his invention of the
quaternions. In these cases, the “vectors” turned out
to be objects which could both be added and multi-
plied by scalars, using “reasonable” rules for both
of these operations. Other examples of such objects
included differential forms (expressions under in-
tegral signs) and algebraic integers.

Although Hermann Grassmann (1809-1877)
succeeded in working out a detailed theory of n-
dimensional spaces in his Die Lineale Ausdehnung-
slehre of 1844 and 1862, the first mathematician
to give an abstract definition of a vector space

equivalent to Definition 30.1 was Giuseppe Peano
(1858-1932) in his Calcolo Geometrico of 1888.
Peano’s aim in the book, as the title indicates,
was to develop a geometric calculus. According to
Peano, such a calculus “consists of a system of op-
erations analogous to those of algebraic calculus,
but in which the objects with which the calcula-
tions are performed are, instead of numbers, geo-
metrical objects.” Curiously, Peano’s work had no
immediate effect on the mathematical scene. Al-
though Hermann Weyl (1885-1955) essentially re-
peated Peano’s definition in his Space-Time-Matter
of 1918, the definition of a vector space did not
enter the mathematical mainstream until it was an-
nounced for a third time by Stefan Banach (1892~
1945) in the 1922 publication of his dissertation
dealing with what we now call Banach spaces, com-
plete normed vector spaces.
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forr e Randa = (ai, - - -, a,) € R". With these operations, R” becomes a vector space
over R. The axioms for a vector space are readily checked. In particular, R? = R x Ras
a vector space over R can be viewed as all “vectors whose starting points are the origin
of the Euclidean plane” in the sense often studied in calculus courses. A

For any field F, F[x] can be viewed as a vector space over F, where addition of vectors
is ordinary addition of polynomials in F[x] and scalar multiplication a« of an element
of F[x] by an element of F is ordinary multiplication in F[x]. The axioms %] through
Z for a vector space then follow immediately from the fact that F[x] is a ring with
unity. A

Let E be an extension field of a field F. Then E can be regarded as a vector space over
F, where addition of vectors is the usual addition in E and scalar multiplication a« is
the usual field multiplication in E with @ € F and & € E. The axioms follow at once
from the field axioms for E. Here our field of scalars is actually a subset of our space of
vectors. It is this example that is the important one for us. A

We are assuming nothing about vector spaces from previous work and shall prove
everything we need from the definition, even though the results may be familiar from
calculus.

If V is a vector space over F, then O = 0, a0 = 0 and (—a)o = a(—a) = —(ax) for
allae Fanda e V.

The equation Ox = 0 is to be read “(0-scalar)ar = O-vector.” Likewise, a0 = 0 is to be
read “a(0-vector) = 0-vector.” The proofs here are very similar to those in Theorem 18.3
for a ring and again depend heavily on the distributive laws %5 and 7. Now

(0) = (0 + 0) = (Or) + (Or)

is an equation in the abelian group (V, +), so by the group cancellation law, 0 = Oc.
Likewise, from

a0 = a(0 +0) = a0+ a0,
we conclude that a0 = 0. Then
0=00 =(a+ (—a)a =aa + (—a),
so (—a)a = —(aa). Likewise, from
0=0a0 =a(e + (—a)) = ax + a(—w),

we conclude that a(—a) = —(aa) also. *

Linear Independence and Bases

Let V be a vector space over F. The vectors in a subset § = {o; |i € I} of V span (or
generate) V if for every § € V, we have

ﬂ = alah + a2ai2 + -t anai,,

forsomea; € Fanda;; € S, j = 1,.-+,n. A vector Z;;I a;a;; is a linear combina-
tion of the ¢;,. ]
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In the vector space R” over R of Example 30.2, the vectors
(1,0,-+-,0),(0,1,---,0),--+,(0,0,---, 1
clearly span R”, for
(ar, a2, ,a,) =a1(1,0,-- -, 0) + a0, 1,- -, 0) + - - 4+ a,(0,0,--- . 1).

Also, the monomials x™ for m > 0 span F[x] over F, the vector space of Example 30.3.
A

Let F be a field and E an extension field of F. Let « € E be algebraic over F. Then
F() is a vector space over F and by Theorem 30.18, it is spanned by the vectors in
{1,e, -+, "'}, where n = deg(w, F). This is the important example for us. A

A vector space V over a field F is finite dimensional if there is a finite subset of V
whose vectors span V. |

Example 30.7 shows that R” is finite dimensional. The vector space F[x] over F is
not finite dimensional, since polynomials of arbitrarily large degree could not be linear
combinations of elements of any finite set of polynomials. A

If F < E and « € E is algebraic over the field F, Example 30.8 shows that F(x) is a
finite-dimensional vector space over F. This is the most important example for us. A

The next definition contains the most important idea in this section.

The vectors in a subset § = {¢; | i € I} of a vector space V over a field F are linearly
independent over F if, for any distinct vectors o € S, coefficients a; € Fandn € 7T,
we have Z?zl ajo;; =0in V only if a; =0 for j =1, ---, n. If the vectors are not
linearly independent over F, they are linearly dependent over F. |

Thus the vectors in {«; | i € I} are linearly independent over F if the only way the
0-vector can be expressed as a linear combination of the vectors «; is to have all scalar
coefficients equal to 0. If the vectors are linearly dependent over F, then there exist
a; € Fforj=1,---,nsuch that Z'}zl ajoy, = 0, where not all a; = 0.

Observe that the vectors spanning the space R” that are given in Example 30.7 are linearly
independent over R. Likewise, the vectors in {x™ [m > 0} are linearly independent
vectors of F[x] over F. Note that (1, —1), (2, 1), and (=3, 2) are linearly dependent in
R? over R, since

(L, -1D4+2,1)43(-3,2) =(0,0) =0. A

Let E be an extension field of a field F, and leta € E be algebraic over F. If deg(w. F) =
n, then by Theorem 29.18, every element of F(«) can be uniguely expressed in the form

bo + blol + bn_l()ln_l

for b; € F. In particular, 0 = 0 + Ox + - - - + O~ must be a unique such expression
for 0. Thus the elements 1, «, - -+, o are linearly independent vectors in F(a) over
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the field F. They also span F(a), so by the next definition, 1, «, - - -, a1 form a basis
for F(a) over F. This is the important example for us. In fact, this is the reason we are
doing this material on vector spaces. A

If V is a vector space over a field F, the vectors in a subset B = {B;|i € I} of V form
a basis for V over F if they span V and are linearly independent. [ ]

Dimension

The only other results we wish to prove about vector spaces are that every finite-
dimensional vector space has a basis, and that any two bases of a finite-dimensional
vector space have the same number of elements. Both these facts are true without the
assumption that the vector space is finite dimensional, but the proofs require more knowl-
edge of set theory than we are assuming, and the finite-dimensional case is all we need.
First we give an easy lemma.

Let V be a vector space over a field F, and leta € V. If « is a linear combination of
vectors B in Vfori=1,---,m and each B; is a linear combination of vectors y; in V
for j=1,---,n, then o is a linear combination of the y;.

Leta =Y i a;B;, andlet B; = Z']’-II b;;v;, where a; and b;; are in F. Then

m n n m
i=1 j=1 i=1

j=1

and (Z;nﬂ aib,-j) e F. L 2

In a finite-dimensional vector space, every finite set of vectors spanning the space contains
a subset that is a basis.

Let V be finite dimensional over F, and let vectors ¢y, - -+, &g in V span V. Let us list
the o; in a row. Examine each ¢; in succession, starting at the left withi = 1,and discard
the first «; that is some linear combination of the preceding o; fori < j. Then continue,
starting with the following o1, and discard the next o that is some linear combination
of its remaining predecessors, and so on. When we reach «, after a finite number of
steps, those o; remaining in our list are such that none is a linear combination of the
preceding «; in this reduced list. Lemma 30.16 shows that any vector that is a linear
combination of the original collection of ; is still a linear combination of our reduced,
and possibly smaller, set in which no o; is a linear combination of its predecessors. Thus
the vectors in the reduced set of «; again span V.
For the reduced set, suppose that

ayoy, + -+ a0, =0

for iy <ip < --+ < i, and that some a; # 0. We may assume from Theorem 30.5
that a, # 0, or we could drop a,a;, from the left side of the equation. Then, using
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Theorem 30.5 again, we obtain

a ar-1
a, =|—— )+t |~ i,y
a, ar

which shows that «; is a linear combination of its predecessors, contradicting our con-
struction. Thus the vectors ¢; in the reduced set both span V and are linearly independent,
so they form a basis for V over F. *

A finite-dimensional vector space has a finite basis.

By definition, a finite-dimensional vector space has a finite set of vectors that span the
space. Theorem 30.17 completes the proof. 4

The next theorem is the culmination of our work on vector spaces.

LetS = {og, - - -, o, } be afinite set of linearly independent vectors of a finite-dimensional
vector space V overafield F. Then S can be enlarged to abasis for V over F. Furthermore,
if B={B1, -, By} is any basis for V over F, thenr <n.

By Corollary 30.18, there is a basis B = {f1, - - -, B} for V over F. Consider the finite
sequence of vectors
aly"'yaryﬁl!“'sﬁn'

These vectors span V, since B is a basis. Following the technique, used in Theorem 30.17,
of discarding in turn each vector that is a linear combination of its remaining predecessors,
working from left to right, we arrive at a basis for V. Observe that no «; is cast out, since
the ¢; are linearly independent. Thus S can be enlarged to a basis for V over F.

For the second part of the conclusion, consider the sequence

alslgli "'7,Bn-

These vectors are not linearly independent over F, because o is a linear combination
ar=bifi+-+bufp,
since the B; form a basis. Thus
a1+ (=b)pi+ -+ (=bw)B. = 0.

The vectors in the sequence do span V, and if we form a basis by the technique of
working from left to right and casting out in turn each vector that is a linear combination
of its remaining predecessors, at least one ; must be cast out, giving a basis

{aly gl)"‘.9ﬁp(nl)}y

where m < n — 1. Applying the same technique to the sequence of vectors
¢3) 1
AR /3( )

m

oy, oz, B

we arrive at a new basis

{ah o, .852)7 Tt ﬁ§2)},
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with s < n — 2. Continuing, we arrive finally at a basis

fars e B0, B7),

where 0 <t <n—r.Thusr < n. *

Any two bases of a finite-dimensional vector space V over F have the same number of
elements.

Let B={B1, -, P} and B = {B1,-- . By} be two bases. Then by Theorem 30.19,
regarding B as an independent set of vectors and B’ as a basis, we see that n < m. A
symmetric argument gives m < n, som = 1. *

If V is a finite-dimensional vector space over a field F, the number of elements in a basis
(independent of the choice of basis, as just shown) is the dimension of V over F. W

Let E be an extension field of a field F,andletx € E. Example 30.14 shows thatif o is
algebraic over F and deg(a, F) = n, then the dimension of F(o) as a vector space over
F is n. This is the important example for us. A

An Application to Field Theory

We collect the resuls of field theory contained in Examples 30.4, 30.8, 30.11,30.14, and
30.22, and incorporate them into one theorem. The last sentence of this theorem gives
an additional nice application of these vector space ideas to field theory.

Let E be an extension field of F, andleta € E be algebraic over F. If deg(e, F ) = n, then
E(a)isan n-dimensional vector space over F with basis {1, a, - -+, «"~1}. Furthermore,
every element S of F(a) is algebraic over F, and deg(8, F) < deg(e, F).

We have shown everything in the preceding examples except the very important result
stated in the last sentence of the above theorem. Let B € F(a), where is algebraic over
F of degree n. Consider the elements

1“3,52,...“3'1_
These cannot be n + 1 distinct elements of F(c) that are linearly independent over F,
for by Theorem 30.19, any basis of F(a) over F would have to contain at least as many
elements as are in any set of linearly independent vectors over F. However, the basis
{1, a,---,a" '} has just n elements. If pi = p/, then g’ — B/ = 0,50 in any case there
exist b; € F such that

by +bip+baf*+ -+ b =0,

where not all b; = 0. Then f(x) = bpx" + -+ + b1x + by is a nonzero element of F[x]
such that f(8) = 0. Therefore, B is algebraic over F and deg(8, F) is at most n. 2

# EXERCISES 30

Computations

1. Find three bases for R2 over R, no two of which have a vector in common.

In Exercises 2 and 3, determine whether the given set of vectors is a basis for R? over R.
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2. {(1,1,0), (1,0, 1),(0, 1, 1)} 3. {(-1,1,2),(2,-3,1),10,-14,0)}
In Exercises 4 through 9, give a basis for the indicated vector space over the field.
4. Q(v/2) over Q 5. R(v/2) over R
6. Q(/2) over Q 7. Cover R
8. Q) over @ 9. Q(W2) over Q
10. According to Theorem 30.23, the element 1 + a of Z,(«) of Example 29.19 is algebraic over Z,. Find the
irreducible polynomial for 1 + & in Z»[x].
Concepts

In Exercises 11 through 14, correct the definition of the italicized term without reference to the text, if correction
is needed, so that it is in a form acceptable for publication.

11.

12.

13.

14.
15.

The vectors in a subset S of a vector space V over a field F span V if and only if each 8 € V can be expressed
uniquely as a linear combination of the vectors in S.

The vectors in a subset S of a vector space V over a field F are linearly independent over F if and only if the
zero vector cannot be expressed as a linear combination of vectors in S.

The dimension over F of a finite-dimensional vector space V over a field F is the minimum number of vectors
required to span V.

A basis for a vector space V over a field F is a set of vectors in V that span V and are linearly dependent.
Mark each of the following true or false.

a. The sum of two vectors is a vector.

The sum of two scalars is a vector.

The product of two scalars is a scalar.

The product of a scalar and a vector is a vector.

The vectors in a basis are linearly dependent.

The 0-vector may be part of a basis.

If F < E and ¢ € E is algebraic over the field F, then o?is algebraic over F.
i. f F < E and a € E is algebraic over the field F, then o + o? is algebraic over F.
j- Every vector space has a basis.

b.
c.
d.
e. Every vector space has a finite basis.
f.
8.
h.

The exercises that follow deal with the further study of vector spaces. In many cases, we are asked to define for
vector spaces some concept that is analogous to one we have studied for other algebraic structures. These exercises
should improve our ability to recognize parallel and related situations in algebra. Any of these exercises may assume
knowledge of concepts defined in the preceding exercises.

16.

17.

18.

Let V be a vector space over a field F.

a. Define a subspace of the vector space V over F.

b. Prove that an intersection of subspaces of V is again a subspace of V over F.

Let V be a vector space over a field F, and let S = {«; |i € I} be a nonempty collection of vectorsin V.

a. Using Exercise 16(b), define the subspace of V generated by S.

b. Prove that the vectors in the subspace of V generated by § are precisely the (finite) linear combinations of
vectors in S. (Compare with Theorem 7.6.)

Let Vi, ---, V, be vector spaces over the same field F. Define the direct sum V1 @ -+ @ V,, of the vectors
spaces V; fori = 1, - - -, n, and show that the direct sum is again a vector space over F.
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19. Generalize Example 30.2 to obtain the vector space F" of ordered n-tuples of elements of F over the field F,
for any field F. Whatis a basis for F"?

20. Define an isomorphism of a vector space V over a field F with a vector space V' over the same field F.

Theory

21. Prove thatif Visa finite-dimensional vector space over a field F, then a subset {5;, B2, Bl of V is a basis
for V over F if and only if every vector in V can be expressed uniquely as a linear combination of the B;.

22. Let F be any field. Consider the “system of m simultaneous linear equations in 7 unknowns”
an X + anXs+ - +anXs = b1,
anXi + anXo+ -+ aumXn = b2,

amlxl + amaXo + - +aman = bn,

where a;;, b; € F.

a. Show that the “system has a solution,” that is, there exist Xi, -, Xn € F that satisfy all m equations, if
and only if the vector 8 = by, -+ bm) of F™ is a linear combination of the vectors oj = (aij, > Amj)-
(This result is straightforward to prove, being practically the definition of a solution, but should really be
regarded as the fundamental existence theorem for a simultaneous solution of a system of linear equations.)

b. From part (a), show thatifn =m and {o; | j = 1,.--,n}is a basis for F", then the system always has a
unique solution.
23. Prove that every finite-dimensional vector space V of dimension n over a field F is isomorphic to the vector
space F" of Exercise 19.

24. Let V and V' be vector spaces over the same field F. A function ¢ : V — V' is alinear transformation of V
into V' if the following conditions are satisfied foralle, B € Vanda € F:

ol + B) = ¢ple) + ¢(B)-
¢laa) = a(Pp(@))-
a. If{B; |i € I}isabasisfor V over F, show that a linear transformation p:V > V'is completely determined
by the vectors ¢(f;) € V.
b. Let {8: |i € I} be a basis for V, and let {8/ |i € I} be any set of vectors, not necessarily distinct, of V.
Show that there exists exactly one linear transformation ¢ : V — V' such that ¢(8;) = Bi’.
25. Let V and V/ be vector spaces over the same field F,andlet¢ : V — V' be a linear transformation.
a. To what concept that we have studied for the algebraic structures of groups and rings does the concept ofa
linear transformation correspond?
b. Define the kernel (or nullspace) of ¢, and show thatitis a subspace of V.
¢. Describe when ¢ is an isomorphism of V with V.
26. Let V be a vector space over a field F, and let S be a subspace of V. Define the quotient space V /S, and show
that it is a vector space over F.
27. Let V and V' be vector spaces over the same field F, and let V be finite dimensional over F. Let dim(V) be
the dimension of the vector space V over F. Let ¢V — V' bealinear transformation.
a. Show that ¢[V]is a subspace of V.

b. Show that dim(¢[V] = dim(V) — dim(Ker(¢)). [Hint: Choose a convenient basis for V, using Theo-
rem 30.19. For example, enlarge a basis for Ker (¢) to a basis for V.]
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ALGEBRAIC EXTENSIONS

Finite Extensions

In Theorem 30.23 we saw that if E is an extension field of afield F and o € E is algebraic
over F, then every element of F(«) is algebraic over F. In studying zeros of polynomials
in F[x], we shall be interested almost exclusively in extensions of F' containing only
elements algebraic over F.

An extension field E of a field F is an algebraic extension of F if every element in E
is algebraic over F. |

If an extension field E of a field F is of finite dimension # as a vector space over F, then
E is a finite extension of degree n over F. We shall let [E : F] be the degree n of E
over F. |

To say that a field E is a finite extension of a field F' does nof mean that E is finite
field. It just asserts that E is a finite-dimensional vector space over F, thatis, that [E : F]
is finite.

We shall often use the fact that if E is a finite extension of F, then, [E : F] =1 if
and only if E = F. We need only observe that by Theorem 30.19, {1} can always be
enlarged to a basis for E over F. Thus [E : F]=1ifandonlyif E = F(1) = F.

Let us repeat the argument of Theorem 30.23 to show that a finite extension E of a
field F must be an algebraic extension of F.

A finite extension field E of a field F is an algebraic extension of F.

We must show that for ¢ € E, « is algebraic over F. By Theorem 30.19if [E : F] =n,
then

]_’a’...’a"

cannot be linearly independent elements, so there exist a; € F such that
a,” +---+aat+ay=0,

andnotalla; = 0. Then f(x) = a,x" + - - - + a;x + ap is anonzero polynomial in F{x].
and f(a) = 0. Therefore, « is algebraic over F. L 4

We cannot overemphasize the importance of our next theorem. It plays a role in
field theory analogous to the role of the theorem of Lagrange in group theory. While its
proof follows easily from our brief work with vector spaces, it is a tool of incredible
power. An elegant application of it in the section that follows shows the impossibility
of performing certain geometric constructions with a straightedge and a compass. Never
underestimate a theorem that counts something.

If E is a finite extension field of a field F, and K is a finite extension field of E, then K
is a finite extension of F, and

[K:F]=I[K:ElE:F]
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K
Basis {8;}
Basis {o;85}{ E
Basis {orj}
F
31.5 Figure
Proof 1Let {o;|i=1,---,n} be a basis for E as a vector space over F, and let the set
{j1j=1,---,m} be a basis for K as a vector space over E. The theorem will be

proved if we can show that the mn elements ¢; §; form a basis for K, viewed as a vector

space over F. (See Fig. 31.5.)
Let y be any element of K. Since the ; form a basis for K over E, we have

n
y = ijﬂj
j=1

forb; € E. Since the «; form a basis for E over F, we have

n
bjz E ajo;
i=1

fora;; € F. Then

m
r=2
j=1

(Zaijai>,3j = Zaij(aiﬁj),
i=1 i,J

so the mn vectors «; B; span K over F.
It remains for us to show that the mn elements o; B are independent over F. Suppose

that Ei,jcij(ai,Bj) = 0, with Cij € F. Then

m

Z (ZQN:‘)/B/' =0,
im1

j=1
and (X, c;;04) € E. Since the elements f; are independent over E, we must have

n
E Cijt; = 0
i=1

for all j. But now the o; are independent over F, so > cijo; = Oimplies that c;; =0
for all i and j. Thus the ¢; 8; not only span K over F but also are independent over F.
Thus they form a basis for K over F. *

Note that we proved this theorem by actually exhibiting a basis. It is worth remem-
bering that if {o; | = 1, - - -, n} is abasis for E over Fand{B;|j=1,---,m}isabasis
for K over E, for fields F < E < K, then the set {a; 8 i} of mn products is a basis for
K over F. Figure 31.5 gives a diagram for this situation. We shall illustrate this further
in a moment.
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If F;is afield fori = 1,---,r and F;1; is a finite extension of F;, then F, is a finite
extension of Fi, and

[Fr: Bl =[5 BEallFa s Bl [Fr o Fil
The proof is a straightforward extension of Theorem 31.4 by induction. *

If E is an extension field of F, & € E is algebraic over F, and 8 € F(«), thendeg(B, F)
divides deg(wx, F).

By Theorem 30.23, deg(e, F) = [F(w) : Flanddeg(8, F) = [F(B) : F]. Wehave F <
F(B) < F(a), so by Theorem 31.4 {F(8) : F]divides [F(x) : F]. *

The following example illustrates a type of argument one often makes using Theo-
rem 31.4 or its corollaries.

By Corollary 31.7, there is no element of Q(+/2) that is a zero of x> — 2. Note that
deg(ﬁ, Q) = 2, whileazero of x3 —2isof degree 3 over Q, but3 doesnotdivide2. A

Let E be an extension field of a field F, and let a1, a; be elements of E, not
necessarily algebraic over F. By definition, F(c) is the smallest extension field of
F in E that contains ay. Similarly, (F(a1))(@2) can be characterized as the smallest
extension field of F in F containing both & and ap. We could equally have started
with o, $0 (F () (a2) = (F(e2))(a1). We denote this field by F(«y, o). Similarly, for
o; € E, F(ay, - - - o) is the smallest extension field of F in E containing all the «; for
i=1,--.,n. Weobtain the field F(ay, - - -, ;) from the field F by adjoining to F the
elements ¢; in E. Exercise 49 of Section 18 shows that, analogous to an intersection
of subgroups of a group, an intersection of subfields of a field E is again a subficld of
E. Thus F(ay, -+, a,) can be characterized as the intersection of all subfields of E
containing F and all the ¢; fori =1, .-, n.

Consider Q(+/2). Theorem 30.23 shows that {1, V/2} is a basis for Q(+/2) over Q. Using
the technique demonstrated in Example 29.10, we can easily discover that V2443 is
a zero of x* — 10x? + 1. By the method demonstrated in Example 23.14, we can show
that this polynomial is irreducible in Q[x]. Thus irr(v/2 + +/3, Q) = x* — 10x% + 1,
50 [Q(v/2 + +/3) : Q] = 4. Thus (v2 + v/3) ¢ Q(+/2), 50 +/3 ¢ Q(+/2). Consequently,
{1, //3} is a basis for Q(v/2, v/3) = (Q(V2))(+/3) over Q(+/2). The proof of Theo-
rem 31.4 (see the comment following the theorem) then shows that {1, V2, /3, «/6} is
a basis for Q(+/2, +/3) over Q. A

Let 2173 be the real cube root of 2 and 2!/2 be the positive square root of 2. Then
21/2 ¢ (21/3) because deg(2!/?, Q) =2 and 2 is not a divisor of 3 = deg(2!/?, Q).
Thus [Q21/3, 2/2) : Q(21/*)] = 2. Hence {1, 2'/3, 2*/3} is a basis for Q(2/?) over Q
and {1, 21/2} is a basis for Q(2!/3, 21/2) over Q(2'/?). Furthermore, by Theorem 31.4
(see the comment following the theorem),

{1’ 21/2’ 21/3’ 25/6’ 22/3! 27/6}

is a basis for Q(21/2, 21/3) over Q. Because 27/¢ = 2(21/%), we have 21/¢ € Q(21/2, 21/3).
Now 21/6 is a zero of x5 — 2, which is irreducible over Q, by Eisenstein’s criterion, with
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p = 2. Thus
Q < Q2% = Q2% 2"
and by Theorem 31.4
6 = [Q(2'2,21%) : Q1 = [Q2'2, 2'7) : Q2V9)I[QRY%) : Q]
= [Q2'?,2'%) : Q2V9)1(6).
Therefore, we must have

[QRY2, 2173 : QY51 =1,

so Q(21/2, 213y = Q(2"%), by the comment preceding Theorem 31.3. A
Example 31.10 shows that it is possible for an extension F(ay, - - -, o) of a field F
to be actually a simple extension, even though n > 1.
Let us characterize extensions of F of the form F(ay, -- -, &) in the case that all

the «; are algebraic over F.

Let E be an algebraic extension of a field F. Then there exist a finite number of elements
ay, -, 0, in E such that E = F(ay, + -+, ap) if and only if E is a finite-dimensional
vector space over F, that is, if and only if E is a finite extension of F.

Suppose that E = F(ay, - - -, &,). Since E is an algebraic extension of F, each «;, is
algebraic over F, so each «; is algebraic over every extension field of ' in E. Thus F(o;)
is algebraic over F, and in general, F(ey, - - -, @) is algebraic over F(q;, -+, ;1) for
j =2,---,n. Corollary 31.6 applied to the sequence of finite extensions

F,F((Xl),F(al,az),"',F((X],"-,O(n)zE

then shows that E is a finite extension of F.

Conversely, suppose that E is a finite algebraic extension of F. If [E : F] =1,
then E = F(1) = F, and we are done. If E # F, let o; € E, where «; ¢ F. Then
[Flay): F]1> 1. If F(a1) = E, we are done; if not, let a; € E, where oy ¢ F(oy).
Continuing this process, we see from Theorem 31.4 that since [E : F]is finite, we must
arrive at o, such that

F(ah"'san):E' *

Algebraically Closed Fields and Algebraic Closures

We have not yet observed that if E is an extension of a field F and ¢, 8 € E are algebraic
over F, thensoarea + 8, ¢, o — B,and /B, if B # 0. This follows from Theorem 31.3
and is also included in the following theorem.

Let E be an extension field of F. Then
Fg = {o € E |« is algebraic over F}
is a subfield of E, the algebraic closure of F in E.

Lete, B € F z. Then Theorem 31.11 shows that F(«, B) is a finite extension of I*: , and by
Theorem 31.3 every element of F(«, 8) is algebraic over F, thatis, F(a, 8) € Fg. Thus




31.13 Corollary
Proof

31.14 Definition

31.15 Theorem

Proof

31.16 Corollary

Proof

Section 31 Algebraic Extensions 287

Fg contains o + B, af, & — B, and also contains a/8 for B # 0, so Fx is a subfield of
E. L 2

The set of all algebraic numbers forms a field.

Proof of this corollary is immediate from Theorem 31.12, because the set of all algebraic
numbers is the algebraic closure of Q in C. *

It is well known that the complex numbers have the property that every nonconstant
polynomial in C[x] has a zero in C. This is known as the Fundamental Theorem of
Algebra. An analytic proof of this theorem is given in Theorem 31.18. We now give a
definition generalizing this important concept to other fields.

A field F is algebraically closed if every nonconstant polynomial in F[x] has a zero
in F. u

Note that a field F can be the algebraic closure of F in an extension field E without
F being algebraically closed. For example, Q is the algebraic closure of Q in Q(x), but
Q is not algebraically closed because x2 + 1 has no zero in Q.

The next theorem shows that the concept of a field being algebraically closed can
also be defined in terms of factorization of polynomials over the field.

A field F is algebraically closed if and only if every nonconstant polynomial in F[x]
factors in F[x] into linear factors.

Let F be algebraically closed, and let f(x) be a nonconstant polynomial in F[x]
Thed f(x) has a zero a € F. By Corollary 23.3, x — a is a factor of f(x), so f(x) =
(x —a)g(x). Then if g(x) is nonconstant, it has a zero b € F, and we have f(x) =
(x — a)(x — bYh(x). Continuing, we get a factorization of f(x) in F[x] into linear fac-
tors.

Conversely, suppose that every nonconstant polynomial of F[x] has a factorization
into linear factors. If ax — b is a linear factor of f(x), then b/a is a zero of f(x). Thus
F is algebraically closed. L 4

An algebraically closed field F has no proper algebraic extensions, that is, no algebraic
extensions E with F < E.

Let E be an algebraic extension of F, so F < E. Then if « € E, we have irr(a, F) =
x — «, by Theorem 31.15, since F is algebraically closed. Thus o € F, and we must
have F = E. *

In a moment we shall show that just as there exists an algebraically closed extension
C of the real numbers R, for any field F there exists similarly an algebraic extension F
of F, with the property that F is algebraically closed. Naively, to find F we proceed as
follows. If a polynomial f(x)in F[x] has ano zero in F, then adjoin a zero « of such an
f(x)to F, thus obtaining the field F(«). Theorem 29.3, Kronecker’s theorem, is strongly
used here, of course. If F(a) is still not algebraically closed, then continue the process
further. The trouble is that, contrary to the situation for the algebraic closure C of R,
we may have to do this a (possibly large) infinite number of times. It can be shown (see
Exercises 33 and 36) that Q is isomorphic to the field of all algebraic numbers, and that
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we cannot obtain Q from Q by adjoining a finite number of algebraic numbers. We shall
have to first discuss some set-theoretic machinery, Zorn’s lemma, in order to be able to
handle such a situation. This machinery is a bit complex, so we are putting the proof
under a separate heading. The existence theorem for F is very important, and we state
it here so that we will know this fact, even if we do not study the proof.

Every field F has an algebraic closure, that is, an algebraic extension F that is alge-
braically closed.

Itis well known that C is an algebraically closed field. We recall an analytic proof for
the student who has had a course in functions of a complex variable. There are algebraic
proofs, but they are much longer.

(Fundamental Theorem of Algebra) The field C of complex numbers is an alge-
braically closed field.

Let the polynomial f(z) € C[z] have no zero in C. Then 1/f(z) gives an entire function;
that is, 1/f is analytic everywhere. Also if f ¢ C, limy;jo | f(z)] = 00, 50 limy;j; o
[1/£(2)] = 0. Thus 1/f must be bounded in the plane. Hence by Liouville’s theorem of
complex function theory, 1/f is constant, and thus f is constant. Therefore, a nonconstant
polynomial in C[z] must have a zero in C, so C is algebraically closed. *

Proof of the Existence of an Algebraic Closure

We shall prove that every field has an algebraic extension that is algebraically closed.
Mathematics students should have the opportunity to see some proof involving the Axiom
of Choice by the time they finish college. This is a natural place for such a proof. We
shall use an equivalent form, Zorn’s lemma, of the Axiom of Choice. To state Zorn’s
lemma, we have to give a set-theoretic definition.

A partial ordering of a set S is given by a relation < defined for certain ordered pairs
of elements of S such that the following conditions are satisfied:

1. a <aforalla € S (reflexive law).
2. Ifa <bandb < g, then a = b (antisymmetric law).

3. Ifa<bandb < c, thena < c¢ (transitive law). [ |

In a partially ordered set, not every two elements need be comparable; that is, for
a,b € S, we need not have either a < b or b < a. As usual, a < b denotes a < b but
a #b.

A subset T of a partially ordered set S is a chain if every two elements a and b
in T are comparable, that is, either a < b or b < a (or both). An element 4 € S is an
upper bound for a subset A of partially ordered set Sif a < u foralla € A. Finally, an
element m of a partially ordered set S is maximal if there is no s € S such thatm < s.

The collection of all subsets of a set forms a partially ordered set under the relation <
given by C. For example, if the whole set is R, we have Z C Q. Note, however, that for
7 and Q1, neither Z € Qt nor QT C Z. A
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31.21 Zorn’s Lemma If S is a partially ordered set such that every chain in S has an upper bound in §, then
S has at least one maximal element.

There is no question of proving Zorn’s lemma. The lemma is equivalent to the Axiom of
Choice. Thus we are really taking Zorn’s lemma here as an axiom for our set theory. Refer
to the literature for a statement of the Axiom of Choice and a proof of its equivalence to
Zorn’s lemma. (See Edgerton [47].)

Zorn’s lemma is often useful when we want to show the existence of a largest
or maximal structure of some kind. If a field F has an algebraic extension F that is
algebraically closed, then F will certainly be a maximal algebraic extension of F, for
since F is algebraically closed, it can have no proper algebraic extensions.

The idea of our proof of Theorem 31.17 is very simple. Given a field F, we shall
first describe a class of algebraic extensions of F that is so large that it must contain
(up to isomorphism) any conceivable algebraic extension of F'. We then define a partial
ordering, the ordinary subfield ordering, on this class, and show that the hypotheses
of Zorn’s lemma are satisfied. By Zorn’s lemma, there will exist a maximal algebraic
extension F of F in this class. We shall then argue that, as a maximal element, this
extension F can have no proper algebraic extensions, so it must be algebraically closed.

Our proof differs a bit from the one found in many texts. We like it because it uses
no algebra other than that derived from Theorems 29.3 and 31.4. Thus it throws into
sharp relief the tremendous strength of both Kronecker’s theorem and Zorn’s lemma.
The proof looks long, but only because we are writing out every little step. To the
professional mathematician, the construction of the proof from the information in the
preceding paragraph is a routine matter. This proof was suggested to the author during
his graduate student days by a fellow graduate student, Norman Shapiro, who also had
a strong preference for it.

# HistoricaL NoTE

he Axiom of Choice, although used implicitly

in the 1870s and 1880s, was first stated explic-
itly by Ernst Zermelo in 1904 in connection with
his proof of the well-ordering theorem, the result
that for any set A, there exists an order—relation <
such that every nonempty subset B of A contains
a least element with respect to <. Zermelo’s Ax-
iom of Choice asserted that, given any set M and
the set S of all subsets of M, there always exists
a “choice” function, a function f:S — M such
that f(M") € M’ forevery M’ in S. Zermelo noted,
in fact, that “this logical principal cannot . . . be re-
duced to a still simpler one, but it is applied with-
out hesitation everywhere in mathematical deduc-
tion.” A few years later he included this axiom in
his collection of axioms for set theory, a collection

which was slightly modified in 1930 into what is
now called Zermelo—Fraenkel set theory, the axiom
system generally used today as abasis of that theory.

Zomn’s lemma was introduced by Max Zorn
(1906-1993) in 1935. Although he realized that it
was equivalent to the well-ordering theorem (itself
equivalent to the Axiom of Choice), he claimed
that his lemma was more natural to use in alge-
bra because the well-ordering theorem was some-
how a “transcendental” principal. Other mathemati-
cians soon agreed with his reasoning. The lemma
appeared in 1939 in the first volume of Nicolas
Bourbaki’s Eléments de Mathématique: Les Struc-
tures Fondamentales de I’Analyse. It was used con-
sistently in that work and quickly became an essen-
tial part of the mathematician’s toolbox.
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We are now ready to carry out our proof of Theorem 31.17, which we restate here.

31.22 Restated Theorem 31.17 Every field F has an algebraic closure F.

Proof It can be shown in set theory that given any set, there exists a set with strictly more

elements. Suppose we form a set
A={wys;| f € Flx];i =0,---, (degree f)}

that has an element for every possible zero of any f(x) € F[x]. Let 2 be a set with strictly
more elements than A. Replacing Q2 by QU F' if necessary, we can assume F C .
Consider all possible fields that are algebraic extension of F and that, as sets, consist of
elements of §2. One such algebraic extension is F itself. If E is any extension field of F,
and if y € E is azero f(x) € F[x] for y ¢ F and deg(y, F) = n, then renaming y by
w for w € Q and w ¢ F, and renaming elements ag + a1y + -+ + an_1y" ! of F(p)
by distinct elements of Q2 as the ¢; range over F, we can consider our renamed F(y)
to be an algebraic extension field F(w) of F, with F(w) C Q2 and f(w) = 0. The set
has enough elements to form F(w), since 2 has more than enough elements to provide
n different zeros for each element of each degree n in any subset of F[x].
All algebraic extension fields E; of F, with E; C £, form a set

S={E;ljel}

that is partially ordered under our usual subfield inclusion <. One element of S is F
itself. The preceding paragraphs shows that if F is far away from being algebraically
closed, there will be many fields E; in S.

LetT = {E; }beachainin S, and let W = Ui E;,. We now make W into a field. Let
o, B € W.Then there exist E;,, E;, € S, witha € E; and 8 € E;,. Since T is a chain,
one of the fields E; and E;, is a subfield of the other, say E;, < Ej,. Thena, 8 € Ej,,
and we use the field operations of £, to define the sumof ¢ and in W as (@ + ) € E},
and, likewise, the product as («f) € E,. These operations are well defined in W they
are independent of our choice of E},, since if o, 8 € E}, also, for E;, in T, then one
of the fields E;, and E;, is a subfield of the other, since T is a chain. Thus we have
operations of addition and multiplication defined on W.

All the field axioms for W under these operations now follow from the fact that
these operations were defined in terms of addition and multiplication in fields. Thus, for
example, 1 € F serves as multiplicative identity in W, since foraz € W,if 1, € E};,
then we have lo = o in £}, s0 la = « in W, by definition of multiplication in W. As
further illustration, to check the distributive laws, let «, 8, y € W. Since T is a chain,
we can find one field in 7 containing all three elements «, 8, and y, and in this field the
distributive laws for «, 8, and y hold. Thus they hold in W. Therefore, we can view W
as a field, and by construction, E; < W forevery E; € T.

If we can show that W is algebraic over F, then W € S will be an upper bound for
T.Butifa € W, thena € E; for some E; in T, so « is algebraic over F. Hence W is
an algebraic extension of F and is an upper bound for T

The hypotheses of Zorn’s lemma are thus fulfilled, so there is a maximal element
F of §. We claim that F is algebraically closed. Let f(x) € F[x], where f(x) ¢ F.
Suppose that f(x) has no zero in F. Since  has many more elements than F has, we
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can take w € Q, where w ¢ F, and form a field F’(a)l C 2, with w a zero of f(x), as we
saw in the first paragraph of this proof. Let 8 be in F(w). Then by Theorem 30.23, 8 is
a zero of a polynomial

g(x) =ap+oagx + -+ opx”
in F[x], with o; € F, and hence «; algebraic over F. Then by Theorem 31.11 the field

Flap, - - -, ty) is a finite extension of F, and since B is algebraic over F(«g, - - -, &), we
also see that F(ag, - - -, &y, B) is a finite extension over F(wy, - - -, &,). Theorem 31.4
then shows that F(ayg, -+ -, &y, 8) is a finite extension of F, so by Theorem 31.3, § is

algebraic over F. Hence F(w) € S and F < F(w), which contradicts the choice of F as
maximal in S. Thus f(x) must have had a zero in F, so F is algebraically closed. 4

The mechanics of the preceding proof are routine to the professional mathematician.
Since it may be the first proof that we have ever seen using Zorn’s lemma, we wrote the
proof out in detail.

B EXERCISES 31

Computations
In Exercises 1 through 13, find the degree and a basis for the given field extension. Be prepared to justify your
answers.
1. Q(v2) over Q ) 2. QW/2, /3) over Q@
3. Q(v2,/3,/18) ove; Q 4. Q(/2,+/3) over Q@
5. Q(v/2,v2) over Q@ 6. Q(v2 ++/3) over Q
7. Q(v/2+/3) over Q 8. Q(W2,~/3) over Q
9. Q(72, V6, v24) over Q 10. Q(+v/2, V6) over Q(+/3)
11. Q(+/2 + +/3) over Q(+/3) 12. Q(+/2, +/3) over Q(+/2 + +/3)
13. Q(v2, V6 + +/10) over Q(+/3 + +/3)

Concepts

In Exercises 14 through 17, correct the definition of the italicized term without reference to the text, if correction
is needed, so that it is in a form acceptable for publication.

14.

15.
16.

17.
18.

An algebraic extension of a field F is a field F(w1, oy, - - -, &) Where each «; is a zero of some polynomial in
F[x].
A finite extension field of a field F is one that can be obtained by adjoining a finite number of elements to F.

The algebraic closure Fg of a field F in an extension field E of F is the field consisting of all elements of E
that are algebraic over F.

A field F is algebraically closed if and only if every polynomial has a zero in F.

Show by an example that for a proper extension field E of a field F, the algebraic closure of F in E need not
be algebraically closed.
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Mark each of the following true or false.

a. If a field E is a finite extension of a field F, then E is a finite field.

b. Every finite extension of a field is an algebraic extension.

¢. Every algebraic extension of a field is a finite extension.

d. The top field of a finite tower of finite extensions of fields is a finite extension of the bottom field.
e. Q is its own algebraic closure in R, that is @ is algebraically closed in R.

f. Cis algebraically closed in C(x), where x is an indeterminate.

g. C(x) is algebraically closed, where x is an indeterminate.

h. The field C(x) has no algebraic closure, since C already contains all algebraic numbers.

i.

.

An algebraically closed field must be of characteristic 0.

If E is an algebraically closed extension field of F, then E is an algebraic extension of F.

Proof Synopsis

20.
21.

Give a one-sentence synopsis of the proof of Theorem 31.3.

Give a one- or two-sentence synopsis of the proof of Theorem 31.4.

Theory

22.
23.

24,
25.

26.

27.
28.

29.

30.

31.

32.

33.

Let (a + bi) € C where @, b € R and b # 0. Show that C = R(a 4+ bi).

Show that if E is a finite extension of a field F and [E : F]is a prime number, then E is a simple extension of
F and, indeed, E = F(x) for every & € E notin F.

Prove that x2 — 3 js irreducible over Q(+/2).

What degree field extensions can we obtain by successively adjoining to a field F a square root of an element
of F not a square in F, then square root of some nonsquare in this new field, and so on? Argue from this
that a zero of x4 — 3x2 + 12 over @ can never be expressed as a rational function of square roots of rational
functions of square roots, and so on, of elements of Q.

Let E be a finite extension field of F. Let D be an integral domain such that ¥ C D C E. Show that D is a
field.

Prove in detail that Q(v/3 + v/7) = Q(+/3, V7).

Generalizing Exercise 27, show that if ./a 4 +/b # 0, then Q(/a + v/b) = Q(:/a, +/b) for all a and b in Q.
[Hint: Compute (a — b)/(v/a + +/b).]

Let E be a finite extension of a field F, and let p(x) € F[x] be irreducible over F and have degree that is not
a divisor of [E : F]. Show that p(x) has no zeros in E.

Let E be an extension field of F. Let « € E be algebraic of odd degree over F. Show that ? is algebraic of
odd degree over F, and F(a) = F(a?).

Show thatif F, E, and K are fields with F < E < K, then X is algebraic over F if and only if E is algebraic
over F, and K is algebraic over E. (You must not assume the extensions are finite.)

Let E be an extension field of a field F. Prove that every « € E that is not in the algebraic closure Fy of Fin
E is transcendental over Fg.

Let E be an algebraically closed extension field of a field . Show that the algebraic closure Fy of F in E is
algebraically closed. (Applying this exercise to C and @, we see that the field of all algebraic numbers is an
algebraically closed field.)
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34. Show that if E is an algebraic extension of a field F and contains all zeros in F of every f(x) € F[x]. then E
is an algebraically closed field.

35. Show that no finite field of odd characteristic is algebraically closed. (Actually, no finite field of characteristic 2
is algebraically closed either.) [Hint: By counting, show that for such a finite field F, some polynomial x> — a.
for some a € F, has no zero in F. See Exercise 32, Section 29.]

36. Prove that, as asserted in the text, the algebraic closure of @ in C is not a finite extension of Q.
37. Argue that every finite extension field of R is either R itself or is isomoiphic to C.

38. Use Zorn’s lemma to show that every proper ideal of a ring R with unity is contained in some maximal ideal.

JrGEOI\/IETRIC CONSTRUCTIONS

In this section we digress briefly to give an application demonstrating the power of
Theorem 31.4. For a more detailed study of geometric constructions, you are referred to
Courant and Robbins [44, Chapter III].

We are interested in what types of figures can be constructed with a compass and
a straightedge in the sense of classical Euclidean plane geometry. We shall discuss the
impossibility of trisecting certain angles and other classical questions.

Constructible Numbers

Let us imagine that we are given only a single line segment that we shall define to be
one unit in length. A real number « is constructible if we can construct a line segment
of length |e| in a finite number of steps from this given segment of unit length by using
a straightedge and a compass.

The rules of the game are pretty strict. We suppose that we are given just two points
at the moment, the endpoints of our unit line segment, let us suppose that they correspond
to the points (0, 0) and (1, 0) in the Euclidean plane. We are allowed to draw a line only
with our straightedge through two points that we have already located. Thus we can start
by using the straightedge and drawing the line through (0, 0) and (1, 0). We are allowed
to open our compass only to a distance between points we have already found. Let us
open our compass to the distance between (0, 0) and (1, 0). We can then place the point
of the compass at (1, 0) and draw a circle of radius 1, which passes through the point
(2, 0). Thus we now have located a third point, (2, 0). Continuing in this way, we can
locate points (3, 0), (4,0), (—1, 0), (—2, 0), and so on. Now open the compass the distance
from (0, 0) to (0, 2), put the point at (1, 0), and draw a circle of radius 2. Do the same with
the point at (—1, 0). We have now found two new points, where these circles intersect,
and we can put our straightedge on them to draw what we think of as the y-axis. Then
opening our compass to the distance from (0, 0) to (1, 0), we draw a circle with center
at (0, 0) and locate the point (0, 1) where the circle intersects the y-axis. Continuing
in this fashion, we can locate all points (x, y) with integer coordinates in any rectangle
containing the point (0, 0). Without going into more detail, it can be shown that it is
possible, among other things, to erect a perpendicular to a given line at a known point

T This chapter is not used in the remainder of the text.
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on the line, and find a line passing through a known point and parallel to a given line.
Our first result is the following theorem.

If @ and B are constructible real numbers, then so are & + 8, @ — B, o, and «/B, if

g #0.

We are given that o and 8 are constructible, so there are line segments of lengths |« | and
|B| available to us. For &, 8 > 0, extend a line segment of length « with the straightedge.
Start at one end of the original segment of length «, and lay off on the extension the length
B with the compass. This constructs a line segment of length & + B; o« — B is similiarly
constructible (see Fig. 32.2). If @ and B are not both positive, an obvious breakdown into
cases according to their signs shows that ¢ 4+ § and @ — B are still constructible.

The construction of o is indicated in Fig. 32.3. We shall let O A be the line segment
from the point O to the point A, and shall let |O A| be the length of this line segment.
If OA is of length |e], construct a line / through O not containing O A. (Perhaps, if O
is at (0, 0) and A is at (a, 0), you use the line through (0, 0) and (4, 2).) Then find the
points P and B on [ such that OP is of length 1 and OB is of length | 8|. Draw P A and
construct ” through B, parallel to PA and intersecting O A extended at Q. By similar
triangles, we have

1 8]

el jOQF
so O Q is of length jaf|. o

Finally, Fig. 32.4 shows that /8 is constructible if § # 0. Let O A be of length |«|,
and construct / through O not containing O A. Then find B and P on [ such that OB
#s of length | 8| and O P is of length 1. Draw B A and construct /' through P, parallel to
BA, and intersecting O A at Q. Again by similar triangles, we have

1001 _ |e]
1 181’
so O Q is of length |a/A]. *
o B o
’y 4
T A
o+ B «—f B
32.2 Figure

32.3 Figure
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) ~_:
o] N

32.4 Figure

The set of all constructible real numbers forms a subfield F of the field of real numbers.
Proof of this corollary is immediate from Theorem 32.1. L 4

Thus the field F of all constructible real numbers contains ), the field of rational
numbers, since Q is the smallest subfield of R.

From now on, we proceed analytically. We can construct any rational number. Re-
garding our given segment

N |

of length 1 as the basic unit on an x-axis, we can locate any point (g1, ¢2) in the plane
with both coordinates rational. Any further point in the plane that we can locate by using
a compass and a straightedge can be found in one of the following three ways:

1. as an intersection of two lines, each of which passes through two known
points having rational coordinates,

2. as an intersection of a line that passes through two points having rational
coordinates and a circle whose center has rational coordinates and whose
radius is rational.

3. as an intersection of two circles whose centers have rational coordinates and
whose radii are rational.

Equations of lines and circles of the type discussed in 1, 2, and 3 are of the form
ax+by+c¢=0
and
x*+y +dx+ey+ f =0,

where a, b, c,d, e, and f are all in Q. Since in Case 3 the intersection of two circles
with equations

Ky tdix+ey+ fi=0
and

¥y t+dx+ey+ =0
is the same as the intersection of the first circle having equation

P +yP+dixtey+ fi =0,
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and the line (the common chord) having equation
(di —di)x+(e1—edy+ fi— =0,

we see that Case 3 can be reduced to Case 2. For Case 1, a simultaneous solution of two
linear equations with rational coefficients can only lead to rational values of x and y,
giving us no new points. However, finding a simultaneous solution of a linear equation
with rational coefficients and a quadratic equation with rational coefficients, as in Case 2,
leads, upon substitution, to a quadratic equation. Such an equation, when solved by the
quadratic formula, may have solutions involving square roots of numbers that are not
squares in Q.

In the preceding argument, nothing was really used involving Q except field axioms.
If H is the smallest field containing those real numbers constructed so far, the argument
shows that the “next new number” constructed lies in a field H (y/«) for some o € H,
where a > 0. We have proved half of our next theorem.

The field F of constructible real numbers consists precisely of all real numbers that we
can obtain from Q by taking square roots of positive numbers a finite number of times
and applying a finite number of field operations.

We have shown that F can contain no numbers except those we obtain from @ by
taking a finite number of square roots of positive numbers and applying a finite number
of field operations. However, if o > 0 is constructible, then Fig. 32.7 shows that /o
is constructible. Let O A have length «, and find P on OA extended so that O P has
lgngth 1. Find the midpoint of PA and draw a semicircle with PA as diameter. Erect
a perpendicular to PA at O, intersecting the semicircle at Q. Then the triangles O P Q
and O QA are similar, so

00 _ 10P)
|04 |00l
and |0 Q| = la = a. Thus O Q is of length ./a. Therefore square roots of constructible
numbers are constructible.

Theorem 32.1 showed that field operations are possible by construction. L 2
0
P o A
1 o

32.7 Figure
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If y is constructible and y ¢ Q, then there is a finite sequence of real numbers
ay, -+, oy = y such that Q(oy, - - -, ;) is an extension of Q(ay, - - -, ;1) of degree 2.
In particular, [Q(y) : Q] = 2" for some integer » > O.

The existence of the ¢; is immediate from Theorem 32.6. Then

2" = [Q(ah e 7“}1) : Q]
= [Qe, -+, o) : QIQ®Y) = QI

by Theorem 32.4, which completes the proof. L 4

The Impossibility of Certain Constructions

We can now show the impossibility of certain geometric constructions.

Doubling the cube is impossible, that is, given a side of a cube, it is not always possible
to construct with a straightedge and a compass the side of a cube that has double the
volume of the original cube.

Let the given cube have a side of length 1, and hence a volume of 1. The cube being
sought would have to have a volume of 2, and hence a side of length f/i But f/i is a
zero of irreducible x3 — 2 over Q, so

[Q(W?2): Q] = 3.

Corollary 32.8 shows that to double this cube of volume 1, we would need to have 3 = 27
for séme integer r, but no such r exists. *

Squaring the circle is impossible; that is, given a circle, it is not always possible to
construct with a straightedge and a compass a square having area equal to the area of the
given circle.

Let the given circle have aradius of 1, and hence an area of 7. We would need to construct
a square of side /7. But 7 is transcendental over Q, so /7 is transcendental over Q
also. *

Trisecting the angle is impossible; that is, there exists an angle that cannot be trisected
with a straightedge and a compass.

Figure 32.12 indicates that the angle 6 can be constructed if and only if a segment of
length | cos #] can be constructed. Now 60° is a constructible angle, and we shall show
that it cannot be trisected. Note that

cos 36 = cos(26 + )
= co0s 20 cosf — sin 26 sinf
= (2cos’6 — 1)cosf — 2sinf cos O sin
= (2¢c0s’0 — 1)cosf — 2cosH(1 — cos®H)

=4cos®9 — 3cosb.
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cos 8

32.12 Figure

[We realize that many students today have not seen the trigonometric identities we just
used. Exercise 1 repeats Exercise 40 of Section 1 and asks you to prove the identity
c0s 30 = 4cos® 0 — 3 cos @ from Euler’s formula. ]

Let & = 20°, so that cos 360 = %, and let o = cos 20°. From the identity 4 cos’ 6 —
3cosf = cos 36, we see that

1
4o — 3a = =.

Thus « is a zero of 8x* — 6x — 1. This polynomial is irreducible in Q[x], since, by
Theorem 23.11, it is enough to show that it does not factor in Z[x]. But a factorization
in Z[x] would entail a linear factor of the form (8x £ 1), (4x £ 1), 2x £ 1), or (x &+ 1).

We can quickly check that none of the numbers +%, +1, +1, and +1 is a zero of

8x3 — 6x — 1. Thus

[Qe) : Q] =3,

so by Corollary 32.8, « is not constructible. Hence 60° cannot be trisected.

# HistoricaL NOTE

Greek mathematicians as far back as the fourth
century B.C. had tried without success to
find geometric constructions using straightedge and
compass to trisect the angle, double the cube, and
square the circle. Although they were never able to
prove that such constructions were impossible, they
did manage to construct the solutions to these prob-
lems using other tools, including the conic sections.

It was Carl Gauss in the early nineteenth cen-
tury who made a detailed study of constructibility
in connection with his solution of cyclotomic equa-
tions, the equations of the form x? — 1 =0 with
p prime whose roots form the vertices of a regular
p-gon. He showed that although all such equations

are solvable using radicals, if p — 1 is not a power
of 2, then the solutions must involve roots higher
than the second. In fact, Gauss asserted that any-
one who attempted to find a geometric construc-
tion for a p-gon where p — 1 is not a power of
2 would “spend his time uselessly.” Interestingly,
Gauss did not prove the assertion that such con-
structions were impossible. That was accomplished
in 1837 by Pierre Wantzel (1814-1848), who in fact
proved Corollary 32.8 and also demonstrated Theo-
rems 32.9 and 32.11. The proof of Theorem 32.10,
on the other hand, requires a proof that 7 is tran-
scendental, a result finally achieved in 1882 by
Ferdinand Lindemann (1852-1939).
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Note that the regular r-gon is constructible for n > 3 if and only if the angle 27 /n
is constructible, which is the case if and only if a line segment of length cos(27/n) is

constructible.

B EXERCISES 32

Computations

1. Prove the trigonometric identity cos 3¢ = 4 cos® 6 — 3 cos§ from the Euler formula, e/ = cos6 + i sin6.

Concepts
2. Mark each of the following true or false.

a. Itisimpossible to double any cube of con-
structible edge by compass and straight-
edge constructions.

b. It is impossible to double every cube
of constructible edge by compass and
straightedge constructions.

_ ¢ It is impossible to square any circle of
constructible radius by straightedge and
compass constructions.

___ d. Noconstructible angle can be trisected by

straightedge and compass constructions.

__ . Bvery constructible number is of degree
2" over Q for some integer r > 0.

f. We have shown that every real number of
degree 2" over Q for some integer r > 0
is constructible.

Theory

. The fact that factorization of a positive

integer into a product of primes is unique
(up to order) was used strongly at the con-
clusion of Theorems 32.9 and 32.11.

. Counting arguments are exceedingly

powerful mathematical tools.

i. We can find any constructible number in

a finite number of steps by starting with a
given segment of unit length and using a
straightedge and a compass.

j. We can find the totality of all constructible

numbers in a finite number of steps by
starting with a given segment of unit
length and using a straightedge and a
compass.

3. Using the proof of Theorem 32.11, show that the regular 9-gon is not constructible.

4. Show algebraically that it is possible to construct an angle of 30°.

5. Referring to Fig. 32.13, where A Q bisects angle OAP,
show that the regular 10-gon is constructible (and there-
fore that the regular pentagon is also). [Hint: Triangle
OAPis similarto triangle APQ. Show algebraically that
r is constructible.]

1

32.13 Figure
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In Exercises 6 through 9 use the results of Exercise 5 where needed to show that the statement is true.

© % N

The regular 20-gon is constructible.

The regular 30-gon is constructible.
The angle 72° can be trisected.

. The regular 15-gon can be constructed.
10.

Suppose you wanted to explain roughly in just three or four sentences, for a high school plane geometry teacher
who never had a course in abstract algebra, how it can be shown that it is impossible to trisect an angle of 60°.
Write down what you would say.

33.1 Theorem

Proof

33.2 Corollary

Proof

FiNiTE FIELDS

The purpose of this section is to determine the structure of all finite fields. We shall
show that for every prime p and positive integer n, there is exactly one finite field (up
to isomorphism) of order p”. This field GF(p") is usually referred to as the Galois field
of order p”. We shall be using quite a bit of our material on cyclic groups. The proofs
are simple and elegant.

The Structure of a Finite Field

We now show that all finite fields must have prime-power order.

0 Let E be a finite extension of degree n over a finite field F. If F has g elements, then E

has ¢" elements.

Let {aq, - - -, &y} be a basis for E as a vector space over F. By Exercise 21 of Section 30,
every B € E can be uniquely written in the form

B =biog + -+ byt

for b; € F. Since each b; may be any of the ¢ elements of F, the total number of such
distinct linear combinations of the ¢; is ¢”. *

If E is a finite field of characteristic p, then E contains exactly p” elements for some
positive integer n.

Every finite field E is a finite extension of a prime field isomorphic to the field Z,, where
p is the characteristic of E. The corollary follows at once from Theorem 33.1. L 2

We now turn to the study of the multiplicative structure of a finite field. The following
theorem will show us how any finite field can be formed from the prime subfield.
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Let E be a field of p" elements contained in an algebraic closure Z,, of Z,. The elements
of E are precisely the zeros in Z,, of the polynomial x#" — x in Z,[x].

The set E* of nonzero elements of E forms a multiplicative group of order p™ — 1 under
the field multiplication. For &« € E*, the order of « in this group divides the order p” — 1
of the group. Thus forex € E*, we have@?’ ™! = 1,s0a?" = a. Therefore, every element
in E isazeroof x?" — x. Since x”" — x can have at most p" zeros, we see that E contains
precisely the zeros of x?" — x in Z,,. .

An element o of a field is an nth root of unity if ¢ = 1. It is a primitive nth root of
unityif " = land o™ £ 1 for0 < m < n. |

Thus the nonzero elements of a finite field of p” elements are all (p” — 1)th roots
of unity.

Recall that in Corollary 23.6, we showed that the multiplicative group of nonzero
elements of a finite field is cyclic. This is a very important fact about finite fields; it has
actually been applied to algebraic coding. For the sake of completeness in this section,
we now state it here as a theorem, give a corollary, and illustrate with an example.

The multiplicative group (F*, -) of nonzero elements of a finite field F' is cyclic.

See Corollary 23.6. L 4

A finite extension E of a finite field F is a simple extension of F.

Let « be a generator for the cyclic group E* of nonzero elements of E. Then E = F(«)
*

Consider the finite field Z;. By Theorem 33.5 (Z,[", -} is cyclic. Let us try to find a
generator of Z,* by brute force and ignorance. We start by trying 2. Since |Z;*| = 10, 2
must be an element of Z,;* of order dividing 10, that is, either 2, 5, or 10. Now

2=4 2=42=5 and 2°=Q)5)=10=-1.

Thus neither 22 nor 27 is 1, but, of course, 2!° = 1, so 2 is a generator of Z;*, that is, 2
is a primitive 10th root of unity in Z1;. We were lucky.

By the theory of cyclic groups, all the generators of Z| ¥, that is, all the primitive
10th roots of unity in Z1, are of the form 2", where # is relatively prime to 10. These
elements are
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# HistoricAL NOTE

Ithough Carl F. Gauss had shown that the set of

residues modulo a prime p satisfied the field
properties, it was Evariste Galois (1811-1832) who
first dealt with what he called “incommensurable
solutions” to the congruence F(x) =0 (mod p),
where F(x) is an nth degree irreducible polyno-
mial modulo p. He noted in a paper written in 1830
that one should consider the roots of this congru-
ence as “a variety of imaginary symbols” that one
canuse in calculations just as one uses +/—1. Galois
then showed that if ¢ is any solution of F(x) =0
(mod p), the expression ay + g + o4+
a,_10" ! takes on precisely p” different values. Fi-
nally, he proved results equivalent to Theorems 33.3
and 33.5 of the text.

Galois’ life was brief and tragic. He showed
brilliance in mathematics early on, publishing

several papers before he was 20 and essen-
tially established the basic ideas of Galois theory.
He was, however, active in French revolutionary
politics following the July revolution of 1830. In
May 1831, he was arrested for threatening the life
of King Louis-Philippe. Though he was acquitted,
he was rearrested for participating, heavily armed,
in a republican demonstration on Bastille Day of
that year. Two months after his release from prison
the following March, he was killed in a duel, “the
victim of an infamous coquette and her two dupes”;
the previous night he had written a letter to a friend
clarifying some of his work in the theory of equa-
tions and requesting that it be studied by other math-
ematicians. Not until 1846, however, were his major
papers published; it is from that date that his work
became influential.

The primitive Sth roots of unity in Z;; are of the form 2™, where the gcd of m and 10 is

2, that s,

22 =4,

=5 20=9 28=3

The primitive square root of unity in Z; is 2° = 10 = —1.

33.8 Lemma

Proof

The Existence of GF(p")

We turn now to the question of the existence of a finite field of order p” for every prime
power p”, r > 0. We need the following lemma.

If F is a field of prime characteristic p with algebraic closure F, then x”* — x has p”
distinct zeros in F. *

Because F is algebraically closed, x?" — x factors over that field into a product of linear
factors x — «, so it suffices to show that none of these factors occurs more than once in
the factorization.

Since we have not introduced an algebraic theory of derivatives, this elegant tech-
nique is not available to us, so we proceed by long division. Observe that O is a zero of
xP" — x of multiplicity 1. Suppose & = 0 is a zero of x”" — x, and hence is a zero of
f(x) =x?"~1 — 1. Then x — « is a factor of f(x)in F[x], and by long division, we find
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that
fx)

x -

n_ n_ o _ n__
=xP" 2 faxP B a4t @f P o R

= g(x)

Now g(x) has p" — 1 summands, and in g(«), each summand is

|
o of
aP' 2 = —

o

1

5
Thus

1 1

g@=[(p" —1-1]==——.

o o

since we are in a field of characteristic p. Therefore, g() # 0, so « is a zero of f(x) of
multiplicity 1. L 4

If F is a field of prime characteristic p, then (a + 8)?" = a” + 87 foralla, f € F
and all positive integers 7. L 4

Let o, B € F. Applying the binomial theorem to (o 4+ 8)”, we have

(a+BF =a? +(p- l)ap‘lﬁ + (Lpz_ D . 1>ap—2,32

+---+(p-l)aﬂp_1+ﬂp
=aof + 0P "B+ 00”22 + -+ 0apP~ ! 4 B7
= P + IBP.

Proceeding by induction on 7, suppose that we have (@ + )?"~ = a?" + B . Then

@+ B =la+pP VP =@"" +p77 Y =a? + 7. .
A finite field GF(p™) of p" elements exists for every prime power p”.

Let Z, be an algebraic closure of Z,, and let K be the subset of Z, consisting of all
zeros of x”" —x in Z,. Let &, p € K. Lemma 33.9 shows that (¢ + 8) € K, and the
equation (¢8)?" = «?" 7" = af showsthataf € K .Froma?" = o weobtain (—a)?" =
(=" a?" = (—1)""@.If pis an odd prime, then (—1)?" = —1andif p = 2then—1 = 1.
Thus (—2)?" = —a so —a € K. Now 0 and 1 are zeros of x?" — x.Fora #0,a?" =«
implies that (1/a)?" = 1/a. Thus X is a subfield of Zp containing Z,. Therefore, K is
the desired field of p”" elements, since Lemma 33.8 showed that x”" — x has p” distinct
zeros in Z,. *

If F is any finite field, then for every positive integer n, there is an irreducible polynomial
in F[x} of degree n.

Let F have g = p” elements, where p is the characteristic of F. By Theorem 33.10,
there is a field K < F containing Z,, (up to isomorphism) and consisting precisely of the
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zeros of x*™ — x. We want to show F < K. Every element of F is a zero of x? — x, by
Theorem 33.3. Now p” = p” p"®~1. Applying this equation repeatedly to the exponents
and using the fact that for @ € F we have o” = «, we see that for & € F,

] r(n—1)

rin=2)
a?" = af =

=qa? =af =a.
Thus F < K. Then Theorem 33.1 shows that we must have [K : F] = n. We have seen
that K is simple over F in Corollary 33.6 so K = F(B) for some B € K. Therefore,

irr(8, F) must be of degree n. L 4
Let p be aprime and letn € Z*. If E and E’ are fields of order p”, then E ~ E'.

Both E and E’ have Z, as prime field, up to isomorphism. By Corollary 33.6, E is a
simple extension of Z, of degree n, so there exists an irreducible polynomial f(x) of
degree n in Z,[x] such that E > Z,[x]/{f(x)). Because the elements of E are zeros
of x?" — x, we see that f(x)is a factor of x*" — x in Z,[x]. Because E’ also consists of
zeros of x?" — x, we see that E’ also contains zeros of irreducible f(x) in Z »Lx]. Thus,
because E’ also contains exactly p” elements, E’ is also isomorphic to Z,[x]/{f(x)).

*

Finite fields have been used in algebraic coding. In an article in the American
Mathematical Monthly 77 (1970): 249-258, Norman Levinson constructs a linear code
that can correct up to three errors using a finite field of order 16.

& EXERCISES 33

Computations

In Exercises 1 through 3, determine whether there exists a finite field having the given number of elements. (A
calculator may be useful.)

1.
. Find the number of primitive 8th roots of unity in GF(9).

NN A

4096 2. 3127 3. 68,921

. Find the number of primitive 18th roots of unity in GF(19).
. Find the number of primitive 15th roots of unity in GF(31).
. Find the number of primitive 10th roots of unity in GF(23).

Concepts

8.

Mark each of the following true or false.

a. The nonzero elements of every finite field form a cyclic group under multiplication.
b. The elements of every finite field form a cyclic group under addition.

¢. The zeros in C of (x® — 1) € Q[x] form a cyclic group under multiplication.

d. There exists a finite field of 60 elements.

e. There exists a finite field of 125 elements.

f. There exists a finite field of 36 elements.
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g. The complex number i is a primitive 4th root of unity.
h. There exists an irreducible polynomial of degree 58 in Z;[x].

i. The nonzero elements of Q form a cyclic group Q* under field multiplication.

j. If F is a finite field, then every isomorphism mapping F onto a subfield of an algebraic closure F
of F is an automorphism of F.

Theory

9.

10.
11.

12.
13.
14.

Let Z, be an algebraic closure of Z,, and let &, 8 € Z; be zeros of x* + x? + 1 and of x* + x + 1, respectively.
Using the results of this section, show that Z(a) = Zo(8).

Show that every irreducible polynomial in Z,[x] is a divisor of x?" — x for some n.

Let F be a finite field of p" elements containing the prime subfield Z,. Show that if @ € F is a generator of
the cyclic group (F*, -} of nonzero elements of F, then deg(e, Z,) = n.

Show that a finite field of p" elements has exactly one subfield of p™ elements for each divisor m of n.
Show that x?" — x is the product of all monic irreducible polynomials in Z,[x] of a degree d dividing n.
Let p be an odd prime.

a. Show that for a € Z, where a # 0 (mod p), the congruence x> = a (mod p) has a solution in Z if and only
if a?~1/2 = 1 (mod p). [Hint: Formulate an equivalent statement in the finite field Z,, and use the theory
of cyclic groups.]

b. Using part (a), determine whether or not the polynomial x2 — 6 s irreducible in Z7[x].
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IsomorpPHISM THEOREMS

There are several theorems concerning isomorphic factor groups that are known as the
isomorphism theorems of group theory. The first of these is Theorem 14.11, which we
restate for easy reference. The theorem is diagrammed in Fig. 34.1.

¢

G —>
Y ¢[Gl
, 7
I
7
Yk e % (isomorphism)
P 7
e
P 7
G/K
34.1 Figure

34.2 Theorem (First Isomorphism Theorem) Let¢ : G —> G’ be a homomorphism with kernel X,
andlet yx : G — G/K be the canonical homomorphism. There is a unique isomorphism
u: G/K — ¢[G] such that ¢(x) = u(yx(x)) foreach x € G.

The lemma that follows will be of great aid in our proof and intuitive understanding
of the other two isomorphism theorems.

343Lemma Let N be a normal subgroup of a group G and let ¥ : G — G/N be the canonical
homomorphism. Then the map ¢ from the set of normal subgroups of G containing N
to the set of normal subgroups of G/N given by ¢(L) = y[L] is one to one and onto.

307
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Theorem 15.16 shows that if L is a normal subgroup of G containing N, then ¢(L) =
y[L] is a normal subgroup of G/N. Because N < L, for each x € L the entire coset
xN in G is contained in L. Thus by Theorem 13.15, y ~![¢(L)] = L. Consequently, if L
and M are normal subgroups of G, both containing N, and if (L) = ¢(M) = H, then
L = y~1[H] = M. Therefore ¢ is one to one.

If H is a normal subgroup of G/N, then y~![H] is a normal subgroup of G by
Theorem 15.16. Because N € H and y '[{N}] = N, we see that N C y‘l[H]. Then
¢(y~[H]) = y[y~'[H]] = H. This shows that ¢ is onto the set of normal subgroups
of G/N. 4

If H and N are subgroups of a group G, then we let
HN ={hn|h e H,ne N}.

We define the join H v N of H and N as the intersection of all subgroups of G that
contain HN; thus H v N is the smallest subgroup of G containing HN. Of course
H V N is also the smallest subgroup of G containing both H and N, since any such
subgroup must contain H N. In general, H N need not be a subgroup of G. However, we
have the following lemma.

If N is a normal subgroup of G, and if H is any subgroupof G, then H VN = HN =
N H. Furthermore, if H is also normal in G, then HN is normal in G.

We show that H N is a subgroup of G, from which H V N = HN follows at once. Let
hi,h, € H and ny,n, € N. Since N is a normal subgroup, we have nih; = hyns for

+some n3 € N. Then (hyny)(hona) = hi(niho)ny = hi(hanz)ny = (hiho)(nsny) € HN,

so H N is closed under the induced operation in G. Clearly e = eeisin HN.Forh ¢ H
andn € N, we have (hn) ! =n~'h~! = h~'n, for some ny € N, since N is a normal
subgroup. Thus (hn)~! € HN, so HN < G. A similar argument shows that NH is a
subgroup,so NH =H Vv N =HN.

Now suppose that H is also normal in G, andleth € H,n € N, and g € G. Then
ghng™' = (ghg™")(gng™") € HN, so HN is indeed normal in G. .

We are now ready for the second isomorphism theorem.

(Second Isomorphism Theorem) Let H be a subgroup of G and let N be a normal
subgroup of G. Then (HN)/N ~ H/(H N N).

Let y : G — G/N be the canonical homomorphism and let H < G. Then y[H] is a
subgroup of G/N by Theorem 13.12. Now the action of y on just the elements of H
(called y restricted to H) provides us with a homomorphism mapping H onto y{H],
and the kernel of this restriction is clearly the set of elements of N that are also in H,
that is, the intersection H N N. Theorem 34.2 then shows that there is an isomorphism
w1 H/(HNN) — y[H]

On the other hand, y restricted to HN also provides a homomorphism mapping
HN onto y[H], because y(n) is the identity N of G/N for all n € N. The kernel
of y restricted to HN is N. Theorem 34.2 then provides us with an isomorphism
K2 (HN)/N — y[H].
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Because (HN)/N and H/(H N N) are both isomorphic to y[H], they are isomor-
phic to each other. Indeed, ¢ : (HN)/N — H/(H N\ N) where ¢ = [Ll_lﬂg will be an
isomorphism. More explicitly,

$((hn)N) =y~ (ua((kn)N)) = py~'(h) = R(H N N). .

Let G=ZXZxZ,H=7ZxZx {0}, and N = {0} x Z x Z. Then clearly HN =
ZxZx7Z and HNN = {0} x Z x {0}. We have (HN)/N ~ Z and we also have
H/(HNN)~Z. A

If H and K are two normal subgroups of G and X < H, then H/K is a normal
subgroup of G/K . The third isomorphism theorem concerns these groups.

(Third Isomorphism Theorem) Let H and K be normal subgroups of a group G with
K <H.Then G/H = (G/K)/(H/K).

Let ¢ : G — (G/K)/(H/K) be given by ¢(a) = @K)H/K) for a € G. Clearly ¢ is
onto (G/K)/(H/K), and fora, b € G,

¢(ab) = [(ab)K](H/K) = [(aK)DK))(H/K)
= [(@K)(H/K][(BK)(H/K)]
= ¢(a)p(d),

s0 ¢ is a homomorphism. The kernel consists of those x € G such that ¢(x) = H/K.
These x are just the elements of H. Then Theorem 34.2 shows that G/H =~

(G/K)/(H/K). .

A nice way of viewing Theorem 34.7 is to regard the canonical map yy : G — G/H
as being factored via a normal subgroup K of G, K < H < G, to give

YH = YH/KVK

up to a natural isomorphism, as illustrated in Fig. 34.8. Another way of visualizing this
theorem is to use the subgroup diagram in Fig. 34.9, where each group is a normal
subgroup of G and is contained in the one above it. The larger the normal subgroup, the
smaller the factor group. Thus we can think of G collapsed by H, thatis, G/H, as being
smaller than G collapsed by K. Theorem 34.7 states that we can collapse G all the way
down to G/H in two steps. First, collapse to G/K, and then, using H/K, collapse this
to (G/K)/(H/K). The overall result is the same (up to isomorphism) as collapsing G
by H.

G
Y
G i > G/H
Natural isomorphism H
Yk
G/K———> (G/K)/(H/K)
YHiK K

34.8 Figure 34.9 Figure
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Consider K =6Z < H =2Z<G=2Z. Then G/H =2Z/2Z ~7Z;. Now G/K
= Z/6Z has elements

6Z, 1+6Z, 2+ 6Z, 3+ 6Z, 4+ 6Z, and 5+ 6Z.

Of these six cosets, 6Z, 2 4 6Z, and 4 4 6Z lie in 2Z/6Z. Thus (Z/6Z)/(2Z/6Z) has
two elements and is isomorphic to Z, also. Alternatively, we see that Z/6Z =~ Zg¢, and
27./6Z corresponds under this isomorphism to the cyclic subgroup (2} of Zg. Thus
(Z/6Z)/(QZ/6Z) ~ Ze[{2) =~ Ly ~ Z]2Z. A

® EXERCISES 34

Computations

In using the three isomorphism theorems, it is often necessary to know the actual correspondence given by the
isomorphism and not just the fact that the groups are isomorphic. The first six exercises give us training for this.

1. Let ¢ : Z1» — Z3 be the homomorphism such that ¢(1) = 2.

a. Find the kernel X of ¢.

b. List the cosets in Z1,/ K, showing the elements in each coset.

¢. Give the correspondence between Zj,/K and Zj3 given by the map u described in Theorem 34.2.
2. Let ¢ : Zis — Z), be the homomorphism where ¢(1) = 10.

a. Find the kernel K of ¢.

b. List the cosets ip Z;3/ K, showing the elements in each coset.

¢. Find the group d)[Zlg].

d. Give the correspondence between Z13/K and ¢[Z,3] given by the map w described in Theorem 34.2.
3. In the group Zyq, let H = (4) and N = (6).

a. List the elements in HN (which we might write H + N for these additive groups) and in H N N.

b. List the cosets in HN /N, showing the elements in each coset.

¢. List the cosets in H/(H N N), showing the elements in each coset.

d. Give the correspondence between HN /N and H/(H N N) described in the proof of Theorem 34.5.
4. Repeat Exercise 3 for the group Zss with H = (6) and N = (9).
5. In the group G = Zy4, let H = (4) and K = (8).

a. List the cosets in G/H, showing the elements in each coset.

b. List the cosets in G/ K, showing the elements in each coset.

c. List the cosets in H/K, showing the elements in each coset.

d. List the cosets in (G/K)/(H/K), showing the elements in each coset.

e. Give the correspondence between G/H and (G/K)/(H/K) described in the proof of Theorem 34.7.

6. Repeat Exercise 5 for the group G = Z3g with H = (9) and K = (18).

Theory

7. Show directly from the definition of a normal subgroup that if H and N are subgroups of a group G, and N is
normal in G, then H N N is normal in H.
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8. Let H, K, and L be normal subgroups of G with H < K < L.Let A= G/H,B = K/H, andC =L/H.

a. Show that B and C are normal subgroups of A, and B < C.
b. To what factor group of G is (A/B)/(C/B) isomorphic?

9. Let K and L be normal subgroups of G with K v L = G,and K N L = {e}. Show that G/K ~ L and G/L~K.

35.1 Definition

—

35.2 Example

35.3 Example

35.4 Definition

35.5 Example

SERIES OF GROUPS

Subnormal and Normal Series

This section is concerned with the notion of a series of a group G, which gives insight
into the structure of G. The results hold for both abelian and nonabelian groups. They
are not too important for finitely generated abelian groups because of our strong Theo-
rem 11.12. Many of our illustrations will be taken from abelian groups, however, for
ease of computation.

A subnormal (or subinvariant) series of a group G is a finite sequence Hy, Hy, - - -, H,
of subgroups of G such that #; < H;; and H; is a normal subgroup of H;,; with Hy =
{e}and H, = G. Anormal (orinvariant) series of G is a finite sequence Hy, Hy, - - -, H,
of normal subgroups of G such that H; < H;., Hy = {e}, and H, = G. |

Note that for abelian groups the notions of subnormal and normal series coincide,
since every subgroup is normal. A normal series is always subnormal, but the converse
need not be true. We defined a subnormal series before a normal series, since the concept
of a’subnormal series is more important for our work.

Two examples of normal series of Z under addition are
{0} <8Z <4Z < Z
and

{0} < 9Z < Z.

Consider the group Dy of symmetries of the square in Example 8.10. The series

{oo} < {po, 1} < {po, p2, 11, 2} < Dy

is a subnormal series, as we could check using Table 8.12. It is not a normal series since
{po, i1} is not normal in D,. A

A subnormal (normal) series {K ;} is a refinement of a subnormal (normal) series { H;}
of a group G if {H;} C {K}, that is, if each H; is one of the K ;. |

The series

{0} < 72Z < 247 < 8Z < 4Z < Z



312

Part VII

35.6 Definition

35.7 Example

35.8 Example

Advanced Group Theory

is a refinement of the series
{0} < 72Z < 8Z < Z.
Two new terms, 47 and 247, have been inserted. A
Of interest in studying the structure of G are the factor groups H;/H;. These are

defined for both normal and subnormal series, since H; is normal in H;. in either case.

Two subnormal (normal) series {H;} and {K;} of the same group G are isomorphic if
there is a one-to-one correspondence between the collections of factor groups { H;1 / H;}
and {K;1/K;} such that corresponding factor groups are isomorphic. |

Clearly, two isomorphic subnormal (normal) series must have the same number of
groups.
The two series of Z1s,
| {0} < (5) < Zss
and
{0} < (3) < Zss,

areisomorphic. Both Z15/(5) and (3) /{0} are isomorphic to Zs, and Z1s/(3) is isomorphic
to (5)/{0}, or to Zs. A

The Schreier Theorem
‘We proceed to prove that two subnormal series of a group G have isomorphic refinements.
This is a fundamental result in the theory of series. The proof is not too difficult. However,
we know from experience that some students get lost in the proof, and then tend to feel
that they cannot understand the theorem. We now give an illustration of the theorem
before we proceed to its proof.
Let us try to find isomorphic refinements of the series

{0} <8Z <4Z < Z
and

{0} <9Z < Z
given in Example 35.2. Consider the refinement
{0} <« 727 < 8Z < 47 < Z

of {0} < 8Z < 4Z < Z and the refinement

{0} <727 < 18Z < 9Z < Z
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of {0} < 9Z < Z. In both cases the refinements have four factor groups isomorphic to
Za, Ly, Zg, and 727 or Z.. The order in which the factor groups occur is different to be
sure. A

We start with a rather technical lemma developed by Zassenhaus. This lemma is
sometimes called the butterfly lemma, since Fig. 35.9, which accompanies the lemma,
has a butterfly shape.

Let H and K be subgroups of a group G, and let H* be a normal subgroup of H
and K* be a normal subgroup of K. Applying the first statement in Lemma 34.4 to H*
and H N K as subgroups of H, we see that H*(H N K) is a group. Similar arguments
show that H*(H N K*), K*(H N K), and K*(H* N K) are also groups. It is not hard
to show that H* N K is a normal subgroup of H N K (see Exercise 22). The same
argument using Lemma 34.4 applied to H* N K and H N K* as subgroups of H N K
shows that L = (H* N K)(H N K*) is a group. Thus we have the diagram of subgroups
shown in Fig. 35.9. It is not hard to verify the inclusion relations indicated by the
diagram. :

Since both H N K* and H* N K are normal subgroups of H N K, the second
statement in Lemma 34.4 shows that L = (H* N K)(H N K*) is a normal subgroup
of H N K. We have denoted this particular normal subgroup relationship by the heavy
middle line in Fig. 35.9. We claim the other two heavy lines also indicate normal sub-
group relationships, and that the three factor groups given by the three normal sub-
group relations are all isomorphic. To show this, we shall define a homomorphism
¢:H*(HNK)— (HNK)/L, and show that ¢ is onto (H N K)/L with kernel
H*(H N K*). It will then follow at once from Theorem 34.2 that Z*(H N K*)is normal

H K

H'HNK) K'(HNK)

e

/

L=H NKYHNK"

H'NK HnK*

35.9 Figure
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in H*(H N K), and that H*(H N K)/H*(H N K*) >~ (H N K)/L. A similar result for
the groups on the right-hand heavy line in Fig. 35.9 then follows by symmetry.

Let ¢ : H'(HNK) — (HNK)/L be defined as follows. For h € H* and x €
HNK,let¢(hx) = x L. We show ¢ is well-defined and a homomorphism. Let ay, A3 €
H* and x1, %, € HNK. If hix; = hoxy, then by 'hy = xox, ' e H*N(HNK) =
H*NK C L,sox;L = xyL. Thus ¢ is well defined. Since H™* is normal in H, there is
h3 in H* such that x1A, = h3x;. Then

d((h1x1)(hax2)) = ¢((h1h3)(x1x2)) = (x1x2)L
= (x1L)(x2L) = ¢(h1x1) - p(hax2).
Thus ¢ is a homomorphism.

Obviously ¢ isonto (H N K)/L.Finallyifh € H*andx € H N K, then ¢(Hx) =
xL = Lifand only if x € L, orif and only if hx € H*L = H*(H*NK)(HN K*) =
H*(H N K*), Thus Ker(¢) = H*(H N K*).

We have proved the following lemma.

(Zassenhaus Lemma) Let H and K be subgroups of a group G and let H* and K* be
normal subgroups of H and K, respectively. Then

1. H*(H N K*)is anormal subgroup of H*(H N K).

2. K*(H* N K) is a normal subgroup of K*(H N K).

3. HYHNK)/HHNK") ~K*HNK)/KH*NK)
~ (H N K)/[(H* N K)(H N K*)].

:(Schreier Theorem) Two subnormal (normal) series of a group G have isomorphic
refinements.

Let G be a group and let

e} =Hy<H <H;y< - <H,=G (€))]
and

{fe}=Ko<K1<Kpy<---<K,=G 2)

be two subnormal series for G. For i where 0 < i < n — 1, form the chain of groups
H; = Hi(H1 N Ko) S Hi(H; 11 NKy) £ S Hi(Hiy1 N Ky) = Hiyg.

This inserts m — 1 not necessarily distinct groups between H; and H;,. If we do this
foreachi where 0 <i < n — 1 and let H;; = H;(H;11 N K;), then we obtain the chain
of groups

{e} = Hoo < Hyg < Hpp <+ < Hom—1 < Hip
<H 1<H)<  <Hpu1 =< Hy

SHy1<Hyp <---<Hyp 1< Hsp

IA

<H 1 1=H_ 25 - SHi ipm1<Him

=G. 3
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This chain (3) contains nm 4 1 not necessarily distinct groups, and H; o = H; foreachi.
By the Zassenhaus lemma, chain (3) is a subnormal chain, that is, each group is normal
in the following group. This chain refines the series (1).

In a symmetric fashion, we set K;; = K{(K;+1 N H)for0<j <m—1and0 <
i < n. This gives a subnormal chain

{e} = Koo < Ko1 <Koy < < Kpp-1 = Kip
<Ki1=Kip= - =2Kip-1 =Ky

<Ky1 Koo < 2 Kyp15Ksp

IA

IA

Kn11=<Kn_12<- < Kpapn-1 <Kn-in

=G. C))

This chain (4) contains mn + 1 not necessarily distinct groups, and K; o = K for each
Jj. This chain refines the series (2).
By the Zassenhaus lemma 35.10, we have

Hi(Hiy1 NKj)/Hi(H;i 1 NK)) =~ Kj(K o N Hip)/Kj(Kjp1 N HY,
or
H; ;1 /H; ~Kji1/K;; &)

for@<i<n—1and0<j<m— 1. The isomorphisms of relation (5) give a one-
to-one correspondence of isomorphic factor groups between the subnormal chains (3)
and (4). To verify this correspondence, note that H; o = H; and H;,, = H;,;, while
Kjo=Kj;and K;, = K; ;. Each chain in (3) and (4) contains a rectangular array of
mn symbols <. Each < gives rise to a factor group. The factor groups arising from the
rth row of <’s in chain (3) correspond to the factor groups arising from the rth column
of <’s in chain (4). Deleting repeated groups from the chains in (3) and (4), we obtain
subnormal series of distinct groups that are isomorphic refinements of chains (1) and
(2). This establishes the theorem for subnormal series.

For normal series, where all H; and K ; are normal in G, we merely observe that
all the groups H;; and K;; formed above are also normal in G, so the same proof
applies. This normality of H; ; and K ;; follows at once from the second assertion in
Lemma 34.4 and from the fact that intersections of normal subgroups of a group yield
normal subgroups. L 4

The Jordan-Holder Theorem
We now come to the real meat of the theory.
A subnormal series {H;} of a group G is a composition series if all the factor groups

H;,/H; are simple. A normal series {H;} of G is a principal or chief series if all the
factor groups H;./H; are simple. [ ]
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Note that for abelian groups the concepts of composition and principal series coin-
cide. Also, since every normal series is subnormal, every principal series is a composition
series for any group, abelian or not.

We claim that Z has no composition (and also no principal) series. For if
{0}=H0<H1 <---<Hn_1<Hn=Z

is a subnormal series, H; must be of the form rZ for some r € Z*. But then Hy/Hjy is
isomorphic to 7Z, which is infinite cyclic with many nontrivial proper normal subgroups,
for example, 2r Z. Thus Z has no composition (and also no principal) series. A

The series
{e} < A, < §,

for n > 5 is a composition series (and also a principal series) of S,,, because A,/{e} is
isomorphic to A,, which is simple forn > 5, and S,/ A, is isomorphic to Z;, which is
simple. Likewise, the two series given in Example 35.7 are composition series (and also
principal series) of Zs. They are isomorphic, as shown in that example. This illustrates
our main theorem, which will be stated shortly. A

Observe that by Theorem 15.18, H; 11/ H; is simple if and only if H; is a maximal
normal subgroup of H;.,. Thus for a composition series, each H; must be a maximal
hormal subgroup of H; 1. To form a composition series of a group G, we just hunt for
a maximal normal subgroup H,_, of G, then for a maximal normal subgroup H,_»
of H,_y, and so on. If this process terminates in a finite number of steps, we have a
composition series. Note that by Theorem 15.18, a composition series cannot have any
further refinement. To form a principal series, we have to hunt for a maximal normal
subgroup H,_ of G, then for a maximal normal subgroup H,_> of H,; that is also
normal in G, and so on. The main theorem is as follows.

(Jordan-Hélder Theorem) Any two composition (principal) series of a group G are
isomorphic.

Let {H;} and {K;} be two composition (principal) series of G. By Theorem 35.11,
they have isomorphic refinements. But since all factor groups are already simple, Theo-
rem 15.18 shows that neither series has any further refinement. Thus {H;} and {K;} must
already be isomorphic. L 4

For a finite group, we should regard a composition series as a type of factorization
of the group into simple factor groups, analogous to the factorization of a positive
integer into primes. In both cases, the factorization is unique, up to the order of the
factors.
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B HistoricaL NoTE

his first appearance of what became the Jordan—

Holder theorem occurred in 1869 in a commen-
tary on the work of Galois by the brilliant French al-
gebraist Camille Jordan (1838-1922). The context
of its appearance is the study of permutation groups
associated with the roots of polynomial equations.
Jordan asserted that even though the sequence of
normal subgroups G, I, J, - - - of the group of the
equation is not necessarily unique, nevertheless
the sequence of indices of this composition series
is unique. Jordan gave a proof in his monumen-
tal 1870 Treatise on Substitutions and Algebraic
Equations. This latter work, though restricted to

what we now call permutation groups, remained
the standard treatise on group theory for many
years.

The Holder part of the theorem, that the se-
quence of factor groups in a composition series
is unique up to order, was due to Otto Holder
(1859-1937), who played a very important role in
the development of group theory once the com-
pletely abstract definition of a group had been given.
Among his other contributions, he gave the first
abstract definition of a “factor group” and deter-
mined the structure of all finite groups of square-free
order.

35.16 Theorem If G has a composition (principal) series, and if N is a proper normal subgroup of G,

then there exists a composition (principal) series containing N.

Proof The series

{e} < N <G

317

is both a subnormal and a normal series. Since G has a composition series { H;}, then by
Theorem 35.11 there is a refinement of {¢} < N < G to a subnormal series isomorphic
to arefinement of { H; }. But as a composition series, { H; } can have no further refinement.
Thus {e} < N < G can be refined to a subnormal series all of whose factor groups are
simple, that is, to a composition series. A similar argument holds if we start with a
principal series {K ;} of G. 4

35.17 Example A composition (and also a principal) series of Z4 x Zg containing ((0, 1)) is

{0, 0} < {(0,3)) < (0. 1)) < (2) x (1) < (1) x (1) = Zy X Zs. A

The next definition is basic to the characterization of those polynomial equations
whose solutions can be expressed in terms of radicals.

35.18 Definition A group G is solvable if it has a composition series {H;} such that all factor groups

H; 1/ H; are abelian. [ |

By the Jordan—Ho6lder theorem, we see that for a solvable group, every composition
series { H;} must have abelian factor groups H; 1/ H;.
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The group S; is solvable, because the composition series
{e} < A3 < 83

has factor groups isomorphic to Zs and Z,, which are abelian. The group Ss is not
solvable, for since As is simple, the series

{e} < A5 < S5

is a composition series, and As/{e}, which is isomorphic to As, is not abelian. This group
As of order 60 can be shown to be the smallest group that is not solvable. This fact is
closely connected with the fact that a polynomial equation of degree 5 is not in general
solvable by radicals, but a polynomial equation of degree < 4 is. A

The Ascending Central Series

We mention one subnormal series for a group G that can be formed using centers of
groups. Recall from Section 15 that the center Z(G) of a group G is defined by

Z(G)={z€ G|zg = gz forall g € G},

and that Z(G) is a normal subgroup of G. If we have the table for a finite group G, it is
easy to find the center. An element g will be in the center of G if and only if the elements
in the row opposite a at the extreme left are given in the same order as the elements in
the column under a at the very top of the table.

. Now let G be a group, and let Z(G) be the center of G. Since Z(G) is normal in
G, we can form the factor group G/Z(G) and find the center Z(G/Z(G)) of this factor
group. Since Z(G/Z(G)) is normal in G/Z(G), if y : G — G/Z(G) is the canonical
map, then by Theorem 15.16, y "1[Z(G/Z(G))] is a normal subgroup Z;(G) of G. We
can then form the factor group G/Z;(G) and find its center, take (y1) ! of itto get Zo(G),
and so on.

The series
{e} = Z(G) = Z1(G) = Zp(G) = - -~

described in the preceding discussion is the ascending central series of the group G.
|

The center of 3 is just the identity {po}. Thus the ascending central series of Ss is
{ro} < {00} < {po} =---.

The center of the group D4 of symmetries of the square in Example 8.10 is {pg, p2}.
(Do you remember that we said that this group would give us nice examples of many
things we discussed?) Since Dy4/{po, 02} is of order 4 and hence abelian, its center is all
of D4/{po, p2}. Thus the ascending central series of Dy is

{00} < {00, 02} <Dy <Dy<Dy<---. A
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# EXERCISES 35

Computations

In Exercises 1 through 5, give isomorphic refinements of the two series.

1.
. {0} <60Z < 20Z < Z and {0} < 245Z < 49Z < Z

. {0} < (3) < Zy4 and {0} < (8) < Zo4

. {0} < (18) < (3) < Z7 and {0} < (24) < (12) < Zn,

O} < O0Z) X Z < (10Z) X Z < Z X Zand {(0,0)} < Z x B0Z) < Z x QO0Z) < Z x 7

. Find all composition series of Zgo and show that they are isomorphic.

o 00 N SN AW

T
W N S

{0} < 10Z < Z and {0} < 25Z < Z

. Find all composition series of Z4g and show that they are isomorphic.
. Find all composition series of Zs X Zs.

. Find all composition series of S5 x Z,.

. Find all composition series of Z, x Zs x Z1.

. Find the center of S5 x Zg4.

. Find the center of §3 x Dj.

. Find the ascending central series of 53 X Zq.

14.

Find the ascending central series of S3 X Dj.

Concepts

In Exercises 15 and 16, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.

15.

16.
17.

A composition series of a group G is a finite sequence
{e}=Hy<H <H,<---<H, 1 <H, =G

of subgroups of G such that H; is a maximal normal subgroup of H;; fori =0,1,2,---,n— 1.
A solvable group is one that has a composition series of abelian groups.
Mark each of the following true or false.

a. Every normal series is also subnormai.

b. Every subnormal series is also normal.
c¢. BEvery principal series is a composition series.
d. Every composition series is a principal series.

e. Every abelian group has exactly one composition series.
f. Every finite group has a composition series.

g. A group is solvable if and only if it has a composition series with simple factor groups.

h. §7 is a solvable group.

i. The Jordan-Holder theorem has some similarity with the Fundamental Theorem of Arithmetic,
which states that every positive integer greater than 1 can be factored into a product of primes
uniquely up to order.

Jj- Every finite group of prime order is solvable.
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18.
19,
20.

21.
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Find a composition series of S3 x S3. Is §53 x S5 solvable?
Is the group D4 of symmetries of the square in Example 8.10 solvable?
Let G be Zs6. Refer to the proof of Theorem 35.11. Let the subnormal series (1) be

{0} < {12) < (3) < Zsg
and let the subnormal series (2) be
{O} < (18) < Z36.

Find chains (3) and (4) and exhibit the isomorphic factor groups as described in the proof. Write chains (3) and
(4) in the rectangular array shown in the text.

Repeat Exercise 20 for the group Z»4 with the subnormal series (1)
{0} < (12y < (4) < Zns
and (2)

{0} < (6) < (3) < Zna.

Theory

22.
23.

24.

25.
26.

27.

Let H*, H, and K be subgroups of G with H* normal in H. Show that H* N K isnormalin H N K.
Show that if

Hy={el<H <H< --<H, =G
is a subnormal (mormal) series for a group G, and if H;/H; is of finite order s;, 1, then G is of finite order
§182 - Sp.

Show that an infinite abelian group can have no composition series. [Hint: Use Exercise 23, together with the
fact that an infinite abelian group always has a proper normal subgroup.]

Show that a finite direct product of solvable groups is solvable.

Show that a subgroup K of a solvable group G is solvable. [Hint: Let Hy ={e} < H; <--- < H,=Gbea
composition series for G. Show that the distinct groups among K N H; fori =0, - - -, n form a composition
series for K. Observe that

(K N H)/(K N Hi—y) >~ [Hi(K N H)/[Hi-1],
by Theorem 34.5, with H7= KNH;, and N = H;_{,and that H; (K N H;) < H;.]

Let Hy = {e} < H, < --- < H, = G be a composition series for a group G. Let N be a normal subgroup of
G, and suppose that N is a simple group. Show that the distinct groups among Ho, H;N fori =0, ---, n also
form a composition series for G. [Hint: H; N is a group by Lemma 34.4. Show that H; 1N is normal in H; N.
By Theorem 34.5

(H;N)/(H;-1N) = H; /TH; N (H;-1N)],
and the latter group is isomorphic to
(H: /H;11/[(H; N (Hi—1N))/Hi 1],
by Theorem 34.7. But H;/H;_, is simple.]



28.

29.
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Let G be a group, and let Hy = {e} < H; < --- < H, = G be a composition series for G. Let N be a normal
subgroup of G, and let y : G — G/N be the canonical map. Show that the distinct groups among y [H;] for
i =0,--.,n, form a composition series for G/N. [Hint: Observe that the map

defined by

¥ N — y(H)/y[Hi-1]

Y(hin) = y(hin)y [H;_1]

is a homomorphism with kernel H;_; N. By Theorem 34.2.

y(H)/y[Hi—1} = (H;N)/(H;_1N).

Proceed via Theorem 34.5, as shown in the hint for Exercise 27.]

Prove that a homomorphic image of a solvable group is solvable. [Hint: Apply Exercise 28 to get a composition
series for the homomorphic image. The hints for Exercises 27 and 28 then show how the factor groups of this
composition series in the image look.]

SyLow THEOREMS

The fundamental theorem for finitely generated abelian groups (Theorem 11.12) gives
us complete information about all finite abelian groups. The study of finite nonabelian
groups is much more complicated. The Sylow theorems give us some important infor-
mation about them.

‘We know the order of a subgroup of a finite group G must divide |G|. If G is abelian,
then there exist subgroups of every order dividing |G|. We showed in Example 15.6 that
A4, which has order 12, has no subgroup of order 6. Thus a nonabelian group G may have
no subgroup of some order d dividing |G |; the “converse of the theorem of Lagrange”
does not hold. The Sylow theorems give a weak converse. Namely, they show that if d
is a power of a prime and d divides |G|, then G does contain a subgroup of order d.
(Note that 6 is not a power of a prime.) The Sylow theorems also give some information
concerning the number of such subgroups and their relationship to each other. We will
see that these theorems are very useful in studying finite nonabelian groups.

Proofs of the Sylow theorems give us another application of action of a group on a
set described in Section 16. This time, the set itself is formed from the group; in some
instances the set is the group itself, sometimes it is a collection of cosets of a subgroup,
and sometimes it is a collection of subgroups.

p-Groups

Section 17 gave applications of Burnside’s formula that counted the number of orbits in
a finite G-set. Most of our results in this section flow from an equation that counts the
number of elements in a finite G-set.

Let X be a finite G-set. Recall that for x € X, the orbit of x in X under G is
Gx = {gx | g € G}. Suppose that there are r orbits in X under G, and let {xy, x5, - - -, X, }
contain one element from each orbit in X. Now every element of X is in precisely one
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orbit, so
.
1X| =" IGxl. )
i=1

There may be one-element orbits in X. Let X¢ = {x € X | gx = x forall g € G}. Thus
X is precisely the union of the one-element orbits in X. Let us suppose there are s
onec-element orbits, where 0 < s < r. Then | X | = s, and reordering the x; if necessary,
we may rewrite Eq. (1) as

,
IX|=1Xcl + > Gxil. )
i=s+1

Most of the results of this section will flow from Eq. (2). We shall develop
Sylow theory as in Hungerford [10], where credit is given to R. J. Nunke for the line
of proof. The proof of Theorem 36.3 (Cauchy’s theorem) is credited there to J. H.
McKay.

Theorem 36.1, which follows, is not quite a counting theorem, but it does have a
numerical conclusion. It counts modulo p. The theorem seems to be amazingly powerful.
In the rest of the chapter, if we choose the correct set, the correct group action on it, and
apply Theorem 36.1, what we want seems to fall right into our lap! Compared with older
proofs, the arguments are extremely pretty and elegant.

Throughout this section, p will always be a prime integer.

d.et G be a group of order p" and let X be a finite G-set. Then | X| = | Xg| (mod p).

In the notation of Eq. (2), we know that |Gx;| divides |G| by Theorem 16.16. Conse-
quently p divides |Gx;| for s + 1 < i < r. Equation (2) then shows that | X| — | X | is
divisible by p, so | X| = {Xg| (mod p). *

Let p be a prime. A group G is a p-group if every element in G has order a power of
the prime p. A subgroup of a group G is a p-subgroup of G if the subgroup is itself a
p-group. |

Our goal in this section is to show that a finite group G has a subgroup of every
prime-power order dividing |G|. As a first step, we prove Cauchy’s theorem, which says
that if p divides |G|, then G has a subgroup of order p.

(Cauchy’s Theorem) Let p be a prime. Let G be a finite group and let p divide |G|.
Then G has an element of order p and, consequently, a subgroup of order p.

We form the set X of all p-tuples (g1, g2, - - -, gp) of elements of G having the property
that the product of the coordinates in G is e. That is,

X:{(glyg29"'agp)|giEGandglgz---gpze}.
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We claim p divides | X|. In forming a p-tuple in X, we may let g, g2, - -, gp—1 be any
elements of G, and g, is then uniquely determined as (g1g> -~ g,—1)~'. Thus |X| =
|G|P~! and since p divides |G|, we see that p divides | X]|.

Let o be the cycle (1,2,3, -+, p)in S,. Welet o acton X by

(g1, 82+ 8p) = (8o1), 8o " *+ Eotp)) = (82, 83, **» &p» 81)-

Note that (g2, g3, -+, &p» 81) € X, for g1(g283 - - - §p) = ¢ implies that g; = (g283 -
gp)‘l, 50 (8283 - - gp)g1 = e also. Thus ¢ acts on X, and we consider the subgroup (o)
of S, to act on X by iteration in the natural way.

Now |{o)| = p, so we may apply Theorem 36.1, and we know that |[X| = |X ]
(mod p). Since p divides | X[, it must be that p divides |X (4| also. Let us examine Xq).
Now (g1, &2, - - -, §p) is left fixed by o, and hence by (¢),ifand onlyif g1 = g2 = -+ =
gp- We know at least one element in X(,), namely (e, e, - - -, €). Since p divides |X (s},
there must be at least p elements in X ). Hence there exists some elementa € G, a # e,
such that (a, a, - -+, a) € X, and hence a? = e, so a has order p. Of course, (a) is a
subgroup of G of order p. L 4

Let G be a finite group. Then G is a p-group if and only if |G| is a power of p.
We leave the proof of this corollary to Exercise 14. *

The Sylow Theorems

Let G be a group, and let % be the collection of all subgroups of G. We make . into
a G-set by letting G act on .% by conjugation. Thatis, if H € #so H < Gand g € G,
then g acting on H yields the conjugate subgroup g Hg '. (To avoid confusion, we will
never write this action as gH.) Now Gy = {g € G|gHg ! = H} is easily seen to be a
subgroup of G (Exercise 11), and H is a normal subgroup of G . Since G consists of
all elements of G that leave H invariant under conjugation, G g is the largest subgroup
of G having H as a normal subgroup.

The subgroup G g just discussed is the normalizer of H in G and will be denoted N[H]
from now on. ]

In the proof of the lemma that follows, we will use the fact that if H is a finite
subgroup of a group G, then g € N[H]if ghg™! € H forallh € H. To see this, note that
if ghig~' = ghpg™!, then h| = h;, by cancellation in the group G. Thus the conjugation
map i, : H — H given by i;(h) = ghg™! is one to one. Because |H| is finite, i, must
then map H onto H,so gHg™! = H and g € N[H].

Let A be a p-subgroup of a finite group G. Then

(N[H]: H)= (G : H)(mod p).
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@ HisTORICAL NOTE

The Sylow theorems are due to the Norwegian
mathematician Peter Ludvig Mejdell Sylow
(1832-1918), who published them in a brief pa-
per in 1872. Sylow stated the theorems in terms of
permutation groups (since the abstract definition of
a group had not yet been given). Georg Frobenius
re-proved the theorems for abstract groups in 1887,
even though he noted thatin fact every group can be

considered as a permutation group (Cayley’s theo-

applied the theorems to the question of solving al-
gebraic equations and showed that any equation
whose Galois group has order a power of aprime p
is solvable by radicals.

Sylow spent most of his professional life as a
high school teacher in Halden, Norway, and was
only appointed to a position at Christiana Univer-
sity in 1898. He devoted eight years of his life to
the project of editing the mathematical works of his

rem [Theorem 8.16]). Sylow himself immediately ~ countryman Niels Henrik Abel.

Proof Let Z'be the set of left cosets of H in G, and let H act on _F by left translation, sO that
h(xH) = (hx)H. Then ‘Fbecomes an H-set. Note that |.Z| = (G : H).

Let us determine £, that s, those left cosets that are fixed under action by all ele-
ments of H. Now x H = h(xH)ifandonlyif H = «—'hxH,orifandonlyifx'hx € H.
ThusxH = h(xH)forallh € Hifandonlyifx*hx = x~1h(x~1! € Hforallh € H,
or if and only if x~! € N[H] (see the comment before the lemma), or if and only if
x € N[H]. Thus the left cosets in %, are those contained in N[H]. The number of such
cosets is (N[H] : H), s0 \Zy| = (NIH]: H).

« Since H is a p-group, it has order a power of p by Corollary 36.4. Theorem 36.1
then tells us that |.%| = | %! (mod p), that is, that (G : H) = (NIH]: H) {mod p).
4

36.7 Corollary Let H bea p-subgroup of a finite group G. If p divides (G : H), then N[H] # H.
Proof It follows from Lemma 36.6 that p divides (N{H]: H), which must then be different
from 1. Thus H # N[H]. L 4
We are now ready for the first of the Sylow theorems, which asserts the existence
of prime-power subgroups of G for any prime power dividing |G|.
36.8 Theorem  (First Sylow Theorem) Let G be a finite group and let |G| = p"m where n > 1 and
where p does not divide m. Then
1. G contains a subgroup of order pi foreach i where 1 <i <n,
2. Every subgroup H of G of order p' is a normal subgroup of a subgroup of
order p'tlforl <i <n.
Proof 1. We know G contains a subgroup of order p by Cauchy’s theorem

(Theorem 36.3). We use an induction argument and show that the existence of
a subgroup of order p' fori < n implies {he existence of a subgroup of order
pit1. Let H be a subgroup of order p'. Sincei < n, wesee p divides (G : H).
By Lemma 36.6, we then know p divides (N[H 1: H).Since Hisa normal
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subgroup of N[H], we can form N[H]/H, and we see that p divides
|N[H]/H]|. By Cauchy’s theorem, the factor group N[H]/H has a subgroup
K whichis of order p. If y : N[H] — N[H]/H is the canonical
homomorphism, then y '[K] = {x € N[H]|y(x) € K} is a subgroup of
N{H] and hence of G. This subgroup contains H and is of order p**!.

2. We repeat the construction in part 1 and note that A < y~l[K] < N[H]
where |y ~'[K]| = p'*!. Since H is normal in N[H], it is of course normal
in the possibly smaller group ¥ ! [K]. 2

A Sylow p-subgroup P of a group G is amaximal p-subgroup of G, thatis, a p-subgroup
contained in no larger p-subgroup. u

Let G be a finite group, where |G| = p”"m as in Theorem 36.8. The theorem shows
that the Sylow p-subgroups of G are precisely those subgroups of order p". If P is
a Sylow p-subgroup, every conjugate gPg~' of P is also a Sylow p-subgroup. The
second Sylow theorem states that every Sylow p-subgroup can be obtained from P in
this fashion; that is, any two Sylow p-subgroups are conjugate.

(Second Sylow Theorem) Let P; and P, be Sylow p-subgroups of a finite group G.
Then P, and P; are conjugate subgroups of G.

Here we will let one of the subgroups act on left cosets of the other, and use Theorem 36.1.
Let #be the collection of left cosets of Py, and let P act on £by y(x P1) = (yx) Py for
y € P,. Then.Zis a Py-set. By Theorem 36.1,|.%, | = |.£| (mod p),and |.Z| = (G : P1)
is net divisible by p, so |ng| #0. LetxP, € DS?PZ. Then yxP, =x Py forally € P,,
so x lyxPy = P, for all y € P,. Thus x 'yx € P; for all y € P, so x'Pox < Py.
Since | P;| = | P»|, we must have P; = x ! P,x, so P; and P, are indeed conjugate sub-
groups. .

The final Sylow theorem gives information on the number of Sylow p-subgroups. A
few illustrations are given after the theorem, and many more are given in the next section.

(Third Sylow Theorem) If G is a finite group and p divides |G|, then the number of
Sylow p-subgroups is congruent to 1 modulo p and divides |G]|.

Let P be one Sylow p-subgroup of G. Let % be the set of all Sylow p-subgroups and let
P act on.% by conjugation, so that x € P carries T € .#into xTx~!. By Theorem 36.1,
|.#| = |.%]| (mod p). Letus find . %. If T € %, then xTx~! = T forall x € P. Thus
P < N[T]. Of course T < N[T] also. Since P and T are both Sylow p-subgroups of
G, they are also Sylow p-subgroups of N[T]. But then they are conjugate in N[7'] by
Theorem 36.10. Since T is a normal subgroup of N[T7], it is its only conjugate in N[T].
Thus T = P. Then .% = {P}. Since || = |%| = 1 (mod p), we see the number of
Sylow p-subgroups is congruent to 1 modulo p.

Now let G act on .#by conjugation. Since all Sylow p-subgroups are conjugate,
there is only one orbit in under G. If P € #then |.¥°| = |orbitof P| = (G : Gp) by
Theorem 16.16. (Gp is, in fact, the normalizer of P.) But (G : Gp) is a divisor of |G|,
so the number of Sylow p-subgroups divides |G|. *
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36.12 Example The Sylow 2-subgroups of S; have order 2. The subgroups of order 2 in S3 in Example 8.7
are

{pO’ ,U,l}, {p07 I'LZ}’ {pO’ H’3}

Note that there are three subgroups and that 3 = 1 (mod 2). Also, 3 divides 6, the order
of S5. We can readily check that

i, [{p0, 1}] = {00, 3} and ip {00, t1}] = {00, 12}

where i, (x) = p jxpj_l, illustrating that they are all conjugate. A

36.13 Example Let us use the Sylow theorems to show that no group of order 15 is simple. Let G have
order 15. We claim that G has a normal subgroup of order 5. By Theorem 36.8 G has at
least one subgroup of order 5, and by Theorem 36.11 the number of such subgroups is
congruent to 1 modulo 5 and divides 15. Since 1, 6, and 11 are the only positive numbers
less than 15 that are congruent to 1 modulo 5, and since among these only the number 1
divides 15, we see that G has exactly one subgroup P of order 5. But for each g € G, the
inner automorphism i, of G with i (x) = gxg~! maps P onto a subgroup g Pg~!, again
of order 5. Hence we must have gPg~! = P for all g € G, so P is a normal subgroup
of G. Therefore, G is not simple. (Example 37.10 will show that G must actually be
abelian and therefore must be cyclic.) A

We trust that Example 36.13 gives some inkling of the power of Theorem 36.11.
Never underestimate a theorem that counts something, even modulo p.

® EXERCISES 36

Computations
In Exercises 1 through 4, fill in the blanks.
1. A Sylow 3-subgroup of a group of order 12 has order

2. A Sylow 3-subgroup of a group of order 54 has order

3. A group of order 24 must have either
in Theorem 36.11.)

4. A group of order 255 = (3)(5)(17) must have either or Sylow 3-subgroups and
Sylow 5-subgroups. (Use only the information given in Theorem 36.11.)

or Sylow 2-subgroups. (Use only the information given

or

5. Find all Sylow 3-subgroups of Ss and demonstrate that they are all conjugate.
6. Find two Sylow 2-subgroups of S, and show that they are conjugate.

Concepts

In Exercises 7 through 9, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.

7. Let p\be aprime. A p-group is a group with the property that every element has order p.

8. The normalizer N{H] of a subgroup H of a group G is the set of all inner avtomorphisms that carry H onto
itself.




13.
14.
15.

16.

17.
18.
19.
20.

21.

22.
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. Let G be a group whose order is divisible by a prime p. The Sylow p-subgroup of a group is the largest subgroup

P of G with the property that P has some power of p as its order.

. Mark each of the following true or false.

a. Any two Sylow p-subgroups of a finite group are conjugate.

b. Theorem 36.11 shows that a group of order 15 has only one Sylow 5-subgroup.

c¢. Bvery Sylow p-subgroup of a finite group has order a power of p.

d. Every p-subgroup of every finite group is a Sylow p-subgroup.

e. Every finite abelian group has exactly one Sylow p-subgroup for each prime p dividing the order
of G.

——f. The normalizer in G of a subgroup H of G is always a normal subgroup of G.
g. If H is a subgroup of G, then H is always a normal subgroup of N[H].

_h. ASylow p-subgroup of a finite group G is normal in G if and only if it is the only Sylow p-subgroup
of G.

__i. If G is an abelian group and H is a subgroup of G, then N[H] = H.
j. A group of prime-power order p" has no Sylow p-subgroup.

Theory
11.
12.

Let H be a subgroup of a group G. Show that Gy = {g € G| gHg™' = H} is a subgroup of G.

Let G be a finite group and let primes p and g # p divide |G]. Prove that if G has precisely one proper Sylow
p-subgroup, it is a normal subgroup, so G is not simple.

Show that every group of order 45 has a normal subgroup of order 9.
Prove Corollary 36.4.

Let G be a finite group and let p be a prime dividing |G|. Let P be a Sylow p-subgroup of G. Show that
NIN[P]] = N[P]. [Hint: Argue that P is the only Sylow p-subgroup of N[N[P]], and use Theorem 36.10.]

Let G be a finite group and let a prime p divide |G|. Let P be a Sylow p-subgroup of G and let H be any
p-subgroup of G. Show there exists g € G such that gHg ™! < P.

Show that every group of order (35)° has a normal subgroup of order 125.

Show that there are no simple groups of order 255 = (3)(5)(17).

Show that there are no simple groups of order p”m, where p is a prime, r is a positive integer, and m < p.
Let G be a finite group. Regard G as a G-set where G acts on itself by conjugation.

a. Show that G is the center Z(G) of G. (See Section 15.)
b. Use Theorem 36.1 to show that the center of a finite nontrivial p-group is nontrivial.

Let p be a prime. Show that a finite group of order p" contains normal subgroups H; for 0 < i < n such that
|H;| = p' and H; < H;;q for 0 <i < n. [Hint: See Exercise 20 and get an idea from Section 35.]

Let G be a finite group and let P be a normal p-subgroup of G. Show that 2 is contained in every Sylow
p-subgroup of G.

APPLICATIONS OF THE SYLOW THEORY

In this section we give several applications of the Sylow theorems. It is intriguing to see
how easily certain facts about groups of particular orders can be deduced. However, we
should realize that we are working only with groups of finite order and really making
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only a small dent in the general problem of determining the structure of all finite groups.
If the order of a group has only a few factors, then the techniques illustrated in this section
may be of some use in determining the structure of the group. This will be demonstrated
further in Section 40, where we shall show how it is sometimes possible to describe all
groups (up to isomorphism) of certain orders, even when some of the groups are not
abelian. However, if the order of a finite group is highly composite, that is, has a large
number of factors, the problem is in general much harder.

Applications to p-Groups and the Class Equation

Every group of prime-power order (that is, every finite p-group) is solvable.

If G has order p’, it is immediate from Theorem 36.8 that G has a subgroup H; of order
p' normal in a subgroup H;,; of order p'*! for 1 <i < r. Then

ley\=Hy<H <Hy<---<H =G

is a composition series, where the factor groups are of order p, and hence abelian and
actually cyclic. Thus, G is solvable. .

The older proofs of the Sylow theorems used the class equation. The line of proof in
Section 36 avoided explicit mention of the class equation, although Eq. (2) there is a
general form of it. We now develop the classic class equation so you will be familiar
with it. -

Let X be a finite G-set where G is a finite group. Then Eq. (2) of Section 36 tells
us that

IX| =Xl + D 1Gx] )

i=s+1

where x; is an element in the ith orbit in X. Consider now the special case of Eq. (1),
where X = G and the action of G on G is by conjugation,so g € G carriesx e X = G
into gxg~!. Then

X ={xeGlgxg™!

={x e Glxg=gxforall g € G} = Z(G),

= x forall g € G}

the center of G. If we let ¢ = |Z(G)| and n; = |Gx;| in Eq. (1), then we obtain
IGl=c+net1+-+n, 2)

where 7; is the number of elements in the /th orbit of G under conjugation by itself.
Note that »; divides |G| for ¢ + 1 < i < r since in Eq. (1) we know |Gx;] = (G : G;,),
which is a divisor of |G|.

Equation (2) is the class equation of G. Each orbit in G under conjugation by G is a
conjugate class in G. [ |

It is readily checked that for S3 of Example 8.7, the conjugate classes are

{ra}, {o1, P2}, {iy, ta, 13},
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The class equation of S3 is
6=1+2+43. A

For illustration of the use of the class equation, we prove a theorem that Exercise
20(b) in Section 36 asked us to prove.

The center of a finite nontrivial p-group G is nontrivial.

In Eq. (2) for G, each n; divides |G| for c+1 <i <, so p divides each n;, and p
divides | G|. Therefore p divides c. Now ¢ € Z(G), so ¢ > 1. Therefore ¢ > p, and there
exists some a € Z(G) where a # e. L 2

We turn now to a lemma on direct products that will be used in some of the theorems
that follow.

Let G be a group containing normal subgroups H and K such that H N K = {e} and
H v K = G. Then G is isomorphic to H x K.

We start by showing that hk = kh for k € K and 7 € H. Consider the commutator
hkh= k=1 = (hkh~Dk™! = h(kh~'k~"). Since H and K are normal subgroups of G,
the two groupings with parentheses show that 2kh~'k~! is in both K and H. Since
K N H = {e}, we see that hkh~'k~! = e, so hk = kh.

Let ¢ : H x K — G be defined by ¢(h, k) = hk. Then

((h, K)(H k) = ¢p(hh', kk') = hh'kK'
= hkh'EK = (b, K)p(H', k),

so ¢ is a homomorphism.

If ¢(h, k) =e, then hk = ¢, so h = k™', and both & and k are in H N K. Thus
h =k = e, so Ker(¢) = {(e, )} and ¢ is one to one.

By Lemma 34.4, we know that HK = H v K, and H v K = G by hypothesis.
Thus ¢ is onto G, and H x K ~ G. L 4

For a prime number p, every group G of order p? is abelian.

If G is not cyclic, then every element except e must be of order p. Let a be such an
element. Then the cyclic subgroup (a) of order p does not exhaust G. Alsoletb € G
with b ¢ (a). Then {a) N (b) = {e}, since an element ¢ in (a) N (b) with ¢ # e would
generate both (a) and (b), giving (a) = (b), contrary to construction. From Theorem
36.8, (a) is normal in some subgroup of order p* of G, that is, normal in all of G.
Likewise (b) is normal in G. Now {a) Vv (b} is a subgroup of G properly containing
{a) and of order dividing p?. Hence (a) V (b) must be all of G. Thus the hypotheses of
Lemma 37.5 are satisfied, and G is isomorphic to {a) x (b) and therefore abelian. @

Further Applications

We turn now to a discussion of whether there exist simple groups of certain orders. We
have seen that every group of prime order is simple. We also asserted that A, is simple
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for n > 5 and that As is the smallest simple group that is not of prime order. There was
a famous conjecture of Burnside that every finite simple group of nonprime order must
be of even order. It was a triumph when this was proved by Thompson and Feit [21].

If p and g are distinct primes with p < g, then every group G of order pq has a single
subgroup of order g and this subgroup is normal in G. Hence G is not simple. If ¢ is not
congruent to 1 modulo p, then G is abelian and cyclic.

Theorems 36.8 and 36.11 tell us that G has a Sylow g-subgroup and that the number
of such subgroups is congruent to 1 modulo ¢ and divides pg, and therefore must
divide p. Since p < ¢, the only possibility is the number 1. Thus there is only one Sylow
g-subgroup Q of G. This group @ must be normal in G, for under an inner automorphism
it would be carried into a group of the same order, hence itself. Thus G is not simple.
Likewise, there is a Sylow p-subgroup P of G, and the number of these divides pg
and is congruent to 1 modulo p. This number must be either 1 or g. If g is not congruent
to 1 modulo p, then the number must be 1 and P is normal in G. Let us assume that
g # 1 (mod p). Since every element in Q other than e is of order ¢ and every element in
P other than e is of order p, we have O N P = {e}. Also Q Vv P must be a subgroup of
G properly containing @ and of order dividing pg. Hence Q v P = G and by Lemma
37.5 is isomorphic to Q x P or Z; x Z,. Thus G is abelian and cyclic. L 2

We need another lemma for some of the counting arguments that follow.

If H and K are finite subgroups of a group G, then

k) = (HDIED
|H N K|

Recall that HK ={hk|h € H,k € K}. Let |H|=vr,|K|=s, and |H N K| = ¢t. Now
H K has atmostrs elements. However, itis possible for 41k to equal haky, forhy, hy € H
and k1, k, € K; that is, there may be some collapsing. If sk, = hyk;, then let

x = (hy) " hy = kalky) ™!

Now x = (hy) " 'h; shows that x € H, and x = ky(k;)~" shows that x € K. Hence
x € (HNK), and

hy = hyx ! and  ky = xk;.

On the other hand, if for y € (H N K) we let A3 = hly_1 and k3 = yki, then clearly
hsks = hiky, with hs € H and k3 € K. Thus each element Ak € HK can be represented
in the form h;k;, for h; € H and k; € K, as many times as there are elements of H N K,
that is, # times. Therefore, the number of elements in HK is rs/. L 4

Lemma 37.8 is another result that counts something, so do not underestimate it. The
lemma will be used in the following way: A finite group G cannot have subgroups H
and K that are too large with intersections that are too small, or the order of H K would
have to exceed the order of G, which is impossible. For example, a group of order 24
cannot have two subgroups of orders 12 and 8 with an intersection of order 2.
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The remainder of this section consists of several examples illustrating techniques of
proving that all groups of certain orders are abelian or that they have nontrivial proper
normal subgroups, that is, that they are not simple. We will use one fact we mentioned
before only in the exercises. A subgroup H of index 2 in a finite group G is alwavs
normal, for by counting, we see that there are only the left cosets H itself and the coset
consisting of all elements in G not in H . The right cosets are the same. Thus every right
coset is a left coset, and H is normal in G.

No group of order p” forr > 1 is simple, where p is a prime. For by Theorem 36.8 such
a group G contains a subgroup of order p”~! normal in a subgroup of order p’, which
must be all of G. Thus a group of order 16 is not simple; it has a normal subgroup of
order 8. A

Every group of order 15 is cyclic (hence abelian and not simple, since 15 is not a prime).
This is because 15 = (5)(3), and 5 is not congruent to 1 modulo 3. By Theorem 37.7 we
are done. A

No group of order 20 is simple, for such a group G contains Sylow 5-subgroups in number
congruent to 1 modulo 5 and a divisor of 20, hence only 1. This Sylow S5-subgroup is
then normal, since all conjugates of it must be itself. A

No group of order 30 is simple. We have seen that if there is only one Sylow p-subgroup
for some prime p dividing 30, we are done. By Theorem 36.11 the possibilities for the
number of Sylow 5-subgroups are 1 or 6, and those for Sylow 3-subgroups are 1 or 10.
But if G has six Sylow 5-subgroups, then the intersection of any two is a subgroup of
each of order dividing 5, and hence just {e}. Thus each contains 4 clements of order 5
that are in none of the others. Hence G must contain 24 elements of order 5. Similarly,
if G has 10 Sylow 3-subgroups, it has at least 20 elements of order 3. The two types
of Sylow subgroups together would require at least 44 elements in G. Thus there is a
normal subgroup either of order 5 or of order 3. A

No group of order 48 is simple. Indeed, we shall show that a group G of order 48 has
a normal subgroup of either order 16 or order 8. By Theorem 36.11 G has either one
or three Sylow 2-subgroups of order 16. If there is only one subgroup of order 16, it is
normal in G, by a now familiar argument.

Suppose that there are three subgroups of order 16, and let H and K be two of them.
Then H N K must be of order 8, for if H# N K were of order < 4, then by Lemma 37.8
HK would have at least (16)(16)/4 = 64 elements, contradicting the fact that G has
only 48 elements. Therefore, H N K is normal in both A and K (being of index 2, or
by Theorem 36.8). Hence the normalizer of H N K contains both H and K and must
have order a multiple >1 of 16 and a divisor of 48, therefore 48. Thus H N K must be
normal in G. A

No group of order 36 is simple. Such a group G has either one or four subgroups of order
9. If there is only one such subgroup, it is normal in G. If there are four such subgroups,
let H and K be two of them. As in Example 37.13, H N K must have at least 3 elements,
or HK would have to have 81 elements, which is impossible. Thus the normalizer of
H N K has as order a multiple of >1 of 9 and a divisor of 36; hence the order must
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be either 18 or 36. If the order is 18, the normalizer is then of index 2 and therefore is
normal in G. If the order is 36, then H N K is normal in G. A

37.15 Example Every group of order 255 = (3)(5)(17) is abelian (hence cyclic by the Fundamental
Theorem 11.12 and not simple, since 255 is not a prime). By Theorem 36.11 such a
group G has only one subgroup H of order 17. Then G/H has order 15 and is abelian
by Example 37.10. By Theorem 15.20, we see that the commutator subgroup C of G is
contained in H. Thus as a subgroup of H, C has either order 1 or 17. Theorem 36.11
also shows that G has either 1 or 85 subgroups of order 3 and either 1 or 51 subgroups of
order 5. However, 85 subgroups of order 3 would require 170 elements of order 3, and 51
subgroups of order 5 would require 204 elements of order 5 in G, both together would
then require 375 elements in G, which is impossible. Hence there is a subgroup K having
either order 3 or order 5 and normal in G. Then G/K has either order (5)(17) or order
(3)(17), and in either case Theorem 37.7 shows that G/K is abelian. Thus C < K and
has order either 3, 5, or 1. Since C < H showed that C has order 17 or 1, we conclude
that C has order 1. Hence C = {e}, and G/C = G is abelian. The Fundamental Theorem
11.12 then shows that G is cyclic. A

EXERCISES 37

Computations
1. Let Dy be the group of symmetries of the square in Example 8.10.

a. Find the decomposition of D4 into conjugate classes.
b. Write the class equation for Dj.

2. By arguments similar to those used in the examples of this section, convince yourself that every nontrivial
group of order not a prime and less than 60 contains a nontrivial proper normal subgroup and hence is not
simple. You need not write out the details. (The hardest cases were discussed in the examples.)

Concepts
3. Mark each of the following true or false.

. Every group of order 159 is cyclic.

. Every group of order 102 has a nontrivial proper normal subgroup.

. Every solvable group is of prime-power order.
. Every group of prime-power order is solvable.

. Tt would become quite tedious to show that no group of nonprime order between 60 and 168 is
simple by the methods illustrated in the text.

o &0 o

f. No group of order 21 is simple.
g. Every group of 125 elements has at least 5 elements that commute with every element in the group.
h. Every group of order 42 has a normal subgroup of order 7.

i. Every group of order 42 has a normal subgroup of order 8.

j. The only simple groups are the groups Z, and A, where p is a prime and n # 4.
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Theory

4

5
6.
7

10.
11.

12.

. Prove that every group of order (5)(7)(47) is abelian and cyclic.
. Prove that no group of order 96 is simple.
Prove that no group of order 160 is simple.

. Show that every group of order 30 contains a subgroup of order 15. [Hint: Use the last sentence in Example
37.12, and go to the factor group.]

. This exercise determines the conjugate classes of S, for every integer n > 1.
a. Showthatifo =(ay,as, - -, ap)isacyclein S, and t is any element of S, thentot ™! = (ray, tas, - - -, Tay).
b. Argue from (a) that any two cycles in S, of the same length are conjugate.
¢. Argue from (a) and (b) that a product of s disjoint cycles in S, of lengths r; fori = 1,2, - - -, s is conjugate

to every other product of s disjoint cycles of lengths 7; in S,,.

d. Show that the number of conjugate classes in S, is p(n), where p(n) is the number of ways, neglecting
the order of the summands, that » can be expressed as a sum of positive integers. The number p(n) is the
number of partitions of n.

e, Compute p(n)forn=1,2,3,4,5,6,7.
. Find the conjugate classes and the class equation for S4. [Hint: Use Exercise 8.] .—
Find the class equation for S5 and Sg. [Hint: Use Exercise 8.]

Show that the number of conjugate classes in .S, is also the number of different abelian groups (up to isomor-
phism) of order p”, where p is a prime number. [Hinz: Use Exercise 8.]

Show that if n > 2, the center of S, is the subgroup consisting of the identity permutation only. [Hint: Use
Exercise §.]

FREE ABELIAN GROUPS

In this section we introduce the concept of free abelian groups and prove some re-
sults concerning them. The section concludes with a demonstration of the Fundamental
Theorem of finitely generated abelian groups (Theorem 11.12).

Free Abelian Groups

We should review the notions of a generating set for a group G and a finitely generated
group, as given in Section 7. In this section we shall deal exclusively with abelian groups
and use additive notations as follows:
0 for the identity, + for the operation,
na=a+a+---+a
N ————
n summands
—na = (—a)+(-a)+---+(-a)

n summands
Oa = O for the first 0 in Z and the second in G.

forn e Z" anda € G.

We shall continue to use the symbol x for direct product of groups rather than change
to direct sum notation.
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Notice that {(1, 0), (0, 1)} is a generating set for the group Z x Z since
(n, m) = n(1,0) +m(0, 1) for any (n, m) in Z x Z. This generating set has the property
that each element of Z x Z can be uniquely expressed in the form n(1, 0) + m(0, 1).
That is, the coefficients n and m in Z are unique.

Let X be a subset of a nonzero abelian group G. The following conditions on X are
equivalent.

1. Each nonzero element ¢ in G can be expressed uniguely (up to order of
summands) in the form a = n1x; + napxs + - -+ + 1%y for n; # 0in Z and
distinct x; in X.

2. X generates G, and nixy +npxy + - + 0% = 0 for n; € Z and distinct
x; € Xifandonlyifn, =ny=---=n, =0.

Suppose Condition 1 is true. Since G # {0}, we have X # {0}. It follows from 1 that O ¢
X,forifx; = Oandx; # 0, thenx; = x; + xj, which would contradict the uniqueness of
the expression for x ;. From Condition 1, X generates G,andnyx; +npxy + -+ +nx =
0 if ny = ny = --- = n, = 0. Suppose that nix; +nyxy + - - + n,x, = 0 with some
n; # 0; by dropping terms with zero coefficients and renumbering, we can assume all
n; # 0. Then

x1 = x1 + (n1x) + noxg + -+ 0xy)
= (ny+ Dxyg +nox2+ - +n,%p,

which gives two ways of writing x; # 0, contradicting the uniqueness assumption in

‘Condition 1. Thus Condition 1 implies Condition 2.

‘We now show that Condition 2 implies Condition 1. Let a € G. Since X generates

G, we see a can be written in the form a = nixy + soxp + -+ - + 1.X;. Suppose a has
another such expression in terms of elements of X. By using some zero coefficients in
the two expressions, we can assume they involve the same clements in X and are of the
form

a = nixi +naxp + N Xy

a = mix1 +maxy+ - M Xy,
Subtracting, we obtain

0= (n; —mpx; + (ny — ma)xa + -+ + (1, — mp)xr,

so n; —m; = 0 by Condition 2, and n; =m; fori =1,2,---,r. Thus the coefficients
are unique. L 4

An abelian group having a generating set X satisfying the conditions described in
Theorem 33.1 is a free abelian group, and X is a basis for the group. u

The group Z x Z is free abelian and {(1, 0), (0, 1)} is a basis. Similarly, a basis for the
free abelian group Z x Z x Z is {(1, 0, 0), (0, 1, 0), (0, 0, )}, and so on. Thus finite
direct products of the group Z with itself are free abelian groups. A
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The group Z, is not free abelian, for nx = 0 for every x € Z,, and n # 0, which would
contradict Condition 2. A

Suppose a free abelian group G has a finite basis X = {x1,x3,---, x,}.lfa € G
and a # 0, then a has a unique expression of the form

a=mxy+nyxy+---+nx, for n; €Z.

(Note that in the preceding expression for a, we included all elements x; of our finite basis
X, as opposed to the expression for a in Condition 1 of Theorem 38.1 where the basis
may be infinite. Thus in the preceding expression for @ we must allow the possibility
that some of the coefficients n; are zero, whereas in Condition 1 of Theorem 38.1, we
specified that each n; # 0.)

We define

¢G> ZLXLx--X1Z
N ———
r factors

by ¢(a) = (n1.na, -+, ny) and ¢(0) = (0, 0, - - -, 0). It is straightforward to check that
¢ is an isomorphism. We leave the details to the exercises (see Exercise 9) and state the
result as a theorem.

If G is a nonzero free abelian group with a basis of r elements, then G is isomorphic to
Z x 7 x «-- x Z for r factors.

Jtis a fact that any two bases of a free abelian group G contain the same number of
elements. We shall prove this only if G has a finite basis, although it is also true if every
basis of G is infinite. The proof is really lovely; it gives an easy characterization of the
number of elements in a basis in terms of the size of a factor group.

Let G +# {0} be a free abelian group with a finite basis. Then every basis of G is finite,
and all bases of G have the same number of elements.

Let G have a basis {x{, x2, -+, x,}. Then G is isomorphic to Z X Z x --- x Z for r
factors. Let 2G = {2g | g € G}. It is readily checked that 2G is a subgroup of G. Since
G ~7Z x Z x --- x Zfor r factors, we have

G/2G ~ (T xTx - xT)QLx 2L x - x 27)

ZZZX22X---XZZ

for r factors. Thus |G /2G| = 27, so the number of elements in any finite basis X is
logy |G /2G|. Thus any two finite bases have the same number of elements.

It remains to show that G cannot also have an infinite basis. Let ¥ be any basis for G,
and let {y;, y2, - - -, ¥s} be distinct elements in Y. Let H be the subgroup of G generated
by {¥1, y2, - - -, ¥s}, and let K be the subgroup of G generated by the remaining elements
of Y. It is readily checked that G ~ H x K, so

G/2G ~ (H x K)/(2H x 2K) ~ (H/2H) x (K /2K).
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Since |H/2H| = 2°, we see |G/2G| > 2°. Since we have |G/2G| =2, we see that
s < r.Then Y cannot be an infinite set, for we could take s > r. *

If G is a free abelian group, the rank of G is the number of elements in a basis for G.
(All bases have the same number of elements.) [ ]

Proof of the Fundamental Theorem

We shall prove the Fundamental Theorem (Theorem 11.12) by showing that any finitely
generated abelian group is isomorphic to a factor group of the form

(ZXZx- x DAL x T x - xdZ x {0} x--- x {0}),

where both “numerator” and “denominator’” have n factors, and d; divides dp, which
divides ds - - -, which divides d,. The prime-power decomposition of Theorem 11.12 will
then follow. '

To show that G is isomorphic to such a factor group, we will show that there is a
homomorphism of Z x Z X - - - x Z onto G with kernel of the form d1Z x dyZ x - - - X
d;Z x {0} x - - x {0}. The result will then follow by Theorem 14.11. The theorems that
follow give the details of the argument. Our purpose in these introductory paragraphs is
to let us see where we are going as we read what follows.

Let G be a finitely generated abelian group with generating set {@1, a2, - - -, a,}. Let

O LXLx---XL—>G
e ——
n factors

be defined by ¢(hy, ha, - -+, hy) = hiay + hpas + - - - + hpa,. Then ¢ is a homomor-
phism onto G.

From the meaning of 4;a; for h; € Z and a; € G, we see at once that
()b[(hl’ "'7hn)+(kls 7kn)] :¢(h1 +k15 "'vhn +kn)
= (h1 +kpay + -+ (hy + kndan
= (hiay + kia1) + - - + (hnan + knan)
= (hlal 4+ hnan) + (klal +-+ knan)
= ¢(k17 tty kn) +¢(h1! Y hn)
Since {ay, - - -, a,} generates G, clearly the homomorphism ¢ is onto G. L 2
We now prove a “replacement property” that makes it possible for us to adjust a
basis.
If X = {x1, -+, x,}is a basis for a free abelian group G and ¢ € Z, then for i # j, the
set
Y=1{x, -, xj_1,x; +1x;, Xj, Xj1, 0 Xr}

is also a basis for G.
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Proof Since x; = (—t)x; + (1)(x; + tx;), we see that x; can be recovered from Y. which thus

38.10 Example
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Proof

also generates G. Suppose

mxy -t njoxio +nix; i) X oot nex, =0

Then

nixy 4o+ +nix + -+ njxy + -+ npx =0
and since X is abasis,m; =---=n; +njt =---=n;=---=n, =0. Fromn; =0
andn; + n;t = 0,itfollowsthatn; = Oalso,sony =+ =n; =---=n; =+ =15, =
0, and Condition 2 of Theorem 38.1 is satisfied. Thus Y is a basis. *

A basis for Z x Z is {(1, 0), (0, 1)}. Another basis is {(1, 0), 4, D} for (4,1) =
4(1, 0) + (0, 1). However, {(3, 0), (0, 1)} is not a basis. For example, we cannot express
(2, 0) in the form n1(3, 0) + 12(0, 1), for n, ny € Z. Here (3. 0) = (1, 0) + 2(1, 0), and
a multiple of a basis element was added to itself, rather than to a different basis element.

A

A free abelian group G of finite rank may have many bases. We show thatif K < G,
then K is also free abelian with rank not exceeding that of G. Equally important, there
exist bases of G and K nicely related to each other.

Let G be anonzero free abelian group of finite rank 2, and let K be a nonzero subgroup of

G.Then X is free abelian of rank s < n. Furthermore, there exists a basis {xy, x2, - - -, x,,}
for G and positive integers, d;, da, - - -, ds where d; divides d;y; fori=1,.--,5 =1,
such that {dyx1, dax2, - -+, dsX,} is a basis for K.

We show that K has a basis of the described form, which will show that K is free abelian

of rank at most n. Suppose ¥ = {y1, -- -, y»} is a basis for G. All nonzero elements in
K can be expressed in the form

klyl + - +knYI1y

where some |k;| is nonzero. Among all bases Y for G, select one Y that yields the
minimal such nonzero value |k;| as all nonzero elements of K are written in terms of the
basis elements in Y;. By renumbering the elements of Y; if necessary, we can assume
there is wq € K such that

wi =diyr +kays + -+ kaya

where d; > 0 and d; is the minimal attainable coefficient as just described. Using the
division algorithm, we write k; = dig; +r; where 0 <r; < d; forj =2,-...n. Then

wr=di(y1 + @2+ guy) T2+ P 1

Now let x; = y1 +g2y2 + * - - + ¢n¥n. By Theorem 38.9 {x1, y2,---, y,} is also a ba-
sis for G. From Eq. (1) and our choice of ¥; for minimal coefficient d;, we see that
Fp= -+ =7, =0.ThUSd1X1 e K.
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We now consider bases for G of the form {x1, y;, - - -, y,}. Each element of K can
be expressed in the form

hixi +kays + -+ kp Y.

Since dix; € K, we can subtract a suitable multiple of dyx; and then using the mini-
mality of d; to see that A, is a multiple of d;, we see we actually have kyy, + + - - + k, vy
in K. Among all such bases {x;, y2, - - -, y»}, we choose one Y, that leads to some k; # 0
of minimal magnitude. (It is possible all &; are always zero. In this case, K is generated
by dix; and we are done.) By renumbering the elements of Y5 we can assume that there
is wp € K such that

wry=dyo+ -+ kpYa

where d; < 0 and d; is minimal as just described. Exactly as in the preceding paragraph,
we can modify our basis from Y5 = {xi, y2, - -+, yn} to a basis {x1, x2, ¥3,---, y,} for
G where dix, € K and dyx; € K. Writing d, = djq +r for 0 < r < d;, we see that
{x1 + qx2, x2, y3, -+ -, yn} is a basis for G, and dyx1 + doxy = di(x] + gx2) + rxz isin
K. By our minimal choice of d;, we see r = 0, so d divides d>.

We now consider all bases of the form {xi, x2, ¥3, -+, v»} for G and examirie
elements of K of the form k3 y3 + - - - + k,, y,. The pattern is clear. The process continues
until we obtain a basis {x1, X5, -+, X5, ¥s+1, - - - » Yo} Where the only element of K of
the form kg qysi1 + - + kny, is zero, that is, all k; are zero. We then let x; 1 =
Yexl,**+, Xn = Y and obtain a basis for G of the form described in the statement of
Theorem 38.11. *

Every finitely generated abelian group is isomorphic to a group of the form
L, X Lippy X -+ X Ly, X L X L X --- XL,
where m; divides m; .y fori =1, ---,r — 1.

For the purposes of this proof, it will be convenient to use as notations Z/1Z = Z/Z ~
Z, = {0}. Let G be finitely generated by n elements. Let F =Z x Z x --- x Z forn
factors. Consider the homomorphism ¢ : F — G of Theorem 38.8, and let K be the
kernel of this homomorphism. Then there is a basis for F of the form {x,---, x,},
where {dix1, - -, dsx,} is a basis for K and d; divides d;.; fori =1,---,5s — 1. By
Theorem 14.11, G is isomorphic to F/K . But

F/K ~(ZXZx-+xXL)AZXdZLx- - xdZ x {0} x---x {0}
=gy X ZLgy X -+ X Lg, XL X+ X L.

It is possible that d; = 1, in which case Zy4 = {0} and can be dropped (up to
isomorphism) from this product. Similarly, d, may be 1, and so on. We let m be the first
d; > 1, m; be the next d;, and so on, and our theorem follows at once. 2

We have demonstrated the toughest part of the Fundamental Theorem (Theorem
11.12). Of course, a prime-power decomposition exists since we can break the groups
Z,, into prime-power factors. The only remaining part of Theorem 11.12 concerns the
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uniqueness of the Betti number, of the torsion coefficients, and of the prime powers. The
Betti number appears as the rank of the free abelian group G/ T, where T is the torsion
subgroup of G. This rank is invariant by Theorem 38.6 which shows the uniqueness of
the Betti number. The uniqueness of the torsion coefficients and of prime powers is a
bit more difficult to show. We give some exercises that indicate their uniqueness (see
Exercises 14 through 22).

E EXERCISES 38

Computations

1. Find a basis {(a], ap, a3), (bl, bg, b3), (C], Cy, C3)} for Z x Z x Z with all a; ?é 0, all b,‘ 75 O, and all C; 7& 0.
(Many answers are possible.)

2, Ts {(2, 1), (3, 1)} a basis for Z x Z? Prove your assertion.
3. Is {(2, 1), (4, 1)} abasis for Z x Z? Prove your assertion.
4. Find conditions on a, b, ¢, d € Z for {(a, b), (¢, d)} to be a basis for Z x Z. [Hint: Solve x(a, b) + y(c, d) =
(e, ) in R, and see when the x and y lie in Z.]
Concepts

In Exercises 5 and 6, correct the definition of the italicized term without reference to the text, if correction is needed,
so that it is in a form acceptable for publication.

5. The rank of a free abelian group G is the number of elements in a generating set for G.

6. A basis for a nonzero dbelian group G is a generating set X € G such thatnyx; + naxy + -+ - + Apx, = 0for
distinct x; € X andn; € Zonlyifn, =ny=---=n, =0.

7. Show by example that it is possible for a proper subgroup of a free abelian group of finite rank r also to have
rank r.

8. Mark each of the following true or false.

a. Every free abelian group is torsion free.
b. Every finitely generated torsion-free abelian group is a free abelian group.
¢. There exists a free abelian group of every positive integer rank.

d. A finitely generated abelian group is free abelian if its Betti number equals the number of elements
in some generating set.

e. If X generates a free abelian group G and X C Y C G, then Y generates G.
_ f. If X is a basis for a free abelian group G and X € Y C G, then Y is a basis for G.
g. Every nonzero free abelian group has an infinite number of bases.

h. Every free abelian group of rank at least 2 has an infinite number of bases.

i. If K is a nonzero subgroup of a finitely generated free abelian group, then X is free abelian.

j. If K is a nonzero subgroup of a finitely generated free abelian group, then G/K is free abelian.

Theory

i

9. Complete the proof of Theorem 38.5 (See the two sentences preceding the theorem).

10. Show that a free abelian group contains no nonzero elements of finite order.
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11. Show that if G and G’ are free abelian groups, then G x G’ is free abelian.

12, Show that free abelian groups of finite rank are precisely the finitely generated abelian groups containing no
nonzero elements of finite order.

13. Show that Q under addition is not a free abelian group. [Hint: Show that no two distinct rational numbers n/m
and r/s could be contained in a set satisfying Condition 2 of Thorem 38.1.]

Exercises 14 through 19 deal with showing the uniqueness of the prime powers appearing in the prime-power
decomposition of the torsion subgroup T of a finitely generated abelian group.

14. Let p be a fixed prime. Show that the elements of 7 having as order some power of p, together with zero, form
a subgroup T, of T'.

15. Show that in any prime-power decomposition of 7', the subgroup T, in the preceding exercise is isomorphic
to the direct product of those cyclic factors of order some power of the prime p. [This reduces our problem
to showing that the group 7, cannot have essentially different decompositions into products of cyclic
groups.]

16. Let G be any abelian group and let n be any positive integer. Show that G[n] = {x € G | nx = 0} is a subgroup
of G. (In multiplicative notation, G[n] = {x € G |x" = ¢}.)

17. Referring to Exercise 16, show that Z,-[p] ~ Z, for any r > 1 and prime p.
18. Using Exercise 17, show that

(Zpn X Zpn X -+ X L[ pl = Zip X Lipp X -+ X Ty

m factors

provided each r; > 1.

19. Let G be a finitely generated abelian group and T, the subgroup defined in Exercise 14. Suppose T, =2 Z,n %
Liprs X v+ X Laprm = LopsnLipss X =+ X Lopsn, Where 1 <7y <13 <---<rpand 1 <5 <5 <--- <5, We
need to show that m = n and r; = s; for i = 1, -- -, n to complete the demonstration of uniqueness of the
prime-power decomposition.

a. Use Exercise 18 to show that n = m.

b. Show r; = s51. Suppose r; = s5; for alli < j. Show r; = s;, which will complete the proof. [Hint: Suppose
r; < s;. Consider the subgroup p“T, = {p"’x |x € T,}, and show that this subgroup would then have
two prime-power decompositions involving different numbers of nonzero factors. Then argue that this is
impossible by part (a) of this exercise.]

Let T be the torsion subgroup of a finitely generated abelian group. Suppose T 2~ Z,,, X Zy, X -+ X Ly, =
Ziny X Ligy X -+ X Ly , where m; divides m; fori=1,-.-,r — 1, andn; divides n;4; forn =1,---,5 — 1,
andm; > land n; > 1. We wish to show that 7 = s and my = ny fork = 1, - - -, r, demonstrating the uniqueness
of the torsion coefficients. This is done in Exercises 20 through 22.

20. Indicate how a prime-power decomposition can be obtained from a torsion-coefficient decomposition. (Observe
that the preceding exercises show the prime powers obtained are unique.)

21. Argue from Exercise 20 that m, and n; can both be characterized as follows. Let py, - - -, p; be the distinct
primes dividing |7}, and let plhl, SRR p[hr be the highest powers of these primes appearing in the (unique)

: I h_h h
prime-power decomposition. Thenm, =n; = p,"'p,*---p,"".

22. Characterize m,_; and n,_;, showing that they are equal, and continue to show m,_; = n,_q fori =1,---,
r —1,and thenr = s.
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FRreE Grours

In this section and Section 40 we discuss a portion of group theory that is of great interest
not only in algebra but in topology as well. In fact, an excellent and readable discussion
of free groups and presentations of groups is found in Crowell and Fox [46, Chapters 3
and 4].

Words and Reduced Words

Let A be any (not necessarily finite) set of elements g; for i € . We think of A as an
alphabet and of the g; as letters in the alphabet. Any symbol of the form g;” withn € Z
is a syllable and a finite string w of syllables written in juxtaposition is a word. We also
introduce the empty word 1, which has no syllables.

Let A = {a1, a3, a3}. Then

a1a3_4a22a3, a23a2_1a3a12a1_7, and a32
are all words, if we follow the convention of understanding that g;! is the same as a;.

A

There are two natural types of modifications of certain words, the elementary
contractions. The first type consists of replacing an occurrence of ¢;™a;" in a word by
a;™*". The second type consists of replacing an occurrence of ¢;° in a word by 1, that
is, dropping it out of the word. By means of a finite number of elementary contractions,
every word can be changed to a reduced word, one for which no more elementary
contractions are possible. Note that these elementary contractions formally amount to
the usual manipulations of integer exponents.

The reduced form of the word a;>a; 'aza;?a; ™7 of Example 39.1 is axaza; . A

It should be said here once and for all that we are going to gloss over several points
that some books spend pages proving, usually by complicated induction arguments broken
down into many cases. For example, suppose we are given a word and wish to find its
reduced form. There may be a variety of elementary contractions that could be performed
first. How do we know that the reduced word we end up with is the same no matter in
what order we perform the elementary contractions? The student will probably say this is
obvious. Some authors spend considerable effort proving this. The author tends to agree
here with the student. Proofs of this sort he regards as tedious, and they have never made
him more comfortable about the situation. However, the author is the first to acknowledge
thathe isnot a greatmathematician. In deference to the fact that many mathematicians feel
that these things do need considerable discussion, we shall mark an occasion when we just
state such facts by the phrase, “It would seem obvious that,” keeping the quotation marks.

Free Groups

Let the set of all reduced words formed from our alphabet A be F{A]. We now make
F[A] into a group in a natural way. For wy and w; in F[A], define w - w» to be the
reduced form of the word obtained by the juxtaposition wiw, of the two words.
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If
wip = a23a1 —5(132
and

-2 _2 -2
Wy =as “a“azap” ",

3

thenwy - wy = a23a1‘ a3a2_2. A

“It would seem obvious that” this operation of multiplication on F[A] is well defined
and associative. The empty word 1 acts as an identity element. “It would seem obvious
that” given a reduced word w € F[A], if we form the word obtained by first writing the
syllables of w in the opposite order and second by replacing each a;"” by a; ™", then the
resulting word w ! is a reduced word also, and

The group F[A] just described is the free group generated by A. [ ]

Look back at Theorem 7.6 and the definition preceding it to see that the present use
of the term generated is consistent with the earlier use.

Starting with a group G and a generating set {a; | i € I} which we will abbreviate by
{a;}, we might ask if G is free on {a;}, that is, if G is essentially the free group generated
by {a;}. We define precisely what this is to mean.

If G is a group with a set A = {qg;} of generators, and if G is isomorphic to F[A] under
amap ¢ : G — F[A] such that ¢(a;) = a;, then G is free on A, and the a; arc free
generators of G. A group is free if it is free on some nonempty set A. |

The only example of a free group that has occurred before is Z, which is free on one
generator. Note that every free group is infinite. A

Refer to the literature for proofs of the next three theorems. We will not be using
these results. They are stated simply to inform us of these interesting facts.

If a group G is free on A and also on B, then the sets A and B have the same number
of elements; that is, any two sets of free generators of a free group have the same
cardinality.

If G is free on A, the number of elements in A is the rank of the free group G. | |

Actually, the next theorem is quite evident from Theorem 39.7.
Two free groups are isomorphic if and only if they have the same rank.

A nontrivial proper subgroup of a free group is free.
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Let F[{x, y}] be the free group on {x, y}. Let
e =xyx
for k = 0. The y; for k > O are free generators for the subgroup of F[{x, y}] that they

generate. This illustrates that although a subgroup of a free group is free, the rank of the
subgroup may be much greater than the rank of the whole group! A

Homomorphisms of Free Groups

Our work in this section will be concerned primarily with homomorphisms defined on a
free group. The results here are simple and elegant.

Let G be generated by A = {a; |i € I} and let G’ be any group. If ¢;’ for i € I are
any elements in G’, not necessarily distinct, then there is at most one homomorphism
¢ : G — G’ such that ¢(a;) = a;'. If G is free on A, then there is exactly one such
homomorphism.

Let ¢ be a homomorphism from G into G’ such that ¢(g;) = a;’. Now by Theorem 7.6,
for any x € G we have
x = 1_[ a;,"
J

for some finite product of the generators a;, where the a;;, appearing in the product need
not be distinct. Then since ¢ is a homomorphism, we must have

¢(x) — 1_[ ¢(aijnj) — l_I (al_j/)nj .
J J
Thus a homomorphism is completely determined by its values on elements of a generating
set. This shows that there is at most one homomorphism such that ¢(a;) = a;’.

Now suppose G is free on A; thatis, G = F[A]. For
X = Ha,-j"/
J
in G, define ¢y : G - G' by

v =]T(a)".

J

The map is well defined, since F[ A] consists precisely of reduced words; no two different
formal products in F[A] are equal. Since the rules for computation involving exponents
in G’ are formally the same as those involving exponents in G, it is clear that ¥r(xy) =
Y (x)¥(y) for any elements x and y in G, so ¥ is indeed a homomorphism. *

Perhaps we should have proved the first part of this theorem earlier, rather than
having relegated it to the exercises. Note that the theorem states that a homomorphism of
a group is completely determined if we know its value on each element of a generating
set. This was Exercise 46 of Section 13. In particular, a homomorphism of a cyclic group
is completely determined by its value on any single generator of the group.

Every group G’ is a homomorphic image of a free group G.
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Proof LetG' ={a/|i € I},andlet A = {a; |i € I} be a set with the same number of elements
as G'.Let G = F[A]. Then by Theorem 39.12 there exists a homomorphism v mapping
G into G’ such that ¥(a;) = a;’. Clearly the image of G under ¢ is all of G'. L 4

Another Look at Free Abelian Groups

It is important that we do not confuse the notion of a free group with the notion of
a free abelian group. A free group on more than one generator is not abelian. In the
preceding section, we defined a free abelian group as an abelian group that has a basis,
that is, a generating set satisfying properties described in Theorem 38.1. There is another
approach, via free groups, to free abelian groups. We now describe this approach.

Let F[A] be the free group on the generating set A. We shall write F in place of
F[A] for the moment. Note that F is not abelian if A contains more than one element.
Let C be the commutator subgroup of F. Then F/C is an abelian group, and it is not
hard to show that F/C is free abelian with basis {aC |a € A}. If aC is renamed a, we
can view F/C as a free abelian group with basis A. This indicates how a free abelian
group having a given set as basis can be constructed. Every free abelian group can be
constructed in this fashion, up to isomorphism. That is, if G is free abelian with basis
X, form the free group F[X], form the factor group of F[X] modulo its commutator
subgroup, and we have a group isomorphic to G.

Theorems 39.7, 39.9, and 39.10 hold for free abelian groups as well as for free
groups. In fact, the abelian version of Theorem 39.10 was proved for the finite rank
case in Theorem 38.11. In contrast to Example 39.11 for free groups, it is true that for
a free abelian group the rank of a subgroup is at most the rank of the entire group.
Theorem 38.11 also showed this for the finite rank case.

# EXERCISES 39

Computations
1. Find the reduced form and the inverse of the reduced form of each of the following words.
a. a’b7'bPaPc 1 cth? b. a’a=3b*a*c*c?a!

2. Compute the products given in parts (a) and (b) of Exercise 1 in the case that {a, b, ¢} is a set of generators
forming a basis for a free abelian group. Find the inverse of these products.

3. How many different homomorphisms are there of a free group of rank 2 into

a. 747 b. Zg? c. S3?
4. How many different homomorphisms are there of a free group of rank 2 onto

a. Zy4? b. Zg? ¢ 537
5. How many different homomorphisms are there of a free abelian group of rank 2 into

a. Z4? b. Zs? ¢ 537

6. How many different homomorphisms are there of a free abelian group of rank 2 onto
a. Z4‘7 b. 267 C. S3r)
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Concepts

In Exercises 7 and 8, correct the definition of the italicized term without reference to the text, if correction is needed.
so that it is in a form acceptable for publication.

7. A reduced word is one in which there are no appearances in juxtaposition of two syllables having the same
letter and also no appearances of a syllable with exponent 0.

8. The rank of a free group is the number of elements in a set of generators for the group.

9. Take one of the instances in this section in which the phrase “It would seem obvious that” was used and discuss
your reaction in that instance.

10. Mark each of the following true or false.

a. Every proper subgroup of a free group is a free group.

b. Every proper subgroup of every free abelian group is a free group.
. A homomorphic image of a free group is a free group.

d. Every free abelian group has a basis.

o

e. The free abelian groups of finite rank are precisely the finitely generated abelian groups.

__ f. No free group is free.

g. No free abelian group is free.

h. No free abelian group of rank >1 is free.

i. Any two free groups are isomorphic.

j. Any two free abelian groups of the same rank are isomorphic.

Theory

11. Let G be a finitely geﬁérated abelian group with identity 0. A finite set {b1, - - -, b,}, where b; € G, is a basis
for G if {by,-- -, b,) generates G and ) ._, m;b; = 0 if and only if each m;b; = 0, where m; € Z.

a.
b.

d.

Show that {2, 3} is not a basis for Z,. Find a basis for Z,.

Show that both {1} and {2, 3} are bases for Z. (This shows that for a finitely generated abelian group G
with torsion, the number of elements in a basis may vary; that is, it need not be an invariant of the group
G.)

. Is a basis for a free abelian group as we defined it in Section 38 a basis in the sense in which it is used in

this exercise?
Show that every finite abelian group has a basis {b1, - - -, b, }, where the order of b; divides the order of b; 1.

In present-day expositions of algebra, a frequently used technique (particularly by the disciples of N. Bourbaki) for
introducing a new algebraic entity is the following:

1.

3.

Describe algebraic properties that this algebraic entity is to possess.

Prove that any two algebraic entities with these properties are isomorphic, that is, that these
properties characterize the entity.

Show that at least one such entity exists.

The next three exercises illustrate this technique for three algebraic entities, each of which we have met before.
So that we do not give away their identities, we use fictitious names for them in the first two exercises. The last part
of these first two exercises asks us to give the usual name for the entity.
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12. Let G be any group. An abelian group G* is a blip group of G if there exists a fixed homomorphism ¢ of G
onto G* such that each homomorphism v of G into an abelian group G’ can be factored as v = 0¢, where 0
is a homomorphism of G* into G’ (see Fig. 39.14).

13.

a.

Show that any two blip groups of G are isomorphic. [Hint: Let G;* and G,* be two blip groups of G.
Then each of the fixed homomorphisms ¢; : G — G1* and ¢, : G — G,* can be factored via the other
blip group according to the definition of a blip group; that is, ¢; = 6,¢, and ¢, = 0,¢;. Show that 6; is an
isomorphism of G,* onto G* by showing that both 6,6, and 6,6, are identity maps.]

b. Show for every group G that a blip group G* of G exists.

. What concept that we have introduced before corresponds to this idea of a blip group of G?

v , ! ,
G G s > G
\ / \ /
G G

39.14 Figure 39.15 Figure

Let S be any set. A group G together with a fixed function g : § — G constitutes a blop group on S if for
each group G’ and map f : § — G’ there exists a unique homomorphism ¢ ¢ of G into G’ such that f = ¢sg
(see Fig. 39.15).

a.

Let S be a fixed set. Show that if both G, together with g; : S — G, and G, together with g, : § — Ga,
are blop groups on S, then G, and G, are isomorphic. [Hint: Show that g; and g, are one-to-one maps and
that g;5 and g,§ generate G, and G, respectively. Then proceed in a way analogous to that given by the
hint for Exercise 12.]

b. Let S be a set. Show that a blop group on S exists. You may use any theorems of the text.

C.

What concept that we have introduced before corresponds to this idea of a blop group on $?

14. Characterize a free abelian group by properties in a fashion similar to that used in Exercise 13.

GROUP PRESENTATIONS

Definition

Following most of the literature on group presentations, in this section we let 1 be the
identity of a group. The idea of a group presentation is to form a group by giving a set of
generators for the group and certain equations or relations that we want the generators
to satisfy. We want the group to be as free as it possibly can be on the generators, subject
to these relations.

40.1 Example Suppose G has generators x and y and is free except for the relation xy = yx, which

we may express as xyx 'y ! = 1. Note that the condition xy = yx is exactly what

is needed to make G abelian, even though xyx~1y~! is just one of the many possible
commutators of F[{x, y}]. Thus G is free abelian on two generators and is isomorphic to
F[{x, y}] modulo its commutator subgroup. This commutator subgroup of F[{x, y}]
is the smallest normal subgroup containing xyx~'y~!, since any normal subgroup
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containing xyx~'y~! gives rise to a factor group that is abelian and thus contains the
commutator subgroup by Theorem 15.20. A

The preceding example illustrates the general situation. Let F[A] be a free group
and suppose that we want to form a new group as much like F[A] as it can be, subject to
certain equations that we want satisfied. Any equation can be written in a form in which
the right-hand side is 1. Thus we can consider the equations tobe r; = 1 fori € I, where
r; € F[A]. If we require that r; = 1, then we will have to have

x(ri")x_1 =1

for any x € F[A] and n € Z. Also any product of elements equal to 1 will again have to
equal 1. Thus any finite product of the form

ij (rijn/)xj_l’
j

where the r;, need not be distinct, will have to equal 1 in the new group. It is readily
checked that the set of all these finite products is a normal subgroup R of F[A]. Thus any
group looking as much as possible like F[A], subject to the requirements r; = 1, also has
r = 1 forevery r € R. But F[A]/R looks like F[A] (remember that we multiply cosets
by choosing representatives), except that R has been collapsed to form the identity 1.
Hence the group we are after is (at least isomorphic to) F{A]/R. We can view this group
as described by the generating set A and the set {r; |i € I}, which we will abbreviate

{ri}.

@ HistoricAL NOTE

he idea of a group presentation already ap-

pears in Arthur Cayley’s 1859 paper, “On the
Theory of Groups as Depending on the Symbolic
Equation " = 1. Third Part.” In this article, Cayley
gives a complete enumeration of the five groups of
order 8, both by listing all the elements of each
and by giving for each a presentation. For exam-
ple, his third example is what is here called the
octic group; Cayley notes that this group is gener-
ated by the two elements «, 8 with the relations
a* =1, 8% =1,af = Ba’. He also shows more
generally that a group of order mn is generated by
o, B with the relations ¢™ = 1, 87 = 1, a8 = Bof
if and only if s” = 1 (mod m) (see Exercise 13).

In 1878, Cayley returned to the theory of groups
and noted that a central problem in that theory is the

determination of all groups of a given order ». In the
early 1890s, Otto Holder published several papers
attempting to solve Cayley’s problem. Using tech-
niques similar to those discussed in Sections 36,
37, and 40, Holder determined all simple groups
of order up to 200 and characterized all the groups
of orders p?, pg®, pgr, and p*, where p, q,r are
distinct prime numbers. Furthermore, he developed
techniques for determining the possible structures
of a group G, if one is given the structure of a nor-
mal subgroup H and the structure of the factor group
G/ H. Interestingly, since the notion of an abstract
group was still fairly new at this time, Holder typi-
cally began his papers with the definition of a group
and also emphasized that isomorphic groups are es-
sentially one and the same object.

40.2 Definition Let Abeasetandlet {r;} C F[A]. Let R be the least normal subgroup of F[A] containing
the r;. An isomorphism ¢ of F[A]/R onto a group G is a presentation of G. The sets
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A and {r;} give a group presentation. The set A is the set of generators for the
presentation and each r; is a relator. Each » € R is a consequence of {r;}. An equation
r; = 1 is a relation. A finite presentation is one in which both A and {r;} are finite
sets. n

This definition may seem complicated, but it really is not. In Example 40.1, {x, y}
is our set of generators and xyx~'y~! is the only relator. The equation xyx~'y~! =1,
or xy = yx, is a relation. This was an example of a finite presentation.

If a group presentation has generators x; and relators r;, we shall use the notations

(xj:r) or x;j:rn=1

to denote the group presentation. We may refer to F[{x;}1/R as the group with presen-
tation (x; : 1;).

Isomorphic Presentations
Consider the group presentation with
A= {a) and {ri} = {a®,
that is, the presentation
(a: a® = 1).

This group defined by one generator a, with the relation a® = 1, is isomorphic to Z.
_ Now consider the group defined by two generators a and b, with a’=1,0° =1,
and ab = ba, that is, the group with presentation

(a,b:a% b, aba”'b7h).

The condition a® = 1 gives a~! = a. Also b> = 1 gives b~! = b?. Thus every element

in this group can be written as a product of nonnegative powers of a and b. The relation
aba~'b! = 1, that is, ab = ba, allows us to write first all the factors involving a and
then the factors involving b. Hence every element of the group is equal to some a™b".
But then a? = 1 and b> = 1 show that there are just six distinct elements,

1,b,b%, a, ab, ab®.

Therefore this presentation also gives a group of order 6 that is abelian, and by the
Fundamental Theorem 11.12, it must again be cyclic and isomorphic to Zg. A

The preceding example illustrates that different presentations may give isomor-
phic groups. When this happens, we have isomorphic presentations. To determine
whether two presentations are isomorphic may be very hard. It has been shown (see
Rabin [22]) that a number of such problems connected with this theory are not generally
solvable; that is, there is no routine and well-defined way of discovering a solution in all
cases. These unsolvable problems include the problem of deciding whether two presen-
tations are isomorphic, whether a group given by a presentation is finite, free, abelian,
or trivial, and the famous word problem of determining whether a given word w is a
consequence of a given set of relations {r;}.
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The importance of this material is indicated by our Theorem 39.13, which guarantees
that every group has a presentation.

Let us show that
G,y yix =y, yxy = x)

is a presentation of the trivial group of one element. We need only show that x and v
are consequences of the relators y?xy~! and yx?yx~!, or that x = 1 and y = 1 can be
deduced from y*>x = y and yx?y = x. We illustrate both techniques.

As a consequence of y?>xy~!, we get yx upon conjugation by y~'. From yx we
deduce x~'y~!, and then (x 1y~ ) (yx2yx~") gives xyx~!. Conjugating xyx~! by x~,
we get y. From y we get y~!, and y~'(yx) is x.

Working with relations instead of relators, from y*x = y we deduce yx = 1 upon
multiplication by y~! on the left. Then substituting yx = 1 into yx%y = x, that is,
(yx)(xy) = x, we get xy = x. Then multiplying by x~! on the left, we have y = 1.
Substituting this in yx = 1, we getx = 1.

Both techniques amount to the same work, but it somehow seems more natural to
most of us to work with relations. A

Applications

We conclude this chapter with two applications.

Let us determine all groups of order 10 up to isomorphism. We know from the Funda-
mental Theorem 11.12 that every abelian group of order 10 is isomorphic to Z,o. Suppose
that G is nonabelian of order 10. By Sylow theory, G contains a normal subgroup H
of order 5, and H must be cyclic. Let a be a generator of H. Then G/H is of order 2
and thus isomorphic to Z;. If b € G and b ¢ H, we must then have > € H. Since every
element of H except 1 has order 5, if b? were not equal to 1, then b?* would have order
5, so b would have order 10. This would mean that G would be cyclic, contradicting our
assumption that G is not abelian. Thus »> = 1. Finally, since H is a normal subgroup of
G.bHb™! = H,soinparticular, bab~' € H.Since conjugation by b is an automorphism
of H, bab™! must be another element of H of order 5, hence bab~! equals a, a*, a>, or
a*. But bab™! = a would give ba = ab, and then G would be abelian, since g and b
generate G. Thus the possibilities for presentations of G are:

1. (a,b:a°>=1.b>=1,ba =a’bh),
2. (a,b:a°=1.0*=1,ba=adb),
3. (@b:a’>=1.b*=1,ba=ah).
Note that all three of these presentations can give groups of order at most 10, since

the last relation ba = a'b enables us to express every product of a’s and b’s in G in the
form a®h'. Then @® = 1 and b> = 1 show that the set

S = {a%°, a'b®, a*b°, *b°, a*B°, &b, a'bt, a?bt, &b, a*b')

includes all elements of G.
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It is not yet clear that all these elements in S are distinct, so that we have in all three
cases a group of order 10. For example, the group presentation

(a,b:a’>=1,b*=1,ba =da’b)
gives a group in which, using the associative law, we have
a = b*a = (bb)a = b(ba) = b(a’h) = (ba)(ab)
= (a’b)(ab) = a*(ba)b = a*(@*b)b = a*b* = a*
Thus in this group, a = a*, so a® = 1, which, together with a® = 1, yields a* = 1. But

a® = 1, together with a> = 1, means that ¢ = 1. Hence every element in the group with
presentation

(a,b:a°>=1,b*=1, ba = a’b)
is equal to either 1 or b; that is, this group is isomorphic to Z;. A similar study of
(bb)a = b(ba)
for
(a,b:a°>=1,b*=1,ba =a’b)

shows that a = a* again, so this also yields a group isomorphic to Z.
This leaves just

(a,b:aszl,bzzl,ba=a4b)

as a candidate for a nonabelian group of order 10. In this case, it can be shown that
all elements of S are distinct, so this presentation does give a nonabelian group G of
order 10. How can we show that all elements in § represent distinct elements of G?
The easy way is to observe that we know that there is at least one nonabelian group of
order 10, the dihedral group Ds. Since G is the only remaining candidate, we must have
G >~ Ds. Another attack is as follows. Let us try to make S into a group by defining
(@b} a"b”) to be a*b¥, where x is the remainder of s + u(4') when divided by 5, and
y is the remainder of r 4 v when divided by 2, in the sense of the division algorithm
(Theorem 6.3). In other words, we use the relation ba = a*h as a guide in defining the
product (a*b')(@"b”) of two elements of S. We see that a’4" acts as identity, and that
given a“b”, we can determine r and s successively by letting

t = —v (mod 2)
and then
s = —u(4")(mod 5),

giving a*b’, which is a left inverse for a*b”. We will then have a group structure on S if
and only if the associative law holds. Exercise 13 asks us to carry out the straight-forward
computation for the associative law and to discover a condition for S to be a group under
such a definition of multiplication. The criterion of the exercise in this case amounts to
the valid congruence

4% = 1 (mod 5).
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Thus we do get a group of order 10. Note that
22 2 1 (mod 5)
and
3*# 1(mod5),
so Exercise 13 also shows that
(a,b:a’=1,b*=1, ba = a’b)
and
(@, b:a’=1,b*=1,ba=a’h)
do not give groups of order 10. A

Let us determine all groups of order § up to isomorphism. We know the three abelian
ones:

Zg, Zz X Z4, Zz X Zz X Zz.

Using generators and relations, we shall give presentations of the nonabelian groups.

Let G be nonabelian of order 8. Since G is nonabelian, it has no elements of order 8,
so each element but the identity is of order either 2 or 4. If every element were of order
2, then for a, b € G, we would have (ab)? = 1, that is, abab = 1. Then since a> = 1
and b2 = 1 also, we would have

ba = a*bab® = a(ab)*b = ab,

contrary to our assumption that G is not abelian. Thus G must have an element of
order 4.

Let {(a) be a subgroup of G of order 4. If b ¢ (a), the cosets {a) and b{a} exhaust all
of G. Hence g and b are generators for G and a* = 1. Since (a) is normal in G (by Sylow
theory, or because it is of index 2), G/{a) is isomorphic to Z, and we have b? e (a). If
b? = a or b? = a°, then b would be of order 8. Hence b> = 1 or b* = a?. Finally, since
(a) is normal, we have bab™' € (a), and since b{a)b~! is a subgroup conjugate to (a)
and hence isomorphic to {(a), we see that bab~! must be an element of order 4. Thus
bab™! = a or bab™! = a3. If bab™! were equal to a, then ba would equal ab, which
would make G abelian. Hence bab™! = a3, so ba = ab. Thus we have two possibilities
for G, namely,

Gi:(a,b:a*=1,b>=1,ba =a’bh)
and
Gy:(a,b: a*=1,b*=a% ba =a3b).

Note that a~! = a3, and that b~! is b in G; and b° in G». These facts, along with
the relation ba = a°b, enable us to express every element in G; in the form a™b", as
in Examples 40.3 and 40.5. Since a* = 1 and either b*> = 1 or b? = a2, the possible
elements in each group are

1, a, a* a°, b, ab, a*b, d’b.
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Thus G, and G, each have order at most 8. That G; is a group of order 8 can be seen
from Exercise 13. An argument similar to that used in Exercise 13 shows that G, has
order 8 also.

Since ba = a°b # ab, we see that both G; and G, are nonabelian. That the two
groups are not isomorphic follows from the fact that a computation shows that G has
only two elements of order 4, namely, a and a®. On the other hand, in G, all elements
but 1 and a? are of order 4. We leave the computations of the tables for these groups
to Exercise 3. To illustrate suppose we wish to compute (a’b)(a’b). Using ba = a°b
repeatedly, we get

(@*b)(a’b) = a’(ba)a’b = a’(ba)ab = a®(ba)b = a''b?.
Then for G, we have
allp? =gl = &3,
but if we are in G, we get
a'v? =aP¥ =a.

The group G is the octic group and is isomorphic to our old friend, the group Dy
of symmetries of the square. The group G, is the quaternion group; it is isomorphic to
the multiplicative group {1, —1, i, —i, j, —j, k, —k} of quaternions. Quaternions were
discussed in Section 24. A

# EXERCISES 40

Computations
1. Give a presentation of Z4 involving one generator; involving two generators; involving three generators.
2. Give a presentation of S3 involving three generators.

3. Give the tables for both the octic group
(a,b:a*=1,b"=1,ba =a’h)
and the quaternion group
(a,b:a*=1,b"=a’ ba=ab).

In both cases, write the elements in the order 1, a, a?, a°, b, ab, a®b, a*b. (Note that we do not have to com-
pute every product. We know that these presentations give groups of order 8, and once we have computed
enough products the rest are forced so that each row and each column of the table has each element exactly
once.)

4. Determine all groups of order 14 up to isomorphism. [Hint: Follow the outline of Example 40.5 and use
Exercise 13, part (b).]

5. Determine all groups of order 21 up to isomorphism. [Hint: Follow the outline of Example 40.5 and use
Exercise 13, part (b). It may seem that there are two presentations giving nonabelian groups. Show that they
are isomorphic.]
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Concepts

In Exercises 6 and 7, correct the definition of the italicized term without reference to the text, if correction is needed.
so that it is in a form acceptable for publication.

6.
7.

A consequence of the set of relators is any finite product of relators raised to powers.

Two group presentations are isomorphic if and only if there is a one-to-one correspondence of the generators
of the first presentation with the generators of the second that yields, by renaming generators, a one-to-one
correspondence of the relators of the first presentation with those of the second.

. Mark each of the following true or false.

a. Every group has a presentation.

. Every group has many different presentations.

. Every group has two presentations that are not isomorphic.
. Every group has a finite presentation.

. Every group with a finite presentation is of finite order.

- 0 o T

. Every cyclic group has a presentation with just one generator.

. Every conjugate of a relator is a consequence of the relator.

5

Two presentations with the same number of generators are always isomorphic.

i. Inapresentation of an abelian group, the set of consequences of the relators contains the commutator
subgroup of the free group on the generators.

j- Every presentation of a free group has 1 as the only relator.

Theory

9.

10.

11.

12.

13.

Use the methods of this section and Exercise 13, part (b), to show that there are no nonabelian groups of order
15. (See also Example 37.10).

Show, using Exercise 13, that

(a,b:a* =1,b* =1,ba =a’b)
gives a group of order 6. Show that it is nonabelian.
Show that the presentation

(@,b:a’=1,b"=1,ba=ab)

of Exercise 10 gives (up to isomorphism) the only nonabelian group of order 6, and hence gives a group
isomorphic to Ss.

We showed in Example 15.6 that A4 has no subgroup of order 6. The preceding exercise shows that such a
subgroup of A4 would have to be isomorphic to either Zg or S3. Show again that this is impossible by considering
orders of elements.

Let
S={a'b|0<i<m0<j<n},

that is, S consists of all formal products a’b/ starting with a®° and ending with @™ 15"~} Let r be a positive
integer, and define multiplication on S by

@b)a@"y’) = a*b’,

where x is the remainder of s + u(+") when divided by m, and y is the remainder of ¢ + v when divided by #,
in the sense of the division algorithm (Theorem 6.3).
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a. Show that a necessary and sufficient condition for the associative law to hold and for S to be a group under
this multiplication is that r* = 1 (mod m).
b. Deduce from part (a) that the group presentation

(a,b:a"=1,"=1,ba=a'b)
gives a group of order mn if and only if 7" = 1 (mod m). (See the Historical Note on page xxx.)

Show that if n = pq, with p and ¢ primes and ¢ > p and g = 1 (mod p), then there is exactly one nonabelian
group (up to isomorphism) of order n. Recall that the g — 1 nonzero elements of Z, form a cyclic group Z * under
multiplication modulo g. [Hint: The solutions of x? = 1 (mod ¢) form a cyclic subgroup of Z," with elements

1,r,7%, -+, rP~L In the group with presentation (a, b : a? = 1,b” = 1, ba = a’b), we have bab™! = a’, s0
biab=) = a"”. Thus, since b/ generates (b) for j = 1,---, p — 1, this presentation is isomorphic to

(@, b’ :a? =1, =1, B)a = a"B))),

50 all the presentations (a, b : a4 = 1, b? = 1, ba = a"”b) are isomorphic.]
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SimPLICIAL COMPLEXES AND HOMOLOGY GROUPS

Motivation

Topelogy concerns sets for which we have enough of an idea of when two points are
close together to be able to define a continuous function. Two such sets, or topological
spaces, are structurally the same if there is a one-to-one function mapping one onto the
other such that both this function and its inverse are continuous. Naively, this means
that one space can be stretched, twisted, and otherwise deformed, without being torn or
cut, to look just like the other. Thus a big sphere is topologically the same structure as
a small sphere, the boundary of a circle the same structure as the boundary of a square,
and so on. Two spaces that are structurally the same in this sense are homeomorphic.
Hopefully the student recognizes that the concept of homeomorphism is to topology as
the concept of isomorphism (where sets have the same algebraic structure) is to algebra.

The main problem of topology is to find useful, necessary and sufficient conditions,
other than just the definition, for two spaces to be homeomorphic. Sufficient conditions
are hard to come by in general. Necessary conditions are a dime a dozen, but some
are very important and useful. A “nice” space has associated with it various kinds of
groups, namely homology groups, cohomology groups, homotopy groups, and cohomo-
topy groups. If two spaces are homeomorphic, it can be shown that the groups of one
are isomorphic to the corresponding groups associated with the other. Thus a necessary
condition for spaces to be homeomorphic is that their groups be isomorphic. Some of
these groups may reflect very interesting properties of the spaces. Moreover, a contin-
uous mapping of one space into another gives rise to homomorphisms from the groups

T Part VIIT is not required for the remainder of the text.
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of one into the groups of the other. These group homomorphisms may reflect interesting
properties of the mapping.

If the student could make neither head nor tail out of the preceding paragraphs,
he need not worry. The above paragraphs were just intended as motivation for what
follows. It is the purpose of this section to describe some groups, homology groups,
that are associated with certain simple spaces, in our work, usually some subset of the
familiar Euclidean 3-space R.

Preliminary Notions

First we introduce the idea of an oriented n-simplex in Euclidean 3-space R? for n =
0, 1, 2,and 3. An oriented 0-simplex is just a point P. An oriented 1-simplex is a directed
line segment P; P, joining the points P; and P> and viewed as traveled in the direction
from P; to P,. Thus P, P, # P, P;. We will agree, however, that P\ P, = —P,P;. An
oriented 2-simplex is a triangular region P, P, P, as in Fig. 41.1, together with a pre-
scribed order of movement around the triangle, e.g., indicated by the arrow in Fig. 41.1
as the order P, P, P;. The order P; P, P is clearly the same order as P, P3P and P3P\ P;,
but the opposite order from P, P; P>, P; P, P, and P, P; P3. We will agree that

PiP,Py = P,P3P = P3P P, = —PPsP, = —P;P,P, = —P,P Ps.
Note that P; P; Py is equal to P, P, Ps if

1 2 3
ij ok

is an even permutation, and is equal to — Py P, P; if the permutation is odd. The same
could be said for an oriented 1-simplex P; P». Note also that forn = 0, 1, 2, an oriented
n-simplex is an n-dimensional object.

The definition of an oriented 3-simplex should now be clear: An oriented 3-simplex
is given by an ordered sequence P; P, Ps P4 of four vertices of a solid tetrahedron, as in
Fig. 41.2. We agree that P; P, P3P, = +P; P; P, P, depending on whether the permuta-

tion
1 2 3 4
i j r s

is even or odd. Similar definitions hold for n > 3, but we shall stop here with dimensions
that we can visualize. These simplexes are oriented, or have an orientation, meaning
that we are concerned with the order of the vertices as well as with the actual points
where the vertices are located. All our simplexes will be oriented, and we shall drop the
adjective from now on.

<

41.1 Figure




Section 41 Simplicial Complexes and Homology Groups 357

41.2 Figure

We are now going to define the boundary of an n-simplex forn =0, 1,2, 3. The
term boundary is intuitive. We define the boundary of a 0-simplex P to be the empty
simplex, which we denote this time by “0.” The notation is

“80(P) — 0'”
The boundary of a 1-simplex P; P, is defined by
01(P1Py) = P, — Py,

that is, the formal difference of the end point and the beginning point. Likewise, the
boundary of a 2-simplex is defined by

02(P1P,P3) = P,Ps — PLP3 + P Py,

which we can remember by saying that it is the formal sum of terms that we obtain by
dropping each P; in succession from the 2-simplex P; P, P and taking the sign to be +
if the first term is omitted, — if the second is omitted, and + if the third is omitted.
Referring to Fig. 41.1, we see that this corresponds to going around what we naturally
would call the boundary in the direction indicated by the orientation arrow. Note also
that the equation 8, (P; P;) = P» — P; can be remembered in the same way. Thus we are
led to the following definition of the boundary of a 3-simplex:

03(P1P,P3Py) = PyP3Py — P1 P3Py + PP, Py — P Py Ps.

Similar definitions hold for the definition of 9, for n > 3. Each individual summand of
the boundary of a simplex is a face of the simplex. Thus, P, P; P, is a face of P| P, P; Py,
but P; P3P, is not a face. However, Py P4 P; = — Py P3P, is a face of P P, Py Py.
Suppose that you have a subset of R® that is divided up “nicely” into simplexes,
as, for example, the surface S of the tetrahedron in Fig. 41.2, which is split up into four
2-simplexes nicely fitted together. Thus on the surface of the tetrahedron, we have some
0-simplexes, or the vertices, of the tetrahedron; some 1-simplexes, or the edges of the
tetrahedron; and some 2-simplexes, or the triangles of the tetrahedron. In general, for a
space to be divided up “nicely” into simplexes, we require that the following be true:

1. Each point of the space belongs to at least one simplex.

2. Each point of the space belongs to only a finite number of simplexes.
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41.3 Figure

3. Two different (up to orientation) simplexes either have no points in common
or one is (except possibly for orientation) a face of the other or a face of a face
of the other, etc., or the set of points in common is (except possibly for
orientation) a face, or a face of a face, etc., of each simplex.

Condition (3) excludes configurations like those shown in Fig. 41.3. A space divided up
into simplexes according to these requirements is a simplicial complex.

Chains, Cycles, and Boundaries

Let us now describe some groups associated with a simplicial complex X. We shall
illustrate each definition with the case of the surface S of our tetrahedron in Fig. 41.2.
The group C,,(X) of (oriented) n-chains of X is the free abelian group generated by the
(oriented) n-simplexes of X. Thus every element of C,(X) is a finite sum of the form
>, m;o;, where the o; are n-simplexes of X and m; € Z. We accomplish addition of
chains by taking the algebraic sum of the coefficients of each occurrence in the chains
of a fixed simplex.

For the surface S of our tetrahedron, every element of C,(S) is of the form
m 1Py P3Py +myP P3Py +m3 PPy Py +maPi P, Py
for m; € Z. As an illustration of addition, note that

(BPyP3Py —SP1PyP3) + (6P2 P3Py — 4P P3Py)
=OP, P3Py — 4P P3Py — 5P P, Ps.

An element of C;(S) is of the form
mi Py Py +my PPy +m3Py Py +myPoPs 4+ msPy Py + meP3 Py,
and an element of Cy(S) is of the form
w1 Py +myPy +m3P; +maPas. A

Now if ¢ is an n-simplex, d,(c) € C,,—1(X) forn = 1, 2, 3. Let us define C_1(X) =
{0}, the trivial group of one element, and then we will also have dg(c) € C_1(X). Since
Cr(X) is free abelian, and since we can specify a homomorphism of such a group by
giving its values on generators, we see that 3, gives a unique boundary homomorphism,
which we denote again by “d,,” mapping C,(X) into C,,_;(X) forn =0, 1, 2, 3.
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We have

Iy ( Zmi0i> = Z m; I (0;).
i i
For example,

01(3P 1Py — 4P, P3 + 5Py Py) = 30,(P1 P) — 401(P1 P3) + 501(P> Py)
=3(P,— P))—4(Ps — P1) +5(Py — P)
=P —2P, —4P; +5P,. A
The student is reminded again that any time you have a homomorphism, two things
are of great interest, the kernel and the image. The kernel of 3, consists of those

n-chains with boundary 0. The elements of the kernel are n-cycles. The usual notation
for the kernel of 9,, that is, the group of n-cycles, is “Z,(X).”

Ifz= PP, + P,P; + P3Py, then
(@) =(P,— P+ (P—P)+ (P — P)=0.
Thus z is a 1-cycle. However, if we let ¢ = P1 P, + 2P, P; + P3Py, then
@) =(Pr—P)+2(Ps—P)+(PL—P)=—P,+ P; #0.
Thus ¢ ¢ Z1(X). A

Note that z = P; P, + P> P; + P; P, of Example 41.6 corresponds to one circuit, or
cycle, around a triangle with vertices Py, P, and Ps.

The image under 3d,, the group of (z — 1)-boundaries, consists exactly of those
(n — 1)-chains that are boundaries of n-chains. This group is denoted by “B,_1(X).”

Referring to Example 41.6, we see that if
PP, +2P,P5+ P3P

is a 1-chain in C;(X), then P; — P; is a O-boundary. Note that P; — P, bounds P, P;.
A

Let us now compute Z,(X) and B, (X) for amore complicated example. In topology,
if a group is the trivial group consisting just of the identity 0, one usually denotes it by
“0” rather than “{0}.” We shall follow this convention.

Let us compute for n = 0, 1, 2 the groups Z,(S) and B,(S) for the surface S of the
tetrahedron of Fig. 41.2.

First, for the easier cases, since the highest dimensional simplex for the surface is a
2-simplex, we have C3(S) = 0, so

By(S) = 85[C3(5)] = 0.
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Also, since C_{(S) = 0 by our definition, we see that
Zo(S) = Co(S).

Thus Zo(S) is free abelian on four generators, Py, P, P, and Py. It is easily seen that
the image of a group under a homomorphism is generated by the images of generators
of the original group. Thus, since C;(S) is generated by P, P, P\ P, P, Py, P, P3, P, P,
and P; Py, we see that By(S) is generated by

P,—P,Ps—P,Py—P,Ps— P, P— P, Py — Ps.

However, By(S) is not free abelian on these generators. For example, Ps — P, = (P; —
P1) — (P, — Py). It is easy to see that By(S) is free abelian on P, — Py, P; — Py, and
Py — Py.

Now let us go after the tougher group Z(S). An element ¢ of C,(S) is a formal sum
of integral multiples of edges P; P;. It is clear that 8;(c) = 0 if and only if each vertex
that is the beginning point of a total (counting multiplicity) of r edges of ¢ is also the
end point of exactly r edges. Thus

71 = PyP3y + P3Py + Py Py,
2= PiPy+ PyP; + P3Py,
23 = PiPy+ PyPy+ Py Py,
24 =P Ps+ P3P+ PP

are all 1-cycles. These are exactly the boundaries of the individual 2-simplexes. We
claim that the z; generate Z;(S). Let z € Z1(S), and choose a particular vertex, say P;;

:let us work on edges having P; as an end point. These edges are P; P;, P, P3, and P Py.

Let the coefficient of P, P; in z be m;. Then
Z 4 mazq — M422

is again a cycle, but does not contain the edges P; P> or P; P4. Thus the only edge
having P; as a vertex in the cycle z + maz4a — mazo 1s possibly P; Ps, but this edge
could not appear with a nonzero coefficient as it would contribute a nonzero multiple of
the vertex P to the boundary, contradicting the fact that a cycle has boundary 0. Thus
Z + maz4 — mazy consists of the edges of the 2-simplex P, P3 P4. Since in a 1-cycle each
of P;, P;, and P4 must serve the same number of times as a beginning and an end point
of edges in the cycle, counting multiplicity, we see that

Z+maz4 —mMyZ2 =121

for some integer r. Thus Z,(S) is generated by the z;, actually by any three of the z;.
Since the z; are the individual boundaries of the 2-simplexes, as we observed, we see
that

Z1(8) = B1($).

The student should see geometrically what this computation means in terms of Fig. 41.2.

Finally, we describe Z»(S). Now C»(S) is generated by the simplexes P, Ps Py,
P3P Py, PP, Py, and P, P, P5. If P, P; P, has coefficient r; and P; Py P, has coefficient
ry in a 2-cycle, then the common edge P3P, has coefficient »; — r, in its boundary.
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Thus we must have r; = r,, and by a similar argument, in a cycle each one of the four
2-simplexes appears with the same coefficient. Thus Z,(S) is generated by

PyP3Py+ PyPrPy+ PLP,Py + PPy P,

that is, Z,(S) is infinite cyclic. Again, the student should interpret this computation geo-
metrically in terms of Fig. 41.2. Note that the orientation of each summand corresponds
to going around that triangle clockwise, when viewed from the outside of the tetrahedron.

A

8% = 0 and Homology Groups

We now come to one of the most important equations in all of mathematics. We shall
state it only for n = 1, 2, and 3, but it holds for all n > 0.

Let X be a simplicial complex, and let C,(X) be the n-chains of X forn =0, 1,2, 3. Then
the composite homomorphism 8, 3, mapping C,(X) into C,_»(X) maps everything
into 0 for n = 1, 2, 3. That is, for each ¢ € C,(X) we have 8,_1(9,(c)) = 0. We use the
notation “3,_19, = 0,” or, more briefly, “3> = 0.

Since ahomomorphism is completely determined by its values on generators, it is enough
to check that for an n-simplex o, we have 8,_1(8,(c)) = 0. For n = 1 this is obvious,
since dp maps everything into 0. Forn = 2,

01(02(P1 P2 P3)) = 01(P,Pys — PPy + P )
=(P-P)—(PB—P)+ (P —P)
=0.

The case n = 3 will make an excellent exercise for the student in the definition of the
boundary operator (see Exercise 2). *

Forn = 0,1, 2, and 3, B,(X) is a subgroup of Z,(X).

Forn =0, 1,and 2, we have B,,(X) = 8,41[C,+1(X)]. Thenif b € B,(X), we must have
b = 0,41(c) for some ¢ € C,,1(X). Thus

9, (D) = 8, (0n41(c)) = 0,

sob e Z,(X).
For n = 3, since we are not concerned with simplexes of dimension greater thar. 3.
Bi(X)=0. L 4

The factor group H,(X) = Z,,(X)/B,(X) is the n-dimensional homology group of X.
[ ]

Letus calculate H,(S) forn = 0, 1, 2, and 3 and where S is the surface of the tetrahedron
in Fig. 41.2.

We found Z,(S) and B,(S) in Example 41.8. Now C3(S) = 0, so Z5(S) and B3(S)
are both 0, and hence

H3(S) =0.
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Also, Z,(S) is infinite cyclic and we saw that B2(S) = 0. Thus H,(S) is infinite cyclic,
that is,

We saw that Z;(S) = B;(S), so the factor group Z;(S)/B1(S) is the trivial group of one
element, that is,
Hi(S)y=0.

Finally, Zo(S) was free abelian on Py, P, Ps, and Py, while By(S) was generated by
Py—P,Ps— P, Py— P, Ps— P, P — P>, and P, — P;. We claim that every coset
of Zy(S)/ Byp(S) contains exactly one element of the formr P;. Let z € Zy(S), and suppose
that the coefficient of P; in z is 57, of P; is s3, and of P4 is sa. Then

2= [52(P — P)+535(Ps — P)+s4(Py— P)] =rP;

for some r, s0 z € [r P| + By(S)], that is, any coset does contain an element of the form
r Py. If the coset also contains »' Py, then 7' Py € [r P1 + By(S)],s0 (+' — )Py isin By(S).
Clearly, the only multiple of P; thatis aboundary is zero, so r = r’ and the coset contains
exactly one element of the form » P;. We may then choose the r P; as representatives of
the cosets in computing Hy(S). Thus Hy(S) is infinite cyclic, that is,

Hy(S) ~ Z. A

These definitions and computations probably seem very complicated to the student.
The ideas are very natural, but we admit that they are a bit messy to write down. However,

‘the arguments used in these calculations are typical for homology theory, i.e., if you can
understand them, you will understand all our others. Furthermore, we can make them

geometrically, looking at the picture of the space. The next section will be devoted to
further computations of homology groups of certain simple but important spaces.

EXERCISES 41

. Assume that c = 2P P3Py — 4P3 Py Ps + 3P3 P> Py + P) Py Py is a 2-chain of a certain simplicial complex X.
a. Compute 3;(c). b. Is c a 2-cycle? ¢. Is d2(c) a 1-cycle?
2. Compute 9,(93(P; P> P3 Ps)) and show that it is 0, completing the proof of Theorem 41.9.

. Describe C;(P), Z;(P), B;(P), and H;(P) for the space consisting of just the 0-simplex P. (This is really a
trivial problem.)

. Describe C;(X), Z;(X), B;(X), and H;(X) for the space X consisting of two distinct O-simplexes, P and P’.
(Note: The line segment joining the two points is not part of the space.)

5. Describe C;(X), Z;(X), B;(X), and H;(X) for the space X consisting of the 1-simplex P P,.
6. Mark each of the following true or false.

a. Every boundary is a cycle.
b. Every cycle is a boundary.
¢. C,(X) is always a free abelian group.
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. B,(X) is always a free abelian group.

. Z,(X) is always a free abelian group.

. H,(X) is always abelian.

. The boundary of a 3-simplex is a 2-simplex.

. The boundary of a 2-simplex is a 1-chain.

i. The boundary of a 3-cycle is a 2-chain.

j. If Z,(X) = B,(X), then H,(X) is the trivial group of one element.

=06 ew o 2=

More Exercises

7.

10.

11.

12.

13.

Define the following concepts so as to generalize naturally the definitions in the text given for dimensions 0,
1,2, and 3.

a. An oriented n-simplex

b. The boundary of an oriented n-simplex

¢. A face of an oriented n-simplex

. Continuing the idea of Exercise 7, what would be an easy way to answer a question asking you to define

Cu(X), 8, : Co(X) — Cp_1(X), Zp(X), and B,(X) for a simplicial complex X perhaps containing some sim-
plexes of dimension greater than 3?

. Following the ideas of Exercises 7 and 8§, prove that 8% = 0 in general, i.e., that 3,_(8,(c)) = 0 for every

¢ € Cp(X), where n may be greater than 3.

Let X be a simplicial complex. For an (oriented) n-simplex o of X, the coboundary §™ () of o is the (n + 1)-
chain Y 7, where the sum is taken over all (n + 1)-simplexes 7 that have o as a face. That is, the simplexes
7 appearing in the sum are precisely those that have ¢ as a summand of 8,,1(7). Orientation is important
here. Thus P, is a face of P, P,, but P, is not. However, P, is a face of P, Py. Let X be the simplicial complex
consisting of the solid tetrahedron of Fig. 41.2.

a. Compute §9(Py) and 6O (Py).

b. Compute §V(P; P,).

¢. Compute §?(P3 P, Py).

Following the idea of Exercise 10, let X be a simplicial complex, and let the group C™(X) of n-cochains be
the same as the group C,(X).

a. Define 0 : C"(X) — C"*(X) in a way analogous to the way we defined 3, : C,(X) — C,—1(X).

b. Show that 8% = 0, that is, that §”" 1 (§"(c)) = 0 for each ¢ € C™(X).

Following the ideas of Exercises 10 and 11, define the group Z™(X) of n-cocycles of X, the group B™(X) of
n-coboundaries of X, and show that B"™(X) < Z®™(X).

Following the ideas of Exercises 10, 11, and 12, define the n-dimensional cohomology group H"™(X) of X.
Compute H"(S) for the surface S of the tetrahedron of Fig. 41.2.

CompuTtations oF HomoLoGgy GROUPS

Triangulations

Suppose you wish to calculate homology groups for the surface of a sphere. The first thing
you probably will say, if you are alert, is that the surface of a sphere is not a simplicial
complex, since this surface is curved and a triangle is a plane surface. Remember that
two spaces are topologically the same if one can be obtained from the other by bending,
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twisting, and so on. Imagine our 3-simplex, the tetrahedron, to have a rubber surface
and to be filled with air. If the rubber surface is flexible, like the rubber of a balloon,
it will promptly deform itself into a sphere and the four faces of the tetrahedron will
then appear as “triangles” drawn on the surface of the sphere. This illustrates what is
meant by a triangulation of a space. The term triangulation need not refer to a division
into 2-simplexes ouly, but is also used for a division into n-simplexes for any n > 0. If
a space is divided up into pieces in such a way that near each point the space can be
deformed to look like a part of some Euclidean space R” and the pieces into which the
space was divided appear after this deformation as part of a simplicial complex, then the
original division of the space is a triangulation of the space. The homology groups of
the space are then defined formally just as in the last section.

Invariance Properties

There are two very important invariance properties of homology groups, the proofs of
which require quite a lot of machinery, but that are easy for us to explain roughly. First,
the homology groups of a space are defined in terms of a triangulation, but actually
they are the same (i.e., isomorphic) groups no matter how the space is triangulated. For
example, a square region can be triangulated in many ways, two of which are shown in
Fig. 42.1. The homology groups are the same no matter which triangulation is used to
compute them. This is not obvious!

42.1 Figure

For the second invariance property, if one triangulated space is homeomorphic to
another (e.g., can be deformed into the other without being torn or cut), the homology
groups of the two spaces are the same (i.e., isomorphic) in each dimension n. This is,
again, not obvious. We shall use both of these facts without proof.

The homology groups of the surface of a sphere are the same as those for the surface of
our tetrahedron in Example 41.12, since the two spaces are homeomorphic. A

Two important types of spaces in topology are the spheres and the cells. Let us
introduce them and the usual notations. The rn-sphere S™ is the set of all points a distance
of 1 unit from the origin in (n + 1)-dimensional Euclidean space R**'. Thus the 2-sphere
S? is what is usually called the surface of a sphere in R?, S! is the rim of a circle, and S°
is two points. Of course, the choice of 1 for the distance from the origin is not important.
A 2-sphere of radius 10 is homeomorphic to one of radius 1 and homeomorphic to the
surface of an ellipsoid for that matter. The n-cell or n-ball E” is the set of all points
in R” a distance < 1 from the origin. Thus E? is what you usually think of as a solid
sphere, E? is a circular region, and E! is a line segment.
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The above remarks and the computations of Example 41.12 show that H>(S*) and Hy(S %)
are both isomorphic to Z, and H;(S?) = 0. A

Connected and Contractible Spaces

There is a very nice interpretation of Hy(X) for a space X with a triangulation. A space
is connected if any two points in it can be joined by a path (a concept that we will not
define) lying totally in the space. If a space is not connected, then it is split up into a
number of pieces, each of which is connected but no two of which can be joined by a
path in the space. These pieces are the connected components of the space.

If a space X is triangulated into a finite number of simplexes, then Hy(X) is isomorphic
to Z x Z x --- x Z, and the Betti number m of factors Z is the number of connected
components of X.

Now Cp(X) is the free abelian group generated by the finite number of vertices P; in the
triangulation of X. Also, Bg(X) is generated by expressions of the form
P, — P

11

where P;, P;, is an edge in the triangulation. Fix P;,. Any vertex P;, in the same connected
component of X as P;, can be joined to P;, by a finite sequence

P Py, PPy, ..., P P,
of edges. Then
Pi, = Pi1 +(Pi3 _P11)+(Plg _Pi2)+"'+(Pir - Pl',-_l)i

showing that P;, € [P;, + By(X)]. Clearly, if 7;, is notin the same connected component
with P;,, then P, ¢ [P;, + Bo(X)], since no edge joins the two components. Thus, if we
select one vertex from each connected component, each coset of Hy(X) contains exactly
one representative that is an integral multiple of one of the selected vertices. The theorem
follows at once. L 4

We have at once that
Hy(S™) ~ Z
for n > 0, since S” is connected for n > 0. However,
Hy(S"Y~Z x Z
(see Chapter 41, Exercise 4). Also,
Hy(E™) ~7Z
forn > 1. A

A space is contractible if it can be compressed to a point without being torn or cut,
but always kept within the space it originally occupied. We just state the next theorem.
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If X is a contractible space triangulated into a finite number of simplexes, then H,(X) = 0
forn > 1.

It is a fact that S? is not contractible. It is not too easy to prove this fact. The student
will, however, probably be willing to take it as self-evident that you cannot compress the
“surface of a sphere” to a point without tearing it, keeping it always within the original
space S? that it occupied. Tt is not fair to compress it all to the “center of the sphere.”
We saw that H,(S?) = 0 but is isomorphic to Z.

Suppose, however, we consider H,(E?), where we can regard E? as our solid tetra-
hedron of Fig. 41.2, for it is homomorphic to E 3. The surface S of this tetrahedron
is homomorphic to S2. The simplexes here for E? are the same as they are for S (or
§?), which we examined in Examples 41.8 and 41.12, except for the whole 3-simplex
o that now appears. Remember that a generator of Z»(S), and hence of Z,(E?), was
exactly the entire boundary of . Viewed in E3, this is 33(o), an element of By(E?), so
Z>(E?) = By(E?) and H,(E?) = 0. Since E? is obviously contractible, this is consistent
with Theorem 42.6. A

In general, E” is contractible for n > 1, so we have by Theorem 42.6,
H{(E")=0

fori > 0.

Further Computations

< We have seen anice interpretation for Hy(X) in Theorem 42.4. As the preceding examples

illustrate, the 1-cycles in a triangulated space are generated by closed curves of the space
formed by edges of the triangulation. The 2-cycles can be thought of as generated by
2-spheres or other closed 2-dimensional surfaces in the space. Forming the factor group

H\(X) = Z1(X)/Bi(X)

amounts roughly to counting the closed curves that appear in the space that are not there
simply because they appear as the boundary of a 2-dimensional piece (i.e., a collection of
2-simplexes) of the space. Similarly, forming H>(X) = Z»(X)/B,(X) amounts roughly
to counting the closed 2-dimensional surfaces in the space that cannot be “filled in solid”
within the space, i.e., are not boundaries of some collection of 3-simplexes. Thus for
H,(S?), every closed curve drawn on the surface of the 2-sphere bounds a 2-dimensional
piece of the sphere, so H,(5%) = 0. However, the only possible closed 2-dimensional
surface, §? itself, cannot be “filled in solid” within the whole space S? itself, so Hy(S?)
is free abelian on one generator.

According to the reasoning above, one would expect H (S 1y to be free abelian on one gen-
erator, i.e., isomorphic to Z, since the circle itself is not the boundary of a 2-dimensional
part of S!. You see, there is no 2-dimensional part of S'. We compute and see whether
this is indeed so.

A triangulation of S! is given in Fig. 42.9. Now C(S") is generated by P, P,, P, Ps,
and P; P;. If a 1-chain is a cycle so that its boundary is zero, then it must contain Py P>
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"

42.9 Figure

and P, P; the same number of times, otherwise its boundary would contain a nonzero
multiple of P,. A similar argument holds for any two edges. Thus Z,(S") is generated
by PP, + P,Ps 4+ P3P. Since B1(SH) = 8,[CL(SH] = 0, there being no 2-simplexes,
we see that H,(S!) is free abelian on one generator, that is,

Hy(SYH ~ Z. A

It can be proved that for n > 0, H,(S") and Hy(S") are isomorphic to Z, while
H(S")=0for0<i <n.

To conform to topological terminology, we shall call an element of H,(X), that is,
a coset of B,(X) in Z,(X), a “homology class.”” Cycles in the same homology class are
homologous.

Letus‘compute the homology groups of a plane annular region X between two concentric
circles. A triangulation is indicated in Fig. 42.11. Of course, since X is connected, it
follows that

Hy(X) ~ Z.

2,

42.11 Figure
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If zis any 1-cycle, and if P; P has coefficient r in z, then z — r3,(P; P, Q1) is acycle
without Py P, homologous to z. By continuing this argument, we find that there is a 1-cycle
homologous to z containing no edge on the inner circle of the annulus. Using the “outside”
triangles, we can adjust further by multiples of 8,(Q; P; @ ), and we arrive at z’ containing
no edge Q; P; either. But then if Q5 P; appears in z’ with nonzero coefficient, P; appears
with nonzero coefficient in 9(z"), contradicting the fact that z’ is a cycle. Similarly, no
edge @, P,y can occur for i = 1,2, 3, 4. Thus z is homologous to a cycle made up of
edges only on the outer circle. By a familiar argument, such a cycle must be of the form

Q102+ 0203+ Q304+ 0405 + 0501).
It is then clear that

Hi(X) ~ 7.

We showed that we could “push” any 1-cycle to the outer circle. Of course, we could
have pushed it to the inner circle equally well.

For H,(X), note that Z,(X) = 0, since every 2-simplex has in its boundary an edge
on either the inner or the outer circle of the annulus that appears in no other 2-simplex.
The boundary of any nonzero 2-chain must then contain some nonzero multiples of these
edges. Hence

H,(X)=0. A
We shall compute the homology groups of the torus surface X which looks like the
surface of a doughnut, as in Fig. 42.13. To visualize a triangulation of the torus, imagine
that you cut it on the circle marked a, then cut it all around the circle marked b, and flatten
it out as in Fig. 42.14. Then draw the triangles. To recover the torus from Fig. 42.14, join
the left edge b to the right edge b in such a way that the arrows are going in the same
direction. This gives a cylinder with circle a at each end. Then bend the cylinder around
and join the circles a, again keeping the arrows going the same way around the circles.

Since the torus is connected, Hy(X) ~ Z.

For Hi(X), let z be a 1-cycle. By changing z by a multiple of the boundary of
the triangle numbered 1 in Fig. 42.14, you can get a homologous cycle not containing
the side / of triangle 1. Then by changing this new 1-cycle by a suitable multiple of the
boundary of triangle 2, you can further eliminate the side | of 2. Continuing, we can then

42.13 Figure
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a

42.14 Figure 42.15 Figure

climinate / of 3, | of 4,/ of 5,—of 6,/ of 7, | of 8,/ of 9, | of 10,/0f 11, —of 12,/ of
13, | of 14,/ of 15, | of 16, and / of 17. The resulting cycle, homologous to z, can then
only contain the edges shown in Fig. 42.15. But such a cycle could not contain, with
nonzero coefficient, any of the edges we have numbered in Fig. 42.15, or it would not
have boundary 0. Thus z is homologous to a 1-cycle having edges only on the circle a
or the circle b (refer to Fig. 42.13). By a now hopefully familiar argument, every edge
on circle a must appear the same number of times, and the same is also true for edges
on circle b; however, an edge on circle b need not appear the same number of times as
an edge appears on a. Furthermore, if a 2-chain is to have a boundary just containing a
and b, all the triangles oriented counterclockwise must appear with the same coefficient
so that the inner edges will cancel out. The boundary of such a 2-chain is 0. Thus every
homology class (coset) contains one and only one element

ra + sb,

where r and s are integers. Hence H;(X) is free abelian on two generators, represented
by the two circles a and b. Therefore,

H(X)=Z x Z.

Finally, for H,(X), a 2-cycle must contain the triangle numbered 2 of Fig. 42.14
with counterclockwise orientation the same number of times as it contains the triangle
numbered 3, also with counterclockwise orientation, in order for the common edge / of
these triangles not to be in the boundary. These orientations are illustrated in Fig. 42.16.
The same holds true for any two adjacent triangles, and thus every triangle with the coun-
terclockwise orientation must appear the same number of times in a 2-cycle. Clearly, any
multiple of the formal sum of all the 2-simplexes, all with counterclockwise orientation,
is a2-cycle. Thus Z,(X) is infinite cyclic, isomorphic to Z. Also, By(X) = 0, there being
no 3-simplexes, so

1

Hy(X) ~ Z. A
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B2 EXERCISES 42
In these exercises, you need not write out in detail your computations or arguments.

Computations

1. Compute the homology groups of the space consisting of two tangent 1-spheres, i.e., a figure eight.
2. Compute the homology groups of the space consisting of two tangent 2-spheres.

3. Compute the homology groups of the space consisting of a 2-sphere with an annular ring (as in Fig. 42.11) that
does not touch the 2-sphere.

4. Compute the homology groups of the space consisting of a 2-sphere with an annular ring whose inner circle is
a great circle of the 2-sphere.

5. Compute the homology groups of the space consisting of a circle touching a 2-sphere at one point.
6. Compute the homology groups of the surface consisting of a 2-sphere with a handle (see Fig. 42.17).
7. Mark each of the following true or false.

a. Homeomorphic simplicial complexes have isomorphic homology groups.

b. If two simplicial complexes have isomorphic homology groups, then the spaces are homeomorphic.
¢. 8" is homeomorphic to E”.

d. H,(X)is trivial for n > 0if X is a connected space with a finite triangulation.

e. H,(X) is trivial for n > 0 if X is a contractible space with a finite triangulation.
f.
g.
h.
I

H,(S")=0forn > 0.
H,(E")=0forn > 0.
A torus is homeomorphic to S2.
A torus is homeomorphic to EZ.
J- A torus is homeomorphic to a sphere with a handle on it (see Fig. 42.17).

8. Compute the homology groups of the space consisting of two torus surfaces having no points in common.

42.17 Figure 42.18 Figure




10.

11.
12.
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. Compute the homology groups of the space consisting of two stacked torus surfaces, stacked as one would

stack two inner tubes.

Compute the homology groups of the space consisting of a torus tangent to a 2-sphere at all points of a great
circle of the 2-sphere, i.e., a balloon wearing an inner tube.

Compute the homology groups of the surface consisting of a 2-sphere with two handles (see Fig. 42.18).

Compute the homology groups of the surface consisting of a 2-sphere with » handles (generalizing Exercises
6 and 11.

43.1 Example

More HomMoLOGY COMPUTATIONS AND A PPLICATIONS

One-Sided Surfaces

Thus far all the homology groups we have found have been free abelian, so that there
were no nonzero elements of finite order. This can be shown always to be the case for the
homology groups of a closed surface (i.e., a surface like §2, which has no boundary) that
has two sides. Our next example is of a one-sided closed surface, the Klein bottle. Here
the 1-dimensional homology group will have a nontrivial torsion subgroup reflecting the
twist in the surface.

Let us calculate the homology groups of the Klein bottle X. Figure 43.2 represents the
Klein bottle cut apart, just as Fig. 42.14 represents the torus cut apart. The only difference
is that the arrows on the top and bottom edge a of the rectangle are in opposite directions
this time. To recover a Klein bottle from Fig. 43.2, again bend the rectangle joining the
edges Tabeled b so that the directions of the arrows match up. This gives a cylinder that
is shown somewhat deformed, with the bottom end pushed a little way up inside the
cylinder, in Fig. 43.3. Such deformations are legitimate in topology. Now the circles a
must be joined so that the arrows go around the same way. This cannot be done in R>.
You must imagine that you are in R*, so that you can bend the neck of the bottle around
and “through” the side without intersecting the side, as shown in Fig. 43.4. With a little
thought, you can see that this resulting surface really has only one side. That is, if you

a

43.2 Figure
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43.3 Figure 43.4 Figure

start at any place and begin to paint “one side,” you will wind up painting the whole
thing. There is no concept of an inside of a Klein bottle.

We can calculate the homology groups of the Klein bottle much as we calculated
the homology groups of the torus in Example 42.12, by splitting Fig. 43.2 into triangles
exactly as we did for the torus. Of course,

Hy(X)~Z,

since X is connected. As we found for the torus, if we triangulate the Klein bottle by
dividing Fig. 43.2 into triangles, every 1-cycle is homologous to a cycle of the form

ra+sb

for  and s integers. If a 2-chain is to have a boundary containing just a and b, again,
all the triangles oriented counterclockwise must appear with the same coefficient so that
the inner edges will cancel each other. In the case of the torus, the boundary of such a
2-chain was 0. Here, however, it is k(2a), where k is the number of times each triangle
appears. Thus H1(X) is an abelian group with generators the homology classes of a and
b and the relations a + b = b + a and 2a = 0. Therefore,

H(X)>~7Z, x 7,

a group with torsion coefficient 2 and Betti number 1. Our argument above regarding
2-chains shows that there are no 2-cycles this time, so

H)(X)=0. A

A torsion coefficient does not have to be present in some homology group of a one-
sided surface with boundary. Mostly for the sake of completeness, we give this standard
example of the Mdbius strip.
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Let X be the M&bius strip, which we can form by taking a rectangle of paper and joining
the two ends marked a with a half twist so that the arrows match up, as indicated in
Fig. 43.6. Note that the Mobius strip is a surface with a boundary, and the boundary is
just one closed curve (homomorphic to a circle) made up of / and /. It is clear that the
Mgobius strip, like the Klein bottle, has just one side, in the sense that if you were asked
to color only one side of it, you would wind up coloring the whole thing.

Of course, since X is connected,

Let z be any 1-cycle. By subtracting in succession suitable multiples of the triangles
numbered 2, 3, and 4 in Fig. 43.6, we can eliminate edges/of triangle 2, | of triangle 3.

and \ of triangle 4. Thus z is homologous to a cycle z’ having edges on only /, /', and
a, and as before, both edges on [’ must appear the same number of times. Butif cis a
2-chain consisting of the formal sum of the triangles oriented as shown in Fig. 43.6, we
see that 3,(c) consists of the edges on [ and I’ plus 2a. Since both edges on I’ must appear
in 7z’ the same number of times, by subtracting a suitable multiple of d2(c), we see that
z is homologous to a cycle with edges just lying on / and a. By a familiar argument,
all these edges properly oriented must appear the same number of times in this new
cycle, and thus the homology class containing their formal sum is a generator for H;(X).
Therefore,

H{(X)~2Z.

This generating cycle starts at Q and goes around the strip, then cuts across it at P via
a, and arrives at its starting point.

It 7" were a 2-cycle, it would have to contain the triangles 1, 2, 3, and 4 of Fig.
43.6 an equal number r of times with the indicated orientation. But then 8;(z”) would
be 7(2a + 1 4+ 1) # 0. Thus Z»(X) = 0, so

Hy(X)=0. A

43.6 Figure

The Euler Characteristic

Let us turn from the computation of homology groups to a few interesting facts and
applications. Let X be a finite simplicial complex (or triangulated space) consisting
of simplexes of dimension 3 and less. Let ng be the total number of vertices in the
triangulation, n{ the number of edges, n, the number of 2-simplexes, and n3 the number
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of 3-simplexes. The number
3 .
no—m+ny—ny=y (—n
i=0

can be shown to be the same no matter how the space X is triangulated. This number
is the Euler characteristic x(X) of the space. We just state the following fascinating
theorem.

Let X be a finite simplicial complex (or triangulated space) of dimension <3. Let x(X)
be the Euler characteristic of the space X, and let 8; be the Betti number of H;(X). Then

3
X(X)=> (-1,
j=0

This theorem holds also for X of dimension greater than 3, with the obvious extension
of the definition of the Euler characteristic to dimension greater than 3.

Consider the solid tetrahedron E° of Fig.41.2. Hereny=4,n1=6,n, = 4,andns = 1,
SO

X(EHN=4—-6+4—-1=1.
Remember that we saw that H3(E?) = Hy(E?) = Hi(E*) =0 and Hy(E?) ~ Z. Thus

«Bs=p=p1=0and By =1,s0

3
D (=B =1=x(E).
j=0

For the surface $2 of the tetrahedron in Fig. 41.2, wehave np = 4,n; = 6, ny = 4,
and n3 = 0, so

x(SH=4—-6+4=2.

Also, H3(S%) = Hi(S*) =0, and H»(5%) and Hy(S?) are both isomorphic to Z. Thus
Bs=p1=0and B, =y =1,s0

3
D (=1 =2=x(5Y.
j=0

Finally, for S! in Fig. 42.9,ny = 3,n; = 3, and n, = n3 = 0, s0
x(SH=3-3=0.
Here H;(S') and Hy(S') are both isomorphic to Z, and Hs(S') = H,(S!) = 0.
Thus Bg = ) = 1 and B, = B3 = 0, giving

3

D (1Y =0=x(SH. A

j=0
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Mappings of Spaces

A continuous function f mapping a space X into a space ¥ gives rise to ahomomorphism
fen mapping H,(X) into H,(Y) for n > 0. The demonstration of the existence of this
homomorphism takes more machinery than we wish to develop here, but let us attempt
to describe how these homomorphisms can be computed in certain cases. The following
is true:

If 7 € Z,(X), and if f(z), regarded as the result of picking up z and setting it down
in Y in the naively obvious way, should be an n-cycle in Y, then

f*n(z + By(X)) = f(z) + Bn(Y).

That is, if z represents a homology class in H,(X) and f(z) is an n-cycle in Y,
then f(z) represents the image homology class under f, of the homology class
containing z.

Let us illustrate this and attempt to show just what we mean here by f(2).

Consider the unit circle
St={@.nIx*+y =1

in R2. Any point in S' has coordinates (cos 6, sinf), as indicated in Fig. 43.10. Let
: §1 — S!begivenb
g y

f((cos 0, sin8)) = (cos 36, sin 36).
Obvieusly, this function f is continuous. Now f should induce
fer : Hi(SY) = Hi(S).

Here H;(S!) is isomorphic to Z and has as generator the homology classof z = P1 P, +
P> Py + P3Py, as seen in Example 42.8. Now if Py, P», and P; are evenly spaced about
the circle, then f maps each of the arcs Py P;, P» P, and P3 P; onto the whole perimeter
of the circle, that is,

f(P1P) = f(PaPy) = f(P3sP))= PP+ PP+ P3Py

A

(cos 6, sin )

% P,

X

43.10 Figure
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Thus
fua@+ Bi(8) = 3(PiPy + PoPs + PsP1) + By(S)
=3z 4 By(SY),
that is, f,1 maps a generator of H;(S') onto three times itself. This obviously reflects
the fact that f winds S! around itself three times. A

Example 43.9 illustrates our previous assertion that the homomorphisms of homo-
logy groups associated with a continuous mapping f may mirror important properties of
the mapping.

Finally, we use these concepts to indicate a proof of the famous Brouwer Fixed-Point
Theorem. This theorem states that a continuous map f of E" into itself has a fixed point,
ie., there is some x € E™ such that f(x) = x. Let us see what this means for E2, a
circular region. Imagine that you have a thin sheet of rubber stretched out on a table to
form a circular disk. Mark with a pencil the outside boundary of the rubber circle on the
table. Then stretch, compress, bend, twist, and fold the rubber in any fashion without
tearing it, but keep it always within the penciled circle on the table. When you finish,
some point on the rubber will be over exactly the same point on the table at which it first
started.

y
’
’
,
1 7
L 1 A
| 7
// |
N y=f0=x
—1! 7’\ ]
¢ Y
T L T *
y '
| // |
e |
| |
JrAS—— B 2
y=x7 —1
s
7
e
43.11 Figure

The proof we outline is good for any » > 1. For n = 1, looking at the graph of
a function f : E' — E', we find that the theorem simply states that any continuous
path joining the left and right sides of a square must cross the diagonal somewhere,
as indicated in Fig. 43.11. The student should visualize the construction of our proof
with E3 having boundary S* and E? having boundary S. The proof contains a figure
illustrating the construction for the case of E2.

(Brouwer Fixed-Point Theorem). A continuous map f of E” into itself has a fixed point
forn > 1.

The case n = 1 was considered above. Let f be amap of E” into E” forn > 1. We shall
assume that f has no fixed point and shall derive a contradiction.
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43.13 Figure

If f(x)# x for all x € E", we can consider the line segment from f(x) to x. Let
us extend this line segment in the direction from f(x) to x until it goes through the
boundary §"~! of E” at some point y. This defines for us a function g : E* — $*~! with
g(x) =y, as illustrated in Fig. 43.13. Note that for y on the boundary, we have g(y) = y.
Now since f is continuous, it is pretty obvious that g is also continuous. (A continuous
function is roughly one that maps points that are sufficiently close together into points
that are close together. If x; and x; are sufficiently close together, then f(x{) and f(x;)
are sufficiently close together so that the line segment joining f(x{) and x; is so close
to the line segment joining f(x,) and x; that y; = g(x;) is close to y; = g(x2).) Then g
is a continuous mapping of E™ into §" !, and thus induces a homomorphism

Gty : Huo1(E™) = H,_1(S"H).

Now we said that H, {(E"™) = 0, forn > 1, since E” is contractible, and we checked it
forn = 2andn = 3. Since g.(,—1y is ahomomorphism, we must have g.(,—1)(0) = 0. But
an (n — 1)-cycle representing the homology class 0 of H,_;(E") is the whole complex
S"~1 with proper orientation of simplexes, and g(§"~1) = §"~1, since g(y) = y for all
y € §*~1. Thus

gii—1(0) = S"1 + B, (5" ).
which is a generator # 0 of H,_;(S"1), a contradiction. L 4

We find the preceding proof very satisfying aesthetically, and hope you agree.

43

1. Verify by direct calculation that both triangulations of the square region X in Fig. 42.1 give the same value for
the Euler characteristic x(X).

2. Illustrate Theorem 43.7, as we did in Example 43.8, for each of the following spaces.

a. The annular region of Example 42.10
b. The torus of Example 42.12
¢. The Klein bottle of Example 43.1
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3. Will every continuous map of a square region into itself have a fixed point? Why or why not? Will every
continuous map of a space consisting of two disjoint 2-cells into itself have a fixed point? Why or why not?

4. Compute the homology groups of the space consisting of a 2-sphere touching a Klein bottle at one point.
5. Compute the homology groups of the space consisting of two Klein bottles with no points in common.
6. Mark each of the following true or false.

a. Every homology group of a contractible space is the trivial group of one element.

b. A continuous map from a simplicial complex X into a simplicial complex ¥ induces a homomor-
phism of H,(X) into H,(Y).
¢. All homology groups are abelian.

d. All homology groups are free abelian.
e. All 0-dimensional homology groups are free abelian.

f. If a space X has n-simplexes but none of dimension greater than n and H,(X) # 0, then H,(X) is
free abelian.

. The boundary of an n-chain is an (n — 1)-chain.

8
h. The boundary of an #-chain is an (n — 1)-cycle.
i. The n-boundaries form a subgroup of the n-cycles.

J. The n-dimensional homology group of a simplicial complex is always a subgroup of the group of
n-chains.

More Exercises
7. Find the Euler characteristic of a 2-sphere with » handles (see Section 42, Exercise 12).

8. We can form the topological real projective plane X, using Fig. 43.14, by joining the semicircles a so that
diametrically opposite points come together and the directions of the arrows match up. This cannot be done in
Euclidean 3-space R3. One must go to R*. Triangulate this space X, starting with the form exhibited in Fig.
43.14, and compute its homology groups.

9. The circular disk shown in Fig. 43.14 can be deformed topologically to appear as a 2-sphere with a hole init, as
shown in Fig. 43.15. We form the real projective plane from this configuration by sewing up the hole in such a
way that only diametrically opposite points on the rim of the hole are sewn together. This cannot be done in R>.

Extending this idea, a 2-sphere with g holes in it, which are then sewn up by bringing together diametrically
opposite points on the rims of the holes, gives a 2-sphere with ¢ cross caps. Find the homology groups of
a 2-sphere with g cross caps. (To see a triangulation, view the space as the disk in Fig. 43.14 but with g — 1
holes in it to be sewn up as described above. Then triangulate this disk with these holes.)

a

43.14 Figure 43.15 Figure




10.

11.

12.
13.
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43.16 Figure

Comment: It can be shown that every sufficiently nice closed surface, namely a closed 2-manifold, is
homeomorphic to a 2-sphere with some number 4 > 0 of handles if the surface is two sided, and is homeo-
morphic to a 2-sphere with ¢ > 0 cross caps if it is one sided. The number /4 or g, as the case may be, is the
genus of the surface.

Every point P on a regular torus X can be described by means of two angles 6 and ¢, as shown in Fig. 43.16.
That is, we can associate coordinates (6, ¢) with P. For each of the mappings f of the torus X onto itself given
below, describe the induced map fi, of H,(X) into H,(X) for n = 0, 1, and 2, by finding the images of the
generators for H,(X) described in Example 42.12. Interpret these group homomorphisms geometrically as we
did in Example 43.9.

a [ X—>X given by F(6, ) = (20, ¢)

b. f: X—> X given by f0,9))=(6,2¢)

e f: X=X given by F(8, ¢)) = (26,2¢)

With reference to Exe;cise 10, the torus X can be mapped onto its circle b (which is homeomorphic to S') by
a variety of maps. For each such map f : X — b given below, describe the homomorphism f., : H,(X) —
H,(b) for n = 0, 1, and 2, by describing the image of generators of H,(X) as in Exercise 10.

a f:X—>b given by F(@, ¢)) =(6,0)

b. f:X—=b given by (@, o) =(26,0)

Repeat Exercise 11, but view the map f as amap of the torus X intoitself, inducing maps f., : Hy(X) = H,(X).

Consider the map f of the Klein bottle in Fig. 43.2 given by mapping a point Q of the rectangle in Fig. 43.2
onto the point of 4 directly opposite (closest to) it. Note that b is topologically a 1-sphere. Compute the induced
maps fi, : H,(X) — H,(b) forn =0, 1, and 2, by describing images of generators of H,(X).

HoMOLOGICAL ALGEBRA

Chain Complexes and Mappings

The subject of algebraic topology was responsible for a surge in a new direction in
algebra. You see, if you have a simplicial complex X, then you naturally get chain
groups C(X) and maps 9, as indicated in the diagram

Co(X) 2 €, (X) 23 B px) 2 Co(x) 2 0,
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with d;_;9x = 0. You then abstract the purely algebraic portion of this situation and
consider any sequence of abelian groups A, and homomorphisms d; : Ay — Ax_1 such
that 0,10y = Ofork > 1. So that you do not always have torequire k > 1ind;_;0; = 0,
itis convenient to consider “doubly infinite” sequences of groups A forall k € Z. Often,
Ar =0fork < 0and k > n in applications. The study of such sequences and maps of
such sequences is a topic of homological algebra.

A chain complex (A, 9) is a doubly infinite sequence
A = {‘ v b A29 Al? AO? A_15 A_27 t .}

of abelian groups Ay, together with a collection d = {3; | k € Z} of homomorphisms
such that 8 : Ay — Ajp_; and 9;_;0; = 0. [ |

As a convenience similar to our notation in group theory, we shall be sloppy and
let “A” denote the chain complex (A4, 3). We can now imitate in a completely algebraic
setting our constructions and definitions of Section 41.

If A is a chain complex, then the image under 9y is a subgroup of the kernel of 9;_;.

Consider

B Oy
Ak —]\> Ak_] — Ak—2-

Now dx_19x = 0, since A is a chain complex. That is, 9;_1[dx[Az]] = 0. This tells us at
once that d;[A.] is contained in the kernel of d;_1, which is what we wished to prove.
*

If A is a chain complex, then the kernel Z;(A) of 9 is the group of k-cycles, and the
image Bi(A) = Oky1[Ax+1] is the group of k-boundaries. The factor group Hi(A) =
Zi(A)/ Br(A) is the kth homology group of A. | |

We stated in the last section that for simplicial complexes X and ¥, a continuous
mapping f from X into ¥ induces a homomorphism of H;(X) into H,(Y). This mapping
of the homology groups arises in the following way. For suitable triangulations of X and
Y, the mapping f gives rise to a homomorphism f; of C(X) into Cx(Y), which has the
important property that if commutes with 9, that is,

O fr = fie—10k.

Let us turn to the purely algebraic situation and see how this induces a map of the
homology groups.

(Fundamental Lemma) Let A and A’ with collections 9 and 8’ of homomorphisms
be chain complexes, and suppose that there is a collection f of homomorphisms f; :
Ay — Ay as indicated in the diagram

Orr2 By O By
- — Ak+1 = Ay — A —> -~

lfk+1 lfk lfk—l
% % ; y
+2 / + ’ ’
— A — A — A —
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Suppose, furthermore, that every square is commutative, that is,
Se—10 = 3 fx
for all k. Then f; induces a natural homomorphism f,; : Hy(A) = Hip(A').

Let z € Zi(A). Now

R(fe@) = fim1((2)) = fi1(0) =0,
$0 fx(2) € Zi(A’). Let us attempt to define fii @ Hi(A) = Hip(A') by
fulz + Bi(A)) = fi(z) + Be(A"). )

We must first show that fi; is well defined, i.e., independent of our choice of a
representative of z + Br(A). Suppose that z; € (z + By(A)). Then (z; — z) € Br(4), so
there exists ¢ € Az4q such that z; — z = 9z11(c). But then

fi(z1) — fi@) = filzi — 2) = fir(Br41(0)) = 341 (frq1(O)),

and this last term is an element of d;, ;[A;, ;] = Bx(A"). Hence

fe(@) € (fi@) + Br(A")).

Thus two representatives of the same coset in Hy(A) = Z;(A)/Bi(A) are mapped into
representatives of just one coset in Hp(A') = Zy(A')/By(A’). This shows that fi :
Hi(A) — Hp(A') is well defined by equation (1).

Now we compute f,; by taking fr of representatives of cosets, and we define the
group operation of a factor group by applying the group operation of the original group
to rep}esentatives of cosets. It follows at once from the fact that the action of f; on Z;(A)
is a2 homomorphism of Z;(A) into Z(A’) that f,x is a homomorphism of Hi(A) into
Hi(A). L 4

If the collections of maps £, , and 3’ have the property, given in Theorem 44.4, that
the squares are commutative, then f commutes with 9.

After another definition, we shall give a seemingly trivial but very important illus-
tration of Theorem 44.4.

A chain complex (A’, 3') is a subcomplex of a chain complex (4, ), if, for all &, A}
is a subgroup of A and 9;(c) = d(c) for every ¢ € A}, that is, 3 and 8; have the same
effect on elements of the subgroup A of A. | |

Let A be a chain complex, and let A’ be a subcomplex of A. Let i be the collection
of injection mappings iy : A} — A given by ix(c) = ¢ for ¢ € A. It is obvious that
commutes with 3. Thus we have induced homomorphisms i, : Hy(A") — Hi(A). One
might naturally suspect that i, must be an isomorphic mapping of H.(A’) into H(A).
This need not be so! For example, let us consider the 2-sphere S? as a subcomplex of the
3-cell E3. This gives rise to iy : Co(S?) — C»(E?) and induces

i Ha(S?) — Ho(E®).

But we have seen that H,(S2) ~ Z, while H>(E>) = 0. Thus i,» cannot possibly be an
isomorphic mapping. A
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Suppose that A’ is a subcomplex of the chain complex A. The topological situation from
which this arises is the consideration of a simplicial subcomplex Y (in the obvious sense)
of a simplicial complex X. We can then naturally consider Cy(Y) a subgroup of C¢(X),
just as in the algebraic situation where we have A a subgroup of A;. Clearly, we would
have

K[Cr(D)] < Cra(Y).

Let us deal now with the algebraic situation and remember that it can be applied to our
topological situation at any time.

If A’ is a subcomplex of the chain complex A, we can form the collection A/A’
of factor groups Ax/Aj. We claim that A/A’ again gives rise to a chain complex in a
natural way, and we must exhibit a collection § of homomorphisms

O 1 (Ak/AY) = (A-1/AL_)
such that 8;_;3; = 0. The definition of 3 to attempt is obvious, namely, define
Belc + Ap) = (o) + Ay,

for ¢ € Ag. We have to show three things: that 5 is well defined, that it is a homomor-
phism, and that B_10, = 0.

First, to show that d; is well defined, let ¢; also be in ¢ + Aj. Then (c1 — ¢) € Al
s0 dx(c; — ¢) € A;_,. Thus

delc) € (o) + Aj_y)

also. This shows that 3 is well defined.

The equation
Ol(e1 + A + (2 + A) = Be((c1 + c2) + AY)
=qlcr+c)+ A,
= (Bk(c1) + Blc)) + A4
= Gklc1 + A}) + elcr + A})

shows that 8y is a homomorphism.
Finally,

F—1(Belc + AD) = F1(Belc) + A,_))
= %-1(0(c)) + Aj_, = 0+ A}_,,

SO 8k_13k =0.

The preceding arguments are typical routine computations to the homological alge-
braist, just as addition and multiplication of integers are routine to you. We gave them in
great detail. One has to be a little careful to keep track of dimension, i.e., to keep track
of subscripts. Actually, the expert in homological algebra usvally does not write most
of these indices, but he always knows precisely with which group he is working. We
gave all the indices so that you could keep track of exactly which groups were under
consideration. Let us summarize the above work in a theorem.
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If A’ is a subcomplex of the chain complex A, then the collection A/A’ of factor groups
A/ A}, together with the collection 8 of homomorphisms J; defined by

Or(c + A = (o) + A4
for ¢ € Ay, is a chain complex.
Since A/A’ is a chain complex, we can then form the homology groups Hi(A/A").

The homology group Hz(A/A’) is the kth relative homology group of A modulo A’.
|

In our topological situation where Y is a subcomplex of a simplicial complex X, we
shall conform to the usual notation of topologists and denote the kth relative homology
group arising from the subcomplex C(Y) of the chain complex C(X) by “Hi(X, Y).” All
the chains of Y are thus “set equal to 0.” Geometrically, this corresponds to shrinking ¥
to a point.

Let X be the simplicial complex consisting of the edges (excluding the inside) of the
triangle in Fig. 44.10, 