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Stardazd Error. The standard deviation of a sampling distribution
“of a sample statistic is called the standard error (abbreviated to &. S.E.) of
the statistic. The standard error thus measures the dispersion of the
values of a statistic, thas might be computed from all possible samples,
whereas the stancard deviation of a populatios (or sample) measures the
dispersion of the values of the population (sample) umts about the
population (sample) mean.

_ 14.4.1. Samplmg Distribution of the Mean. The sampling
distribution of the mean is the probability distribution or the relative
frequency distribution of the means X of all possible random samples of
the same size that could be selected from a given population. The mean

of this dlstrlbutlon is represented by p; and the standard deviation,

.- which is called the standard error of the mean, by Gz or S.E.. (X). The
“value O3 1nd1cates‘t_he spread in the distribution of all possible sample

means. . .
The sampling distribution of X has the following pi'opel'ties

(i) The mean of the sampling dxstubutmn of the mean (equivalently, -

the mean of all p0531ble sample means) iz equal to the population mean,

that is pz = W, regardless of whether sampling is done with replacement

or without replatement. | s | - '
" Proof. Let us first consider sampling without replc:zment from a

finite ponulation of size N. The number of distinct simpie random
samples of size n that can be: selected without replacement from a

‘population of size N is CD = k say. Let Xl, Xo s X o Xp be the

means of & = (]:) possible 1andom samples of size n, where X; is the

‘mean of the ith sample. Then the mean of the sampling dxstnbutxon of X

\equwalently, the mean of all possxble samnle means), denoted by p;, is » -

-

He=—"" k | - |
| e Xor N (X4Xgrn) (Xp+Xat..
[t )4.(_1 e, (k). )

In order to snmphfy the expression on the right, we , find out the
number. of samples that contam any specxﬁed value X;. The number of

such samples is- (N 11), that is, the number of ways in whlch the (n-1)

other units in the sample are to be selected from the remaining (N—l)
Units,
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N;xt; we determine the co-officient of thevalm.X,f fl_)y co:let'r‘:;i;‘g al
the terms in the expression containing X;. Thgs the co-e 1}‘cxlen of X;'is

N-1 N-1) ' - | ,
n-1) 1 \n-1)1 WN=-D!WN-n)ln! 1 .1 i
Tk nT N\ n .n 'N. . . '.

~

Xy Xy o X i{_“l LT L f
e m Rt Wtk iy o nden i
X+ X+t X+ + Xy _, ‘ ' - |

= N ; ' . {

= W, mean of the pd;iu]étion. _ | ; f
Sampling with .rgpla‘cemeﬂt. Let X,  Xp .., X, | be tth
observations of a simple random sample of size n from -a population
having N observations, Then a specified X; taken from the popu]ation,i
v ) : i

i

. . . N o ; 1 - .‘,' |
could be any one of the N values with en equai probability of N &s all .t,h_e’ ;

-values are équélly likely'. Thus X; is a 1‘ahd61ﬁ variable 'énd'ﬁher'efbre o X
4 ; v . A : ) - [ ]

it Yy S N ‘ ' ' |

: Coek=1 . S A !

y

For repeated sanipling, the mean of a'samf)l'e X =

;'H

; e |
2. 27; varies |
from sample o sample, therefore

S it a7 B e
E(X)=E[EZX;‘.|
=1
1 ‘ | S
= [B&) + By + .. 4 EX)]
=I[p+p.+...+-_u]

1
== [n].L] = |, the Population mean. -
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is S“wn by

standard devmtlon of the samplmg distribution of the mean’

N —
Oz = \]— )
when sampling is pe1f01med without 1ep]acement from a- ﬁmte
populatlon of size N, or

U" =2 -/,
oo .
" when samplmg is done with replacement f10m a ﬁmte population .
or sampling from an infinite population. _ ; .

(0 = population s.d.)

1

proof. The variance of X, depoted by‘ 0'5 or Var(X)\is' d?ﬂngd as
Var(® = E R -E®)2 = E [X -2
=E [;_Z(X,--—u)]'

E[Z(X—u)2+Z(X u)(x u)]
i=1 - R

S [z(x—p) +—E[z<x - &= w]
_ Ci=1 ,' L

The simplification dependsr on whether the sampling is pexfmm‘ed‘
without replacement from a finite population of size N or sampling i is
~ done with replacement. The two cases are tr eated sepaxately

First case: Sampling without replacement )
‘Since the probability of obtaining (X; — )2 on the ith dxaw is equal

to the probability of obtaining X; on--the ith draw whnch is ]Tf ) tlgerefore

the expected value of (X; — )2 becomes ¢2, i.e.
| il SamnE ai,
8= W = Z—(X; —‘-u)2 = o?.
i-‘-l 10 , ]

Again, since the sampling is . without 1eplacement the pr obablhty of

. because

; 1 1
+ selecting X; - (Xj ~ 1) on the ith and Jth draw 1_s N,’ N -

they are not indegendent on account, of the reduction in size f‘fpm N to
N =1, Thus |
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EX—p) (%) =i.—§;<x . SNy NS

N°N- uy
) ;- u)2}
N(N 1) {[,§1CX U-] E:l
- 2
N(N 1) {0 IZICX g }
D
=N—l

Substituﬁng thesevalues, we get

1 & 1 & —o2
Var(X)=—2.z +_22; —
R* =1 i N1
1 1 2
= (oY) -—.——73 o?
N-1
o?2_1 _1 e
7 RN .n(2-1)C
=gf N-n
n"N-1

‘ c N-n
Hence Oz = ——=. .
| ¥ an N-1

= N-n
~he factor 1 is usually called the finite populatton correction

(fpe) or finite correction factor (fef) for the variance because in sampling
from finite population, the variance of the r.ear is reduced by this
amourt. It is important to note that in sampling without replacement
frqm a finite population of sizeé N, fpc is drépped from the formuls
when= er n, the sample size, is less than 5% of N; end fpe is used when n
is 5% or gl eater than 5% of N.
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Second case : Sampling with replacement y | s
When sampling is done with replacement or sampling from ap
infinite population, the X ; and X; are statistically independent, Therefore

E(Xl - “) (XJ - [—l) -ﬂ 0. HBHCE we get-

C_ _ population standard deviation
or Cz=T-° 00k of .
_ N /n square root of sample size

It is to be noted that the standard error of the mean is always less
than the standard deviation of the population. This means that the
sampling distribution of the mean has less ‘variability than the
population from which the samples were taken. If the value of g is not
known and if the sample size is large (as a rule of thumb adopted by
many authors, a sample containing 30 or more observations constitutes a

large or sufficiently large sample), it is replaced by s, the standard
deviation of the sample. The S.E. of the mean then becomes

S

Sz =—F=.
» T A .
(iii) Shape of the distribution. (a) if the population sampled s
normally distributed, then the sampling,‘distribu't.ion of the mean X, will
$0 be normal regardless of sample siz2. '

To prove this, we proceed as follows:
By definition, the moment genera‘ting function of X is
Mzt = E(eX = E =%/
n n
= E [[Te*] = ] B* -
. =] i=1

But  Ee™i/™ 2 p, (%) 5

X is N(t, 62), then |

24209 -
Mx(t) - e}lf‘l-d 1/2, and

vy (L) = gnt/n+io?a/m?
n

Since X b Xy, ..., X, is a random sample, therefore
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Mﬂﬂ-E@% (Em“”ﬂ"

an &
L [Mx(;)_l J (—+-2-52£2/n2)
= pht+ 02t2/2n'

But this is the m. gf. of a nor mal distribution with mean = Ll and

: 2
< varlance = G— Thus X is normally distributed variable with mean il and

n 1

variance 0%/n where p. and 0'2 are the mean and variance of the

~opulation.

(b) If thz vopulation sampled is non-normal, then for sufficiently
leige sample size, the sampling distribution of X will

approximate the normal distribution.
Thls is a special case of the most 1mportant statistical theorem
known as the Centrat Limit Theorem, Whlch is stated and provad in the
nexi section. :

We know that the standardized form of a =andom variable is
obtaired by subtracting its mean from it and dwldlrcr the c‘sfference by

its standard devnatlon, that is

7 - yalue of random variable — mean of 1andom variable -
- standard deviation of random vauable

We have p1oved above that the sample mean X is normally distributed
random variable with mean equal_ to population mean P and standard

0 The standard normal veriable then becomes

dé-fu.*iation_ \/; |
Z = X-p » : :
co/An 3 ¢

If sampling is without renlacement and sample size n is 5% or gleater
than 5 per cent of the populatxon size N, then Z valves are obtained.by

the formula : A
, w
o N—n

\"—

‘The sampling distribution -of X thus offers solutions to prooability
ques*ions about the values of the sample means. : ]
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Example 14.7.. Assume that a population consists of 7 similar
contamers having the following weights (kxIOgrams)

9.8, 10.2, 10.4, 9.8, 10.0, 102and96

(a) . .Fmd the mean u and the standard devmtxon G of the given
" population.

. (b) ‘Draw random samples of 2 contamels without replacement and
calculate the mean weight X of each sample.

() Form a frequency dxstubutlon of X and a sampli'ng distribution

of X.

(d) Find the mean and the standard deviation of the sampling
‘ distribution of X .

(a) The population mean p and standard deviation C are

9.8 + 10.2 ‘
_ZX 7+ .+ 9.6 700_100]%Emd

[Zx-w? _\/98—10)2+< 0.2— 10)2+ .+(9.6-10)2
\/ N

04 —— =/0.0686 = 0.262 kg..

(b)  Let the containe™s be identified as A, B, C, D, E, F and G Now
E the number of possible random samples of n- = 2 containers

without replacement is (;) = 21. The 21 possible random -

samples with the va]ues of their mean weights are given on’
page 32:

(c) Thg frequency distribution ofX and the samplmg dxstubutlon of
the mean X, which is just the relativz frequency distribution of X
-, are obtzined below:. 3 :

(i) Frequency Distribution of X | (ii) Sampling Distribution. of X _
| [ Sample | 7any | f . Sample | Probability
|- Mean x ‘ | Meanx &)
9.7 |l 2 9.7 . 2/21
0.8 Il ‘e 98 | 2/21
9.9 | 4 9.9 - 4/21
10.0 |y 5 10.0 - 5/21
101 4 10.1 -4/21
1.2 il 2 10.2 2/21. '
103 i 2 el 10.3 2/21
—— =, : 21 . . _‘_z_ R -

N\
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32
Sample | Sample Weichts m- —:":‘:mples Sample Mean .: |
No. | Combil ation X, Xy weight (X)
1 A B 9.8, 10.2 10.¢
2 AC 9.8, 10.4 361
s | AD 958, 9.8 9.8 |
4 | \A,E‘ '_9.8, 10.0 9.9
5 | AF 9.8, 10.2 10.0
6 | ac 2.8, 9.6 9.7
'ﬁ B, ¢ 102, 104 | -, 1203
8 BD - | 102 98 . 10.0
o 'B,E 10.2, 10.0 10.1
10 BF. | 102 . 102 . 102
11 B,d 10.2, 9.6  9.9 |
12 ¢,D | 104 9.8 10.1
13 C,E 10.4, 10.0 " 10.2
14 C, F 104, 102 10.3 l
15 c, G 10.4, 9.6 100 |
16 D, E 9.8, 10.0 . 9.9 |
17 | DF 9.8, 10.2 100
. 18 D, ¢ : 9.:‘,- 9.6 9.7
| s BRI 9 () 10.2 101
, 0 E G 12,0, 9.6 9.8
. a F, G 102, 9.6 09
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(d) The mean and stand.nd de siation of sampli ‘
- are computed below: . | plirg dlStllb ntion of X

!—i?:;ﬁl; _PYO??glllty | xXf(x) J'c'—.p,; (55_‘”5)2 &—1z)2 @)
9.7 ©2/21, | 194/21 | o3 | 0.09 0.1¢/21
0.8 2/21 | 196/21 | _g2 004 | 0.08/2.°
0.9 4/21 | 89.6/21 | —o1 | 0.01 | 004/21
10.0 5/21 |50.0/21 | o 0 0
101 4/21 |404/21 | =01 | o001 -0.64/21
10.2 2/21 |204/21 | 02 | 004 | 0.08/2
1'0.3' g1 |206/20 | 03| 0.09 0.18/21
5 1 . 100, -- - 0.6/21

\

ls = 2% f(®) = 10.0 kg, and

0z = VI G - 1p)? &) =

== =+/0.0286 = 0.17 kg,

whxch is a smallel value indicating that the sampling dlstubutlon of the

mean is more concentrated about the populatlon mean.
-

Example 14.8. A sample of size n=3 is to berandomly selected
" without replacement from a populatlon that has N= 5 {tems vrhose values
are 0, 3, 6, 9 and 12. ‘ , . g

e,

(a) Find the sampling dlstubutlon of the sample mean, X

(b) - Calculate the mean and the standald devnatlon of X, and veufy’ '
that ' - :

-n

-1

=

2 o2
o. = —.
: n

Z

Let the items be des'gnatea by the letters A, B C. ) and B.

(a) The number of samples of size n=3 tnet could be drawn it
replacement from a population of size N—5 is o o

5y _ 58!
3) = 213!

hout

= 10.



34 INTRODUCTION TO STATISTICAL THEOR\

The 10 pm;:ﬁib]e samples and their means are given below:

Sample Sample Sampie Samplg

No. Combinations Values Mean (X)
1 A B C 0,3,6 3
2 A B, D 0,39 4
3 A B E 0, 3,12 0
4 A C D 0,69 5
5 _ACE 0, 6, 12 6
6 A D E 0,912 i
i B, C,D 3,69 6
8 'B,C,E | 3612 7
9 B,D,E 3,9, 12 8
10 C,D, E 6,9, 12 9

The sampling distribution is obtained by listing all possible means
and their probabilities (relative frequencies) as below: -

" Sampling Distribution ofX

Samplg Number of Prbbability
Mean X sample means (f) N (CI N
3 1 - 1/10
4 1 - 1/10
o 2 , 2/10
T 6 - 2 2/10
b 2 | 2/10
g 1 110
S 1 1/10
2 T 1
i .

o () N xt, we calcolate thé Mmean. a -

_ o g the
astandard error) of the s npling distril, the standard deviation (

utio. of the mean as follows:
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Calculation of Mean and S.D. of Samyling Distribution of X .

Sample Probabilit = e e

E Meagf £(%) ¢ :xf(x)_ x2 f(x)
3 .. 1/10 -3/10 9/10 .
4. /100 | /10 16/10 |

5 2/10 | 10/10 50/10

6" 12/10 - 12/10 72/10

' 7 2/10 14/10 | 98/10

8 J v | 8/10 64/10

9 ~.1/10 9/10 81/10

o 1 60/10 390/10

Now le th(x) = — = 6, and

o; =\ [Z2f@] - [ZFH®]?

390 () \/39 36 = \j3_—1732

In order to verify the glven 1esult we f'ust calculate the mean |l and
the varlance o2 of the given popu]atxon Thus

M= g[O +3+6+9+12] =-§[30] = 6, and
o2 =fl-[(0—6)2+(3—6).2+(6—6)2+(9—6)3+(12—6)é] =18

2 N-n 18 5—3  18x2

chﬁcatxon Nowc— . = i = =3=0
n N-1. 8 °5-1 3x4

Kl

Hence the result. , :
. Example 149 Suppose that a 1andom variable X has the
followmt* population dlsmbutlon .

B x 3 6 9
@ 13 13 13 |

Ifa sample of three numbers is taken with replacement, obtaia the

— —

S2Mpling distribution of the sample mean and verify that 03 = g

Foo i
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e r X may be writtenas  *

- The population distributiza of th

- [1/3 forx =3
fx) = P(X=x) = { 1/3 forx =6
 Ll1/8 forx=9

implying that the members of the population have the numeriy
values of 3, 6 and 9. _ _
ze n=23, which could be selecty

The number of possible samples of si
with replacement from this population 1 is 33=,27. The 27 1'a1'1dom samply

with their means are given below: v
~ Sample Sample Values Sample
No. Xy g X3 Mean
X
1 3 3 3 3
2 3 . 3 6 4
3 3 3 9 S
4 3 6 3 |- 4
5 3 6 6 -5
6 3 6 9 6
7 3 9 3 5
. 8 3 9 6 6 -
9 3 9 9 7
10 6 3 3 -4
11 6 3 6 -5
12 6 3 9 6
' 13 | 6 6 3 5
14 - 6 6 6 ' 6 :
15 6 6 9 7
- 16 6 9 3 6
17 6 9 6 7
20 9 3 6 .6
21 9 3 9 7 ‘
209 6 3 6.
23 9 6 6 7
24 9 6 9 3
25 9 9 3 »
46 i 9 6 8
ey A 9 9
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The sampling distribution' of the sample mean X is obtained below,
together with two columns needed for the calculation of the S.E. of the

mean: ‘ ,
Sampling Distribution of X and Calculaticn of S.E. X
P No. of sample Proba_b:hty % (%) %2 f(%)
.means [(x) :
3 i 1/27 ° 3/217 9/27
4 3 3/27 - | 12/27 48,27
5 € 6/217 . 30/27 . .150/27
.6 7 . 7/21 42/27 252/27
7 6 6/217 42/27 294,27
8 3 3/217 ©24/27 192/217
9 1 1/27 | -9/27 81/27
5 27 1 | 1e2/27 |- 1026/27
_ o 162
Now, [.LE = 2% f(X) = B =
o, = TEf(®) - [I% @)
_1026 9 _ o0 ao
= o —(6)? = 3836 = 2.

w

And, 4=ZExf(x)=3x3+6x3+9x:=6
0% = La?f(x) — p? = [9 x 5+ 36'% 3 + 81 x 3] - (6)2

= (3 + 12 + 27) — 36 =.6.

Hence, C= = i ¢ N

~ Example 14.10. The weights of 1500 ball bearing’s are normally
distributed with a mean of 22.40 ounces and a standard deviation of*
0.048 ounces. If 300 random samples of size 36 are drawn from this
Population, (a) determine the expected mean and standard deviation of
the sampling distribution of mean if sampling is done (i) with
replacement, (ii) without replacement;, ~ (P.U.B.A./B.Sc, 1971)

r

.
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(b)How many of the random samples would have their Megy,
between 22.39 and 22.42 az? ' :

1500 ; :
(a) There would be (1500)36 and ( 36 ) possible samples of size %

that could be obtained theoretically from a population of weights of 15
ball bearings with and without replacement respectively. ObViOuSly thy
number of theoretically possible samples is much larger tkLan 300
Therefore the sampling distribution of the mean will not be a tr,

- sampling distribution. (Such a distribution -is called experimenty
sampling distribution). But 300 being a large number, there should b,
close agreement between the experimental sampling distribution of 3
sample means and the true sampling distribution of mean. Hence t},
expected mean and standard deviation are found to be as:

(i) Sampling with replacement:
Hz - B = 22.40 oz,

o 0.048

Oz = ——==—F—= 0.008 0z.
ST oAl B |

(ii) Sampling without repldcement: o
H

0_=_q_ N-n
‘ *oaln T \IN-1

= = 22400z, .

Kl

Since sample size n=36 is less than 5% of the p‘opulation size
N=1500, therefore according to the generally accepted rule for the use of

' /N -n
¢, the factor
P N-1

is dropped. Thus

(b) The sampling distribution of the mean X is normal because the
population sampled is normally distributed. Thus '

X-U; E-92240. o
Z = o- & 0.008 1s a standard normal variable.
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To find the expected number of samples that woﬁld have their meaﬁs
between 22.39 and 22.42 oz, we will transform these values to the
corresponding z-values. Thus .

22.39 — 22.40

at ¥ = 22.39, we find z, = o008 — = ~125,and
at % = 22.42, we find z, = 22'43 5022'40 = 2.50.

Using the Table of areas under the norrr}ial cﬁrve, we find
P(22.39X<22.42) = P(-1.25 < Z < 2.50) '
‘ | = P(-125<Z<0) + P(0 < Z < 2.50)
.= 0.3944 + 0.4938 = 0.8882.
Hence the expected number of samples = (300) (0.8882) = 267.

Example 14.11. A construction company has 310 employees who
have an average annual salary of Rs. 24,000. The standard deviation of
- annual salaries is Rs. 5,000. In a random sample of 100 employees, what
~ is the probability that the average salary will exceed Rs. 24,5007

The sample size (n=100) is large enough to assume that the sampling
distribution of X is approximately normally distributed with mean

Hz = L = Rs. 24,000.
and standard deviation

.- -S_ . |[N-n_ 5000 [310-100

*oaln T \N=-1 100 310 - 1
"= Rs. 412,20,
- where we have used fpc, because the sample size n=100 i
S per cent of the population size N=310.
X -pg X -—24000, .
My is approximately N(0, 1).
oy 412.20 , »

- We are required to evaluate P(X > 24,500).

_ " 24500 — 24000
At X = 24,500, we find tbat z= 41220 - 1.21

s greater than

Equivalently, Z =

Hepce using Table of areas under normal curve, we get
P(X > 24,500) = P(Z > 1.21)

<= 0.5-P(0<Z<1.21)
= 0.5—0.3869 = 0.1131,
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Example 14.12." Calculate the standard error of the me?.n frlo'r'n the
following data collected in one of the many random sample inquiries to
find average earning nf a particular class. ' :

Earning | 110 | 11-20|21-30|31-49| 4150|5160 [ 61—70 | 71-80
. (Rs)) | _ i
Number | o0 | og | 150 | 218 | 200 | 164 | 110 | 40

Vof persons .

tion o is not known and the .

o replace it with -the sample
e standard

Since the population standard devia

sample size (n=1000) is large enough t
standard deviation s, we therefore first calculate the sampl

deviation as below:
| ‘Earning . f . fu fu?
(Rs.). _ .
1-10 - 20 -3 .| -e0 | 180
11-20 98 | . -2 196 | 392
21-30 15 | -1 150 150
31-40 218 0. ' - ."0 , 0
41-50 200 1 200 200
51-60 ' | 164 2 a28 | 656
61-70 110 3 330 | 990
71-80 40 4 . 160 640
z 1000 612 | 3208

The sample mean and the sample standard deviation are;

T=a+ Znﬂ'x h =355+ 252 4 10 = Rs: 41.62, and

1000
.. - n. n

- [3208 (612 )2 - -
= 10 1000 \1c0o) = 10 \/2.833456 = Rs. 16.83.
Hence the standard ervor of the sample.mean is |

s 16.83  16.83

S /?:_\/E' ‘= '\/IOO—O = 3‘1.62 = Rs. 0.53,




