Gamma Distribution

Let ‘X’ be a +ve continuous random variable with interval (0,) is said to be a gamma
distribution having its p.d.f:

-X

a-14 /p

And gamma function is

[o4]

-X
ﬁbazj. Xa_le Adx 0<X<w
0
Known as gamma function with parameter a & b.
Where a=notation/location parameter
b=scale parameter
If a=1 then it becomes exponential distribution:

L%

f(x) = B 0<x<w
If b=1 then it becomes gamma distribution of single parameter:

a-1,-x
f(x):ﬁx € 0<x<oo
& its function is:

a-1,-x
Ja= xedx 0<x <o
0

If a=b=1 then it becomes standard exponential distribution:
f(x)=¢€" 0<x <o

Properties of gamma distribution
1-Area under the curve is unity.
2-Gamma distribution is a +ve continuous distribution.
3-It has two parameters a & b.
4-The range of the distribution is 0 to oo.
5-The mean of gamma distribution with single parameter is ‘a’ & its variance is also ‘a’.
6-The mean of the gamma distribution with two parameters is:E(x)= ab & the variance of

the gamma distribution with two parameters is:Var(x)= ab’®.
7-The mode of the gamma distribution is:Mode= b(a —1)
8- The harmonic mean of the gamma distribution is:H.M:b(a—l) .

9-The m.g.f of gamma distribution is: M X (t) = (1— b'[)_a

Prove that total area under the curve is unity.
Proof:
Let by definition

Area= J. f (x)dx

As x® Gamma(a,b)

L i
f(x) = ﬁba
Then

o 1 x
Area = x*e /bdlx

lﬁba



AreA = )_alba I X" /odlx

As we know that gamma function is:

2 =X
Jab° = J xte oy

0
Comparing (A) & (B):
a=a &b=Db

it -

Putin (A)

(A)

(B)

a
Area = T a ﬁb =1 Hence Proved
ab

Find r'" moments about origin. By use it find mean & variance.
Solution:
Let by definition

yr’ = E(Xr)
X Tbaj

X'x* e bdx

1 7 r+a-1 _%
_=——| X"™7e "Pdx
‘ﬁbal

As we know that gamma function is:

(A)

F -X
b’ :I Xt ol

0
Comparing (A) & (B)
a=atr &b=b

Eba :wa Putin (A)

(B)

n =>_a%)a+r.ba+r

!

n =% a+r.ba.br=% a+rh’
ba+r

:ur: ﬁ ©

Use rth moments to find mean & variance:

Mean = ,“1’ = E(X)

Putr=1ineq (C)
, bYa+l baT

TRTR

Now, put r =2 in eq.(A)




. b’Ja+l+l b'(a+l)a+l b’(a+la)a
TR R
u, =ab(a+1)

Var(x) =E(x*)-[E()]° = ab*(a+1)- (ab)® = a’h? +ab® —a’h® = ab’

Question
Derive m.g.f of gamma distribution. Also find mean & variance by using m.g.f.

Solution:
Let by definition

M, (0)= 1, (1) = E(e") = [ " f (x)dx

We know that
As X~ Gamma(a b)

Xale/

f(x) = Tba
0~

ok .
"oyt

M (t):ﬁba.

=b*(a+1a

tx,a-1

ety ebdx

M (t) :ﬁba J

(t) = ﬁba

Tb T alg byt dx A

As we know that gamma function is:

Jab° = T x+%e fogx ®)
0

Comparing (A) & (B) and we get
a=a &Db=>b(l-bt)?!

b
[y e b(l t)dx

Jab® =) a b {1 bt ‘1} Putin (A)
_ L byl
Mx(t)-ﬁbaﬁ{b(l bt)*|
1

M, (1) =— b} {1-bty*f

ba



M, (0) = (L-bt)

Use it to find mean & variance.

-—a-myﬂ

Derive Characteristic function of gamma distribution

Solution:
Let by definition

0 (t)=M(it) = (L-ibt)™

Derive Cummulent generation function of gamma distribution

Solution:
Let by definition

K(t)=logM,(t)

K(t) =log(l-ht)™® =-alog(l-

'_\

X
d

d

__{__

it

dt

=ab?*(a+1) - (ab)’

t=0

Mx(ﬂ

Question

Hence the required result

Question

t? t t
— 2 - 3 —_ JE—
K{t)=af+af 5 + 20 3 + 60 m +oen
General expression of rth cummulent
t4

t2 3

K(t) =Kt+K, 2 —+K,

—+K,—
*3

Comparing (A) And (B) we get

K, = =Mean=op
K=t = aff’
Ky = 1 = 20’

K, = 1, =6ap*
Hy = K, +3K7

1, =6ap* +3(apf’)’ =6ap’ +3a’ B’

H, =32+ )’

4.

4

Question

= a@-bt)**(-b)|, =ab

=a’h? +ab*-a’h? = ab?

Required m.g.f.

(A)

(B)



Find mode of gamma distribution.
Solution:
If the two conditions are satisfied then mode exists.

d
f(X)=0  or d—log f(x)=0
d2
' —log f(x
fX)<0 or 2100 (x)<0

As X~ Gamma(a b)
f(X) — Tba Xa 1e /

Taking log on both sides

log (x) = Iog{fb xitg /b ]

1 X
log f(x) =| log ﬁba}(al)logxbloge] - loge =1

log f(x)=|log %}(a—l)logx —ﬂ

Differentiate w.r.t to ‘x’:

dlog f(x) d X
v { [TJ +(a- 1Iogx——}

dlogf(x)_ (
dx
dlog f(x) _ (a_l)x_l ~ 1 __________________ _
dx b
dlog f(x
Put : ():0
dx
0. @D 1
X
1 @)
b X
x=b(a-1)
Again diff. eq (1) w.r.t to “x”
d?log f(x) _
=-1(a-1)x*
dx? @-)
d’log f(x) -(a-1)
dx? X2

d’log f(x) -(a-1)
&’ b*(a-1f




d’logf(x) -1

d¢  b*(a-1)
2
d k:jizf ) =-ve<0 at x=b(a-1)

Both conditions are satisfied then mode is existing.
Mode = X=b(a-1)

Question
Find Harmonic mean of gamma distribution
Solution:
Let by definition
1
HM =

A
%y :
X

1) (1 1 ot
E(j j f(x)d Tbaj.x e/dx

“Tab ) e g ®)
As we know that gamma function is
Jab° = T xle /gy ©
Compar(:ng (B) & (C):
a=a-l&b=

Jab® =)a-1 1b Put in (B)
1,1 L jambt o Ja-bt g g
)_Wm a1+ ""_ (a-D)(a-1) (a—l)_b(a—l)

Putineq (A)
1 1
HM = E[l) - 1 =ba-1) Required Result.
X) \b(a-1)
o Question
BC
Prove that # (a,h) :)a=+b
Solution:
We know that
j “e™dx
0
E jyb -1 ydy
0
ﬁ% :J'I yb—lxa—le—(x+y)dxdy A
00



Put L=—— S=X+
ut X+y : y
. X
== S—X=
" , y

Sz=X s(l-z)=y

Partially differentiate old varlables w.r.t to new variables

Y _-3) &
0s 01
Y_ . ox_
01 0s

ox oy

os os| 2 1ot
J= _

- =-75-5(1-2)=-25-S+25=-S

x Yy S -

01 0z
dx.dy = |J|dsdz = sdsdz
Limits

X&y—0 then s— 0
x&y—oo thens— oo
x&y—0 thenz— 0
x&y—o thenz— 1

Put in (i)

o 1

Ja)b = [ [(sz)"e(s(L—z)f"*sdzds
00
ol
Ja)b = [ [s*(zf*s" 1~ z) e *sdzds
00

o 1

Ja)b = [ [s**** (2] H(1-2) e *dzds

00

OO

ﬁ>_b— atb-lg Sdsj. Fia-z)tdz ®)

0
In right hand side 1% functlon is gamma function & 2" function is beta function of kind
1%,

As we know that gamma function is:

ﬁba :JAXa_leAdX (i)
0
As we know that beta function is:
1
Blab)= I X (1= x)"dx (ii)

0
Comparing (B) with (i) & (ii) :

)Ja)b=)a+b.B(a,b)

(T = p(a,b) p(a,b) = %

Hence proved.



Question
State and prove reproductive property of gamma distribution
Solution:

Statement: If X, (i=123,...,,n)are “n” independent random variables from the gamma

distribution with parameter («, ) respectively. Then show that Z X; also follow gamma
i=1

distribution with parameter (Za,ﬁ) =(ne, f)
i=1

Proof: It is given that
X, (1=123,...,,n) > Gamma(e;, ) and moment generation function

M. (t) = (1- &)™ i=123...n

Let £ = Z Xi
i—1

Let by definition of m,g,f

M, (t)=E(e")

M, (t) = E(etglxi) _ E(etX1+tX2+tX3+...+tXn) _ E(etxletXZetxs ....etX“)
As X’s are independent then we get

M ()= E(€)EE")E(™).. ™)
M 0= (- B0 (1 ) L ) .. (- )
M (= (- A 7

M, (1) =(1- )”
z(t)z(l‘ )na

Hence proved >’ X, — Gamma(}_ a;, B)

i=1 i=1

Question
If X, - Gamma(e,,)and X, - Gamma(e,,1) then show that X, + X, also follows

gamma distribution with parameters (e, + @,)

Proof:
It is given that

X, — Gamma(e, J)with m.g.f M, (t) =(1-t)™
Similarly

X, — Gamma(e, 1) with m.g.f sz (t)=@2-t)™
Let

Z=X,+X,

Let by definition of m.g.f

M, () =E(e")

M, (t) = E(e™)

MZ (t) — E(etXl+D(2)

M, (t) = E(e"e™)

As X’s are independent then we get

M, (t)=E(e™)E(E™)

M, ()= (1) Q-1 = (L-t)

Z=X,+X, »>Gamma(e, +a,,1) Hence proved



Gamma distribution with single parameter

a-1,-x

f(x):ﬁx ¢ (0<x <o)
And gamma function is
a-1,-x
ﬁ = JX e dx 0<x<w
0
Question
Find r'" moments about origin. By use it finds mean & variance.
Solution:
Let by definition
m =E(x)

f = [ X (x)dx

’ 1 “
U, :—jxrxa’le’xdx
a 0

' 1 T a+r-1,-x
H, =—| X" e dx (A)
ol
As we know that gamma function is:
ﬁ = J.Xa_le_XdX (B)
0
Comparing (A) & (B)
a=atr
E=>a+l’ Putin (A)

! P—

n :ﬁ)aw.

b=

Ja.

!
4 =a=Mean
Now, putr =2 ineq.(A)

' 5a+2
Hy =———
Ja



Similarly obtain the others results of single parameter gamma distribution
Mode

The mode of the gamma distribution is: Mode= (a—l)
Harmonic mean

The harmonic mean of the gamma distribution is: H.M= (a—l).
Moment generating function

The m.g.f of gamma distribution is: M X (t) = (1—t)_al
Question
Show that |n+1= nﬁ

Solution: As we know that gamma function with single parameter

ﬁ = ]Ex“exdx Put =T+1
0
Jn+l= Tx"*“exdx
0
Jn+l= Tx”exdx
O(i) (if)
m = x”o_fe‘xdx—]:e‘xdxddin

X

m = X”Iexdx —]:exdx%
m —xn&

mzx”e

Integrating by parts

ooe_x B
_[—nx” dx
5 -1

—X

0
0

+ Je’xnx”’ldx
0 0

IN+1=0+ njfx”‘le‘xdx
0
In+1= nTx”lede
0

By comparing gamma function and we get

m = nﬁ Hence proved






